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Abstract

The acoustic analogy has been used as a method of jet noise prediction for several

decades. Goldstein’s generalised acoustic analogy showed that jet noise can be

formulated as the product of a spectral tensor which contains the jet turbulence

statistics and the propagator which controls how the acoustic waves propagate

to the far field. In this approach the turbulence enters through the spectral

tensor (linearly related to the space-time Fourier transform of the Reynolds

stress auto-covariance). The Afsar et al (2011) formulation for heated jets in

axisymmetric turbulence showed that the generalised analogy can be related to

11 independent components of the spectral tensor.

The main objective of this thesis is to carry out a detailed numerical analysis

of the turbulence statistics using LES of four jets. We investigate various

turbulence approximations in the spectral tensor model and its impact on

acoustic predictions. Our aim is to discover whether universality of turbulence

scales exists across Mach number and jet temperature ratio. We found that for

jet noise predictions, universality was confirmed across acoustic Mach number,

when the jet temperature ratio was fixed. Notably, universality was also found

across jet temperature ratio at the peak frequency (St = 0.2, θ = 30). We also

find several approximations can be made in the spectral tensor calculation to

reduce computational complexity.

This thesis also considers edge noise, utilising parallel programming across a

graphic processor unit to increase computational speed of the predictions as well

as improved analytical modelling including optimisation to obtain more accurate

acoustic predictions across a range of subsonic Mach number. These results are

then combined with the jet noise results to investigate installation effects.
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Chapter 1

Introduction

1.1 Motivation for Research

Aircraft noise has been recognised as a significant problem since the advent of the

jet engine in the mid twentieth century. The jet engine was much noisier than

the preceding propeller engines and at this time flight became more commonplace

which further exasperated the problem.

Currently, over one million people in the UK are exposed to aircraft noise

which exceeds World Health Organisation (WHO) limits over a 24-hour period

and the health impacts relating to this, such as hearing loss and cardiovascular

disease [1], are estimated to cost the government £540 million each year [2].

Furthermore, the WHO estimate that 1 million healthy-life years are lost in

Western Europe alone due to environmental noise (aviation noise being the

biggest source), with cardiovascular disease contributing to the majority of these

deaths [3].

Aircraft noise is naturally a larger issue close to busy airports, for example,

Heathrow airport impacts more people than any other European airport, and is

classed as ‘significantly annoying’ by the UK Civil Aviation Authority (CAA)

[4]. This will only worsen as airports expand, for example, in 2020 Tokyo Haneda

airport adjusted flight paths to increase the number of flights by 50 per day, this

has resulted in an increase of 10dB, resulting in 80dB aircraft noise in certain

areas, which could have ill effects on health [5]. If the London Heathrow airport

expansion goes ahead, which Heathrow CEO John Hollad-Kaye believes it will

[6], an estimated 2.2 million people will be exposed to increased aircraft noise
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[7]. Although Heathrow is a large contributor to the UK economy, increased

noise pollution has been linked to cognitive impairment and behavioural issues in

children, sleep disturbance, obvious hearing damage and other consequent health

issues [1].

Covid-19 disrupted the aviation sector in 2020, bringing a halt to domestic and

international flights. Its impact is still being felt three years later with continued

reduction in demand [8]. However, forecasts predict there could be bounce-back

within this decade with 2.5 million additional flights by 2029 in Europe alone [8].

Therefore jet noise control remains a high priority in aviation.

Over the last few decades a vast amount of research in the area in combination

with tightening airport regulations has resulted in a reduction of noise by roughly

20EPNdB (effective perceived noise takes into account not only the magnitude

of noise but also the frequency and duration) despite the increase of aircraft size

and weight over that time [9]. However, although individual aircraft are becoming

quieter, due to the volume of aircraft in the skies, the overall noise levels are still

rising so it remains a prevalent issue.

This reduction in aircraft noise has been largely motivated by noise regulations

enforced by the International Civil Aviation Organisation (ICAO). Although

some noise control measures were first introduced by airports in the 1960s, the

first international noise certification standards were issued in 1972 by the ICAO

in Annex 16, Volume I to the Convention on International Civil Aviation. They

defined three locations where noise should be measured: lateral, flyover, and

approach. These are shown in Figure. 1.1.

Figure 1.1: Noise measurement locations for certification of aircraft (ICAO,

Annex 16, vol. I)
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These noise regulations have become more stringent over the years, which is

shown in Figure. 1.2. The initial regulations which were defined in Chapter 2 of

Annex 16 were tightened in Chapter 3 following the introduction of the bypass

engine since it enabled a large reduction in noise, this applied to all aircraft

certified prior to 2006. The Chapter 4 stipulations were introduced after more

noise reduction technologies were included in aircraft design. Most recently, in

2013, Chapter 14 legislation was introduced which further tightened regulations

by 7EPNdB. It is important to note that these noise regulations refer to the

‘noise at source’, i.e. they will be considered in the design phase of aircraft

development. The ICAO takes a balanced approach to noise reduction, meaning

that they think each airport should address their own specific noise issues by

considering: noise at source, land-use planning and management, operational

procedures, and operating restrictions.

Figure 1.2: ICAO Noise regulations for subsonic jets [10]

Before discussing aircraft noise in more detail, it is prudent to have a

deeper understanding of what constitutes noise and how it is measured. Noise

is commonly defined as unwanted sound, where sound can be described as a

combination of two main components: frequency and loudness. Human hearing

is estimated to be able to hear from 20-20, 000 Hz, with the ability to hear

higher frequencies decreasing with age due to hearing loss. There are several

units that we can use to measure noise, these being decibel (dB), ‘A-weighted’

decibel (dBA) and the equivalent perceived noise decibel (EPNdB). The decibel

3



is the basic logarithmic scaling for sound measurements, where an increase

of 3dB represents a doubling of the sound pressure which relates formally to

a doubling of power, however note that this is the minimum sound pressure

increase that can actually be heard. Therefore, in practice an increase of 10dB

is required before sound is subjectively found to be twice as loud. Additionally,

we must remember that the human ear perceives sound differently depending on

frequency; two sounds can have the same dB but we can hear the high frequency

while not being able to hear the low frequency, A-weighting accounts for this

by applying a filter so that sound measurements using this unit are a better

representation of the sound we can actually hear. Aircraft noise regulations

however are stated in terms of EPNdB, which additionally takes into account

the length of time over which the noise occurs, since humans find noise more

annoying the longer its duration, and it is more damaging to health.

1.1.1 Jet Noise

Aircraft noise is clearly very complex but it can be split into two main groups:

engine noise and airframe noise. The airframe noise is that relating to the

interaction of the freestream air with surfaces of the aircraft such as the fuselage,

flaps, landing gear etc. The engine noise is produced from internal moving

components (such as the fan) and the high speed turbulent jet. Most noise

is produced from the engine, especially on takeoff. On approach the noise

contribution is more or less equal between the engine and airframe [11]. The

noise relating to the high speed jet can be categorised into two areas: jet noise

which considers only the isolated jet; and jet surface interaction which takes into

account the installation effects, i.e. how the jet interacts with surfaces of the

aircraft.

Turbulence in jets is made up of small-scale and large scale structures, as

depicted in Figure. 1.3. The small scale structures have been found to be more

dominant in producing high-frequency noise, and the large scale structures are

more dominant in producing low-frequency noise.

Lighthill [12] showed that jet noise was proportional to the eighth power of the

jet velocity, therefore when the turbofan engine was introduced in the 1960s jet

noise was largely reduced. The introduction of a stream of air through the bypass

duct not only improved the efficiency of the aircraft but also reduced the velocity
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Figure 1.3: Regions of turbulent jet

of the jet which consequently reduced the jet noise. However, we have reached

the bypass limit so further reductions to jet noise require smaller changes such as

the inclusion of chevron shaped nozzles, and this requires a deeper understanding

of the flow field and the production of noise.

Lighthill formulated the acoustic analogy which rewrites the Navier Stokes

equations in terms of a linear wave equation which can be solved for the unknown

variables if we assume the turbulence is known, and is therefore an ‘acoustic

source term’ in the Navier-Stokes equations. At the time of its introduction it

was impossible to know the turbulence structure however, over the past decades

computational power has increased significantly allowing simulations to be carried

out to find the turbulence statistics which can then be used within the acoustic

analogy to predict the noise.

1.1.2 Edge Noise

Since commercial jets have the engines mounted beneath the wings of the aircraft

and large bypass ratios mean that they are mounted close to the wing, there is

a significant interaction between the jet and the trailing edge of the wing. This

interaction was shown to increase the low frequency sound, particularly in the

sideline locations (perpendicular to the wing). Therefore when carrying out noise

predictions, it is also important to consider this interaction, which is known as

‘installation effect’. Several methods have been developed to do this, and they

are discussed in the literature review.

This thesis is split into two parts, looking at both jet noise and edge noise and

finally combining prediction models into a ‘hybrid’ method for the prediction of
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the full installation noise signature. The latter will be restricted to the jet and

edge noise spectra.

1.2 Research Questions and Objectives

We currently do not have full information on the turbulence structure of jets

across a range of acoustic Mach number (Ma) and jet temperature ratio (TR).

This has lead to approximations of the turbulence being used in existing

research which has the potential of introducing error in acoustic predictions and

conclusions. Hence the research questions that we pose are as follows:

1. How does acoustic Mach number and jet temperature ratio affect turbulence

statistics?

2. Can certain correlation functions be neglected?

3. Is there universality for the spectral tensor across Ma and TR?

4. Can jet surface interaction noise be better predicted using more faithful

representation of the turbulence?

These questions will be answered in this thesis via targeting the main

objectives:

• RO1: Obtain raw turbulence data for several acoustic Mach numbers and

jet temperature ratio using LES simulations;

• RO2: Calculate the propagator using LES mean flow data;

• RO3: Calculate turbulence statistics using this LES data;

• RO4: Use LES turbulence statistics to calculate the spectral tensor

analytically and validate numerically;

• RO5: Combine the propagator and spectral tensor to predict the jet noise

spectrum;

• RO6: Expand the jet surface interaction model and use optimisation

techniques to achieve better predictions and utilise GPU parallelisation to

speed up the program;
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• RO7: Combine jet surface interaction with jet noise to obtain the overall

noise production

1.3 Roadmap of the Thesis

Figure 1.4 shows the structure of this thesis and indicates which research

objectives are tackled in each chapter.

Figure 1.4: Roadmap of thesis

1.4 Scientific Contribution

The results obtained in this thesis have been disseminated at several conferences

and journal publications listed below:

Journal Articles Published

• Stirrat, Afsar, Minisci (2021) Assessment of optimization methods for

aero-acoustic prediction of trailing-edge interaction noise in axisymmetric

jets, MDPI Mathematics.
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Journal Articles in Preparation

• Koshuriyan, Stirrat (2024) On the universality of turbulence parameters in

jet interaction noise models.

• Stirrat, Koshuriyan, Sescu (2024) Subsonic jet noise modelling by spectral

turbulence reconstruction using large eddy simulation.

• Koshuriyan, Stirrat, Kokkinakis (2024) Analytical approximations of the

acoustic spectrum for an installed axisymmetric jet flow.

Conference Papers

• Afsar, M. Z., Stirrat, S. A. & Kokkinakis, I, W. (2020) AIAA-2020-2564 -

Investigation of fast GPU-based algorithms for jet-surface interaction noise

calculations. AIAA Aviation, 15–19th June 2020.

• Stirrat, S., Afsar, M. Z. & Kokkinakis, I. W. (2020) Investigation of parallel

computing for jet-surface interaction noise calculations. 33rd Scottish Fluid

Mechanics Meeting – Heriot Watt University, Edinburgh, UK. 28th May

2020.

• Stirrat, S., Afsar, M. Z., Minisci, E. & Kokkinakis, I. W. (2020) Using

Optimisation Techniques within a Rapid-Distortion Theory Framework to

Improve Trailing Edge Noise Predictions. 17th International Conference on

Flow Dynamics. Sendai, Japan, Oct. 28-30th, 2020.

• Stirrat, S., Afsar, M. Z., Minisci, E. & Kokkinakis, I. W. (2020) Modelling

the trailing edge noise using optimisation techniques within a rapid

distortion theory framework. 73rd Annual Meeting of the APS Division of

Fluid Dynamic2s, November 22–24, 2020; Virtual

• Afsar, M. Z. & Stirrat, S. (2021) The role of the spanwise correlation

length in low-frequency sound radiation by turbulence/surface interaction in

circular jets. British Applied Mathematics Colloquium , Glasgow, Tuesday

6th April – Friday 9th April 2021.

• Afsar, M. Z., Stirrat, S. and Sescu, A. (2021) The effect of the streamwise

spatial development of Reynolds stress auto-covariance tensor on the
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low-frequency acoustic spectrum of a high-speed supersonic air jet. 18th

International Conference on Flow Dynamics. Sendai, Japan, Oct. 27-29th,

2021.

• Stirrat, S., Koshuriyan, M.Z.A. (2022) Mapping the parameter space of

trailing-edge noise spectrum– aero acoustic modelling and optimization,

2nd International Conference on Computational Methods and Applications

in Engineering. Mississippi State University, Starkville, MS, USA, 2022.

• Stirrat, S., Koshuriyan, M.Z.A. (2022) Optimized aero-acoustic modeling of

trailing-edge noise for an axisymmetric jet interacting with a flat plate at

arbitrary vertical locations, 35th Scottish Fluid Mechanics Meeting, SAMS,

Oban, UK, 2022.

• Stirrat, S., Koshuriyan, M.Z.A. & Sescu, A. (2023) - Examination of the

acoustic spectrum in the generalized acoustic analogy for heated flows -

temperature coupling effects vs direct enthalpy flux generated noise, 20th

International Conference on Flow Dynamics. Sendai, Japan, Nov. 6-8th,

2023.

• Koshuriyan, M.Z.A., Stirrat, S. & Sescu, A. (2023) - Taylor’s Hypothesis

in High-order Turbulence Correlations, 20th International Conference on

Flow Dynamics. Sendai, Japan, Nov. 6-8th, 2023.
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Chapter 2

Literature review

2.1 Jet Noise Modelling

Modelling jet noise has been a topic of investigation for over half a century, with

computational aeroacoustics becoming the main focus of research in the past

30 years. To predict jet noise we need to capture both the jet turbulence and

the propagation of the acoustic waves to the far field. This can be determined

through two main routes: direct numerical computation and hybrid approaches.

Direct numerical computation aims to numerically resolve both the turbulent jet

and also the sound propagation to the far field. Hybrid approaches, on the other

hand, split the domain into regions, one containing the turbulent jet where the

Navier Stokes equations can be solved, and the other in the far field where the

acoustic propagation can be found using acoustic theory. Three main hybrid

methods have emerged: the two source model, wave packet models of turbulence,

and acoustic analogies. Figure 2.1 displays the different methods of hybrid jet

noise modelling and some of the major contributors.

This thesis deals primarily with the acoustic analogy framework and uses

computational fluid dynamics (CFD) to obtain the flow statistics. Hence, this

section will focus mostly on the development of the acoustic analogies and the

evolution of the use of CFD within them. Direct numerical computation, the

two-source model and wave packets will also be briefly discussed to enable a

greater appreciation of the field.
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Figure 2.1: Main analytical methods of calculating jet noise (some of the main

contributors to each method are listed - Goldstein is emphasised as this is the

analogy that is used within this thesis)

2.1.1 Direct Numerical Computation

As mentioned, direct numerical computation involves solving the Navier Stokes

equations in the entire domain. This can be done using several techniques, which

were recently reviewed by Brès and Lele [13]. Direct numerical simulations (DNS)

use a very fine grid to resolve the viscous scales of turbulence, naturally this

is computationally expensive and only possible for low Reynolds number flows.

Large eddy simulations (LES) are more popular as they are less computationally

expensive as a coarser grid can be used since only the large scale motions are

resolved. The small scales are either filtered out (implicit LES) or included using

sub-grid scale modelling (explicit LES). Hybrid approaches can also be used to

reduce computational requirements, such as combining LES with the Reynolds

Averaged Navier-Stokes (RANS) equations, one example of this is detached eddy

simulations (DES) where RANS is used close the the nozzle walls and LES is

used for the free-shear flow where the turbulent length scale is larger than the

grid size. More recently a Lattice Boltzmann method has also been used for jet

surface interaction [14].

2.1.2 Acoustic Analogy

The field of aeroacoustics emerged in 1952 when Lighthill [12] published his

acoustic analogy which was the first attempt at a method which could estimate
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the intensity of the jet noise using the details of the fluid flow itself. His acoustic

analogy rewrote the Navier Stokes equations into a linear wave equation which

could then be solved using classical acoustics.

Figure 2.2 shows the problem split into source and observer variables, the

source region describes the turbulent flow region, and the observer region is in

the far field where there is no turbulent motion.

Figure 2.2: Source and observer regions

He showed that the Navier Stokes equations could be exactly written as a

linear wave equation for a medium at rest with a quadrupole source term. He

used the continuity and momentum equations:

∂ρ

∂τ
+

∂

∂yj
(ρvj) = 0 (2.1.1)

∂

∂τ
(ρvi) +

∂

∂yj
(ρvivj) +

∂p

∂yi
− ∂

∂yj
τij = 0 i = 1, 2, 3 (2.1.2)

where ρ is the density of the fluid, vj is the velocity, p is the pressure and τij is

the stress tensor τij = µ(∂vi/∂xj + ∂vj/∂xi), where µ is the dynamic viscosity.

Then, by taking the time derivative of the continuity equation and subtracting

the divergence of the momentum equation, this resulted in:

∂2ρ

∂τ 2
+

∂2

∂τ∂yj
(ρvj)−

[ ∂2

∂yi∂τ
(ρvi)+

∂2

∂yi∂yj
(ρvivj)+

∂2p

∂yi∂yi
− ∂2

∂yi∂yj
τij

]
= 0 (2.1.3)

∂2ρ

∂τ 2
=

∂2

∂yi∂yj
(ρvivj) +

∂2p

∂yi∂yi
− ∂2

∂yi∂yj
τij (2.1.4)
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which, subtracting c2∇2ρ from both sides, (where c is the speed of sound) gives

the wave equation form:

∂2ρ

∂τ 2
− c2∇2ρ =

∂2

∂yi∂yj
(ρvivj) +

∂2p

∂yi∂yi
− ∂2τij
∂yi∂yj

− c2
∂2ρ

∂yi∂yi
(2.1.5)

This can be written succinctly as:

∂2ρ

∂τ 2
− c2∇2ρ =

∂2Tij
∂yi∂yj

(2.1.6)

where Tij = ρvivj + δij(p − c2ρ) − τij. The wave operator on the left hand side

of (2.1.6) is the usual wave equation operator on a homogeneous (constant c)

medium. At this point no approximations have been made, therefore (2.1.6) is

an exact representation of the Navier Stokes equations, where the source term

includes the convection of sound with the flow, the variable speed of sound, and

dissipation through viscosity.

For the subsonic Mach numbers that were considered by Lighthill, viscous

terms, small fluctuations in density and conduction could be ignored, meaning

that the strength could be approximated by Tij = ρvivj. Since the source term is

assumed known this equation can be solved using a Green’s function. Lighthill’s

acoustic analogy shows that there is an analogy between density fluctuations in

any real flow and small amplitude density fluctuations that would occur in a

stationary fictitious flow with a quadrupole distribution of strength Tij (which is

assumed known) and speed of sound c. Doing this leads to the solution:

ρ′ =
∂2

∂xi∂xj

ˆ
V (y)

Tij(y, t− |x− y|/c)
4πc2|x− y|

dy (2.1.7)

After rewriting derivatives from jet field variable y on the right hand side of

(2.1.6) to x. For low subsonic Mach numbers the source region is compact (i.e.

Tij(y, t−|x−y|/c ≈ Tij(y, t−x/c), x = |x|), and the solution (2.1.7) is simplified

to O(1/x):

ρ′ ∼ 1

4πc2x

∂2

∂xi∂xj

ˆ
V (y)

Tij(y, t− x/c)dy (2.1.8)

If we look at the dimensions of this equation, letting Uj, Dj represent the

characteristic velocity/length respectively then the characteristic frequency is f ∼
Uj/Dj and characteristic wavelength is λ = c/f ∼ cDj/Uj = Dj/Mj, ∂/∂xi ∼
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1/λ = Mj/Dj, and the integral
´
V

∼ D3
j . Since, Lighthill approximates Tij =

ρvivj ∼ ρ0U
2
j = ρ0c

2M2
j , the density fluctuations scale as:

ρ′ ∼ 1

c2x

(Mj

Dj

)2
D3
j (ρ0c

2M2
j )

∼
ρ0DjM

4
j

x

(2.1.9)

Therefore the mean square density fluctuation scales as:

ρ′2 ∼
(ρ0Dj

x

)2
M8

j (2.1.10)

Hence, the sound intensity scales as the eighth power of the velocity. This was one

of the main findings of Lighthill’s work and is known as the ‘eighth power law’.

This link between jet velocity and sound intensity explains why increasing the

bypass ratio at fixed net thrust, which resulted in lower jet speeds, also decreased

the jet noise.

At the time, this analogy was only useful for describing gross properties of

the acoustic field such as the eighth power law. It could not provide accurate

spectral noise predictions since (for different reasons) the near field measurement

of Tij was not known.

As noted however, some of the estimates of turbulence and mean flow

refraction of sound in Lighthill’s work are not valid for supersonic flows, hence

further studies were done to find appropriate ‘analogies’ that explicitly included

the latter and improved modelling of the former. One of which was by Philips

[15], who followed a similar approach to Lighthill except expressing the problem

in terms of pressure fluctuations rather than density fluctuations. In this

formulation the convection and variation of the speed of sound are gathered in

the left-hand side of the equations rather than in the source terms (as was done

in Lighthill [12]) and cannot be neglected. However, similar to Lighthill’s analogy

there was no explicit representation of meanflow convection in the wave operator.

But Lighthill recognised that the quadrupole sources would be convected with

the flow, and included a ‘scaling factor’ independent of the meanflow to account

for this; Ffowcs-Williams [16] then modified this factor slightly to account for

Doppler convection (when sound by a moving source propagates to a fixed

observer). Ffowcs-Williams [17] extended Lighthill’s acoustic analogy for this

and found that the intensity of a high-speed jet would scale with the third power
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of the jet velocity. Both this and Lighthill’s scalings have been confirmed with

several experiments. So, they found that the intensity of a supersonic jet scaled

as:

I ∼ ρ̄2U8

ρ0c5

( D
|y|

)2 1

|1−M cos θ|5
(2.1.11)

where M is the eddy convection Mach number and θ is the far field angle of the

observer. This put a prefactor of the type (2.1.11) which obviously introduces a

singularity for supersonic jets when M cos θ = 1, this is termed the ‘critical layer’

[18].

As we have mentioned, neither Lighthill nor Ffowcs-Williams explicitly

included the effects of mean flow refraction in the acoustic analogy. Figure 2.3

(adapted from [19]) shows that refraction will clearly occur since the local

velocity at point B is greater than point A. At different points the local fluid flow

will have different velocities and unless the jet is isothermal, the speed of sound is

also dependent on location. Lilley [20] modified the acoustic analogy to be more

reliable for heated jets by including the effects of mean flow refraction. This was

done through the rearrangement of the Navier Stokes equations, primarily using

the energy equation to replace the δij(p
′ − c2ρ′) term which Lighthill neglected,

this results in a source term related to enthalpy and kinetic energy. The kinetic

energy term was determined to be small enough to be neglected.

Figure 2.3: Meanflow refraction

Lilley’s equation is appropriate for a parallel mean flow (i.e. v(y) = e1U(r))

which is a good approximation for unheated subsonic jets [21]. However even

this approach in which the wave operator in (2.1.6) includes mean flow gradient

dU/dr) results in a Green’s function solution that can potentially become

unbounded at subsonic and supersonic speeds. The unboundedness in the Lilley

equation approach were for two reasons:
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1. The Green’s function possesses a discrete spectrum of instabilities (i.e.

points in the streamwise wavenumber k1) where the dispersion relation

∆(ω, k1) = 0 (defined by (4.2.38) and (A.2.5)), one of these points will

render the Green’s function solution singular.

2. At supersonic speeds the coefficients of the space-time Fourier transform of

the Lilley equation will be unbounded on the critical layer (see (4.2.20)).

Both of the above issues can be remedied by including a spreading mean

flow. Goldstein [22] did this in his Generalised Acoustic Analogy (GAA). This

is the most general acoustic analogy and the one that is used in this thesis.

He found that Lighthill’s analogy and the subsequent forms resulted in a wave

operator which contained a mix of linear and non-linear terms which, following

linearisation, resulted in complex source terms. He aimed to avoid this by

linearising the equations around an arbitrary base flow at the beginning of the

analysis. He split the fluid variables into their base components plus a residual

component using the Navier-Stokes equations e.g. ρ = ρ + ρ′ where ρ = ρ(y)

and ρ′ is unsteady. It is general in the sense that the base flow can be arbitrarily

chosen. He showed that Lilley’s solution can be obtained when choosing a parallel

base flow, but the true mean flow of the jet can be used to be more accurate, this

results in a relation between the mean-square pressure in the far field to the source

correlation function. Like Lighthill’s equation, Goldstein showed that there is an

exact analogy between fluctuations in a real flow and linear inviscid fluctuations

in an arbitrary base flow produced by externally imposed stress distribution and

energy flux perturbations [22].

Goldstein’s analogy has now seen wide spread use. For example, Goldstein

& Leib [23] sought to include the instability waves through the use of a weakly

non-parallel mean flow (small spread rate). They showed that the instability wave

contribution to the acoustic spectrum was only present for θ ≤ 30◦. Furthermore,

in 2008 Goldstein & Leib [18] found that this formulation renders the Green’s

function solution uniformly valid across the critical layer. To do this, they used

asymptotic expansions of the true non parallel flow matching this now weakly

nonparallel inner solution to a parallel meanflow based Green’s function in the

outer region. This renders the Green’s function solution uniformly valid.

It is important to note that all acoustic analogies are exact formulations of

the Navier Stokes equations. The accuracy of their predictions wholly depend
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on the source term that is used. If the source term was known exactly, it would

be possible to find the exact far-field sound, as it is, the source term can only

be estimated and normally taken from numerical simulations (LES or DNS).

Samanta [24] investigated the effect of errors in the source term on the results of

the acoustic analogies and found that it was more beneficial to explicitly consider

mean flow in the wave operator than in Lighthill’s analogy. Our work in this

thesis seeks to resolve this uncertainty by using LES together with an improved

mathematical model of the turbulence statistics.

Identifying the source term

Since the 1990s sound sources have been estimated (through turbulence

correlations) mostly using numerical methods. Initially Reynolds-Averaged

Navier Stokes (RANS) simulations were used extensively in combination with

a turbulent-viscosity model. This was computationally less expensive than

unsteady simulations such as large-eddy simulations (LES) and direct numerical

simulations (DNS) and still gave relatively good predictions despite empiricism.

The majority of research on jet noise predictions using Goldstein’s acoustic

analogy have focused on cold jets. Morris and Zaman (2010) [25] used Particle

Image Velocimetry (PIV) to measure second and fourth order correlations

and length scales of the flow at several locations and frequencies. They

found that the length scales varies with Strouhal number, i.e. at low St the

length scales are constant and at high St they vary inversely with St. They

compared their findings with a RANS simulation, for which the RANS simulation

over-predicted the length of the potential core and the rate of decay of the

centerline velocity, however the ratio of length scales was found to be similar

between the experimental data and the simulation.

As we mentioned, Goldstein and Leib (2008) [18] developed a jet noise model

for cold jets which used a RANS meanflow and also contained several empirical

constants to model the spectral tensor, that is the space-time Fourier transforms

of the Reynolds stress autocovariance tensor. Karabasov et al (2010) [26] aimed

to gain better predictions for cold jets, through the use of LES (with sub-grid

scale modelling) in addition to RANS modelling. They used the mean flow which

was determined from a RANS model, and Goldstein’s acoustic analogy using a

Gaussian function model to describe the two-point correlation function for the
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fourth order velocity fluctuations. Parameters, which describe the turbulence

length and time scales, within this Gaussian function model were assumed to

be proportional to turbulence information from the RANS model. Notably,

in this paper they found the proportionality constants from LES rather than

empirically. Based on investigation of correlation amplitude, this paper only

considered correlations R1111, R2222, R3333, R1212, R2323 in its acoustic predictions.

However, since they only considered one jet it is unclear as to whether these

assumptions will be valid for other Mach numbers or jet temperature ratios.

In 2011, Afsar et al. [27] showed that the acoustic spectral tensor for heated

jets, following several approximations, could be reduced to 11 components. This

paper notably included the ‘coupling terms’ which had never before been included

in jet noise analysis. They aimed to obtain an initial understanding of the

potential effects of the coupling terms in jet noise predictions, however since there

was no space-time data for the correlation functions, it was not possible for them

to calculate predictions. They looked at three Mach numbers: Ma = 0.5, 0.9, 1.48

at a temperature ratio TR = 2.7. The main outcome from this paper was that

the coupling term R4111 was found to be negative at the small subsonic Mach

number and positive for the high subsonic/supersonic cases. Hence, the coupling

term was speculated to be important in the reduction of jet noise at large Mach

numbers. However, due to a lack of space-time data this result was only obtained

at a few points along the shear layer, and other coupling terms were not fully

investigated. One of the main aims of this thesis is to further expand on this

work by running LES for several cold and heated subsonic jets to obtain the

space-time data which can then be used to calculate the spectral tensor using

an analytical model informed by the LES data (i.e. amplitude, and length scales

taken from LES). This will allow us to carry out a detailed analysis on the spectral

tensor components for heated and cold jets, and their importance in the noise

predictions. This level of analysis has not previously been done before.

Numerical methods

Over the last decade there have been many advancements made in LES, which

has been discussed in a recent review article [13]. One of the most important

changes has been the inclusion of the nozzle geometry in the simulations which

was previously neglected, instead a RANS mean flow through the nozzle was used
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and perturbations created throughout as an attempt to estimate the turbulence.

This resulted in numerical artefacts being introduced to the turbulence (and

corresponding far-field noise) which made it impossible to study the effects of

changing jet parameters (Mach number, jet temperature ratio etc.). Since nozzle

geometry was not included explicitly in the LES, the Reynolds number was

typically chosen to be in the range 0.1−5×105 since there was no high Reynolds

number wall-bounded flow to consider.

In computational aerodynamics, several meshing methods have been used with

success: structured multi-block, the Chimera (overset grids), Cartesian (cut cell

or immersed boundary) and generalised unstructured meshes. The structured

meshes were used for several years, however to include nozzle geometry this

became more difficult, particularly for more complicated geometries such as those

with chevrons. This meant that another technique had to be used, one way to

do this was by cartesian adaptive mesh refinement (AMR) on structured grids.

The LAVA framework from NASA [28] utilised this, as did the Lattice Boltzmann

method (LBM) which has been successfully used for low Mach number flows but

is still under investigation for higher Mach numbers [29, 30].

Many other researchers have developed methods using unstructured grids

instead. For example, the Navel Research Laboratory developed the ‘JENRE’

solver [31] which focused mostly on investigating jet noise from military style

nozzles, and, Cascade Technologies have developed the compressible flow solver

‘CharLES’, which recently has implemented a mesh generation technique using

Voronoi diagrams which create a mesh based on Euclidean distance [32].

There has been a lot of recent research using the different acoustic analogies

mentioned in the previous sections and making use of CFD and experimental

data to determine the empirical coefficients which will always be present within

these approaches.

2.1.3 Other Hybrid Approaches

Heuristic approach to two-source jet noise models

Before the 1970s it was thought that turbulence was made entirely of eddies from

a range of scales distributed randomly throughout the flow. Then in 1971, Crow

& Champagne [33] discovered experimentally that there were also large coherent
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structures present; Brown & Roshko (1974) [34] also observed this separation of

scales and noted that the large scale are seemingly orderly and the small scale

are random. Laufer et al (1976) [35] performed experiments for supersonic jets

to measure how the noise radiation differs at different locations. They found that

the noise radiated to 90◦ was characteristically different to that radiated to 30◦.

The pressure signal at 90◦ was found to be random but smooth, similar to that

from a subsonic jet whereas the signal at 30◦ contained more sharp oscillation.

They concluded that there must be two different noise sources which is the cause

of this disparity.

Tam and Chen [36] then showed that jet noise is also made up of a (highly

directional) large scale component as well as the (more dominant) fine scale

component. Later Tam et al (1996) [37] empirically found two similarity spectra

when analysing jet noise data from the Jet Noise Laboratory at NASA Langley

Research Center. These similarity spectra were applicable for both supersonic

and subsonic jets indicating that the characteristics of noise and the mechanisms

of its generation are constant across all Mach numbers and jet temperature

ratio. They also found that the presence of shock waves did not exhibit any

distortion from the two similarity spectra. There has since been many more

confirmations of the similarity spectra by comparing with experimental data, for

instance Viswanathan [38, 39] compared the spectra with a range of subsonic

jets. It has also been confirmed for more complex jets, such as coaxial jets [40]

and non-axisymmetric jets [41], and even more recently to a wider range of jets

including (non-laboratory) supersonic military jets, rockets and even volcanoes

[42] emphasising that the similarity spectra do not depend on Mach number,

temperature ratio or jet diameter.

It has been generally known that large scale turbulence produces sound

via instability waves and Mach wave radiation [42]. The Mach wave radiation

dominates in the downstream region whereas the noise generated from the fine

scale turbulence dominates in the upstream and sideline locations. As the Mach

number of the jet increases the noise generated from the large scale structures

dominates over that of the small scale.

Tam & Aurialt [43] developed a semi-empirical model to predict the noise

generated from the fine-scale turbulence. The model is semi-empirical due to the

use of the k − ϵ model which they used to obtain turbulence information, and
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the acoustic model also contains three empirical constants. However, the model

accurately predicted the fine scale jet noise from all experimental data available

at that time. They suggested that the fine-scale turbulence generates noise via

the volume sources in the jet mixing layer.

Recently Xu and Li [44] developed anisotropic source models for fine-scale

and large-scale turbulence noise using Goldstein’s acoustic analogy, determining

the mean flow from RANS data and choosing empirical coefficients to match

experimental data. Their model was for isothermal jets and assumed a locally

parallel mean flow, however did consider both subsonic and supersonic jets.

Wavepacket models for the large scale turbulence

Wavepackets in the jet were first discovered by Mollo-Christensen (1963) [45].

Since then, there have been several wavepacket models (e.g. [46], [47]) which were

discussed in a recent review by Jordan and Colonius (2013) [48]. As mentioned,

turbulent jets are made up of two scales: fine scale and large scale structures. The

large scale structures are coherent whereas the fine-scale structures are random.

Wavelet analysis focuses on the large scale coherent structures. They decompose

the flow variables into azimuthal modes and insert these into the Navier Stokes

equations to obtain:

L(q̄) = R0,0 (2.1.12)

L(q̃m,ω) = Rm,ω ω ̸= 0,m (2.1.13)

where L is the Navier Stokes operator linearised about the mean flow, and Rm,ω

represents a generalised mode-dependent Reynolds stress. The first equation is

simply the RANS equation, and (2.1.13) is an exact representation of the Navier

Stokes equations, however to simplify the equation it is assumed that the Reynolds

stress Rm,ω = 0. Since the wave packet model only consider the low modes, this

is deemed to be a fine assumption as it does not matter whether or not it is true

for the higher modes [49]. This equation has been thoroughly investigated and

solved numerically for: a parallel mean flow (which reduces the equation to that

of the Orr-Sommerfeld equations)[50] and a weakly non-parallel flow, which was

found through extension of the parallel flow using multiple scales analysis [49,

51]. A parabolised stability equation (PSE) framework has also been used which

has benefits of being less computationally complex [52].
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2.2 Installation Noise Modelling: the ‘Edge

Effect’

As mentioned in the introduction, edge noise is caused by the turbulent jet

interacting with the trailing edge of the wing. Edge noise experiments began

in the 1970s by Olsen & Boldman [53]. In the 1980s, Wang [54] showed that the

presence of an external surface increased the noise measured on the same side

as the jet flow in comparison to the isolated jet, whereas noise measured on the

opposite side of the nozzle was reduced. This is shown pictorially in Figure 2.4,

where the noise measured on the same side as the nozzle is referred to as the

‘reflected’ noise and noise measured on the opposite side is referred to as the

‘shielded’ noise.

Figure 2.4: Description of the edge noise problem

Wang also found that this effect could increase the sideline noise (θ = 90) on

take-off, which was corroborated by [55, 56]. This amplification on sound due to

the interaction with the trailing-edge is mainly at low frequencies up to the peak

Strouhal number (i.e. the normalised angular frequency, St = fDJ/UJ based on

jet exit velocity, UJ and diameter, DJ); typically this is at St ∼ 0.1.

Brown’s recent experiments [57] confirm the work done in the 1970s by Olsen

& Boldman [53] and Wang’s result showing that the amplification in sound

perpendicular to the jet axis (i.e., θ = 90◦) is typically of the order of 10dB

for a high speed jet at an acoustic Mach number based on the speed of sound at

infinity, Ma = UJ/c∞, of Ma = 0.9, shown in Figure 2.5. It is clear to see that

as the plate moves further away from the jet, this noise amplification (edge noise)
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reduces to become negligible in comparison with the jet noise (isolated noise).

(a) (b)

(c) (d)

Figure 2.5: Comparison of edge noise and jet noise contributions at Ma = 0.9 at

(a) h = 0.5, (b) h = 1, (c) h = 2.5, (d) h = 4.5 using Brown’s [57] data

Additionally, as θ reduces, the jet noise contribution increases until, at shallow

angles (e.g., θ = 30◦), the jet noise dominates the total noise radiation signature

at almost all measured frequencies; typically this covers Strouhal numbers, St =

[0.01, 2.0]. Bridges also found that the amplification in sound is greater at lower

Ma, e.g., at Ma = 0.5 cf. 0.9; which is consistent with the ‘dipole’ directionality

of the edge noise source. The streamwise location (y1) was also found to have

an important impact on the magnitude of low frequency noise amplification.

Brown’s results shows that when the edge is located in the vicinity of where the

jet potential core terminates the amplification reaches its greatest magnitude.

Lastly, the round jet appeared to result in greater noise amplification than the

high-aspect ratio rectangular (i.e. planar) jet flow [57].
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2.2.1 Analytical Methods in Installation Noise Modelling

This problem was first studied analytically by Ffowcs Williams and Hall [58]

in 1970. They used Lighthill’s acoustic analogy, neglected viscous effects

and assumed p = c2ρ to obtain a Green’s function equation for the pressure.

However since this theory was based on Lighthill’s method it neglected meanflow

interaction effects, meaning it was only applicable for very low Mach numbers.

Goldstein used rapid distortion theory to include mean flow effects in 1979 [59].

Rapid distortion theory can be used when the turbulence intensity is small

and the length/time scale for the interaction is much smaller than the length/time

scale of the turbulent eddy decay. Asymptotically, this means that it is possible

to find a length/time that is infinitely large compared to the interaction but

still small compared to the turbulent eddy decay, meaning that the flow is an

inviscid and non-heat conducting compressible one which can be described by

the linearised Euler equations. See Figure 2.6 for a depiction of this problem.

Figure 2.6: Canonical trailing-edge noise problem

The discontinuity in the solid surface boundary condition can be treated

formally using the Wiener-Hopf technique for a flat plate that is doubly infinite in

the spanwise direction and lies parallel to the level curves of the streamwise mean

flow. The so-called ‘gust solution’ then acts as the input to an inhomogeneous

boundary value problem in which the scattered pressure field is determined at

the output.

The gust-induced boundary condition and the homogeneous solutions to the

Rayleigh equation (which enters the solution to the Wiener-Hopf problem) were

found using the method of matched asymptotic expansions at the low frequency

limit [60, 61, 62].
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Goldstein et al (2013, 2017) [60, 61] showed that the pressure and transverse

velocity fluctuations could be expressed as a convolution product of the Rayleigh

Green’s function and one of the arbitrary convected quantities. This allowed

them to formulate an equation for the acoustic spectrum of a planar mean flow.

The papers differ in their approach to relating the convected quantities to the

physical properties of the flow. Additionally, in 2013 only the low frequency

asymptotic limit was considered, whereas in 2017 a high frequency factor

was applied, allowing the acoustic spectrum to be found for a wider range of

frequencies.

Goldstein, Leib & Afsar [62] (which will now be referred to as GLA19)

extended Goldstein et al (2017)[61] to mean flows of arbitrary cross-section.

They generated a formula for the acoustic spectrum which is applicable for a

wide range of mean flows, and showed that it produced reasonable predictions

for the case of an axisymmetric round jet interacting with the trailing edge of a

flat plate. However, the formulation involved four nested integrals, which can

be computationally expensive on a desktop computer. In addition to this, the

acoustic spectrum predictions were only very good for an acoustic Mach number

of 0.7.

Hence, in Chapter 8, this thesis extends the acoustic spectrum formulation

to find better approximations across the frequency range for a range of subsonic

Mach numbers, as well as utilising computer parallelisation techniques (using

CPU and GPU) to reduce the time spent in calculating the acoustic spectrum.

As in jet noise modelling, the difficulties often are associated with inadequate

source models. Most analytical methods have also chosen parameters by hand,

this thesis investigates the use of optimisation methods to automate the choosing

of parameters in a way where they should be optimal, and investigates the

universality across subsonic Mach number, far field angle, and plate location.

2.2.2 Direct Numerical Methods

Numerical methods can also be used to predict trailing edge noise. Bondarenko et

al (2012) [63] studied edge interaction noise using an LES solver and calculating

the predicted noise via the Ffowcs Williams-Hawkings (FW-H) integral using

different surfaces. Semiletov et al (2016) [64] also used their numerical solver

CABERET and the FW-H method to predict edge noise.
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More recently, Rego et al (2020) [65] investigated the interaction noise using

the numerical lattice-Boltzmann method. Notably, they found that the overall

trends of installation noise could be predicted using by only considering the near

field for an isolated jet.

Machine learning has also been used in recent years [66] using a large database

of experimental data from NASA to generate empirical models which can predict

edge noise over a range of Mach number, far field angle, and plate location.

2.3 Summary

In this literature review, we have discussed some of the main methods and

results of research regarding jet noise and edge noise predictions. As mentioned

throughout, this thesis deals with Goldstein’s generalised acoustic analogy for

jet noise predictions and the rapid distortion theory framework for edge noise

predictions.

The main aims of this thesis are to fully analyse the acoustic spectral tensor

for all 11 correlations that were found by Afsar et al [27] for four jets. This

will enable us to check the effect of heating and increasing the Mach number

on the spectral tensor and the predictions. We aim to check the spectral tensor

(the space-time Fourier transform of the fluctuating Reynolds stress tensor)

and the predictions for universality across Mach number and temperature ratio.

Although we have highlighted certain technical difficulties in the computation

of the parallel flow Green’s function, we use this formulation for the solution to

wave propagation problem in this thesis. This is largely because of the focus on

subsonic Mach numbers. There will be a reduction in the predicted peak sound

at the small angles because of this ([67]) but it will nevertheless indicate the

limit of applicability for a parallel flow solution. Finally we can combine the

predictions for jet noise and edge noise to find predictions for the installation

noise.

Figure 2.7 shows the process for this calculation, which will be tackled in the

following chapters.
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Figure 2.7: Process diagram for installation noise predictions (see Chps. 4 and 8

for definition of terms)
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Chapter 3

Computational Simulations:

Results and Validation

As mentioned in Chapter 2, in order to use acoustic analogies to predict the

acoustic spectrum it is assumed that the turbulence is known. In this thesis, the

turbulence structure for the four jets described in Table 3.1 is calculated via LES.

Please note, from now on the set point abbreviations will be used when referring

to the jets. These jets were chosen from Tanna’s [68] experimental dataset as there

has been several experimental and computational investigations for these jets in

the literature, hence we can validate both our turbulence and acoustic results. In

this chapter the LES is described and our turbulence results are validated against

experimental data. To the best knowledge of the author, parametric LES study

of these jets has not appeared in the literature.

Table 3.1: LES database (from hereon the set point abbreviations will be used

when referring to each jet)

Set Point Ma TR Re

SP03 0.5 1.0 584, 000

SP07 0.9 0.84 1, 051, 200

SP42 0.5 2.7 584, 000

SP46 0.9 2.7 1, 051, 200

These simulations were carried out when the author was visiting Mississippi
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State University, using the in-house implicit LES code developed by Dr. Sescu,

which has been validated for other problems, such as in [69, 70, 71]. In the

following section we discuss the equations solved.

3.1 LES Equations

The program uses generalised curvilinear coordinates with the transformations:

ξ = ξ(x1, x2, x3, t), η = η(x1, x2, x3, t), ζ = ζ(x1, x2, x3, t) corresponding to the

computational streamwise, wall-normal and spanwise directions respectively, and

(x1, x2, x3) are the equivalent physical Cartesian coordinates which are normalised

by the jet diameter Dj. Similarly, the fluid velocity (v1, v2, v3) is normalised by

the jet velocity Uj, pressure is normalised by the dynamic pressure ρ∞U
2
j , and

temperature is normalised by the farstream temperature T∞. Hence the Reynolds

number, Prandtl number and Mach number are defined as:

Re =
ρ∞UjDj

µ∞
, P r =

µ∞Cp
k∞

, Ma =
Uj
c∞

(3.1.1)

where µ∞ is the dynamic viscosity, c∞ is the speed of sound and k∞ is the thermal

conductivity, all measured in the farstream.

The Navier-Stokes equations are:

∂ρ

∂τ
+

∂

∂yj
ρvj = 0 (3.1.2)

∂

∂τ
(ρvi) +

∂

∂yj
(ρvivj) +

∂p

∂yi
− ∂

∂yj
τij = 0 i = 1, 2, 3 (3.1.3)

∂E

∂τ
+

∂

∂yj
(vjE) +

∂

∂yj
(pvj) +

∂

∂yj
qj −

∂

∂yj
(viτij) = 0 (3.1.4)

Es-Sahli et al [69] showed that the Navier Stokes equations can be written as

a vector equation:

Qt + Fξ +Gη +Hζ = S. (3.1.5)

where the subscript denotes differentiation. The vector of conservative variables

(Q) is given by

Q =
1

J
{ ρ, ρvi, E }T , i = 1, 2, 3 (3.1.6)

29



ρ is the non-dimensional density of the fluid, and E is the total energy. The flux

vectors, F, G and H, are given by

F =
1

J

{
ρV1, ρviV1 + ξxi(p+ τi1), EV1 + pṼ1 + ξxiΘi

}T
, (3.1.7)

G =
1

J

{
ρV2, ρviV2 + ηxi(p+ τi2), EV2 + pṼ2 + ηxiΘi

}T
, (3.1.8)

H =
1

J

{
ρV3, ρviV3 + ζxi(p+ τi3), EV3 + pṼ3 + ζxiΘi

}T
(3.1.9)

where the contravariant velocity components are given by

V1 = ξxivi, V2 = ηxivi, V3 = ζxivi (3.1.10)

with the Einstein summation convention applied over i = 1, 2, 3. The Jacobian

of the curvilinear transformation from the physical space to computational space

is denoted by J , and the derivatives ξxi , ηxi , ζxi represent grid metrics.

The shear stress tensor and the heat flux are given as

τij =
µ

Re

(∂ξk
∂xj

∂vi
∂ξk

+
∂ξk
∂xi

∂vj
∂ξk

)
− 2

3
δij

∂ξl
∂xk

∂vk
∂ξl

 (3.1.11)

Θi = vjτij +
µ

(γ − 1)M2
∞RePr

∂ξl
∂xi

∂T

∂ξl
(3.1.12)

respectively, and S is the source vector term. The dynamic viscosity (µ) is linked

to the temperature using the dimensionless Sutherland’s equation:

µ = T 3/2 1 + C2/T∞
T + C2/T∞

(3.1.13)

where for air at sea level, C2 = 110.4K. There are no subgrid scale terms in

(3.1.5) since an implicit large eddy simulation framework is considered here.

The time marching uses the 2nd order Adams-Bashforth method:

Qn+1 = Qn + k
[ K∑
ν=0

βνL(Q
n−ν)

]
(3.1.14)

and the spatial derivatives are calculated using the dispersion relation preserving

(DRP) of Tam and Webb [72] or the high-resolution 9-point DRP optimised

scheme of Bogey and Bailly [73]. For further details on the numerical method see

[69, 70].
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3.2 Mesh

The mesh was generated using GridPro which takes in topology and a wireframe

and then iterates to obtain a smooth grid. It is a structured Cartesian grid which

spans from 3Dj upstream to 55Dj downstream of the nozzle exit. In the radial

direction the outer radius of the domain ranges from 16Dj at the nozzle to 22Dj

at the end of the domain.

Best practices in LES were described in a review paper by Brès and Lele

(2019)[13] and they emphasised the importance of including nozzle geometry

in simulations to achieve the correct nozzle exit conditions. We also show this

importance in Figure 3.1, which compares meanflow results for SP07 using

two nozzle geometries (where the ARN2 nozzle is the nozzle used in most

experiment/LES cases we validate against). The other nozzle did not capture

the potential core. Note that we assume that the boundary layer is laminar

inside the nozzle for all grids. Table 3.2 compares the three grids.

Table 3.2: Comparison of grids

Grid Number of cells

Old 11, 778, 624

ARN2 fine 13, 244, 832

ARN2 extrafine 23, 078, 528

Figure 3.1 also shows that the fine grid provides enough resolution to capture

the meanflow and turbulent kinetic energy (which lies within experimental

uncertainty at most locations), therefore this fine mesh (shown in Figure 3.2 and

detailed in Table 3.3) is used for all LES cases.

The computational unsteady data was obtained after an initial transient of

400− 500 convective time units for the Ma = 0.9 jets, and 250− 300 convective

time units for the Ma = 0.5 jets was discarded. The statistics were then

calculated over 230 convective time units.
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(a) (b)

Figure 3.1: SP07: LES results checking different grids for (a) U/Uj (b) u′/Uj

(a) (b)

Figure 3.2: Fine mesh for LES (a) whole domain (b) nozzle area

Table 3.3: Mesh details for ARN2 fine (length normalised by Dj, and time

normalised by Dj/Uj)

ARN2 fine

Outer block size (Nx ×Nr ×Nϕ) 578× 158× 144

Total cells count 13.2 M

∆x at nozzle exit 0.009

Average ∆x for 0 < x < 4 0.03

Average ∆x for 4 < x < 10 0.07

Min ∆r in shear layer 0.003

r∆ϕ in shear layer 0.02

Time step, ∆t 0.000326
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3.3 Results

Figure 3.3 shows the meanflow results from the LES cases, where the velocity

is normalised by the jet velocity Uj. We see that heating reduces the potential

core, as expected. In this thesis, most analysis will be done at the end of the

potential core since this is the maximum sound producing region. We define start

and end points of the end of the potential core, where the start point is the y1

where U(y1, r = 0) = 0.95 and the end point is the y1 where U(y1, r = 0) = 0.9.

These locations for each jet are defined in Table 3.4.

(a) (b)

(c) (d)

Figure 3.3: LES meanflow contours for (a) SP03 (b) SP07 (c) SP42 (d) SP46

3.3.1 Validation

Figures 3.4, 3.5 compare the meanflow and turbulent kinetic energy (tke) that we

obtain through our LES with data from literature. Since SP07 is most often used

as a test point in the literature, we validate the LES and grid by comparing our
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Table 3.4: Initial and terminal points of the end of potential core

Case End of potential core: initial point End of potential core: terminal point

(y1 = start) (y1 = end)

SP03 5.8 6.8

SP07 6.5 7.6

SP42 4.3 4.9

SP46 4.25 4.9

results with various experimental [74, 75, 76, 77] and LES data [78, 79]. SP03

and SP46 are compared with Bridges data [74] alone, and SP42 is compared with

Mielke et al [80, 81]. We see from these comparisons that the potential core is

well captured by the LES. The streamwise meanflow is predicted very well across

all jets. However the turbulent kinetic energy is under predicted at the peak, but

the initial ascent is captured. This is likely due to either the lack of a turbulent

boundary layer inside the nozzle or the grid resolution. Note, that experimental

data for the turbulent kinetic energy for SP42 was not available, therefore only

our LES result is shown here.

Further validation of the streamwise meanflow velocity and turbulent kinetic

energy is shown in Figure 3.6 which compares the radial profile of SP07 with

Bridges [82] at several y1 locations. We see the LES under predicts slightly

outside the potential core region, but the spatial shape is captured well. Then,

Figure 3.7 compares the axial profile of the meanflow and turbulent kinetic energy

on the shear layer, where the error bars for the experimental data show that for

the majority of locations the LES agrees with experiment.

The spread rate (S) and velocity decay constant (B) (defined in (3.3.1) and

(3.3.2) respectively), were also calculated for each jet. The jet half-width r1/2(y1)

is defined as the r where U(y1, r1/2) = U(y1)/2. The velocity decay constant is

found by the equation of a straight line (3.3.2) where y01 is the intercept with the

y1 axis.

S =
dr1/2(y1)

dy1
(3.3.1)

U(y1, r = 0)

Uj
=

B

(y1 − y01)/Dj

(3.3.2)

Our results are compared with experimental values in Table 3.5. We get good

agreement with the hot jets, but not with the cold jets. This is likely due to the
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(a) (b)

(c) (d)

Figure 3.4: LES meanflow centerline (r = 0) results for (a) SP03 (b) SP07 (c)

SP42 (d) SP46

35



(a) (b)

(c) (d)

Figure 3.5: LES tke centerline (r = 0) results for (a) SP03 (b) SP07 (c) SP42 (d)

SP46
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(a) (b) (c)

(d) (e) (f)

Figure 3.6: SP07: compare radial profile with Bridges for: (a) U(y1 = 4) (b)

U(y1 = 8) (c) U(y1 = 12) (d) tke(y1 = 4) (e) tke(y1 = 8) (f) tke(y1 = 12)

(a) (b)

Figure 3.7: SP07: compare axial profile with Bridges on the shear layer (r = 0.5)

for: (a) U (b) tke
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calculations taking place too close the the potential core for the cold cases, since

their potential core is longer and we do not have data for large y1.

Table 3.5: Comparison of spread rate and velocity decay constant with experiment

Case S B

SP03 (Ma = 0.5, TR = 1.0 ) 0.067 7.14

SP07 (Ma = 0.9, TR = 0.84) 0.067 8.3

SP42 (Ma = 0.5, TR = 2.7 ) 0.084 5.88

SP46 (Ma = 0.9, TR = 2.7 ) 0.084 5.0

Panchapakesan and Lumley[83] 0.096 6.06

Hussein et al (hot wire)[84] 0.102 5.9

Hussein et al (laser-Doppler)[84] 0.094 5.8

3.3.2 Q Criterion

The Q criterion allows us to visualise the vortical structures within the jets, where

positive values correspond to areas of the flow field where the vorticity magnitude

is greater than the magnitude of the rate of strain.

The Q criterion was calculated for the Ma = 0.9 jets and a slice is shown in

Figures 3.8,3.9 for SP07 and SP46 respectively. This allows us to visualise the

vorticity of the jets and shows quite clearly that the heated case breaks down

faster than the cold case.

Figure 3.8: SP07: Q criterion
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Figure 3.9: SP46: Q criterion

3.4 Summary

In this chapter we have calculated turbulence data using LES for four jets

and validated the meanflow velocity and turbulence kinetic energy against

experimental and computational simulations from the literature. This has

completed the first stage of the jet noise calculation and Figure 3.10 shows

that using this data we can now calculate the propagator and the turbulence

statistics. Chapter 4 will focus on the Green’s functions and propagator

calculation and Chapters 5-6 will focus on the turbulence statistics and spectral

tensor calculation.

Figure 3.10: Chapter 3: Summary of process so far
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Chapter 4

Jet Noise Modelling: Theory

As mentioned in the literature review, the acoustic analogy can be used to predict

jet noise. In this thesis we use Goldstein’s generalised acoustic analogy which

rewrites the Navier Stokes equations as a wave equation where the wave operator

is linear and acts upon non-linear variables. Since the operator is linear, Green’s

functions can be used to solve the equations.

This chapter goes over the mathematical derivation of Goldstein’s acoustic

analogy and its solution. Additionally, computational results of the propagator

are discussed.

4.1 Goldstein’s Acoustic Analogy

Goldstein’s generalised acoustic analogy rearranges the Euler equations (i.e.

setting viscous terms in (3.1.2)-(3.1.4) to zero), since viscosity and the heat flux

vector were shown to not have a noticeable effect on the sound pressure level

(SPL). The main feature of this analogy is the subtraction of a ‘base’ flow, from

the equations, i.e. the evolution of the fluctuating fluid variables can be found

by subtracting the time-averaged Euler equations from the full Euler equations,

see Appendix A.1 for details. This results in the system of equations:

∂ρ′

∂τ
+

∂

∂yj
(ρ′ṽj + uj) = 0 (4.1.1)

∂ui
∂τ

+
∂

∂yj
(ṽjuj) +

∂p′

∂yj
+ ṽj

∂ṽi
∂yj

+ ρ′ṽk
∂ṽi
∂yk

=
∂eij
∂yj

i = 1, ..3. (4.1.2)

1

(γ − 1)

∂p′

∂τ
+

1

(γ − 1)

∂

∂yj
(p′ṽj) + p′

∂ṽj
∂yj

+
∂

∂ yj
(ujh̃) + uiṽk

∂ṽi
∂yk

= Q (4.1.3)
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where the source terms are on the right hand side and are given by:

eij = −
[
ρv′iv

′
j − ρ̄ṽ′iv

′
j

]
(4.1.4)

Q = −ṽj
∂eij
∂yi

+
1

2
δij

[
Deij
Dτ

+
∂ṽk
∂yk

eij

]
− ∂

∂yi

[
ρv′jh

′
0 − ρ̄ṽ′jh

′
0

]
(4.1.5)

and the stagnation enthalpy is h0 = h+v2/2, where its mean and perturbation

are defined in Appendix A.1.3.

These equations can be written in terms of a linear operator Lwave acting on

the fluid variables and another Lsource acting on the source terms, which allows a

solution to be found using Green’s theorem. Since we are interested in finding the

noise at an observer location x far away from the jet, it makes sense to use the

adjoint Green’s function (which has incoming wave behaviour at (y, τ)) rather

than the direct Green’s function (which has outgoing wave behaviour at (y, τ)).

Therefore the adjoint Green’s function decays at large τ .

We then take the inner product of the (4.1.1)-(4.1.3) with the adjoint Green’s

function Gµ(y, τ |x, t) where µ = 1, 2, 3, 4, 5, and Gi, i = 1, 2, 3 are multiplied with

the momentum equations, G4 is multiplied with the energy equation and G5 is

multiplied with the mass equation. Taking the integral (over τ, V∞(y)) of the

sum of these equations, and using representation theory, allows us to obtain the

linearised adjoint Green’s function equations: (for full details refer to [85]).

∂Gi

∂τ
+ ṽj

∂Gi

∂yj
+
∂G5

∂yi
−Gk

∂ṽk
∂yi

+ h̃
∂G4

∂yi
−G4ṽk

∂ṽi
∂yk

= 0 i = 1, ..3. (4.1.6)

1

γ − 1

∂G4

∂τ
+

ṽj
γ − 1

∂G4

∂yj
−G4

∂ṽj
∂yj

+
∂Gj

∂yj
= −δ(x− y)δ(t− τ) (4.1.7)

∂G5

∂τ
+ ṽj

∂G5

∂yj
−Giṽk

∂ṽi
∂yk

= 0 (4.1.8)

4.2 Parallel Flow Green’s Function

4.2.1 Derivation

Now, for a parallel mean flow where ṽi = δi1U(y2, y3), p̄ = const = p∞, ρ =

ρ(y2, y3), h̃ = h̃(y2, y3), (4.1.6)-(4.1.8) reduce to:
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DGi

Dτ
+
∂G5

∂yi
−G1

∂U

∂yi
+ h̃

∂G4

∂yi
= 0 i = 1, ..3. (4.2.1)

1

γ − 1

DG4

Dτ
+
∂Gj

∂yj
= −δ(x− y)δ(t− τ) (4.2.2)

DG5

Dτ
= 0 (4.2.3)

where D/Dτ = ∂/∂τ +U(y2, y3)∂/∂y1. As shown in Afsar (2009) [85], (4.2.1)

can be further simplified by taking the material derivative:

D2Gi

Dτ 2
+

D

Dτ

∂G5

∂yi
− DG1

Dτ

∂U

∂yi
−G1

D

Dτ

∂U

∂yi
+
Dh̃

Dτ

∂G4

∂yi
+ h̃

D

Dτ

∂G4

∂yi
= 0 (4.2.4)

Since h̃ = h̃(y2, y3), Dh̃/Dτ = 0. Using (4.2.1) with i = 1 gives DG1/Dτ =

−∂G5/∂y1 − h̃∂G4/∂y1. and the commutative relation

D

Dτ

∂G

∂yi
=

∂

∂yi

DG

Dτ
− ∂U

∂yi

∂G

∂y1

can be used to simplify (4.2.4):

D2Gi

Dτ 2
+
[ ∂
∂yi

DG5

Dτ
− ∂U

∂yi

∂G5

∂y1

]
−
[
− ∂G5

∂y1
− h̃

∂G4

∂y1

]∂U
∂yi

−G1

[ ∂
∂yi

DU

Dτ
− ∂U

∂yi

∂U

∂y1

]
+ h̃
[ ∂
∂yi

DG4

Dτ
− ∂U

∂yi

∂G4

∂y1

]
= 0

(4.2.5)

Cancelling terms and using (4.2.3), this reduces to,

D2Gi

Dτ 2
+ h̃

∂

∂yi

DG4

Dτ
= 0 (4.2.6)

dividing through by c̃2 = h̃(γ − 1) gives,

1

c̃2
D2Gi

Dτ 2
+

1

γ − 1

∂

∂yi

DG4

Dτ
= 0 (4.2.7)

then, by introducing a new variable G0 =
1

γ−1
DG4/Dτ in (4.2.2) and (4.2.7)

we obtain what will henceforth be referred to as Afsar’s conservation equations:

D2Gi

Dτ 2
+ c̃2

∂G0

∂yi
= 0 i = 1, ..3. (4.2.8)

G0 +
∂Gi

∂yi
= −δ(x− y)δ(t− τ) (4.2.9)
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Note that these equations do not require the gradient of the mean flow which

simplifies the process of finding the solution for a computational mean flow which

may not be smooth.

Taking the Fourier transform in time of these equations gives:

(iω + U(y2, y3)
∂

∂y1
)2G̃i + c̃2

∂

∂y1
G̃0 = 0 (4.2.10)

G̃0 +
∂

∂yi
G̃i =

−δ(x− y)
2π

(4.2.11)

where

G̃σ(y|x;ω) =
1

2π

ˆ ∞

−∞
eiω(t−τ)Gσ(y|x, t− τ)d(t− τ) (4.2.12)

(σ = 0, 1, 2, 3, 4).

Now taking the Fourier transform in the streamwise direction:

Ĝσ(yT |xT ;ω, k1) =
1

2π

ˆ ∞

−∞
e−ik1(x1−y1)G̃σ(x1 − y1,yT |xT ;ω)d(x1 − y1) (4.2.13)

∂

∂yi
= δi1(−ik1) +

∂

∂yT
δiT (4.2.14)

gives

D̂2
0Ĝi − c̃2

∂Ĝ0

∂yi
= 0 (4.2.15)

Ĝ0 +
∂

∂yi
Ĝi = −δ(xT − yT )

(2π)2
(4.2.16)

where D̂0 = (Uk1−ω). Rearranging (4.2.15) for Ĝi and inserting this into (4.2.16)

gives:

Ĝ0 +
∂

∂yi

[ c̃2
D̂2

0

∂

∂yi
Ĝ0

]
= −δ(xT − yT )

(2π)2
(4.2.17)

Expanding the gradient operator using cylindrical coordinates and defining

A(r; k1, ω) = c̃2/D̂2
0 gives:

Ĝ0+
[
− ik1e1i +

∂

∂r
eri +

1

r

∂

∂ψ
eψi

]
[
A(r; k1, ω)

(
− ik1e1i +

∂

∂r
eri +

1

r

∂

∂ψ
eψi

)
Ĝ0

]
= − 1

(2π)2
δ(R− r)δ(Ψ− ψ)

r

(4.2.18)
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Using orthogonality conditions where emiemj = 1 (no sum on m) when i = j and

zero otherwise, and noting that ∂eri/∂ψ = eψi and ∂eψi/∂ψ = −eri reduces the
left hand side of this equation to:

Ĝ0 +
[
(−ik1)2A(r; k1, ω) +

∂

∂r

(
A(r; k1, ω)

∂

∂r

)]
Ĝ0

+
eψi
r

∂

∂ψ

[
A(r; k1, ω)eri

∂

∂r

]
Ĝ0 +

eψi
r

∂

∂ψ

[
A(r; k1, ω)

eψi
r

∂

∂ψ

]
Ĝ0

(4.2.19)

then, expanding the second line simplifies the equation and we can define the

Rayleigh operator L̂R:[(
1− k21A(r; k1, ω)

)
+

∂

∂r

(
A(r; k1, ω)

∂

∂r

)
+
A(r; k1, ω)

r

∂

∂r
+
A(r; k1, ω)

r2
∂2

∂ψ2

]
︸ ︷︷ ︸

L̂R

Ĝ0

(4.2.20)

we can show that L̂R is dimensionless, remember A = c̃2/D̂2
0 = c̃2/(Uk1 − ω)2 =

[L2]/[T 2]1/[T−2] = [L2], therefore:

[L̂R] = [1]− [L−2][L2] + [L−1][L2][L−1] + [L2][L−1][L−1] + [L2][L−2] = O(1)

Now, looking only at the terms in (4.2.20) with derivatives in r:

∂A

∂r

∂Ĝ0

∂r
+ A

∂2Ĝ0

∂r2
+
A

r

∂Ĝ0

∂r
=

1

r

[
r
∂A

∂r

∂Ĝ0

∂r
+ A

∂Ĝ0

∂r

]
+ A

∂2Ĝ0

∂r2

=
1

r

[ ∂
∂r

(
rA

∂Ĝ0

∂r

)
− A

∂

∂r

(
r
∂Ĝ0

∂r

)
+ A

∂Ĝ0

∂r

]
+ A

∂2Ĝ0

∂r2

=
1

r

∂

∂r

(
rA

∂Ĝ0

∂r

)
(4.2.21)

Therefore we obtain the equation:(
1− k21A+

A

r2
∂2

∂ψ2

)
Ĝ0 +

1

r

∂

∂r

(
rA

∂Ĝ0

∂r

)
= − 1

(2π)2
δ(R− r)δ(Ψ− ψ)

r
(4.2.22)

We can take Fourier transforms in the azimuthal direction, noting that Ĝ0

only depends on ψ,Ψ through their difference (Ψ− ψ):

G
(m)

0 (r|R; k1, ω, |x|, θ) =
1

2π

ˆ ∞

−∞
e−im(Ψ−ψ)Ĝ0(r|R,Ψ− ψ; k1, ω, |x|, θ)d(Ψ− ψ)

(4.2.23)

and

1

2π

ˆ ∞

−∞
e−im(Ψ−ψ)L̂R(r, ψ; k1, ω)

[
Ĝ0(r|R,Ψ−ψ; k1, ω)

]
d(Ψ−ψ) = − 1

(2π)3
δ(R− r)

r
(4.2.24)
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which can be written in terms of the mth mode Rayleigh operator:

L
(m)

R (r; k1, ω)
[
G

(m)

0 (r|R; k1, ω, |x|, θ)
]
= − 1

(2π)3
δ(R− r)

r
(4.2.25)

where

L
(m)

R (r; k1, ω) = 1− (k21 +
m2

r2
)A+

1

r

∂

∂r

(
rA

∂

∂r

)
(4.2.26)

Remember A(r; k1, ω) = c̃2/D̂2
0 and

D̂0 = Uk1 − ω = ω
[Uk1
ω

− 1
]

= ω
[ U
c∞

c∞k1
ω

− 1
]

= ω
[
M(r)

k1
k∞

− 1
]

= c∞k∞

[
M(r)k̂1 − 1

]
= c∞k∞D0

(4.2.27)

where k̂1 = k1/k∞. Then we can define c̃ = c∞/ar where ar = c∞/c̃. Therefore,

A(r; k1, ω) =
c̃2

D̂2
0

=
1

a2rk
2
∞D

2

0

(4.2.28)

So we can write (4.2.26) as:

L
(m)

R (r; k1, ω) =
[
1−

(
k21 +

m2

r2

) 1

a2rk
2
∞D

2

0

+
1

r

∂

∂r

( r

a2rk
2
∞D

2

0

∂

∂r

)]
=

1

k2∞
L
(m)

R (r; k1, ω)

(4.2.29)

where we define L
(m)

R (r; k1, ω):

L
(m)

R (r; k1, ω) =
[
k2∞ −

(
k21 +

m2

r2

) 1

a2rD
2

0

+
1

r

∂

∂r

( r

a2rD
2

0

∂

∂r

)]
(4.2.30)

Hence, (4.2.25) becomes:

L
(m)

R (r; k1, ω)
[
G

(m)

0 (r|R; k1, ω, |x|, θ)
]
= − k2∞

(2π)3
δ(R− r)

r
(4.2.31)

Note that this equation can be written in standard Sturm-Liouville form:[
rQ(r; k1, ω)+

d

dr

(
rP (r; k1, ω)

d

dr

)]
G

(m)

0 (r|R; k1, ω, |x|, θ) = −δ(R−r) (4.2.32)
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where

Q(r; k1, ω) = k2∞ − (k21 +
m2

r2
)

1

a2rD
2

0

(4.2.33)

P (r; k1, ω) =
1

a2rD
2

0

(4.2.34)

and

G
(m)

0 (r|R; k1, ω, |x|, θ) =
[(2π)3
k2∞

]
G

(m)

0 (r|R; k1, ω, |x|, θ) (4.2.35)

Note that ar ̸= 0 and D0 ̸= 0 since we restrict our analysis to subsonic jets. If

D0 = 0 this is termed the ‘critical layer’ as it introduces a singularity.

4.2.2 Green’s Function Solution to (4.2.32)

Since this is a standard Sturm-Liouville equation we can use the standard result

given by (A.2.8) (see Appendix. A.2 for details):

G
(m)

0 (r|R; k1, ω, |x|, θ) =
w

(m)
1 (r; k1, ω, |x|, θ)w(m)

2 (R; k1, ω, |x|, θ)H(R− r)

J (m)(w1, w2)

+
w

(m)
2 (r; k1, ω, |x|, θ)w(m)

1 (R; k1, ω, |x|, θ)H(r −R)

J (m)(w1, w2)

(4.2.36)

where w1, w2 are two linearly independent homogeneous solutions, H is the step

function and J is the invariant. Therefore, inside the jet where r < R we have

the solution for G
(m)

0 :

G
(m)

0 (r|R; k1, ω, |x|, θ) =
k2∞
(2π)3

w
(m)
1 (r; k1, ω, |x|, θ)w(m)

2 (R; k1, ω, |x|, θ)
J (m)(w1, w2)

(4.2.37)

where we show in Appendix. A.2:

J (m)(w1, w2) = J (m)(k1, ω, |x|, θ) = −P (rend)rend∆(m)(k1, ω, |x|, θ) (4.2.38)

where ∆(m)(k1, ω, |x|, θ) = W (w
(m)
1 , w

(m)
2 )|rend

is the dispersion relation and W is

the Wronskian. Therefore:

G
(m)

0 (r|R; k1, ω, |x|, θ) =
k2∞
(2π)3

w
(m)
1 (r; k1, ω, |x|, θ)w(m)

2 (R; k1, ω, |x|, θ)
−P (rend)rend∆(m)(k1, ω, |x|, θ)

(4.2.39)

Note that at rend, since M(rend) = 0, ar(rend) = 1 P (rend) = 1.So

G
(m)

0 (r|R; k1, ω, |x|, θ) =
k2∞
(2π)3

w
(m)
1 (r; k1, ω, |x|, θ)w(m)

2 (R; k1, ω, |x|, θ)
−rend∆(m)(k1, ω, |x|, θ)

(4.2.40)
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Acoustic field equations for (w1, w2)

As mentioned (w1, w2) are homogeneous solutions which satisfy the conditions of

the Green’s function:

• continuity at r = R

• Jump in its derivative of 1/P (r)r

which are proven in Appendix. A.2. The first solution, w1, is the solution to:

L
(m)

R (r; k1, ω)
[
w

(m)
1 (r; k1, ω, |x|, θ)

]
= 0 (4.2.41)

where the operator is radially inhomogeneous, as are the P,Q coefficients:

L
(m)

R (r; k1, ω) = Q(r; k1, ω) +
1

r

d

dr

(
rP (r; k1, ω)

d

dr

)
(4.2.42)

This w
(m)
1 is found numerically as was done in [86] (G̃

(m)
0 in that paper).

The other solution w
(m)
2 (R; k1, ω, |x|, θ) where R = rend is then found by

solving:

L
(m)

R (R; k1, ω)
[
w

(m)
2 (R; k1, ω, |x|, θ)

]
= 0 (4.2.43)

where

L
(m)

R (R; k1, ω) = Q(R; k1, ω) +
1

R

d

dR

(
RP (r; k1, ω)

d

dR

)
(4.2.44)

We have already shown that P (R; k1, ω) = 1, therefore Q(R; k1, ω) = k2∞ − k21 −
m2/R2 and the operator is given by:

L
(m)

R =
[
(k2∞ − k21)−

m2

R2
+

1

R

d

dR
+

d2

dR2

]
=
[ d2
dR2

+
1

R

d

dR
+ (γ2R(k1; k∞)− m2

R2
)
] (4.2.45)

where γ2R(k1; k∞) = k2∞ − k21. This operator is outgoing in (x, t)/incoming in

(y, τ). The standard solution to this equation is the Hankel transform:

w
(m)
2 (R; k1, ω) = H(1)

m (γRR) = H(1)
m

(√
k2∞ − k21R

)
(4.2.46)

Therefore, the Green’s function solution inside the jet is given by:

G
(m)

0 (r|R; k1, ω, |x|, θ) = − k2∞
(2π)3

Am(k1, ω, θ)w
(m)
1 (r; k1, ω, |x|, θ)H(1)

m (γRR)

(4.2.47)
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Figure 4.1: Geometry of the problem

where

Am(k1, ω, θ) =
1

rend∆(m)(k1, ω, θ)|rend

(4.2.48)

Now since w
(m)
2 (R; k1, ω, |x|, θ) is found at the maximum radius R, which using

the geometry of the problem shown in Figure 4.1 we can rewrite in terms of the

distance |x|:
w

(m)
2 (R; k1, ω, |x|, θ) = H(1)

m (γR|x| sin θ)

Then when we take the asymptotic limit at |x| → ∞, this is given by:

w
(m)
2 (R; k1, ω, |x|, θ) =

√
2

πγRR
exp

[
i
(
γRR− mπ

2
− π

4

)]
(4.2.49)

We can write the Green’s function solution simply as:

G
(m)

0 (r|R; k1, ω, |x|, θ) = Φ(m)(k1, ω, θ)w
(m)
2 (R; k1, ω, |x|, θ) (4.2.50)

where

Φ(m)(k1, ω, θ) = − k2∞
(2π)3

Am(k1, ω, θ)w
(m)
1 (r; k1, ω, |x|, θ) (4.2.51)

which in the limit |x| → ∞ is:

G
(m)

0 (r|R; k1, ω, |x|, θ) =
√

2

πγRR
Φ(m)(k1, ω, θ) exp

[
i
(
γRR−mπ

2
−π

4

)]
(4.2.52)

Now, to return back to spatial coordinates we begin by taking the inverse

Fourier transform in k1 which gives:

G̃
(m)
0 (y1, r|R;ω, |x|, θ) =

ˆ ∞

−∞
eik1(x1−y1)G

(m)

0 (r|R; k1, ω, |x|, θ)dk1 (4.2.53)
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and under the limit |x| → ∞:

lim
|x|→∞

G̃
(m)
0 = lim

|x|→∞

ˆ ∞

−∞
eik1x1

[
e−ik1y1Φ(m)(k1, ω, θ)

√
2

πγRR
e−i(mπ/2+π/4)

]
︸ ︷︷ ︸

Φ̃(m)

eiγRRdk1

(4.2.54)

Using x1 = |x| cos θ and R = |x|sinθ, the equation can be written as:

lim
|x|→∞

G̃
(m)
0 (y1, r|R;ω, |x|, θ) = lim

|x|→∞

ˆ ∞

−∞
eik1|x| cos θ+iγR|x| sin θΦ̃(m)(k1, ω, |x|, θ)dk1

(4.2.55)

Finally, we can define h(k1, k∞) = k1 cos θ+γR sin θ which results in the standard

form:

lim
|x|→∞

G̃
(m)
0 (y1, r|R;ω, |x|, θ) = lim

|x|→∞

ˆ ∞

−∞
ei|x|h(k1,k∞)Φ̃(m)(k1, ω, |x|, θ)dk1

(4.2.56)

Evaluation of integral (4.2.56) via Complexification

This integral can be solved in the Complex plane, where we represent the Cauchy

principal value using
ffl

indicating the integral limits going to ∞, and removing

any singularities on our contour C:

lim
|x|→∞

G̃
(m)
0 (y1, r|R;ω, |x|, θ) = lim

|x|→∞

 
C

ei|x|h(k1,k∞)Φ̃(m)(k1, ω, |x|, θ)dk1 (4.2.57)

where k1 = ξ + iη is now complex. This means γ2R can now be written as γ2R =

γR = k2∞ − k21 = k2∞ − ξ2 + η2 − 2ξηi. Which can also be written in terms of

magnitude and angle as:

γR = |γR|ei arg γR

= |γR|ei(arg γR+2nπ)
(4.2.58)

where arg γR = Im(γR)/Re(γR) and 2nπ can be added to the angle since by

Euler’s formula e2nπi = cos(2nπ) + i sin(2nπ) = 1, therefore we can revolve 2nπ

around the complex plane and there is no change to γR.

Since γ2R = (k2∞ − k21) we can introduce two new variables:

ka1 = (k∞ + k1) = |k∞ + k1|ei arg(k∞+k1) = |ka1 |ei(arg |k
a
1 |+2naπ) (4.2.59)

kb1 = (k∞ − k1) = |k∞ − k1|ei arg(k∞−k1) = |kb1|ei(arg |k
b
1|+2nbπ) (4.2.60)

49



where na, nb are two integers. Then γ2R can be written as:

γ2R = ka1k
b
1 = |ka1 ||kb1|ei(arg k

a
1+arg kb1+2Nπ) (4.2.61)

where N = na + nb is still an integer, and therefore ei2Nπ still has no impact on

γ2R. The problem enters when we take the square root to find γR, since this gives:

γ
(N)
R = |γR|1/2ei(1/2 arg γR+Nπ) (4.2.62)

Now the eiNπ will change γR depending on whether the N chosen is even or odd:

γ
(0)
R = |γR|1/2ei(1/2 arg γR)

γ
(1)
R = |γR|1/2ei(1/2 arg γR+π) = −γ(0)R

γ
(2)
R = |γR|1/2ei(1/2 arg γR+2π) = γ

(0)
R

Therefore if we circulate the origin of γR by 2π then γR = γ
1/2
R changes sign.

However if we circulate twice about the origin the sign returns to the original

γ
(0)
R . Since there are infinitely many branches of γR since N → ∞ there is

arbitrariness over which branch we choose in order to define γR.

We have shown that in order to maintain sign parity in γR (which appears in

h) we have to circulate the origin twice. However, we cannot do this if we wish

to apply Cauchy’s residue theorem which only applies within one circulation of

the Complex plane (i.e. for 0 < arg(k1) < 2π). Therefore, if we want to maintain

0 < arg γR < 2π we must remove a line (branch cut) of fixed arg from the complex

plane. This means we cannot cross the real axis as this gives a change in sign

and the branch cut is an interval of length 2π where arg γR = (θ0, θ0 + 2π).

The branch cut connects the branch points which are defined as the points

where γR = 0:

γR = (ka1k
b
1)

1/2 (4.2.63)

Therefore, the branch points are ka1 = k∞ + k1 = 0 → k1 = −k∞, and kb1 =

k∞ − k1 = 0 → k1 = k∞.

Alternatively, we can define ka1 = 1/ξa, kb1 = 1/ξb and the corresponding

branch points are ξa = ξb = 0. This means ka1 = kb1 = ∞ are also branch points.

Therefore in terms of k1, these branch points are: k1 → ±∞. Therefore the

branch cuts are indicated in red in Figure 4.2(a). Then the indented contour

that will be taken to exclude the branch cut is shown in the dashed black line
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in Figure 4.2(b), this includes taking a small radius around the branch points.

However, when this indented contour is deformed it will cross the real axis.

Therefore, we rotate the branch cut around the branch points by 90 degrees,

which is shown in Figure 4.2(c). Note that this does not impact the indented

contour.

(a) (b)

(c)

Figure 4.2: Visualisation of the branch cut on the complex plane needed for

calculating the inverse Fourier transform in k1 for G
(m)

0 (a) chosen branch cut,

(b) corresponding indented contour, (c) rotated branch cut

Asymptotic Expansion of (4.2.57)

We have shown that γR = ±
√
k2∞ − k21, so we need to choose a value for γR that

satisfies wave behaviour. If γR is real, then k1 < k∞ and we choose the positive

root which gives the correct behaviour of an outgoing wave at the observation

point (t, R). If γR is complex, then k1 > k∞ and for outgoing wave behaviour we

choose the positive root so γR = i
√
k21 − k2∞.
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Looking at the inverse Fourier Transform in ω shows why the positive root

was chosen:

g(m)(t− τ, |x|, θ) =
ˆ ∞

−∞
G

(m)
0 (ω, |x|, θ)e−iω(t−τ)dω

=

ˆ R

−R

ˆ ∞

−∞
Φ̃(m)(k1, ω, |x|, θ)eiωτeik1|x| cos θe−iωteiγRRdωdk1

=

ˆ R

−R

ˆ ∞

−∞
A[e−i(ωt−γRR)]dωdk1

(4.2.64)

where A = Φ̃(m)(k1, ω, |x|, θ)eiωτeik1x1 , then, differentiating implicitly we see this

becomes −iA(ωdt− γRdR) = 0, which can be rearranged to give the phase speed

of waves going to (R, t), i.e. dR/dt = ω/γR > 0 is outwardly propagating when

γR > 0. Hence, the positive branch of the single values square root for γR is

chosen.

The integral starts off on the indented real axis which avoids the branch points:

ˆ N

−N
Φ̃(m)(k1, ω, |x|, θ)ei|x|h(k1,k∞)dk1 k1 ∈ R (4.2.65)

moving this integral to the complex plane gives:

J (m)(ω, |x|, θ) =
ˆ
C

Φ̃(m)(k1, ω, |x|, θ)ei|x|h(k1,k∞)dk1 k1 ∈ C (4.2.66)

where we define the contour C as the path of steepest descent where

h′(k∗1, k∞) = 0

and the prime denotes differentiation with respect to k1, and k
∗
1 is the stationary

point. A pictorial representation of the deformed contour is shown in Figure 4.3

which shows the contour split into four (L1, L2,ΓN , C
′) and how it avoids crossing

the branch cuts.

Then the integral can be split into four corresponding to the different regions

of the contour:

J (m) =

ˆ
ΓN

Φ̃(m)(k1, ω, |x|, θ)ei|x|h(k1,k∞)dk1 −
ˆ
L1

Φ̃(m)(k1, ω, |x|, θ)ei|x|h(k1,k∞)dk1

−
ˆ
L2

Φ̃(m)(k1, ω, |x|, θ)ei|x|h(k1,k∞)dk1 −
ˆ
C′
Φ̃(m)(k1, ω, |x|, θ)ei|x|h(k1,k∞)dk1

(4.2.67)

52



Figure 4.3: Deformed contour consisting of four sections L1, L2,ΓN , C
′.

Now, the integral over ΓN is neglected since it is equal to the residues from

the branch points but we do not know what they are. Then we can bound the

integrals over L1, L2 by looking at an integral over a wedge using Jordan’s Lemma.

Later, we show the angle of the wedge can be estimated as π/4, then if we define

k1 = Keiα, where K = |k1|, α = arg(k1), changing variables to α, the integral is

given by:ˆ
L1

Φ̃(m)(k1)e
i|x|γR(k1) sin θeiK|x| cos θ cosαe−K|x| cos θ sinαKieiαdα (4.2.68)

using Jordan’s Lemma for a wedge, this integral can be bounded:ˆ
L1

Φ̃(m)(k1)e
i|x|h(k1,k∞)dk1 ≤

ˆ π/4

0

|Φ(m)
(k1)e

−K|x| cos θ sinαK|dα

≤ Φ
(m)

(k1)Ke
−K|x| cos θ sinαπ

4

≤ O(Kne−K|x| cos θ sinα) = o(1)

(4.2.69)

since K → ∞ and the exponential will go to zero. Here we have included the

modulation terms into Φ
(m)

(k1). The integral of L2 will be identical since the

parabola is symmetric and the transformation of a circle on the origin along the

real axis has no effect on bounds. Hence, in the limit N → ∞ the integrals over

L1, L2 are neglected. Therefore the contour integral becomes:

I(m)(ω, |x|, θ) = lim
|x|→∞

ˆ
C′
Φ̃(m)(k1, ω, |x|, θ)ei|x|h(k1,k∞)dk1 (4.2.70)
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Remember that C ′ is the contour where h′(k∗1) = 0, so we can use Laplace’s

method to rewrite this integral as a Taylor expansion:

I(m)(ω, |x|, θ) =
ˆ
C′

[
Φ̃(m)(k∗1) +O(k1 − k∗1)

]
exp

[
i|x|
(
h(k∗1) + 0.5(k1 − k∗1)

2h′′(k∗1) +O(k1 − k∗1)
3
)]
dk1

(4.2.71)

which is

I(m)(ω, |x|, θ) = Φ̃(m)(k∗1)e
i|x|h(k∗1)

ˆ
C′
ei|x|/2(k1−k

∗
1)

2h′′(k∗1)dk1 (4.2.72)

The integral over C ′ was chosen to be dominated by the stationary point,

therefore we can increase the limits to ∞, then defining s = k1 − k∗1 and α =

−h′′(k∗1) simplifies the integral to:

I(m)(ω, |x|, θ) = Φ̃(m)(k∗1)e
i|x|h(k∗1)

ˆ ∞

−∞
exp

[
− i|x|

2
s2α
]
ds (4.2.73)

Currently, s is in the complex plane but we are integrating along the real axis

from −∞ to ∞. We can rotate s by π/4 by introducing s′ = seiπ/4, then s2 =

s′
2
e−iπ/2 = −is′2 , and ds = ds′eiπ/4, so the integral becomes:

I(m)(ω, |x|, θ) = Φ̃(m)(k∗1)e
i|x|h(k∗1)e−iπ/4

ˆ ∞

−∞
exp

[
− As′

2
]
ds′ (4.2.74)

where A = |x|/2α. Lastly introducing s =
√
As′ converts the integral into the

well known Gaussian integral:

I(m)(ω, |x|, θ) = Φ̃(m)(k∗1)e
i|x|h(k∗1)e−iπ/4

1√
A

ˆ ∞

−∞
e−s

2

ds (4.2.75)

which has the solution
√
π, therefore the Green’s function becomes:

G(m)(ω, |x|, θ) = Φ̃(m)(k∗1, ω, θ)e
i|x|h(k∗1)e−iπ/4

√
π

|x|/2α
(4.2.76)

Now we find the stationary point k∗1 by looking at h′(k∗1) = 0

h′(k∗1) = cos θ − k∗1 sin θ√
k2∞ − k∗

2

1

= 0 → k∗1 = k∞ cos θ (4.2.77)

where k∗1 = +k∞ cos θ since this is the physically admissible wave number which

gives the correct outgoing wave in (R, t) coordinates, i.e. it propagates from the

jet to the observer.
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We find α by calculating the second derivative and evaluating it at the

stationary point:

α =
k2∞ sin θ

(k2∞ − k2∞ cos2 θ)3/2
=

k2∞ sin θ

k3∞ sin3 θ
=

1

k∞ sin2 θ
(4.2.78)

Then we find h(k∗1):

h(k∗1) = k∞ cos2 θ +
√
k2∞ − k2∞ cos2 θ sin θ = k∞ (4.2.79)

substituting these results back into (4.2.76) gives:

G
(m)
0 (ω, |x|, θ) = Φ̃(m)(k∗1, ω, θ)e

i(|x|k∞−iπ/4)

√
2k∞π

|x|
sin θ (4.2.80)

Remember that Φ̃(m) can be expanded using (4.2.54), and note that

γR =
√
k2∞ − k∗

2

1 = k∞ sin θ, therefore:

Φ̃(m)(y1, R, k
∗
1, ω, θ) = eik

∗
1y1Φ(m)(k∗1, ω, θ)

√
2

πk∞ sin θR
e−imπ/2−iπ/4 (4.2.81)

Then using (4.2.51) for Φ(m)(k∗1, ω, θ):

G
(m)
0 (y1, r, ω, |x|, θ) =

k2∞
(2π)3|x|

eik∞(|x|−y1 cos θ)Am(k∞ cos θ, ω, θ)w
(m)
1 (r)e−imπ/2

(4.2.82)

where we have absorbed a factor of 2i into Am, so now:

Am(k1, ω, θ) =
2i

rend∆(m)(k1, ω, θ)|rend

(4.2.83)

Now during this analysis we found the stationary point k∗1 = ξ = k∞ cos θ

and we assumed that using the path of steepest descent meant that the integral

was dominated by the result at this stationary point. To find the exact path of

stationary phase we define a new variable: ΛS(k1) = |x|h(k1, k∞). Then we can

look at the real and imaginary parts, where we take the real part to be a constant

which is fixed as h(k∗1) = k∞. Then we only have to find the imaginary part of

ΛS(k1). Then we can write:

1

|x|
ΛS(k1) = k∞ + iIm(h) = k1 cos θ +

√
k2∞ − k21 sin θ (4.2.84)

Setting k1 = ξ + iη and equating real and imaginary parts gives us an expression

for the imaginary part of h: Im(h) = η cos θ − ξη sin2 θ/k∞. Where k∞ =

k∞− ξ cos θ. This can then be used to obtain the exact path of stationary phase:

η(ξ) = − (k∞ − ξ cos θ)(ξ − k∞ cos θ)

sin θ
√
(ξ − k∞ cos θ)2 + k2∞ sin θ2

(4.2.85)
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which is shown in Figure 4.4 at θ = 30, St = 0.2,M∞ = 0.9 where we can see

it crosses the real axis twice, the first crossing is when k1 = k∞ cos θ = k∗1 and

the second is when k1 = k∞/ cos θ. Now, if we approximate the parabola with a

straight line where it crosses the ξ-axis, it can be estimated that the angle is given

by θ, as shown in the Figure. Then if we consider large |ξ| >> 0 and |η| >> 0

η/ξ → 1 then from (4.2.85) η/ξ ≈ cos θ/| sin θ| ≈ 1, therefore cos θ = sin θ = 1,

and θ = π/4.

Figure 4.4: Contour of stationary phase

Inverse Fourier transform in m

Now, lastly to obtain the Green’s function as a function of azimuthal angle (Ψ−ψ),
we need to take the inverse Fourier transform in m. This can be written as a

Fourier series:

G0(r, y1,Ψ− ψ, ω, |x|, θ) =
ˆ ∞

−∞
G

(m)
0 (r, y1, ω, |x|, θ)e−im(Ψ−ψ)dm

=
∞∑

m=−∞

G
(m)
0 (r, y1, ω, |x|, θ)e−im(Ψ−ψ)

(4.2.86)

Therefore, the Green’s function can be written succinctly as:

G0(r, y1,Ψ− ψ, ω, |x|, θ) = k2∞
(2π)3|x|

eik∞(|x|−y1 cos θ)
∞∑

m=−∞

Qm(r, k∞ cos θ,Ψ− ψ)

(4.2.87)
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where Qm(r, k∞ cos θ,Ψ−ψ) = Am(k∞ cos θ, ω, θ)w
(m)
1 (r)e−imπ/2e−im(Ψ−ψ). Then

we can split the sum into three parts: negative m, positive m, and m = 0.

∞∑
m=−∞

Qm(r, k∞ cos θ,Ψ− ψ) =
−1∑

m=−∞

Qm +Q0 +
∞∑
m=1

Qm (4.2.88)

Then defining n = −m, brings the first term to
∑1

n=∞Q−n, then, since n is a

dummy variable we can go back to m, giving the sum:

∞∑
m=−∞

Qm(r, k∞ cos θ,Ψ− ψ) =
∞∑
m=1

(Q−m +Qm) +Q0 (4.2.89)

Now we need to look at the symmetry of the Q term. Firstly, looking at the

w
(m)
1 term, remember that this was defined as the solution to ( 4.2.41), where

Q(r, k∞, ω) = k2∞ − (k21 +m2/r2)P (r, k1, ω), and P (r) = 1/(a2rD
2

0). When P = 1,

w
(m)
1 can be written as a power series using the method of Frobenius, whereas

when P ̸= 1, w
(m)
1 can be found numerically. This means there are two cases to

investigate.

Azimuthal mode symmetry: P (r) = 1/(a2rD
2

0) ̸= 1

When P (r) ̸= 1, the operator L
(m)

R depends on mode through m2. Therefore:

w
(−m)
1 (r) = w

(m)
1 (r) (4.2.90)

This implies that the derivatives are also symmetric.

Now the amplitude factor Am was defined in (4.2.83) and depends on mode

through the Wronskian ∆(m), which is rewritten here:

∆(m)(k∞ cos θ, re) = w
(m)
1 (re)k∞ sin θH(1)′

m (Rk∞ sin θ)−H(1)
m (Rk∞ sin θ)w

(m)′

1 (re)

(4.2.91)

where the prime refers to the derivative with respect to the argument. Then using

the definition of Hankel transforms:

H
(1)
−m(z) = (−1)mH(1)

m (z)

H
(1)′

−m(z) = (−1)mH(1)′

m (z)
(4.2.92)

and the fact that w
(m)
1 is symmetrical, this gives:

∆(−m)(k∞ cos θ, re) = (−1)m[w
(m)
1 (re)k∞ sin θH(1)′

m −H(1)
m w

(m)′

1 (re)]

= (−1)m∆(m)(k∞ cos θ, re)
(4.2.93)
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Therefore, the amplitude factor is A−m = (−1)mAm. Then if we write Qm =

Qm(r, k∞ cos θ)e−im[(Ψ−ψ)+π/2] whereQm(r, k∞ cos θ) = Am(k∞ cos θ)w
(m)
1 (r, k∞ cos θ),

and note that Q−m = (−1)mQm, then for negative modes:

Q−m = (−1)mQm(r, k∞ cos θ)eim[(Ψ−ψ)+π/2] (4.2.94)

Then, note that (−1)m = e±imπ, therefore

(−1)meimπ/2 =

e
3imπ/2

e−imπ/2
= (−i)m

Therefore,

Q−m(r, k∞ cos θ,Ψ− ψ) = (−i)mQm(r, k∞ cos θ)eim(Ψ−ψ) (4.2.95)

Qm(r, k∞ cos θ,Ψ− ψ) = (−i)mQm(r, k∞ cos θ)e−im(Ψ−ψ) (4.2.96)

Q0(r, k∞ cos θ,Ψ− ψ) = Q0(r, k∞ cos θ) (4.2.97)

Azimuthal mode symmetry: P (r) = 1/(a2rD
2

0) = 1

Now, as mentioned above, if P = 1 then w
(m)
1 can be written as a power

series which is equivalent to the Bessel function Jm(k∞ sin θ). Again, using the

properties of Bessel functions:

J−m(z) = (−1)mJm(z)

J ′
−m(z) = (−1)mJ ′

m(z)
(4.2.98)

Therefore,

w
(−m)
1 = (−1)mw

(m)
1 (4.2.99)

Then, using these results, we find the Wronskian:

∆(−m)(k∞ cos θ) = (−1)m(−1)m[Jm(Rk∞ sin θ)k∞ sin θH(1)′

m (Rk∞ sin θ)

−H(1)
m (Rk∞ sin θ)k∞ sin θJ ′

m(Rk∞ sin θ)]

= ∆(m)(k∞ cos θ, re)

(4.2.100)

and, the amplitude factor is A−m = (−1)mAm, which is identical to the P (r) ̸= 1

case. Hence, the solution for Qm(r, k∞ cos θ,Ψ− ψ) is also identical for all P (r).

58



Solution

Hence, using (4.2.95)-(4.2.97) the Fourier series becomes:

∞∑
m=−∞

Qm =
∞∑
m=1

(−i)mQm(r, k∞ cos θ)
[
e−im(Ψ−ψ) + eim(Ψ−ψ)

]
+Q0(r, k∞ cos θ)

=
∞∑
m=1

(−i)mQm(r, k∞ cos θ)2 cosm(Ψ− ψ) +Q0(r, k∞ cos θ)

=
∞∑
m=0

(−i)mϵmQm(r, k∞ cos θ) cosm(Ψ− ψ)

(4.2.101)

where ϵm = 1 when m = 0, and ϵm = 2 when m ≥ 1.

Therefore, we get the final solution for the Green’s function:

G0 =
k2∞

(2π)3|x|
eik∞(|x|−y1 cos θ)

∞∑
m=0

(−i)mϵmAm(k∞ cos θ)w
(m)
1 (r, k∞ cos θ) cosm(Ψ− ψ)

(4.2.102)

4.3 Acoustic Spectrum Formulation

Afsar et al (2011) [27] (referred to as AGF from now on) showed that by using

an axisymmetric approximation the acoustic spectrum could be reduced to 11

independent terms. This thesis follows the work done in this paper, therefore the

relevant equations are rewritten here for convenience.

AGF used the Goldstein (2003) [22] formulation of generalism, which

introduces the non-linear pressure variable p′e = p′+(γ−1)(ρv′
2 − ρ̄ṽ′2)/2 so that

the right hand side source terms of (4.1.2) and (4.1.3) can be combined into the

single tensor e′′νj defined below in (4.3.5). This also requires using the full form

of h′0 (A.1.3). The operator acting on the e′′νj source term can be transferred to

the Green’s function. Doing this, the acoustic spectrum is given by the Fourier

transform of the far field pressure autocovariance

Ie(x;ω) =
1

2π

ˆ ∞

−∞
eiωτp2e(x, τ)dτ (4.3.1)

where

p2e(x, τ) =
1

2T

ˆ T

−T
pe(x, t)pe(x, t+ τ)dt (4.3.2)
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and

p′e(x, t) = −
ˆ ∞

−∞

ˆ
V (y)

γνj(x|y, t− τ)e′′νj(y, τ)dydτ (4.3.3)

where the negative sign comes from the integration by parts when the operator

on e′′νj is transferred to the Green’s function [18]. Then γνj is given by:

γνj(y, τ |x, t) =
∂Gν(y, τ |x, t)

∂yj
− (γ − 1)δνk

∂ṽk
∂yj

G4(y, τ |x, t) (4.3.4)

where Gν is calculated from G0 which was found in (4.2.102) and

e′′νj(y, τ) =
[
− (ρv′νv

′
j − ρv′νv

′
j)
]
− δνj(γ − 1)

2

[
− (ρv′

2 − ρv′2)
]

(4.3.5)

Note that e′′νj can also be written as: e′′νj(y, τ) = ϵνjσme
(0)
σm(y, τ) where

ϵνjσm = δνσδjm − γ − 1

2
δνjδσm (4.3.6)

and

e(0)σm(y, τ) = −
[
ρv′σv

′
m − ρvσ′v′m

]
(4.3.7)

Note that e
(0)
σm is the generalised Reynolds stress tensor (i.e. if σm reduce to

ij it reduces to (4.1.4)). It is important to note the differential operator in

the Goldstein 2002 and Goldstein 2003 formulations are identical, therefore

the Green’s function theory that we have developed in the previous section is

unchanged and can still be used.

Inserting the equation for p2e into the Fourier transform gives:

Ie(x;ω) =
1

2π

ˆ ∞

−∞
eiωτ

1

2T

ˆ T

−T
pe(x, t)pe(x, t+ τ)dtdτ (4.3.8)

Multiplying by eiωt−iωt allows the integral to be written as:

Ie(x;ω) =
1

2T

1

2π

ˆ T

−T

[ ˆ ∞

∞
eiω(t+τ)pe(x, t+ τ)d(t+ τ)

]
e−iωtpe(x, t)dt (4.3.9)

Note for the inner integral in square brackets t is constant, therefore dτ = d(t+τ).

Notably, these integrals are Fourier transforms for which we define by integrals:

p̂e(x;ω) =
1

2π

ˆ ∞

−∞
e−iωzpe(x, z)dz (4.3.10)

p̂∗e(x;ω) =
1

2π

ˆ ∞

−∞
eiωzpe(x, z)dz (4.3.11)

60



Hence the acoustic spectrum becomes:

2T

2π
Ie(x;ω) = p̂∗e(x;ω)

1

2π

ˆ T

−T
e−iωtpe(x, t)dt (4.3.12)

which can also be written as:

Ie(x;ω) = lim
T→∞

π

T
p̂∗e(x;ω)p̂e(x;ω, T ) (4.3.13)

Since the pressure is given by (4.3.3) and γνj(x, t,y, τ) = γνj(x|y, t − τ), we

find:

p̂e(x;ω, T ) = −(2π)

ˆ
V (y)

Γ̂νj(x|y;ω)êνj(y;ω, T )dy (4.3.14)

and

p̂∗e(x;ω, T ) = −(2π)

ˆ
V (z)

Γ̂∗
νj(x|z;ω)ê∗νj(y;ω, T )dz (4.3.15)

Note that T is only in the argument of êνj since this is a random variable and

required averaging, whereas Γ̂νj is deterministic and does not require averaging

and is the time Fourier transform of γνj:

Γ̂νj(x|y;ω) =
ˆ ∞

−∞
eiω(t−τ)γνj(x|y, t− τ)d(t− τ) (4.3.16)

Therefore the acoustic spectrum is given by:

Ie(x;ω) = (2π)2
ˆ
V (y)

ˆ
V (z)

Γ̂νj(x|y;ω)Γ̂∗
µl(x|z;ω)

lim
T→∞

( 2π
2T

)
êνj(y;ω, T )ê

∗
µl(z;ω, T )dydz

(4.3.17)

Looking at the the product of êνj, ê
∗
µl:

êνj(y;ω, T )ê
∗
µl(z;ω, T ) =

1

(2π)2

ˆ T

−T
e−iωτe′′νj(y, τ)dτ

ˆ T

−T
eiωτ̄e′′µl(z, τ̄)dτ̄

(4.3.18)

Replacing τ in the first integral by τ̄ − τ0:

êνj(y;ω, T )ê
∗
µl(z;ω, T ) =

1

(2π)2

ˆ T

−T
e−iω(τ̄−τ0)e′′νj(y, τ̄ − τ0)dτ̄

ˆ T

−T
eiωτ̄e′′µl(z, τ̄)dτ̄

(4.3.19)

Using the convolution theorem this gives:

2π

2T
êνj(y;ω, T )ê

∗
µl(y + η;ω, T ) =

1

2π

ˆ
dτ0e

−iωτ0 1

2T

[ ˆ T

−T
e′′νj(y, τ)e

′′
µl(y + η, τ + τ0)dτ

]
=

1

2π

ˆ
e−iωτ0Rνjµl(y,η, τ0)dτ0

= Hνjµl(y,η;ω)

(4.3.20)
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where we have replaced z = y + η and defined

Hνjµl = ϵνjσmHσmλnϵµlλn (4.3.21)

where

Hνjµl(y,η;ω) =
1

2π

ˆ ∞

−∞
e−iωτRνjµl(y,η, τ)dτ (4.3.22)

and

Rνjµl(y,η, τ) =
1

2T

ˆ T

−T
[ρv′νv

′
j−ρv′νv′j](y, t)[ρv′µv′l−ρv′µv′l](y+η, t+τ)dt (4.3.23)

where v′µ(y, t) = vµ(y, t) − ṽµ(y), where the tilde represents the Favre average.

The fourth component of the velocity is related to the enthalpy h and is defined

as:

v′4 = (γ − 1)
[
h′ +

1

2
v′

2
]
(y, t) = c′

2

+
γ − 1

2
v′

2

(4.3.24)

Therefore, the acoustic spectrum is:

Ie(x;ω) = (2π)2
ˆ
V (y)

Γνj(x|y;ω)
ˆ
V∞(η)

Γ∗
µl(x|y + η;ω)Hνjµl(y,η;ω)dηdy

(4.3.25)

where Γ∗
µl(x|y+η;ω) = Γ∗

µl(x|y;ω)eik·η using the WKBJ approximation (shown

in Appendix B of [27]), this allows (4.3.25) to be written as

Ie(x;ω) = (2π)2
ˆ
V (y)

Γνj(x|y;ω)Γ∗
µl(x|y;ω)Φ∗

νjµl(y;ω,k)dy (4.3.26)

where Φ∗
νjµl is defined in (4.3.32). Then

I(x;ω) = lim
|x|→∞

Ie(x;ω) (4.3.27)

AGF [27] also showed that the acoustic spectrum could be written as a

summation of three terms, representing the momentum-flux, coupling term, and

enthalpy-flux respectively:

I(x;ω)

(2π)2
=

ˆ
V (y)

{
I [1](x|y;ω) + I [2](x|y;ω) + I [3](x|y;ω)

}
dy (4.3.28)

following axisymmetry approximations these terms were found to be:

I [1](x|y;ω) = [|G22|2 + |G33|2 + 2|G23|2]Φ∗
2222

+Re[G11(G
∗
22 +G∗

33)](Φ
∗
1122 + Φ∗

2211)

+ |G11|2Φ∗
1111 + 2[Re(G22G

∗
33)− |G23|2]Φ∗

2233

+ 4[|G12|2 + |G13|2]Φ∗
1212

(4.3.29)
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I [2](x|y;ω) = 2Re
[
Γ41(G

∗
22 +G∗

33)Φ
∗
4122 + Γ41G

∗
11Φ

∗
4111

+ 2[Γ42G
∗
12 + Γ43G

∗
13]Φ

∗
4221

] (4.3.30)

I [3](x|y;ω) = [|Γ42|2 + |Γ43|2]Φ∗
4242 + |Γ41|2Φ∗

4141 (4.3.31)

where Gij = 1/2(Γij +Γji),
∗ represents the complex conjugate, and the acoustic

spectral tensor was defined as the Fourier transform in spatial separation ofHνjµl:

Φ∗
νjµl(y;ω, k1,k⊥) =

ˆ
η

Hνjµl(y,η;ω)e
k·ηdη (4.3.32)

The remainder of this chapter will find the propagator terms (i.e. the Green’s

function terms) using the numerical meanflow data obtained from the LES. Then

in chapters 5 and 6 the fourth order correlations will be found numerically from

the LES, and post-processed to find the spectral tensor Φ∗
νjµl. Then in Chapter

7 the acoustic spectrum will be calculated using these equations and integrating

over y.

4.4 Green’s Function: Numerical Results

4.4.1 Code Validation

The first stage of the propagator calculation was to obtain G̃
(m)
0 =

w
(m)
1 (r, k∞ cos θ). This was found by numerically solving the system of

equations:

dG̃
(m)
0

dr
=
k2∞
a2r

(1−M(r) cos θ)2G̃(m)
r (4.4.1)

dG̃
(m)
r

dr
=
[ a2r cos

2 θ

(1−M(r) cos θ)2
+

a2r(m/r)
2

k2∞(1−M(r) cos θ)2
− 1
]
G̃

(m)
0 − G̃

(m)
r

r
(4.4.2)

The Green’s function code that was used to solve these equations was first

validated using several numerical routines, for an analytical meanflow based on

Tam & Burton [87]. This comparison is shown in Figure 4.5 for several Strouhal

numbers.
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(a) (b)

(c)

Figure 4.5: Green’s function numerical solution using different numerical

algorithms (a) St = 0.01 (b) St = 0.2 (c) St = 1.0
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We see that all routines give similar results at low St, and only ode23 gives

different results at high St, therefore for the remaining calculations we use the

4th order Runge Kutta routine. Note that for this comparison b = 0.001 was

chosen for the meanflow profile, i.e. a very sharp meanflow, which implies the

numerical calculation will also be converged for a smoother meanflow.

4.4.2 Properties of the Doppler Factor

This section looks at the properties of the Doppler factor which is present in

the propagator calculations. The Doppler factor is defined as (1 −M(r)cosθ)n,

we look at the effect of n for different meanflow profiles (relating to different y1

locations) in Figure 4.6.

There are two main observations;

• inverse Doppler factors are largest inside the jet, whereas positive Doppler

factors are largest in the upstream region; and

• as the flow becomes more developed the factor is smeared over a larger

angular and radial extent.

4.4.3 Resolution Checks

Since the Green’s function calculation requires derivatives it is important to check

convergence. This section checks convergence for SP03 at θ = 30. Figure 4.7

shows convergence for G0, Figure 4.8 shows convergence for Gr ∼ dG0/dr, and

Figure 4.9 shows convergence for dGr/dr ∼ d2G0/dr
2. All figures show that using

a grid of nr = 401 points in the radial direction is sufficient for convergence.
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 4.6: Spatial properties of Doppler factor for different meanflow profiles at

several powers of n: (a) Top hat (n = −2) (b) Top hat (n = −1) (c) Top hat

(n = 1) (d) Gaussian (n = −2) (e) Gaussian (n = −1) (f) Gaussian (n = 1)

(g) Fully developed (n = −2) (h) Fully developed (n = −1) (i) Fully developed

(n = 1)
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(a) (b) (c)

(d) (e) (f)

Figure 4.7: SP03: Resolution check for G0 at r = 0.5 for (a) St = 0.01 (b)

St = 0.2 (c) St = 2.0, and at y1 =start for (d) St = 0.01 (e) St = 0.2 (f) St = 2.0

(a) (b) (c)

(d) (e) (f)

Figure 4.8: SP03: Resolution check for Gr at r = 0.5 for (a) St = 0.01 (b)

St = 0.2 (c) St = 2.0, and at y1 =start for (d) St = 0.01 (e) St = 0.2 (f) St = 2.0
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(a) (b) (c)

(d) (e) (f)

Figure 4.9: SP03: Resolution check for dGr/dr at r = 0.5 for (a) St = 0.01 (b)

St = 0.2 (c) St = 2.0, and at y1 =start for (d) St = 0.01 (e) St = 0.2 (f) St = 2.0

4.5 Propagator

Now we can calculate the propagator components that are present in the acoustic

spectrum formulation. For cold jets this reduces to five components, and for

heated jets this reduces to ten components. The numerical calculation follows

the process shown in Figure 4.10.

This section aims to show the propagator components at several θ,St, and

spatial location for the four jets. We wish to look at the magnitude of components

to see which components have the potential to have the most significant impact

on the acoustic spectrum. Then in the next chapters we will look at the spectral

tensors and finally in Chapter 7 we will see the total acoustic predictions.

Figures 4.11-4.14 show the momentum-flux propagator components for SP03,

SP07, SP42 and SP46 respectively at θ = 30, 90. These show that for the majority

of locations on the shear layer and St at θ = 30 the propagator component that

multiplies Φ∗
1212 has the greatest magnitude and therefore at this angle it is most

likely that Φ∗
1212 will be the main contributor to the noise. Note that for the

Ma = 0.5 jets, at high frequency (St = 2) other propagator components become

relatively large, especially the one which multiplies Φ∗
1111, meaning they may have
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Figure 4.10: Process of obtaining the propagator components

an impact on the high frequency noise. Another key observation is that at θ = 90

there is a difference between the cold and heated jets, cold jets are still dominated

by the terms which multiplies Φ∗
1212 inside the potential core region for small/peak

frequencies, whereas for heated jets the largest component everywhere is the one

that multiplies Φ∗
2222.

Figures 4.15 and 4.16 compare the coupling propagator terms for SP42 and

SP46, these show that the term that multiplies the spectral tensor Φ∗
4221 has the

greatest magnitude for most locations and both angles. However, again note

that for the Ma = 0.5 jet at high frequency (St = 2) the other terms become

significantly large, especially Φ∗
4111.

Finally, Figures 4.17 and 4.18 compare the enthalpy-flux propagator

components for SP42 and SP46. Similarly to the coupling term case, it is clear

that the term multiplying Φ∗
4242 has the greatest magnitude at all locations on

the shear layer, both angles and most St. The main difference between jets lies

in the high frequencies, where for SP42 at θ = 30, St = 2 both terms have similar

magnitudes.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.11: SP03: Comparison of momentum-flux propagator components on the

shear layer for (a) St = 0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.2, θ = 30

(d) St = 0.2, θ = 90 (e) St = 2.0, θ = 30 (f) St = 2.0, θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 4.12: SP07: Comparison of momentum-flux propagator components on the

shear layer for (a) St = 0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.2, θ = 30

(d) St = 0.2, θ = 90 (e) St = 2.0, θ = 30 (f) St = 2.0, θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 4.13: SP42: Comparison of momentum-flux propagator components on the

shear layer for (a) St = 0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.2, θ = 30

(d) St = 0.2, θ = 90 (e) St = 2.0, θ = 30 (f) St = 2.0, θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 4.14: SP46: Comparison of momentum-flux propagator components on the

shear layer for (a) St = 0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.2, θ = 30

(d) St = 0.2, θ = 90 (e) St = 2.0, θ = 30 (f) St = 2.0, θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 4.15: SP42: Comparison of coupling propagator components on the shear

layer for (a) St = 0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.2, θ = 30 (d)

St = 0.2, θ = 90 (e) St = 2.0, θ = 30 (f) St = 2.0, θ = 90

74



(a) (b)

(c) (d)

(e) (f)

Figure 4.16: SP46: Comparison of coupling propagator components on the shear

layer for (a) St = 0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.2, θ = 30 (d)

St = 0.2, θ = 90 (e) St = 2.0, θ = 30 (f) St = 2.0, θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 4.17: SP42: Comparison of enthalpy-flux propagator components on the

shear layer for (a) St = 0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.2, θ = 30

(d) St = 0.2, θ = 90 (e) St = 2.0, θ = 30 (f) St = 2.0, θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 4.18: SP46: Comparison of enthalpy-flux propagator components on the

shear layer for (a) St = 0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.2, θ = 30

(d) St = 0.2, θ = 90 (e) St = 2.0, θ = 30 (f) St = 2.0, θ = 90

77



4.6 Summary

In this chapter we have re-derived the Green’s function solution G0 and calculated

the propagator components that enter the acoustic spectrum formulation.

The process diagram in Figure 4.19 summarises our progress so far and shows

that the next step in the calculation is to calculate the 4th order correlation

functions.

Figure 4.19: Chapter 4: Summary of process so far
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Chapter 5

Jet Noise: Space-time Structure

of Turbulence

In the previous chapter, Goldstein’s acoustic analogy was summarised, and we

saw it can be broken down into two parts: the spectral tensor which contains

the turbulence information, and the propagator. We have found the propagator

components in the previous chapter, and now chapters 5 and 6 focus on the

spectral tensor.

The first step in the spectral tensor calculation is to calculate the 4th order

correlations from the turbulence data. AGF [27] showed that the acoustic

spectrum could be written as a summation of the three basic sound production

components. That is, sound generated by momentum flux (i.e. Reynolds stress

only), enthalpy flux (temperature fluctuations) and coupling terms involving the

interaction between these two. This formula is shown below:

Iω(x|y;ka) =
3∑

n=1

I [n]ω (x|y;ka) (5.0.1)

where ka is the acoustic wavenumber that is defined later in Chapter 6, and:

I [1]ω (x|y;ka) = Gij(x|y;ω)G∗
kl(x|y;ω)Φ∗

ij,kl(y;k
a, ω) (5.0.2a)

I [2]ω (x|y;ka) = 2ReΓ4j(x|y;ω)G∗
kl(x|y;ω)Φ∗

4j,kl(y;k
a, ω) (5.0.2b)

I [3]ω (x|y;ka) = Γ4j(x|y;ω)Γ∗
4l(x|y;ω)Φ∗

4j,4l(y;k
a, ω) (5.0.2c)

and Gij is the propagator related to the vector Green’s function of the adjoint

linearised Euler equations given by Eq.(6) in [27].
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The spectral function Φ∗
νjµl enters the acoustic spectrum by the following

components in Table 5.1 when an appropriate axisymmetric approximation is

made. These are directly linked to the fourth order correlations of the turbulence

data via Fourier transforms. Hence, this chapter focuses on the space-time

structure of the turbulence (via the correlation functions), which will then be

used in Chapter 6 to calculate the spectral tensor. This full analysis of the

turbulence structure for heated and cold jets has not yet been done fully in the

literature.

Table 5.1: Spectral Tensor Components.

Spectral Tensor

Components

Independent

Components

Momentum flux term Φ∗
ijkl

Φ∗
1111, Φ∗

2222, Φ∗
1212,

Φ∗
2233, Φ

∗
1122, Φ

∗
2211

Enthalpy

flux/momentum

flux coupling term

Φ∗
4jkl Φ∗

4111, Φ
∗
4122, Φ

∗
4221

Enthalpy flux term Φ∗
4j4l Φ∗

4141, Φ
∗
4242

5.1 Amplitudes

Fourth order correlations for two points in space are calculated using the equation:

Rµjνl(x,η, τ) = [v′µv
′
j − v′µv

′
j](x, t)[v

′
νv

′
l − v′νv

′
l](x+ η, t+ τ) (5.1.1)

Where we define the point x as the probe location (y1, r), and η, τ are the

spatial and temporal separations respectively. The overbar indicates Reynolds

time averaging 1
2T

´ T
−T (...)dt, and the Greek indices range from 1− 4 whereas the

Latin indices range from 1 − 3. Then, (v′1, v
′
2, v

′
3) are the velocity perturbations

and v′4 is related to the enthalpy fluctuation and is given by:

v′4 = (γ − 1)
[
h′ +

1

2
v′2
]

(5.1.2)

There are 63 independent components of Rµjνl, which reduces to 45

components when looking at their initial amplitude (i.e when τ = η = 0). The
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amplitudes for the momentum correlations are compared in Figure 5.1 for all

four jets, where the red bars indicate correlation functions that are present

within the AGF acoustic spectrum.

(a) (b)

(c) (d)

Figure 5.1: Comparison of amplitudes for the momentum flux correlations for (a)

SP03 (b) SP07 (c) SP42 (d) SP46 (red bar indicates correlation functions present

within the AGF formulation of the acoustic spectrum).

From this comparison it is clear that we can neglect R2233 from our following

calculations since its magnitude is negligible in comparison to R1111. We also

see from this figure that heating the jet does not significantly affect the level of

contribution from any of the momentum flux terms. Additionally, we see that

the acoustic Mach number of jet also does not have a significant impact on the

contribution of terms.

On the other hand, Figure 5.2 compares the coupling terms R4jkl for both

Mach numbers and we see the contribution of these coupling terms (in comparison

to R1111) increases for the lower Mach number, where for Ma = 0.5 the coupling

81



terms are almost double that of the Ma = 0.9 terms.

(a) (b)

Figure 5.2: Comparison of amplitudes for the coupling correlations for (a)

SP42 (b) SP46 (red bar indicates correlation functions present within the AGF

formulation of the acoustic spectrum).

This difference in contribution is further magnified in the temperature flux

terms R4j4l shown in Figure 5.3, where for Ma = 0.5 the enthalpy-flux terms are

almost quadruple that of the Ma = 0.9 terms.

(a) (b)

Figure 5.3: Comparison of amplitudes for the coupling correlations for (a)

SP42 (b) SP46 (red bar indicates correlation functions present within the AGF

formulation of the acoustic spectrum).

This increase in contribution is intuitive since the momentum correlation R1111

will be smaller in amplitude for the smaller Mach number since the velocity

perturbation v′1 will be smaller. However v′4 does not vary as much with Mach
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number since it is dominated by the temperature fluctuations. Since both jets

are heated at the same temperature ratio, the R4jµl terms will remain more or

less constant across jets.

Therefore, based on comparing the amplitudes to R1111 we can only neglect

one term in the AGF formulation of the acoustic spectrum. Therefore, we have 10

terms which will be required for the acoustic spectrum calculations. Five terms

for the unheated jets, and ten terms for the heated jets.

5.2 Axisymmetric Turbulence

It should also be noted that the AGF formulation of the acoustic spectrum

assumed axisymmetric turbulence, however it was not confirmed. Therefore

in this section we check that this assumption holds using our LES data using

formulations derived in Koshuriyan et al (2024) [88]. We check both, the diagonal

quadratic form:

I1 =
Riikk

R1111

=
R1111 +R1122 +R1133 +R2211 +R2222 +R2233 +R3311 +R3322 +R3333

R1111

(5.2.1)

where isotropic turbulence would approximate this to

I iso1 = 9− 12
R1212

R1111

and axisymmetric turbulence would approximate it to

Iaxi1 = 1 +
4

R1111

(R2222 −R2323 +R1122)

and the Hermitian quadratic form:

I2 =
Rikik

R1111

=
R1111 + 2R1212 + 2R1313 + 2R2323 +R2222 +R3333

R1111

(5.2.2)

where isotropic turbulence would approximate this to

I iso2 = 3 + 6
R1212

R1111

and axisymmetric turbulence would approximate it to

Iaxi2 = 1 +
2

R1111

(R2222 + 2R1212 +R2323)

Figure 5.4 compares the spatial structure of the diagonal and hermitian

forms of the correlations using the isotropic approximation and the axisymmetric
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approximation for SP03. It shows that the axisymmetric approximation appears

to be good at most spatial locations, whereas the isotropic approximation is

poor as expected. Figure 5.5 compares the approximations for both forms on

the shear layer for SP03 confirming that the turbulence can be approximated as

being axisymmetric. This is also true for the other jets, which can be seen in

Appendix B.1.

(a) (b)

(c) (d)

Figure 5.4: SP03: Compare diagonal quadratic form using (a) isotropic and (b)

axisymmetric approximations, and compare Hermitian form using (c) isotropic

and (d) axisymmetric approximations
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(a) (b)

Figure 5.5: SP03: Check the axisymmetry approximation on the shear layer using

(a) the diagonal form (b) the Hermitian form.

5.3 Convective Velocity

The convection velocity was calculated following the methodology from Liu and

Lai (2021) [89]. This method looks at the correlation data and for each streamwise

separation (η1) finds the time separation τ where the correlation is maximum.

Then by plotting this τ against η1 the gradient can be found which is the

convective velocity in the streamwise direction. Similarly, this can be done for η2

to find the transverse convection velocity.

It is known that the convection velocity varies depending on location in the jet.

Figure 5.6 shows the spatial variation of R1111 and R1212 for SP03 and SP07. This

figure shows that Uc is relatively constant along y1, particularly at the potential

core region (5 < y1 < 8) on the shear layer (r = 0.5). It experiences more

variation in the radial direction, however it should be noted that the LES mesh

resolution is also reduced outside of the jet shear layer.

Figure 5.7 compares the space time structure of the correlations using our Uc

(Uc = 0.6) with correlations from the literature [90] and we show good agreement

for R1111 and R1212. Our R2222 does not decay as fast in space as theirs does,

however the auto-correlation and η1 = 0.1 matches well.

The streamwise convection velocity was calculated for each of the ten

correlations within the AGF formulation and values along the shear layer are

compared in Figure 5.8. It is found that for all correlations in the cold jets the

convection velocity can be taken as Uc = 0.6. However, for heated jets, Uc = 0.6
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(a) (b)

(c) (d)

Figure 5.6: Spatial variation of the streamwise convective velocity, Uc, for (a)

SP03 R1111 (b) SP03 R1212 (c) SP07 R1111 (d) SP07 R1212

(a) (b) (c)

Figure 5.7: SP07: Comparison of space-time correlations using LES data and

Uc = 0.6 with Semiletov and Karabasov (2016) [90] for (a) R1111 (b) R1212 (c)

R2222
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is only true for R1111 and R1212, for all other correlations Uc = 0.4 is a better

estimation for the shear layer. This difference in convective velocity for heated

correlations has, to my knowledge, not been found before.

(a) (b)

(c) (d)

(e) (f)

Figure 5.8: Values of Uc along shear layer (r = 0.5) for each correlation for (a)

SP03 (b) SP07 (c) SP42 Rijkl (d) SP46 Rijkl (e) SP42 R4jνl (f) SP46 R4jνl
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5.3.1 Taylor’s Hypothesis

Taylor’s hypothesis states that a turbulence field will remain relatively ‘frozen’

within a flow, and as such evolve with respect to a convected variable. Taylor’s

basic assumption was that if the turbulence intensity is sufficiently small, then

flow disturbances (eddies of a lengthscale smaller than an O(1) body dimension)

are convected, or transported, with the local mean flow without change to their

spatial structure.

Since spatial correlations are always more difficult to obtain due to probe

displacement effects in real experiments and/or increased streamwise resolution

needed in computational simulations, the principal advantage of using Taylor’s

hypothesis is the conversion of an Eulerian spatial function to a temporal

correlation function meaning:

R11(η1, 0;xT ) ≡ R11(0, Ucτ ;xT ). (5.3.1)

as was shown in [91, 92]. In other words, a streamwise spatial correlation function

at zero time separation is identical to an Eulerian time correlation at zero spatial

separation when the time co-ordinate is re-scaled via ‘convected time unit’, Ucτ .

There are two approximations underlying Taylor’s hypothesis: first that the

convection velocity is constant, and second, that the flow is incompressible. The

interesting extension then arises of whether the hypothesis in the form of (5.3.1)

is applicable to shear flow turbulence[93, 94] at high Mach numbers and for

high-order correlations.

Figure 5.9 checks Taylor’s hypothesis for our four jets, using the fourth order

turbulence correlations (R1111, R1212), where we used Uc = 0.6. Although Taylor’s

hypothesis appears to be remarkably accurate at the start of the potential core

and along the jet shear layer, remember we have shown that there is spatial

variation in Uc. Therefore, these results only indicate that at least in the location

where convection velocity is constant, Taylor’s hypothesis remains very accurate.

In other words, there is a direct correspondence between the (Eulerian) temporal

correlation function and the zero-time delay streamwise spatial correlation. For

further details on this investigation see [95].
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(a) (b)

(c) (d)

Figure 5.9: Check Taylor’s Hypothesis on shear layer (r = 0.5) at start of

potential core for (a) Ma = 0.5, R1111 (b) Ma = 0.5, R1212 (c) Ma = 0.9, R1111

(d) Ma = 0.9, R1212.
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5.4 Space-time Correlations

The fourth order correlations were calculated from the LES data using (5.1.1)

for a range of spatial (η1, η2) and temporal (τ) separations. In the next chapter

we use this data to calculate the spectral tensor in two ways: analytically and

numerically. To calculate the spectral tensor analytically we fit an analytical

function to the data, this function is based on that from Afsar et al (2019)[67]

and is given by:

Rνjµl(y,η, τ)

Rνjµl(y,0, 0)
=
[
1 + a1τ

∂

∂τ

]
e−X(y,η,τ)

=
[
1 +

a1Ucτ

l20X
(η1 − Ucτ)

]
e−X(y,η,τ)

(5.4.1)

where

X(y,η, τ) =

√
η21

l1(y)2
+

(η1 − Ucτ)2

l0(y)2
+
( η2
l2(y)

)m
(5.4.2)

and there is no sum on ν, j, µ, l. This section discusses the fourth order

correlations, uses optimisation to find the optimal length scales (l0, l1, l2) for the

analytical model to fit the LES data, and checks for universality across acoustic

Mach number and jet temperature ratio.

5.4.1 Optimised Turbulence Length Scales

The length scales were found on the shear layer at the start of the potential core,

a1, l0, l1 were optimised when setting η2 = 0, and then l2 was optimised when

setting η1 = 0, m (the power of the transverse separation) was optimised for

R1111 and found to be 1, this was then fixed for all correlations. The objective

function was defined as the root mean squared error of the model compared

to the numerical data for all available temporal and spatial separations. The

optimisation routine MP-AIDEA [96] was used for the optimisation and is

discussed in more detail in Chapter 8.

Figures 5.10 and 5.11 compare the optimised model with the numerical data

for SP03 when η2 = 0, and η1 = 0 respectively. These show that in general

the model fits the data very well, particularly for R1111, R1212 and R2222, however

since R1122 and R2211 have some oscillations in the numerical data the model

cannot capture these, this is a larger problem for the l2 optimisation where

only the auto-correlation has good representation for these correlations. This
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is similar for all the jets which can be seen in Appendix. B.2. Figures 5.12 and

5.13 similarly compares the optimised model against the numerical data for the

coupling/enthalpy flux correlations for SP42.

This shows that the model works well for all correlations, however, like

R1122, R2211 oscillations are present in the numerical data for R4122 which cannot

be captured by the model. Also, note that since the convection velocity is

smaller for the coupling/enthalpy flux correlations the x-axis does not extend as

far as the SP03 figures. Coupling/enthalpy flux correlations for SP46 are also

well represented by the model, which can be seen in Appendix. B.2.

Since these optimisations were performed separately for each correlation and

jet we define the lengthscales which were found as the individually optimised

lengthscales. These are then shown in Tables 5.2-5.5 for SP03, SP07, SP42 ad

SP46 respectively.

Table 5.2: SP03: Individual optimised lengthscales

Momentum-flux

R1111 R1212 R2222 R1122 R2211

a1 -0.02 -0.11 -0.20 -0.42 0.23

l0 0.17 0.10 0.09 0.15 0.15

l1 0.55 0.37 0.26 0.48 0.38

l2 0.05 0.06 0.04 0.20 0.10

Table 5.3: SP07: Individual optimised lengthscales

Momentum-flux

R1111 R1212 R2222 R1122 R2211

a1 -0.04 -0.12 -0.14 -0.23 -0.03

l0 0.15 0.10 0.09 0.15 0.15

l1 0.42 0.32 0.28 0.64 0.32

l2 0.04 0.05 0.04 0.12 0.09
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(a) (b)

(c) (d)

(e)

Figure 5.10: SP03: comparison of the optimised model with the numerical data

(when η2 = 0) for (a) R1111 (b) R1212 (c) R2222 (d) R1122 (e) R2211

92



(a) (b)

(c) (d)

(e)

Figure 5.11: SP03: comparison of the optimised model with the numerical data

(when η1 = 0) for (a) R1111 (b) R1212 (c) R2222 (d) R1122 (e) R2211
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(a) (b)

(c) (d)

(e)

Figure 5.12: SP42: comparison of the optimised model with the numerical data

(when η2 = 0) for coupling and enthalpy flux correlations (a) R4111 (b) R4122 (c)

R4221 (d) R4141 (e) R4242
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(a) (b)

(c) (d)

(e)

Figure 5.13: SP42: comparison of the optimised model with the numerical data

(when η1 = 0) for coupling and enthalpy flux correlations (a) R4111 (b) R4122 (c)

R4221 (d) R4141 (e) R4242
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Table 5.4: SP42: Individual optimised lengthscales

Momentum-flux Coupling Enthalpy-flux

R1111 R1212 R2222 R1122 R2211 R4111 R4122 R4221 R4141 R4242

a1 0.00 -0.15 -0.01 -0.18 0.14 0.10 -0.15 0.01 0.10 0.01

l0 0.20 0.12 0.09 0.15 0.17 0.17 0.11 0.10 0.14 0.09

l1 0.42 0.32 0.19 0.48 0.37 0.32 0.36 0.26 0.25 0.20

l2 0.04 0.04 0.04 0.10 0.09 0.04 0.10 0.05 0.04 0.05

Table 5.5: SP46: Individual optimised lengthscales

Momentum-flux Coupling Enthalpy-flux

R1111 R1212 R2222 R1122 R2211 R4111 R4122 R4221 R4141 R4242

a1 0.05 -0.06 0.09 -0.07 0.26 0.11 -0.02 0.12 0.10 0.11

l0 0.18 0.12 0.08 0.13 0.18 0.16 0.10 0.09 0.12 0.08

l1 0.38 0.31 0.19 0.40 0.27 0.31 0.36 0.25 0.22 0.19

l2 0.03 0.04 0.03 0.08 0.08 0.03 0.10 0.04 0.03 0.05

5.4.2 Universality

By visual inspection of the correlation functions it appears that they might be

universal across acoustic Mach number and jet temperature ratio. Therefore, in

this section we compare three methods of optimisation:

1. Individual optimum (e.g. SP03 R1111)

2. Temperature optimum (e.g. cold jet R1111)

3. Component optimum (e.g. R1111)

Note that a universal correlation function that would represent all correlation

functions is not possible since we can clearly see from Figures 5.10-5.13 that the

rate of decay of the amplitude changes depending on function. Therefore the

most general function we can investigate is the component optimum.

The individual optimum was found in the previous section, so in Figures 5.14

and 5.15 we compare these with the temperature optimum (which checks

universality across Ma) and the component optimum (which checks universality

of the temperature ratio) for R1111, R1212, R2222 for the isothermal jets and

heated jets respectively.

This figure shows that the temperature optimum gives a good representation

of the data, implying that there is universality across Mach number. The
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component optimum on the other hand, only works well for some correlations

and is noticeably poor for R2222 since the heated jets decay faster in η1. However,

since R2222 is not the largest contributor to the acoustic spectrum, it is possible

that using the component optimum will still result in good acoustic predictions.

This will be investigated in Chapter 7.

Figure 5.16 similarly compares R4111, R4141, R4242 for SP42 and SP46. This

also confirms universality of parameters across Mach number.

Tables 5.6, 5.7 show the optimised lengthscales for a cold jet and a hot jet

respectively. Then Table 5.8 shows the optimised lengthscales for the component

optimum (i.e. assuming universality across Ma and TR).

Table 5.6: Optimised lengthscales for a cold jet

Momentum-flux

R1111 R1212 R2222 R1122 R2211

a1 -0.03 -0.11 -0.17 -0.32 0.08

l0 0.16 0.10 0.09 0.14 0.14

l1 0.47 0.34 0.27 0.56 0.35

l2 0.05 0.06 0.04 0.19 0.12

Table 5.7: Optimised lengthscales for a hot jet

Momentum-flux Coupling Enthalpy-flux

R1111 R1212 R2222 R1122 R2211 R4111 R4122 R4221 R4141 R4242

a1 0.02 -0.11 0.04 -0.13 0.18 0.11 -0.08 0.06 0.10 0.06

l0 0.19 0.12 0.08 0.14 0.17 0.17 0.11 0.10 0.13 0.08

l1 0.39 0.31 0.19 0.44 0.31 0.31 0.36 0.26 0.23 0.19

l2 0.04 0.04 0.04 0.11 0.09 0.04 0.11 0.05 0.04 0.05

Table 5.8: Component optimised lengthscales

Momentum-flux Coupling Enthalpy-flux

R1111 R1212 R2222 R1122 R2211 R4111 R4122 R4221 R4141 R4242

a1 -0.01 -0.11 -0.06 -0.22 0.15 0.11 -0.08 0.06 0.10 0.06

l0 0.17 0.11 0.08 0.14 0.16 0.17 0.11 0.10 0.13 0.08

l1 0.43 0.32 0.22 0.49 0.32 0.31 0.36 0.26 0.23 0.19

l2 0.04 0.05 0.04 0.14 0.10 0.04 0.11 0.05 0.04 0.05
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(a) (b)

(c) (d)

(e) (f)

Figure 5.14: Universality of length scales for momentum-flux correlations (a,c,e)

SP03, (b,d,f) SP07
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(a) (b)

(c) (d)

(e) (f)

Figure 5.15: Universality of length scales for momentum-flux correlations (a,c,e)

SP42, (b,d,f) SP46
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(a) (b)

(c) (d)

(e) (f)

Figure 5.16: Universality of length scales for coupling and enthalpy-flux

correlations, (a,c,e) SP42, (b,d,f) SP46
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5.4.3 Quasi-Normality Approximation

Quasi-normality approximates the fourth order correlations using second order

correlations:

Rνjµl = RνµRjl +RνlRjµ (5.4.3)

where

Rµν(y,η, τ) =
√
ρ(y, t)v′µ(y, t)

√
ρ(y + η, t+ τ)v′ν(y + η, t+ τ) (5.4.4)

Figure 5.17 compares the fourth order correlation calculated directly from the

LES data with the quasi-normality approximation for SP03 on the shear layer

at the start of the potential core. We see that the approximation holds well for

most of the correlations and only R1122 is not well represented. Similar results

were found for SP07, which are shown in Appendix B.3.

However, Figures 5.18 and 5.19 compare the approximation for the heated jet

SP42. Figure 5.19 shows that the approximation works well for most of coupling

and enthalpy flux correlations, however, Figure 5.18 shows that it does not work

well for most momentum flux correlations. Similar results were found for SP46,

which are shown in Appendix B.3.
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(a) (b)

(c) (d)

Figure 5.17: SP03: comparison of the quasi-normality approximation at (y1, r) =

(ystart1 , 0.5) for (a) R1111 (b) R1212 (c) R2222 (d) R1122
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(a) (b)

(c) (d)

Figure 5.18: SP42: comparison of the quasi-normality approximation at (y1, r) =

(ystart1 , 0.5) for (a) R1111 (b) R1212 (c) R2222 (d) R1122
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(a) (b)

(c) (d)

(e)

Figure 5.19: SP42: comparison of the quasi-normality approximation at (y1, r) =

(ystart1 , 0.5) for (a) R4111 (b) R4122 (c) R4221 (d) R4141 (e) R4242
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5.5 Summary

In this section we have post-processed the LES data to obtain 4th order

correlations which will be utilised in the spectral tensor calculation. We

confirmed that the LES data is axisymmetric, and that the R2233 component

can be neglected due to its negligible amplitude in comparison to R1111. We also

optimised length scales for each correlation and investigated their universality,

finding that universality across Mach number is a good representation of the

data, and universality across Mach number and temperature ratio is a good

representation for some correlations but not all, R2222 becomes underrepresented

for the cold jets at some spatial separations.

The process diagram in Figure 5.20 summarises our progress so far and shows

the next step in the calculation is to find the physical spectral tensor which will

be done in the next chapter. In this chapter we will also check universality for

the spectral tensor since then we will gain a better understanding of the impact

of the potential under-representation of the correlation functions.

Figure 5.20: Chapter 5: Summary of process so far
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Chapter 6

Jet Noise: Spectral Turbulence

Analysis

This chapter calculates the spectral tensor in two ways: semi-analytically by

using the length scales which were found by optimising against the correlation

data in Chapter 5 as an input into an analytical formula, and fully numerically

by calculating the numerical Fourier transforms of the correlations. Note the

numerical spectral tensor is only found at one location to validate the analytical

solution, this location is where the turbulent kinetic energy is the largest.

The spectral tensor was defined in (4.3.32) as the Fourier transform of Hνjµl,

where Hνjµl is linearly related to Hνjµl, the Fourier transform in time of the

physical 4th order turbulence correlation. Hence, we can define a new variable

Ψνjµl as the physical spectral tensor (i.e. it is physically related to the turbulence):

Ψ∗
νjµl(y;ω, k1, kT ) =

ˆ
η

Hνjµl(y,η;ω)e
ik·ηdη

=
1

2π

ˆ
η

ˆ ∞

−∞
ei(k·η−ωτ)Rνjµl(y,η, τ)dτdη

(6.0.1)

Then the acoustic spectral tensor Φ∗
νjµl is found through the linear relation:

Φ∗
νjµl = ϵνjσmΨ

∗
νjµlϵµlλn (6.0.2)

where ϵνjσm was defined in (4.3.6).

106



6.1 Analytical Spectral Tensor: Derivation

6.1.1 Physical Spectral Tensor

We assume the turbulence correlation functions Rνjµl are represented by the

analytical model from [67]:

Rνjµl(y,η, τ)

Rνjµl(y,0, 0)
=
(
1 + a1τ

∂

∂τ

)
R0(y,η, τ) (6.1.1)

where there is no sum on ν, j, µ, l and

R0(y,η, τ) = e−X(y,η,τ) (6.1.2)

and

X(y,η, τ) =

√
η21

l1(y)2
+

(η1 − Ucτ)2

l0(y)2
+ f(ηT ; l2(y)) (6.1.3)

where li(y1, r) = ciLT (y1, r) are length scales related to the turbulence since

LT (y1, r) = k(y1, r)
3/2/ϵ(y1, r) from the LES data. In the previous chapter we

optimised li at one spatial location (start of potential core and on the shear layer),

this allows us to calculate ci at that location. We make the assumption that ci

is a constant since it would be impossible to calculate at every spatial location

(since the optimisation at a single location for one correlation takes roughly 2

minutes, across all spatial locations (nx, nr) = (321, 49) this would be 22 days

per correlation per jet!), therefore the spatial nature of the length scales comes

from LT (y1, r) alone.

The spectral tensor is the 3D Fourier transform:

Ψ∗
νjµl(y;ω, k1, kT )

Rνjµl(y,0, 0)
=

ˆ
η

ei(k·η)
1

2π

ˆ ∞

−∞
e−iωτ

(
1 + a1τ

∂

∂τ

)
R0dτdη (6.1.4)

We define new variables: τ̃ = Ucτ/l0, η̃i = ηi/li where i = 1, 2, 3, and ξ̃ =

(η1 − Ucτ)/l0 = η̃1lr − τ̃ where lr = l1/l0. Since we are assuming axisymmetry

(l2 = l3 = lT ). Note that τ∂/∂τ = τ̃ ∂/∂τ̃ , and iωτ = iωl0τ̃ /Uc = iω̃τ̃ when we

define ω̃ = ωl0/Uc, likewise i(k · η) = i(k̃ · η̃) when we define k̃i = kili.

Rewriting the integral using these scaled variables gives:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

Rνjµl(y,0, 0)
=
( l2T l1l0

Uc

)ˆ
η̃

ei(k̃·η̃)
1

2π

ˆ ∞

−∞
e−iω̃τ̃

(
1+a1τ̃

∂

∂τ̃

)
R0dτ̃dη̃ (6.1.5)
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In the a1 term of the integral we can replace τ̃ using

∂

∂ω̃
e−iω̃τ̃ = −iτ̃ e−iω̃τ̃

Therefore the time integral becomes

l0
Uc

1

2π

ˆ ∞

−∞

{
e−iω̃τ̃R0 +

[
− a1

i

∂

∂ω̃
e−iω̃τ̃

∂

∂τ̃
R0

]}
dτ̃ (6.1.6)

where the term in square brackets can be integrated by parts:

= −a1l0
Uc

1

2π

ˆ ∞

−∞

[
∂

∂τ̃

(
R0

∂

∂ω̃
e−iω̃τ̃

)
−R0

∂2

∂τ̃∂ω̃
e−iω̃τ̃

]
dτ̃

The first term integrates to zero, and using

∂2

∂τ̃∂ω̃
e−iω̃τ̃ =

∂

∂ω̃

(
− iω̃e−iω̃τ̃

)
= −i

(
1 + ω̃

∂

∂ω̃

)
e−iω̃τ̃

the integral is reduced to:

= −a1l0
Uc

1

2π

ˆ ∞

−∞
R0

[
1 + ω̃

∂

∂ω̃

]
e−iω̃τ̃dτ̃ (6.1.7)

Inserting this back into (6.1.6) gives

l0
Uc
Lω̃

1

2π

ˆ ∞

−∞
R0(η̃, τ̃ , l(y))e

−iω̃τ̃dτ̃ (6.1.8)

where we define

Lω̃ = (1− a1)− a1ω̃
∂

∂ω̃

Inserting this time integral back into the full spectral tensor gives:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

A0(y)Rνjµl(y,0, 0)
= Lω̃

ˆ
η̃

ei(k̃·η̃)
1

2π

ˆ ∞

−∞
e−iω̃τ̃e−

√
η̃21+(η̃1lr−τ̃)2+f(η̃T )dτ̃dη̃

(6.1.9)

where A0(y) = (lT (y)
2l0(y)l1(y))/Uc is an amplitude. Then if we introduce

ξ̃ = η̃1lr − τ̃ , then the integrals can be rewritten as:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

A0(y)Rνjµl(y,0, 0)
= Lω̃

ˆ
η̃T

ei(k̃T ·η̃T )

ˆ
η̃1

eik1η̃1
1

2π

ˆ ∞

−∞
eiω̃ξ̃e−

√
η̃21+ξ̃

2+f(η̃T )dξ̃dη̃1dη̃T

(6.1.10)

where we define k1 = k̃1 − ω̃lr. This enables us to use the result (#867) from

Campbell and Foster [97], which reduces the right hand side of the equation to:

Lω̃

ˆ
η̃T

ei(k̃T ·η̃T )

ˆ
η̃1

eik1η̃1
√
η̃21 + f(η̃T )

π
√
ω̃2 + 1

K1

(
(ω̃2 + 1)1/2

√
η̃1 + f(η̃T )

)
dη̃1dη̃T

(6.1.11)
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Then, using another result (#917.8) from Campbell and Foster [97], this becomes:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

A0(y)Rνjµl(y,0, 0)
= Lω̃

ˆ
η̃T

ei(k̃T ·η̃T )
[1 + χ1/2

√
f(η̃T )

χ3/2

]
e−χ

1/2
√
f(η̃T )dη̃T

(6.1.12)

where χ = (k̃1 − ω̃lr)
2 + ω̃2 + 1 = k̄1

2
+ ω̃2 + 1.

We can write this succinctly as:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

A0(y)Rνjµl(y,0, 0)
= Lω̃

ˆ
η̃T

ei(k̃T ·η̃T )Fa(η̃T ;χ)dη̃T (6.1.13)

where

Fa(η̃T ;χ) =
[1 + χ1/2

√
f(η̃T )

χ3/2

]
e−χ

1/2
√
f(η̃T ) (6.1.14)

Then, in the cylindrical coordinate system we write η̃T = (η̃T cosψ, η̃T sinψ),

and k̃T = (k̃T cosΨ, k̃T sinΨ) where η̃T = |η̃T |, k̃T = |k̃T |. This means the dot

product is k̃T · η̃T = η̃T k̃T cos θ where θ = ψ −Ψ, and the integral becomes:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

A0(y)Rνjµl(y,0, 0)
= Lω̃

ˆ
η̃T

ˆ 2π

0

eiη̃T k̃T cos θFa(η̃T ;χ)η̃Tdθdη̃T (6.1.15)

where we assume Fa only depends on the magnitude of η̃T . Then, since

2πJ0(k̃T η̃T ) =
´ 2π

0
eiη̃T k̃T cos θdθ this becomes:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

A0(y)Rνjµl(y,0, 0)
= Lω̃2π

ˆ
η̃T

Fa(η̃T ;χ)η̃TJ0(k̃T η̃T )dη̃T (6.1.16)

which is simply the Hankel transform of Fa:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

A0(y)Rνjµl(y,0, 0)
= Lω̃2πH̄(χ) (6.1.17)

The derivative of the Hankel transform with respect to omega can be found via

the chain rule:

∂H̄

∂ω̃
=
∂H̄

∂χ

∂χ

∂ω̃
=
∂H̄

∂χ

[∂χ
∂ω̃

∂ω̃

∂ω̃
+
∂χ

∂k̄1

∂k̄1
∂ω̃

]
=
∂H̄

∂χ

[
2ω̃ − 2lrk̄1

]
(6.1.18)

Therefore, the physical spectral tensor is analytically given by:

Ψ∗
νjµl(y; ω̃, k̃1, k̃T )

2πA0(y)Rνjµl(y,0, 0)
= (1− a1)H̄(χ)− 2a1ω̃(ω̃ − k̄1lr)H̄

′(χ) (6.1.19)
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where,

H̄(χ) =

ˆ
η̃T

Fa(η̃T ;χ)η̃TJ0(k̃T η̃T )dη̃T (6.1.20)

H̄ ′(χ) =
∂H̄

∂χ
=

ˆ
η̃T

F ′
a(η̃T ;χ)η̃TJ0(k̃T η̃T )dη̃T (6.1.21)

and

Fa(η̃T ;χ) =
[1 + χ1/2A

χ3/2

]
e−χ

1/2A (6.1.22)

F ′
a(η̃T ;χ) =

∂Fa
∂χ

=
(
− 3

2
χ−5/2 − A

χ2

)
e−χ

1/2A − A

2

( 1

χ2
+

A

χ3/2

)
e−χ

1/2A (6.1.23)

where A =
√
f(η̃T )

6.1.2 Acoustic Spectral Tensor

The acoustic spectral tensor which enters the acoustic spectrum formula is a linear

combination of the physical spectral tensor found above. Using (6.0.2), assuming

axisymmetry (i.e. Ψ∗
1133 = Ψ∗

1122,Ψ
∗
3311 = Ψ∗

2211,Ψ
∗
3333 = Ψ∗

2222) and neglecting

Ψ∗
2233,Ψ

∗
3322, this gives:

Φ∗
1111 = (2− γ)Ψ∗

1111 −
γ − 1

2
(2Ψ∗

1122 + 2Ψ∗
2211) +

(γ − 1)2

4
Ψ∗
mmnn (6.1.24a)

Φ∗
2222 = (2− γ)Ψ∗

2222 −
γ − 1

2
(Ψ∗

1122 +Ψ∗
2211) +

(γ − 1)2

4
Ψ∗
mmnn (6.1.24b)

Φ∗
1212 = Ψ∗

1212 (6.1.24c)

Φ∗
1122 = (2− γ)Ψ∗

1122 −
γ − 1

2
(Ψ∗

1111 +Ψ∗
2222 +Ψ∗

1122) +
(γ − 1)2

4
Ψ∗
mmnn

(6.1.24d)

Φ∗
2211 = (2− γ)Ψ∗

2211 −
γ − 1

2
(Ψ∗

1111 +Ψ∗
2222 +Ψ∗

2211) +
(γ − 1)2

4
Ψ∗
mmnn

(6.1.24e)

Φ∗
4111 =

(3− γ)

2
Ψ∗

4111 −
γ − 1

2
(2Ψ∗

4122) (6.1.24f)

Φ∗
4122 = Ψ∗

4122 −
γ − 1

2
(Ψ∗

4111 + 2Ψ∗
4122) (6.1.24g)

Φ∗
4221 = Ψ∗

4221 (6.1.24h)

Φ∗
4141 = Ψ∗

4141 (6.1.24i)

Φ∗
4242 = Ψ∗

4242 (6.1.24j)

where the invariant Ψ∗
mmnn = Ψ∗

1111 + 2(Ψ∗
2222 +Ψ∗

1122 +Ψ∗
2211).
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6.2 Analytical Spectral Tensor: Results

This section will analyse some of the results of the physical spectral tensor. It is

well known (and was shown in Chapter 4) that the spectral tensor Φ∗
1212 (which

is equivalent to Ψ∗
1212) is responsible for the peak noise (i.e. at θ = 30), so

Figure 6.1 shows its contours for SP07 at different St for θ = 30, 90. This shows

that the spectral tensor is dominant downstream for very low Strouhal numbers,

and at the nozzle exit on the shear layer for high St. For the peak frequencies it

dominates close to the end of the potential core region (particularly at θ = 90).

Additionally the magnitude of the spectral tensor is maximum at low St and

decays as frequency increases which is expected. Figure 6.2 similarly shows Φ∗
1212

for the heated jet SP46 and we see similar trends. It is clear that heating the jet

reduces the magnitude of the spectral tensor and re-positions the peak (still to

the end of the potential core), this is in agreement with data from the literature

(Fig.7 in [67]), although note this paper only looked at the peak St and θ = 30,

and focused on supersonic jets.

These trends for far field angle and Strouhal number are present for all spectral

tensors (Ψ∗
νjµl), and also theMa = 0.5 jets (SP03, SP42). Figure 6.3 compares all

spectral tensors for SP07 at St = 0.1, θ = 30. The spatial structure is very similar

across most of the spectral tensors, with the only exception being R1122 which

experiences a negative region downstream and outside the jet (r > 1). The other

notable observation is the magnitude of the spectral tensors: Ψ∗
1111 is largest as

expected, however Ψ∗
2211 and Ψ∗

1122 also have large magnitudes in comparison to

our observation from the correlation amplitudes in Chapter 5. This is likely due

to the l2 length scale which was optimised in Chapter 5 and found to be large in

comparison to the other correlations. This optimised length scale is difficult to

trust due to the oscillatory nature of the numerical data. Therefore, from this

point on we use l2 = 0.04 for all R1122, R2211 correlations. Figure 6.4 shows Ψ∗
1122

and Ψ∗
2211 using this approximation for SP07. We also make this assumption for

the coupling tensor Ψ∗
4122 in the heated jets since it also experienced oscillations

in the numerical data which led to a large l2 being optimised.

Figures 6.5 and 6.6 show the momentum-flux, and coupling/enthalpy-flux

spectral tensors respectively for SP46 at St = 0.1, θ = 30. Note that the

assumption l2 = 0.04 is used for R1122, R2211 and R4122. These figures show

that the enthalpy flux terms are the strongest in magnitude, which agrees with
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(a) (b)

(c) (d)

(e) (f)

Figure 6.1: SP07: contour plots of Φ∗
1212 for (a) St = 0.01, θ = 30 (b) St =

0.01, θ = 90 (c) St = 0.1, θ = 30 (d) St = 0.1, θ = 90 (e) St = 1.0, θ = 30 (f)

St = 1.0, θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 6.2: SP46: contour plots of Φ∗
1212 for (a) St = 0.01, θ = 30 (b) St =

0.01, θ = 90 (c) St = 0.1, θ = 30 (d) St = 0.1, θ = 90 (e) St = 1.0, θ = 30 (f)

St = 1.0, θ = 90
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(a) (b)

(c) (d)

(e)

Figure 6.3: SP07: contour plots at St = 0.1, θ = 30 for (a) Ψ∗
1111 (b) Ψ∗

1212 (c)

Ψ∗
2222 (d) Ψ∗

1122 (e) Ψ∗
2211
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(a) (b)

Figure 6.4: SP07: contour plots at St = 0.1, θ = 30 (assuming l2 = 0.04) for (a)

Ψ∗
1122 (b) Ψ∗

2211

the initial assessment of the amplitudes of the correlations in Chapter 5. Similar

figures for SP03 and SP42 can be found in Appendix. C.1.

6.2.1 Universality of Ψ∗
νjµl

To assess universality of the spectral tensor we look at Ψ∗
νjµl/Rijkl(y,0, 0) since

the amplitudes of the correlation functions themselves depend on Ma and

temperature ratio. Figure 6.7 compares the momentum-flux spectral tensors for

the four jets and Figure 6.8 compares the coupling/enthalpy-flux tensors for the

heated jets. Note that these figures are comparing the spectral tensors which

were found using the individually optimised lengthscales.

Both figures interestingly show that the amplitude of the spectral tensors

are greatly affected by jet and are therefore not universal, this difference must

be due to the optimised lengthscales. This shows that the spectral tensor is

very sensitive to the lengthscales chosen. However, we showed in Chapter 5 that

universal lengthscales, such as those in Table 5.8, could be chosen to obtain a more

general spectral tensor. These universal spectral tensors are shown in Figures 6.9,

6.10. Note that the small differences between jets in these figures is caused by

k̃T which depends on the Mach number and temperature profile. However, if we

use these universal spectral tensors we will potentially lose information from the

turbulence as the amplitude difference between the individual spectral tensors
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(a) (b)

(c) (d)

(e)

Figure 6.5: SP46: contour plots at St = 0.1, θ = 30 for (a) Ψ∗
1111 (b) Ψ∗

1212 (c)

Ψ∗
2222 (d) Ψ∗

1122 (e) Ψ∗
2211
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(a) (b)

(c) (d)

(e)

Figure 6.6: SP46: contour plots at St = 0.1, θ = 30 for (a) Ψ∗
4111 (b) Ψ∗

4122 (c)

Ψ∗
4221 (d) Ψ∗

4141 (e) Ψ∗
4242
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(a) (b)

(c) (d)

(e)

Figure 6.7: Compare Ψ∗
ijkl/Rijkl(τ = 0) at the start of the potential core and on

the shear layer for θ = 30 for all four jets. (a) Ψ∗
1111 (b) Ψ∗

1212 (c) Ψ∗
2222 (d) Ψ∗

1122

(e) Ψ∗
2211
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(a) (b)

(c) (d)

(e)

Figure 6.8: Compare Ψ∗
4jµl/R4jµl(τ = 0) at the start of the potential core and on

the shear layer for θ = 30 for all four jets. (a) Ψ∗
4111 (b) Ψ∗

4122 (c) Ψ∗
4221 (d) Ψ∗

4141

(e) Ψ∗
4242
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and the universal ones are quite large.

However, note that this universality is only applicable at the start of the

potential core where the lengthscales were optimised. Since the length scales also

depend on space through LT = k3/2/ϵ, unless this LT is also universal across jets,

the spectral tensor will not be universal. Figure 6.11 compares Ψ∗
ijkl for the four

jets at the end of the potential core using the universal lengthscales and shows

that there are slight amplitude differences between the jets. In chapter 7 we will

assess the impact of using universal length scales on the acoustic predictions.

6.2.2 Effect of Spatially Dependent Length Scales

So far in our analysis we have used spatially dependent length scales where we

assume they vary spatially identically to how LT = k3/2/ϵ varies. This section

assumes that the length scales are in fact constant, and are equal to those scales

we optimised in Chapter 5.

Figure 6.12 shows Φ∗
1212 for SP07 while using the constant lengthscales.

Similar to Figure 6.1 it compares the spectral tensor at θ = 30, 90 and

St = 0.01, 0.1, 1.0. Notably, we see that the spatial structure of the contours

remains constant, showing that the spatial variation of the spectral tensor with

respect to angle and frequency is only dependent on the spatial variation of

the lengthscales. When we approximate the lengthscales to be constant the

peak turbulence is located on the shear layer close to the nozzle exit which is

equivalent to the correlation function. Additionally the amplitude is smaller

than that of Φ∗
1212 when using spatially varying lengthscales.

Figure 6.13 compares Φ∗
1212 using spatially varying lengthscales and using

constant lengthscales for all four jets, at the end of the potential core on the shear

layer at θ = 30. This clearly shows the reduced magnitude when using constant

lengthscales is present for all jets, particularly for theMa = 0.9 cases. Figure 6.14

then compares this magnitude difference at the peak frequency St = 0.2 for

Ψ∗
1111,Ψ

∗
1212 and Ψ∗

2222 for all four jets at θ = 30, 90. This shows that at θ = 90

the peak frequency is roughly captured by the constant lengthscales.

However, since the spatial variation of the spectral tensor is largely different

for constant lengthscales, it is likely that once multiplied by the propagator and

integrated the acoustic spectrum predictions will not be accurate, particularly

the variation with frequency.
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(a) (b)

(c) (d)

(e)

Figure 6.9: Compare Ψ∗
ijkl/Rijkl(τ = 0) at the start of the potential core and on

the shear layer for θ = 30 for all four jets, assuming universal lengthscales. (a)

Ψ∗
1111 (b) Ψ∗

1212 (c) Ψ∗
2222 (d) Ψ∗

1122 (e) Ψ∗
2211
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(a) (b)

(c) (d)

(e)

Figure 6.10: Compare Ψ∗
4jµl/R4jµl(τ = 0) at the start of the potential core and

on the shear layer for θ = 30 for all four jets, assuming universal lengthscales.

(a) Ψ∗
4111 (b) Ψ∗

4122 (c) Ψ∗
4221 (d) Ψ∗

4141 (e) Ψ∗
4242
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(a) (b)

(c) (d)

(e)

Figure 6.11: Compare Ψ∗
ijkl/Rijkl(τ = 0) at the end of the potential core and on

the shear layer for θ = 30 for all four jets, assuming universal lengthscales. (a)

Ψ∗
1111 (b) Ψ∗

1212 (c) Ψ∗
2222 (d) Ψ∗

1122 (e) Ψ∗
2211
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(a) (b)

(c) (d)

(e) (f)

Figure 6.12: SP07: Φ∗
1212 when approximating constant lengthscales for (a) St =

0.01, θ = 30 (b) St = 0.01, θ = 90 (c) St = 0.1, θ = 30 (d) St = 0.1, θ = 90 (e)

St = 1.0, θ = 30 (f) St = 1.0, θ = 90
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(a) (b)

(c) (d)

Figure 6.13: Effect of using spatially constant lengthscales on Φ∗
1212 at the end of

the potential core on the shear layer at θ = 30 for (a) SP03 (b) SP07 (c) SP42

(d) SP46
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(a) (b)

(c) (d)

(e) (f)

Figure 6.14: Effect of using spatially constant lengthscales on Ψ∗
ijkl/Rijkl(τ = 0)

for the peak frequency St = 0.2 at the end of the potential core on the shear

layer for (a,c,e) θ = 30 and (b,d,f) θ = 90
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6.2.3 Effect of Approximations

There are several approximations that we can use to simplify the analytical

spectral tensor further. In this section we look at three approximations:

1. Set a1 = 0

2. Set a1 = 0, k̃T = 0

3. Set k̃T = 0, H̄ ′(χ) = 0 (Approx)

Figures 6.15 and 6.16 compare these approximations with the full analytical

formulation at the end of the potential core on the shear layer at θ = 30 for the

isothermal jets and heated jets respectively. From this figure we see that Ψ∗
1111

is well represented by all approximations, which is intuitive since the optimised

a1 for this tensor was already very small, therefore these approximations mostly

check the effect of k̃T . Therefore we can conclude that k̃T can be taken to be zero

which agrees with the findings of Afsar et al [67].

From the other tensors we see that only the third approximation is close

to the full analytical form at most St. Figure 6.17 then compares this

approximation at St = 0.2 for angles θ = (30, 90). This figure better shows the

difference in amplitude at this frequency, and shows that for Ψ∗
1111 it is a very

close approximation for all jets, however the other tensors do show a greater

difference. However, it is unlikely that this difference will have a large effect on

the acoustic predictions and this will be assessed in Chapter 7.
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(a) (b)

(c) (d)

(e) (f)

Figure 6.15: Impact of approximations on the analytical spectral tensor at the

end of the potential core on the shear layer for (a,c,e) SP03, (b,d,f) SP07
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(a) (b)

(c) (d)

(e) (f)

Figure 6.16: Impact of approximations on the analytical spectral tensor at the

end of the potential core on the shear layer for (a,c,e) SP42, (b,d,f) SP46
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(a) (b)

(c) (d)

(e) (f)

Figure 6.17: Effect of using Approx (k̃T = 0, H̄ ′ = 0) on Ψ∗
ijkl/Rijkl(τ = 0) for

the peak frequency St = 0.2 at the end of the potential core on the shear layer

for (a,c,e) θ = 30 and (b,d,f) θ = 90
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6.3 Numerical Spectral Tensor

So far we have only considered the analytical reconstruction of the spectral tensor

which is informed by LES. This section will aim to validate the analytical model

by comparing each stage of the calculation against the equivalent numerical

Fourier transforms. Only one location is chosen to carry out this check due

to time constraints and spatial resolution in η at locations outside the shear layer

of the jet. Therefore we look at the start of the potential core where the length

scales were optimised, this should be the location that has the best fit against

the numerical data.

Since the analytical calculation changed variables to ξ̃ = (η̃1l1/l0 − τ̃) in

(6.1.10) to enable the use of an analytical solution to the Fourier transforms,

we can only compare the 2D Fourier transform of (η̃1, τ̃) with the numerical

calculation and not the individual ones. This comparison is shown in Figure 6.18

for SP07, this shows that the analytical reconstruction gives a reasonable

approximation to the direct numerical Fourier transform. An exact replication

is not expected since clearly the model will not represent the numerical data

exactly for all η1, τ .

(a) (b) (c)

Figure 6.18: SP07: Comparison of the 2D (η̃1, τ̃) Fourier transform of the

analytical reconstruction with the Numerical Fourier transform on the shear layer

at the start of the potential core for (a) R1111 (b) R1212 (c) R2222

Similarly, Figure 6.19 compares the full 3D Fourier transform of the analytical

reconstruction and the numerical data. Evidently, the η2 Fourier transform is

not as well represented by the analytical reconstruction. This is due to the

numerical data going to zero at η2 = 0.3, whereas the analytical model takes

longer. Figure 6.20 compares the Fourier transforms when the analytical function

is set to zero for η2 > 0.3, and we see much better agreement. It should be noted
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however, that at different locations in the jet, the turbulence does not decay at

η2 = 0.3, therefore to allow this structure to be captured we choose to retain the

analytical η2 model.

(a) (b) (c)

Figure 6.19: SP07: Comparison of the 3D (η̃1, η̃T , τ̃) Fourier transform of the

analytical reconstruction with the Numerical Fourier transform on the shear layer

at the start of the potential core for (a) R1111 (b) R1212 (c) R2222

(a) (b) (c)

Figure 6.20: SP07: Comparison of the 3D (η̃1, η̃2, τ̃) Fourier transform of the

analytical reconstruction with the Numerical Fourier transform on the shear layer

at the start of the potential core for (a) R1111 (b) R1212 (c) R2222 while setting

Rijkl(η2 > 0.3) = 0

6.4 Summary

In this chapter we have analysed the spectral tensor, the effect of spatially

dependent length scales and the effect of several approximations for the analytical

calculation. At present, it is difficult to fully understand what impact these

differences will have in the acoustic spectrum, since we still have to multiply
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by the propagator and integrate over space. This will be analysed in the next

chapter.

Figure 6.21 summarises the process so far and shows that we now have

everything required to calculate the acoustic spectrum.

Figure 6.21: Chapter 6: Summary of process so far
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Chapter 7

Jet Noise: Acoustic Predictions

In the previous chapters we have obtained the propagator components and the

analytical reconstruction of the spectral tensor using an analytical function

informed by the LES data. This chapter calculates the acoustic predictions

for each jet and analyses the effect of certain correlation functions, and the

amplification of terms in the acoustic predictions. We will also assess the

performance of universal lengthscales across Mach number and temperature

ratio. To my knowledge, this the the first time this type of analysis has been

done.

Recall that in Chapter 4 we showed that the acoustic spectrum I(x;ω) could

be written as the integral over space of the summation of the momentum-flux,

enthalpy-flux and coupling terms:

I(x;ω) = (2π)2
ˆ
V∞

[
I [1](x,y;ω) + I [2](x,y;ω) + I [3](x,y;ω)

]
dy (7.0.1)

In cylindrical coordinates for an axisymmetric jet, this becomes

I(x;ω) = (2π)3
ˆ
y1

ˆ
r

[
I [1](x,y;ω) + I [2](x,y;ω) + I [3](x,y;ω)

]
rdrdy1 (7.0.2)

7.1 Comparison against FfowcsWilliams-Hawking

(FFWH) Calculation

FFWH predictions were carried out for the Ma = 0.9 jets and are compared

with experimental data and our acoustic predictions using the acoustic analogy

formulations in Figures 7.1, 7.2.
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(a) (b)

(c) (d)

(e) (f)

Figure 7.1: SP07: Compare SPL acoustic predictions using FFWH against the

acoustic analogy for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90 and

then (f) OASPL
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(a) (b)

(c) (d)

(e) (f)

Figure 7.2: SP46: Compare SPL acoustic predictions using FFWH against the

acoustic analogy for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90 and

then (f) OASPL
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From these figures we see that the FFWH calculations are quite oscillatory in

comparison to other FFWH results in the literature [13], especially in the high

frequencies. The FFWH calculation is sensitive to the length of time it is run

for, this might explain the oscillations which are present. To combat this we

also calculate the OASPL which integrates over frequency and we find for both

jets that the OASPL is over-predicted using this method. The acoustic analogy

overall gives better predictions however do tend to under-predict the spectrum

at high frequencies for the cold jet, and under-predict the low frequencies for

the heated jet. The peak frequency is captured well for both jets (note that the

under-prediction in θ = 30 for SP46 is expected due to parallel flow assumptions),

and the OASPL is also predicted well.

7.2 Effect of Approximations

7.2.1 Approximating the Acoustic Spectral Tensor

Recall that the acoustic spectral tensor Φ∗
ijkl was calculated from a linear

combination of the physical spectral tensor Ψ∗
ijkl, which was shown in

section 6.1.2. Therefore, one simplification of the spectral tensor would be to

neglect the invariant terms Ψ∗
mmnn. Another simplification would be to assume

Ψ∗
1122 = Ψ∗

2211 since it would reduce the number of correlations required.

Figures 7.3-7.6 compare these approximations for SP07, SP03, SP46, and

SP42 respectively. They show that the approximation of Ψ∗
1122 = Ψ∗

2211 makes no

noticeable change in the acoustic predictions for all jets. Additionally, neglecting

the invariant also does not have a great impact for most jets, only affecting the

low frequencies very slightly. For SP03 however, neglecting the invariant leads

to large differences in the low frequencies for large far field angles and actually

brings the predictions closer to experimental data.

The acoustic predictions shown in these figures clearly give better results for

the Ma = 0.9 jets, where the experimental data is matched quite well for both

the heated and unheated jets. The Ma = 0.5 jets are not predicted as well, for

SP03 the high frequencies are especially under-predicted, and the low frequencies

are over-predicted particularly for large far field angles. Whereas the heated jet

SP42, is under-predicted for all frequencies. This could be due to two reasons:

either there are frequency dependent length scales which we have neglected or
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the difference could be due to the spatial distribution of length scales which came

from LT = k3/2/ϵ which was calculated from the LES data. Since the mesh

resolution decreases outside of the shear layer and downstream, LT may not be

captured accurately everywhere.

7.2.2 Effect of the Heated Spectral Tensor Components

It is also interesting to check the effect of the heated components of the acoustic

spectrum. Recall that the formulation we use for the acoustic analogy reduces

to a summation of three main components: momentum-flux, coupling and

enthalpy-flux terms. Figures 7.7, 7.8 compare the SPL and OASPL when

removing the coupling and enthalpy terms for SP46 and SP42 respectively.

These figures show that the coupling terms have a very small impact at small far

field angles (1dB), and are negligible at the large angles. Since they have very

low impact on the acoustic spectrum results they can be neglected. Interestingly,

the enthalpy-flux terms, on the other hand, have a larger impact on the large far

field angles (7dB at peak St), particularly for the M=0.9 jet, where the impact

on small angles is fairly small (3dB at peak St). The enthalpy terms also have a

larger impact at high frequencies.

7.2.3 Approximating the Physical Spectral Tensor

When we were calculating the physical spectral tensor in the previous chapter

we looked at several approximations, and found that we could take k̃T = 0. We

also assumed from that chapter that the approximation H
′
(χ) = 0 also gave a

relatively good approximation at the end of the potential core. However, not all

correlations were as well represented using this approximation and it was difficult

to assess the performance at all spatial locations. Figures 7.9-7.12 will assess the

impact of these approximations on the acoustic spectrum for SP07, SP03, SP46,

and SP42 respectively.

Interestingly, from these figures it is clear that only the k̃T = 0 approximation

can be taken for all jets. Neglecting a1, and using the approximation H
′
(χ) = 0

result in over-prediction of the acoustic predictions for both cold jets. Notably,

however, for the heated jets these approximations have a negligible effect on the

acoustic spectrum.
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(a) (b)

(c) (d)

(e)

Figure 7.3: SP07: SPL acoustic predictions checking the effect of neglecting the

invariant terms in the acoustic spectral tensor and assuming Ψ∗
1122 = Ψ∗

2211 for

(a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e)

Figure 7.4: SP03: SPL acoustic predictions checking the effect of neglecting the

invariant terms in the acoustic spectral tensor and assuming Ψ∗
1122 = Ψ∗

2211 for

(a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e)

Figure 7.5: SP46: SPL acoustic predictions checking the effect of neglecting the

invariant terms in the acoustic spectral tensor and assuming Ψ∗
1122 = Ψ∗

2211 for

(a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90

141



(a) (b)

(c) (d)

(e)

Figure 7.6: SP42: SPL acoustic predictions checking the effect of neglecting the

invariant terms in the acoustic spectral tensor and assuming Ψ∗
1122 = Ψ∗

2211 for

(a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 7.7: SP46: SPL acoustic predictions checking the effect of neglecting the

coupling/enthalpy-flux terms in the acoustic spectrum for (a) θ = 30 (b) θ = 45

(c) θ = 60 (d) θ = 75 (e) θ = 90 and (f) OASPL
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(a) (b)

(c) (d)

(e) (f)

Figure 7.8: SP42: SPL acoustic predictions checking the effect of neglecting the

coupling/enthalpy-flux terms in the acoustic spectrum for (a) θ = 30 (b) θ = 45

(c) θ = 60 (d) θ = 75 (e) θ = 90 and (f) OASPL
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(a) (b)

(c) (d)

(e)

Figure 7.9: SP07: SPL acoustic predictions checking the effect of the spectral

tensor approximations for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e)

Figure 7.10: SP03: SPL acoustic predictions checking the effect of the spectral

tensor approximations for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e)

Figure 7.11: SP46: SPL acoustic predictions checking the effect of the spectral

tensor approximations for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e)

Figure 7.12: SP42: SPL acoustic predictions checking the effect of the spectral

tensor approximations for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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7.3 Jet Comparison

Figures 7.13 and 7.14 show the effect of increasing the Mach number at fixed jet

temperature ratio and the effect of increasing the temperature at fixed acoustic

Mach number respectively. The first figure shows that increasing the Mach

number at fixed temperature ratio increases the acoustic spectrum across all

frequencies and far field angle, by around 20dB.

The second figure shows that for both Mach numbers heating the jet appears

to reduce the noise across low/peak frequency and across most far field angles,

this effect is greater for Ma = 0.9 which experiences a 4dB reduction at θ = 30,

compared to the 2dB reduction for Ma = 0.5. Note that experiment shows that

for low Mach numbers heating the jet should increase the jet noise, since our

heated jet SP42 was under-predicted at all frequencies and our cold jet SP03 was

over-predicted at high frequencies we do not obtain these results.

(a) (b)

(c) (d)

Figure 7.13: Effect of Ma on SPL predictions at θ = 30 for (a) cold jets (b) hot

jets, and effect on OASPL predictions for (c) cold jets (d) hot jets
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(a) (b)

(c) (d)

Figure 7.14: Effect of TR on SPL predictions at θ = 30 for (a) Ma = 0.5 (b)

Ma = 0.9, and effect on OASPL predictions for (c) Ma = 0.5 (d) Ma = 0.9

7.4 Universality

In the previous chapter universality of length scales across Mach number and

jet temperature ratio was discussed. Figures 7.15-7.18 check the acoustic

predictions using the universal length scales shown in Tables 5.6-5.8 for SP07,

SP03, SP46, SP42 respectively. Note that this assumes universal length scales

l0, l1, l2 on the shear layer at the start of the potential core. LT = k3/2/ϵ was

assumed universal across Mach number which is shown in Appendix C.1 to be a

reasonable assumption. Therefore l0, l1, l2 will still vary across temperature for

all universality checks.

From these figures we can conclude that we can use universal lengthscales

across Mach number since each jet shows close agreement with the original
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predictions. However, universal lengthscales across Mach number and

temperature ratio are shown to increase the noise predictions at high frequency

for the cold jets, particularly at large far field angles. It should be noted

however, that for the peak jet noise (i.e. at θ = 30, St = 0.2) total universality

gives similar predictions to the individual predictions. This means that using

the length scales in Table 5.8 for any subsonic jet along with LT = k3/2/ϵ,

the meanflow of the jet and the amplitude of the correlations it is possible to

calculate the peak jet noise.
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(a) (b)

(c) (d)

(e)

Figure 7.15: SP07: SPL acoustic predictions check effect of universal length scales

for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e)

Figure 7.16: SP03: SPL acoustic predictions check effect of universal length scales

for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e)

Figure 7.17: SP46: SPL acoustic predictions check effect of universal length scales

for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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(a) (b)

(c) (d)

(e)

Figure 7.18: SP42: SPL acoustic predictions check effect of universal length scales

for (a) θ = 30 (b) θ = 45 (c) θ = 60 (d) θ = 75 (e) θ = 90
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7.5 Summary

In this chapter we have calculated the acoustic predictions for all four jets

using the propagator and analytical spectral tensor which were found in the

previous chapters. We obtained good predictions against experimental data

for the M = 0.9 jets, where the M = 0.5 jets were over/under predicted for

some angles. However, the predictions allowed us to check the importance of

certain components of the acoustic spectral tensor where we discovered that the

invariant can be neglected as it has little impact on the predictions. We also

found that we can replace R1122 with R2211 since it had negligible impact on the

acoustic spectrum and will reduce the number of calculations required.

Then we checked the effect of various approximations of the physical spectral

tensor, where we concluded that only the approximation of k̃T = 0 is valid for

all jets. Interestingly, neglecting the a1 scale or setting H
′
= 0 both result in

over-prediction of the high frequencies in unheated jets, while having no impact

on heated jets.

For heated jets we investigated the effect of the coupling and the enthalpy-flux

terms. In both jets we found that coupling terms have a very small impact on

the acoustic spectrum at small far field angles, and can be neglected. Whereas

the enthalpy-flux terms have a much larger impact, particularly at large far field

angles.

In general we found that by increasing the acoustic Mach number in both

cold and heated cases this increased the peak jet noise by around 20dB. We also

found that heating the jets at fixed Mach number reduced the sound produced

at most frequencies. From the literature it is expected that the slow Ma = 0.5

jet would in fact increase in sound when heated, and it is possible that we do not

obtain these results since the SP42 jet was shown to under-predict the noise, and

the SP03 jet was shown to over-predict the noise. The Ma = 0.9 results agree

with the literature that a high subsonic jet would decrease in sound when heated.

Arguably the most important finding from this research is the fact that

universal length scales can be used to obtain noise predictions for all jets. This

could be used to obtain faster predictions using meanflow data from RANS rather

than LES, which reduces the complexity of the predictions.

Now we have obtained jet noise predictions for four jets at several far field

angles, this concludes the jet noise portion of this thesis. In the next chapter
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we will move on to discuss the edge noise problem and obtain predictions for

edge noise. Finally, in Chapter 9, we will be able to combine the predictions for

jet noise and edge noise in a hybrid model to obtain predictions for installation

noise.
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Chapter 8

Edge Noise Modelling

This chapter of the thesis details work done on the edge noise problem. Sections

8.2 and 8.3 covers research which was presented at AIAA conference [98] and

is in preparation for an archived journal publication. Section 8.4 was published

as a journal article in 2021 [99], and section 8.5 is in preparation for journal

publication.

8.1 Rapid Distortion Theory (RDT)

As discussed in the literature review, rapid distortion theory can be used when

the interaction takes place over small length/timescales in comparison to the

characteristic scales over which the turbulent eddies evolve. This means that the

flow can be considered inviscid and is governed by the linearised Euler equations:

Dvi
Dτ

+ δi1vj
∂U

∂yj
+
∂p

∂yi
= 0, i = 1, 2, 3 (8.1.1)

Dp

Dτ
+

∂

∂yj
c2vj = 0 (8.1.2)

where D/Dτ = ∂/∂τ +U∂/∂y1 is the convective derivative and y = (y1, y2, y3) =

(y1,yT ).

The physics of the problem (i.e. the viscosity which must be present due

to the plate) enters through the Kutta condition on the vortex sheet which is

produced downstream of the plate. A visualisation of the problem is shown in

Figure 8.1
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Figure 8.1: Visualisation of the edge noise problem

8.1.1 Solution Structure to (8.1.1) and (8.1.2)

Goldstein [59] showed that the velocity could be written in terms of a pseudo

induced velocity: vi = ṽi+ F̃i, where F = 0 when the level curves of the meanflow

and solid surface align which we assume to be the case. Therefore, the velocity

is defined simply by the psuedo induced velocity, given by:

vi = ṽi =
(Dλi
Dτ

− δi1
∂U

∂yj
λj

)
(8.1.3)

similarly, the pressure fluctuation was shown to be expressed in terms of a function

ϕ(y, τ):

p = −D
3ϕ

Dτ 3
(8.1.4)

Substituting these equations for velocity and pressure into the momentum

equation, shows that:

λi = ∆iϕ (8.1.5)

where we define

∆i =
( ∂

∂yi

D

Dτ
+ 2

∂U

∂yi

∂

∂y1

)
(8.1.6)

Therefore vi can be written as:

vi =
(
δij

D

Dτ
− δi1

∂U

∂yj

)
∆jϕ (8.1.7)

To find ϕ we substitute vi and p
′ into the energy equation (8.1.2) (details are

in Appendix D.1) which results in:

Laϕ = −ω̃c(τ − y1/U,yT ) (8.1.8)
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where ω̃c is an arbitrary convected quantity, and La is the operator defined

as:

La =
D3

Dτ 3
− ∂

∂yi

(
c2∆i

)
(8.1.9)

Appendix D.2 shows that the momentum and continuity equations can also

be written as

Lp = 0 (8.1.10)

where

L = − D3

Dτ 3
− 2c2

∂U

∂yi

∂2

∂y1∂yi
+

D

Dτ

∂

∂yi

(
c2

∂

∂yi

)
(8.1.11)

is the well known Rayleigh operator and of which, La is its adjoint.

We introduce the direct Green’s function:

Lg(y, τ |x, t) = δ(x− y)δ(t− τ) (8.1.12)

Since La is the adjoint Rayleigh operator, ϕLg = gLaϕ, which means

ϕ(y, τ)δ(x− y)δ(t− τ) = −g(y, τ |x, t)ω̃c(τ − y1/U,yT ) (8.1.13)

By definition of the delta function, integrating over all (y, τ) gives

ϕ(x, t) = −
ˆ ∞

−∞

ˆ
V (y)

g(y, τ |x, t)ω̃c(τ − y1/U,yT )dydτ (8.1.14)

Since pressure and velocity were defined in terms of ϕ, this means they can

also be written as Green’s function integrals:

p(x, t) =

ˆ ∞

−∞

ˆ
V (y)

G(y, τ |x, t)ω̃c(τ − y1/U,yT )dydτ (8.1.15)

ui(x, t) = −
ˆ ∞

−∞

ˆ
V (y)

G̃i(y, τ |x, t)ω̃c(τ − y1/U,yT )dydτ (8.1.16)

where

G(y, τ |x, t) = D3

Dt3
g(y, τ |x, t) (8.1.17)

and

G̃i(y, τ |x, t) =
( D
Dt

δij − δi1
∂U

∂xj

)( ∂

∂xi

D

Dτ
+ 2

∂U

∂xi

∂

∂x1

)
g(y, τ |x, t) (8.1.18)

However, the boundary conditions for the Green’s function require the normal

velocity perturbation , which is defined as:

|∇U |v⊥(x, t) = vi(x, t)
∂U

∂xi
(8.1.19)
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and after substituting in the velocity, contracting indices and using ∂U/∂x1 = 0

can be written as

|∇U |v⊥(x, t) =
∂U

∂xi

ˆ ∞

−∞

ˆ
V (y)

gi(y, τ |x, t)ω̃c(τ − y1/U,yT )dydτ (8.1.20)

where we define

gi(y, τ |x, t) =
D

Dτ

( ∂

∂xi

D

Dτ
+ 2

∂U

∂xi

∂

∂x1

)
g(y, τ |x, t) (8.1.21)

where the pressure Green’s function G(y, τ |x, t) is related to the normal

velocity Green’s function gi(y, τ |x, t) by the relation (details in Appendix D.3):

∂

∂xi
G(y, τ |x, t) = D2

Dt2
gi(y, τ |x, t) (8.1.22)

8.1.2 Frequency Domain

Since the acoustic spectrum is the Fourier transform of the mean squared pressure,

we calculate the Fourier transform of (8.1.15) first:

p̃(x, ω) =
1

2π

ˆ ∞

−∞
eiωt

ˆ ∞

−∞

ˆ
V

G(y, τ |x, t)ω̃c(τ − y1/U(yT ),yT )dydτdt (8.1.23)

since G(y, τ |x, t) only depends on (t, τ) through their difference (t− τ), and we

can switch the order of integration, this can be rewritten as:

p̃(x, ω) =
1

2π

ˆ
V

ˆ ∞

−∞
dteiωt

ˆ ∞

−∞
G(y|x, t−τ)ω̃c(τ−y1/U(yT ),yT )dτdy (8.1.24)

Therefore the integral over τ is a convolution and by definition the Fourier

transform of a convolution is equal to the product of Fourier transforms, hence

(8.1.24) becomes:

p̃(x, ω) =

ˆ
V

2πG̃(y|x;ω)Ω̃(yT ;ω)dy (8.1.25)

where we define

G̃(y|x;ω) = 1

2π

ˆ ∞

−∞
G(y|x, t− τ)eiω(t−τ)d(t− τ) (8.1.26)

and

Ω̃(yT ;ω) =
1

2π

ˆ ∞

−∞
ω̃c(τ − y1/U(yT ),yT )e

iωτdτ (8.1.27)
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we can use the substitution z = τ − y1/U(yT ) to rewrite Ω̃:

Ω̃(yT ;ω) =
1

2π
eiωy1/U(yT )

ˆ ∞

−∞
ω̃c(z,yT )e

iωzdz

Ω̃(yT ;ω) =
1

2π
eiωy1/U(yT )ω̂c(yT ;ω)

(8.1.28)

So (8.1.25) becomes:

p̃(x, ω) = 2π

ˆ
V

G̃(y|x;ω)Ω̃(yT ;ω)eiωy1/U(yT )dy (8.1.29)

We can then split the volume integral into y1, and AT (the area of the

transverse coordinates):

p̃(x, ω) = 2π

ˆ
AT

Ω̃(yT ;ω)

ˆ
y1

G̃(x1 − y1,yT |xT ;ω)eiωy1/U(yT )dy1dyT (8.1.30)

Again, the y1 integral is a convolution, however, since we are not taking its

Fourier transform this time, we use the convolution theorem to write it in terms

of the inverse Fourier transform of the Fourier transformed variables:

p̃(x, ω) = 2π

ˆ
AT

Ω̃(yT ;ω)2π

ˆ
k1

Ḡ(yT |xT ; k1, ω)H̄(k1)e
ik1x1dk1 (8.1.31)

where we define

Ḡ(yT |xT ; k1, ω) =
1

2π

ˆ ∞

−∞
G̃(x1 − y1,yT |xT ;ω)e−ik1(x1−y1)d(x1 − y1) (8.1.32)

and

H̄(k1) =
1

2π

ˆ
y1

eiωy1/U(yT )e−ik1y1dy1

=
1

2π

ˆ ∞

−∞
e−iy1(k1−ω/U(yT ))dy1

= δ(k1 − ω/U(yT ))

(8.1.33)

Therefore, (8.1.30) becomes:

p̃(x, ω) = (2π)2eik1x1
ˆ
AT

Ḡ(yT |xT ; k1, ω)Ω̃(yT ;ω)dyT (8.1.34)

where k1 = ω/U(yT ). Similarly, we can take Fourier transforms in the spanwise

direction, which using the convolution theorem gives:

p̂(x1, x2; k1, k3, ω) = (2π)3eik1x1
ˆ
y2

Ω̂(y2; k3, ω)Ĝ(y2|x2; k1, k3, ω)dy2 (8.1.35)
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where we define:

Ω̂(y2; k3, ω) =
1

2π

ˆ ∞

−∞
Ω̃(yT ;ω)e

−ik3y3dy3 (8.1.36)

and

Ĝ(y2|x2; k1, k3, ω) =
1

(2π)

ˆ ∞

−∞
Ḡ(yT |xT ; k1, ω)e−ik3(x3−y3)d(x3 − y3) (8.1.37)

which is the solution to the reduced Rayleigh equation (derived in Appendix D.5)

LRĜ(y2|x2; k1, k3, ω) =
δ(y2 − x2)

(2π)3
(8.1.38)

where

LR(y2; k1, k3, ω) =
d

dy2

[ c2

(ω − U(y2)k1)2
d

dy2

]
+
[
1− (k21 + k23)c

2

(ω − U(y2)k1)2

]
(8.1.39)

8.1.3 Physical Boundary Conditions

Since we are dealing with linear acoustics, the pressure fluctuation can be split

into two: a ‘gust’ (p(0)) and a ‘scattered’ (p(s)) component:

p(x, t) = p(0)(x, t) + p(s)(x, t) (8.1.40)

Likewise, the normal velocity can also be split:

v⊥(x, t) = v
(0)
⊥ (x, t) + v

(s)
⊥ (x, t) (8.1.41)

Goldstein et al [60] showed that only the scattered component generates

sound. Since ω̃c = ω̃c(τ − y1/U,yT ) depends on (y1, τ) via convected time,

(τ − y1/U), the autocovariance of ω̃c is independent of y1. Therefore, if p
(σ)(x, t)

(where σ = 0, s) satisfy different boundary conditions in x1 then G(y, τ |x, t) also
satisfy discontinuous boundary conditions in the streamwise direction, as does its

3D Fourier transform:

Ĝ(y2|x2; k1, k3, ω) = Ĝ(0)(y2|x2; k1, k3, ω) + Ĝ(s)(y2|x2; k1, k3, ω) (8.1.42)

and using (8.1.38) we can say

LRĜ
(0)(y2|x2; k1, k3, ω) =

δ(y2 − x2)

(2π)3
(8.1.43)

LRĜ
(s)(y2|x2; k1, k3, ω) = 0 (8.1.44)
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where the homogeneous boundary condition for the gust Green’s functions is:

nj
∂Ĝ(0)

∂xj

∣∣∣
y2=0

= 0 −∞ < y1 <∞ (8.1.45)

which is valid on surfaces parallel to U(yT ) = constant. The scattered Green’s

function satisfies discontinuous boundary conditions (given in [60]) which are

linked to the physical boundary conditions:

1. Continuity of normal velocity through plate

2. Continuity of normal velocity through plate/downstream of plate

3. Change in pressure through x2 = 0 downstream of the trailing edge is zero

The coordinates of the problem are shown in Figure 8.2. Mathematically, these

boundary conditions are defined below.

Figure 8.2: Plate boundary conditions

Condition 1ˆ ∞

−∞
eik1x1v>(0; k1, k3, ω)dk1 = 0 −∞ < x1 < 0 (8.1.46)

since

v⊥(x2; k1, k3, ω) =
−i

(ω − Uk1)

1

|∇U |
∂U

∂x2

dp̂(x2; k1, k3, ω)

dx2
(8.1.47)
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and ∂U/∂x2 = |∇U |sgn(dU/dx2), and we have a monotonically increasing

velocity (i.e. sgn(dU/dx2) = 1), this reduces to

v⊥(x2; k1, k3, ω) =
−i

(ω − Uk1)

dp̂(x2; k1, k3, ω)

dx2
(8.1.48)

now, we define U(x2 = 0) = U> as the plate velocity, Goldstein et al (2013)[60]

showed that the acoustic spectrum is independent of U>, so we set it to zero,

which results in:

v⊥(x2; k1, k3, ω) =
−i
ω

dp̂(x2; k1, k3, ω)

dx2
(8.1.49)

which gives us a condition for the pressure derivative on the plate:

ˆ ∞

−∞
eik1x1 p̂′>(0; k1, k3, ω)dk1 = 0 −∞ < x1 < 0 (8.1.50)

Condition 2ˆ ∞

−∞
eik1x1 p̂′>(0; k1, k3, ω)dk1 =

ˆ ∞

−∞
eik1x1 p̂′<(0; k1, k3, ω)dk1 −∞ < x1 <∞

(8.1.51)

Tells us
ˆ ∞

−∞
eik1x1

[
p̂′>(0; k1, k3, ω)dk1 − p̂′<(0; k1, k3, ω)

]
dk1 = 0 −∞ < x1 <∞

(8.1.52)

Therefore:

p̂′>(0; k1, k3, ω) = p̂′<(0; k1, k3, ω) ∀x1 (8.1.53)

Condition 3

p̄0(x1, 0; k3, ω) +

ˆ ∞

−∞
eik1x1 p̂>(0; k1, k3, ω)dk1︸ ︷︷ ︸

pressure above plate

=

ˆ ∞

−∞
eik1x1 p̂<(0; k1, k3, ω)dk1︸ ︷︷ ︸

pressure below plate

(8.1.54)

for 0 < x1 <∞. This can be rewritten as:

p̄0(x1, 0; k3, ω) +

ˆ ∞

−∞
eik1x1 p̂′>(0; k1, k3, ω)p̂0(k1, k3, ω)dk1 = 0 0 < x1 <∞

(8.1.55)

where we define

p̂0(k1, k3, ω) =
p̂>(0; k1, k3, ω)

p̂′<(0; k1, k3, ω)
− p̂<(0; k1, k3, ω)

p̂′<(0; k1, k3, ω)
(8.1.56)
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These physical boundary conditions define a Wiener-Hopf problem, which

Goldstein et al (2013)[60] showed could also be written with the Green’s function

being the dependent variable rather than pressure, and solved to give the acoustic

spectrum. In 2019 [62] this formula was extended to curvilinear coordinates,

which is what we need for the round jets considered in this thesis. The solution

process is summarised in Figure 8.3.

Figure 8.3: Flowchart summarising the RDT solution procedure

8.1.4 Acoustic Spectrum for Curvilinear Coordinates

Using asymptotic analysis to determine both G(0)(y, τ |x, t) and G(s)(y, τ |x, t)
Goldstein et al (2019)[62] obtained the following formula for the acoustic spectrum

valid at low frequencies:

I(x;ω) =

(
k∞

4π|x̄|

)2 0ˆ

−∞

0ˆ

−∞

D(u, ũ; θ)S̄(u, ũ; k∗3, ω) du dũ, (8.1.57)

for an arbitrary mean flow which has level curves that are relatively concentric

inasmuch as U(y2, y3) = U(u(y2, y3)) where u is the real part of the conformal

mapping given by (Eq. 5.1) in Goldstein et al[62]. D(u, ũ; θ) is the round jet

directivity factor determined by application of the Wiener-Hopf technique (i.e.
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Eq. 13 in Afsar et al (2017)[100] written in (u, ũ) co-ordinates where ũ is another

location along the level curve u = const):

D(u, ũ; θ) =
(β − cos θ)[M(u)M(ũ)]3/2√

[1− βM(ũ)][1− βM(u)][1−M(ũ) cos θ][1−M(u) cos θ]
(8.1.58)

S̄(u, ũ; k∗3, ω) =

0ˆ

−∞

0ˆ

−∞

S(u, ũ|v, ṽ; k∗3, ω)
∣∣∣∣ dzdW

∣∣∣∣2 ∣∣∣∣ dz̃dW̃
∣∣∣∣2 dv dṽ, (8.1.59)

where v(y2, y3) = const. are the orthogonal curves to u(y2, y3) = const. defined by

the Cauchy-Riemann equations and dz̃/dW̃ is the appropriate inverse Jacobian

function between the mapping z(y2, y3) → W (u, v)) (details in App. A of [62]),

which gives ∣∣∣ dz
dW

∣∣∣2 = 4

(e−u − 2 cos v + eu)2
(8.1.60)

By considering the upstream asymptote of the Fourier transform of the

evolution equation for the convected quantity, ω̃c, Goldstein et al [62] also

showed that the function S(u, ũ|v, ṽ; k∗3, ω) is defined by

S(u, ũ; v, ṽ) =l42A(u, ũ)(ρ∞c
2
∞)2

[
dU/du

U2(u)

dU/dũ

U2(ũ)
|∇u|

∣∣∣∇̃ũ∣∣∣ω2

]
× τ0f

π
√
1 + ω̃2

K1(f
√
1 + ω̃2).

(8.1.61)

Where the amplitude function A(u, ũ) was taken as

A(u, ũ) = A0

√
(uũ)µ(dU/du)(dU/dũ)

∣∣dW/dz∣∣
v=0

∣∣∣dW̃/dz̃
∣∣∣
ṽ=0

(8.1.62)

and the jet mean flow near the plate by the function: U(u) = Ud(1− e−κu
2−κ1u4).

This shows, among other things, that S(u, ũ|v, ṽ; k∗3, ω) is directly proportional
to the Fourier transform of the streamwise-independent transverse velocity

correlation function, R22, for which considerable turbulence data exists (see

Afsar et al. 2017)[100]. However, their turbulence model for R22 neglected

to include a parameter which allows for negative correlation, which does

occur within the experimental data. Our work therefore involves more faithful

modelling of R22.

Note that ω̃ is the O(1) scaled frequency, defined by ω̃ = ωτ0 = O(1) and

the length scales (l2, l3) enter the transverse spectral decay function, f = |η2/l2+
η3/l3|.
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There are also several parameters within this model (A0, κ, κ1) in the

meanflow/ amplitude models and (l2, l3, τ0) which are related to the turbulence

structure of R22. Ideally these parameters are found by comparison to

experimental data as was done in the rectangular jet problem by Goldstein et

al. (GLA17, p.499)[61]. However, in the literature these parameters were mostly

chosen through hand-tuning which means it is likely that the optimum results

were not found.

Additionally, since the numerical computation of ( 8.1.57) requires calculation

of (8.1.59) at each point in the (u, ũ)-domain and requires a call to a Bessel

function library to evaluate K1(...), the acoustic spectrum calculation is

potentially computationally expensive.

Therefore, the remainder of this chapter will discuss several extensions of this

work:

1. Extension of the R22 model to have a more faithful representation of the

turbulence;

2. Introduction of GPU parallelisation for the acoustic model to speed up the

calculations;

3. Introduction of numerical optimisation to select model parameters based

on comparison with experiment without the need of hand-tuning; and

4. Analysis of optimised parameters at off-design conditions.

8.2 Extension of the R22 Model

To better capture the anti-(negative) correlation in the structure of R22 we

investigate adding additional terms to the model. R22 enters the source term

(8.1.61) via its Fourier transform (Eq. 4.22 in [62]):

1

2π

ˆ ∞

−∞
eiωτ̂R22(τ̂ , η̂2, η̂3)dτ̂ (8.2.1)

where τ̂ = τ̃ − [ỹ1/U(ũ)− y1/U(u)], η̂2 = η2/l2, η̂3 = η3/l3 and

R22(τ̂ , η̂2, η̂3) = e−X(τ̂ ,η̂2,η̂3) (8.2.2)

and X(τ̂ , η̂2, η̂3) =
√
[f(η̂2, η̂3)]2 + τ̂ 2/τ 20 . We extend this (amplitude normalised)

function for R22 as a power series to include more terms:
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R22(τ̂ , η̂2, η̂3) =
[
1 + a1τ̂

∂

∂τ̂
+ a2τ̂

2 ∂
2

∂τ̂ 2
+ a3τ̂

3 ∂
3

∂τ̂ 3
+ ...

]
e−X(τ̂ ,η̂2,η̂3) (8.2.3)

which gives the Fourier transform

1

2π

ˆ ∞

−∞
eiωτ̂

[
1 + a1τ̂

∂

∂τ̂
+ a2τ̂

2 ∂
2

∂τ̂ 2
+ a3τ̂

3 ∂
3

∂τ̂ 3
+ ...

]
e−X(τ̂ ,η̂2,η̂3)dτ̂ (8.2.4)

The first additional (a1) term enables the anti-correlation, so if we only

consider the first two terms of the power series we can show that the term

τ0fK1(f
√
1 + ω̃2)/(π

√
1 + ω̃2) in (8.1.61) is replaced with:

(1− a1)
τ0f

π
√
1 + ω̃2

K1(f
√
1 + ω̃2)+

a1τ0f
2ω̃2

π(1 + ω̃2)

[1
2
(K0(f

√
1 + ω̃2) +K2(f

√
1 + ω̃2)) +

K1(f
√
1 + ω̃2)

f
√
1 + ω̃2

] (8.2.5)

(see Appendix D.6 for details.)

This simple extension of the old model for R22 is compared with experimental

data in Figure 8.4(a) where we can see it has an anti-correlation region.

However, Bridges’ measurements show that the auto-correlation of R22 will

possess finite amplitude algebraic oscillations–that is, they appear not to be a

small perturbation of the main exponential decay, however, it is unclear as to

whether these oscillations are related to physics. Therefore, we attempted to

capture this feature of the turbulence structure by developing a set of models

of increasing algebraic complexity in terms of the combination of suitably

weighted trigonometric/transcendental functions multiplied by an appropriate

exponentially decaying function of time delay. We look at three models (A,B,C)

which were found using a linear regression code, these models do not have

an analytical Fourier transform so the Fourier transforms must be calculated

numerically. This increases the complexity of the acoustic model and also

increases the computational time, which is summarised in Table. 8.1. To reduce

the time required, we investigated parallel computing using a GPU. The models

for R22 are:

Model A

R22 = (1− a1 + a2τ̂
2 − a3 sin (bτ̂))e

− τ̂2

c (8.2.6)
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Model B

R22 = (1− a1 + a2τ̂
2 − a3 sin (bτ̂))e

− τ̂2

c + (a4 cos (b2τ̂))e
− τ̂2

c2 (8.2.7)

Model C

R22 = (1− a1 + a2τ̂
2 − a3 sin (bτ̂))e

− τ̂2

c + (a4 cos (b2τ̂))e
− τ̂2

c2 + (a5 cos (b3τ̂))e
− τ̂2

c3

(8.2.8)

The model coefficients in (8.2.6–8.2.8) were found using the optimisation

routine reported in Afsar et al. (2019)[101] and are:

Model A : a1 = 12.6340, a2 = 6.2913, a3 = 5.2367, b = −1.5782, c = 2.0305

Model B : a1 = 12.5603, a2 = 6.2155, a3 = 5.2429, a4 = 0.0355, b = −1.5679,

b2 = −10.4573, c = 2.0530, c2 = 50.0

Model C : a1 = 1.7854, a2 = 0.8735, a3 = −0.1984, a4 = −0.2196, a5 = 0.2030,

b = −8.5513, b2 = −0.4033, b3 = 6.7250, c = 3.1649, c2 = 18.2664,

c3 = 1.4039

Time (30 St) Model 1 Model A Model B Model C

Each Case 10 mins 35 mins 3.2 hours 4.2 hours

9 Cases 1.5 hours 5.25 hours 28.8 hours 38.8 hours

Table 8.1: Compare acoustic model computational time using different R22

models growing in complexity for 1 case and 9 cases (3 Mach numbers & 3 polar

angles)

Figure 8.5 compares the acoustic predictions using model 1 with the

predictions from Goldstein et al [62]. We can see that the low frequencies are

better predicted for Ma = 0.9, and the high frequencies are better predicted at

Ma = 0.5 using this extended model.

8.2.1 Comparison with our LES

Figure 8.6 compares the experimental R22 with the R22 calculated from our LES

results for the four jets analysed in the previous chapters. We see that the
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(a) (b)

(c) (d)

Figure 8.4: Models for R22 (a) Model 1 (b) Model A (c) Model B (d) Model C

(a) (b)

Figure 8.5: Acoustic predictions using model 1 R22 compared with Goldstein et

al [62] for (a) Ma = 0.5 (b) Ma = 0.9
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initial decorrelation is captured with the LES for all four jets, but they also do

not capture the oscillations, this implies that the oscillations are not related to

physics. Therefore model 1 will also give a good representation of the turbulence

from the LES.

(a) (b)

(c)

Figure 8.6: Comparison of Bridges R22 with our LES cases (at r = 0.5, y1 =start

of potential core) for (a) all data (b) initial decorrelation region, and (c)

comparison of the decorrelation time constant for all cases

8.3 Parallel Computing

As mentioned above, the acoustic problem reduces to a four-dimensional integral

with an integrand that (for model 1) includes several Bessel functions. To evaluate

these Bessel functions the Amos library is used, however, this library is outdated,

written in Fortran 77 and takes a long time to run. Profiling led to the discovery

that roughly 97% of computation time was spent within the Amos library.

172



Therefore we looked to parallelise the code. This was done by using Openacc

directives to enable compilation for either a multi-core CPU or offload to a GPU.

8.3.1 Theory

Central Processing Unit: CPU

Figure 8.7 shows a basic description of the CPU. The orange squares represent

Arithmetic Logic Units (ALUs) which carry out the arithmetic and logic

operations, of which there are normally 4 in each core. The green square

represents the control unit, of which there is one per core. The control unit sends

instructions to the ALU as well as moving data from registers to ALU’s and

caches/main memory. Registers contain very small amounts of data that are to

be operated on (input register) or are an output of an operation (output register).

The number and size of caches depends on the individual CPU. However, most

CPU’s today have at least 2 levels of cache and most have 3 (some processors

may even have 4 levels). Here, cache levels 1,2 and 3 are shown. The size of

cache increases in each level, and only L1 (and normally L2) are contained on

the physical core. The threads will look for data first in L1, then L2, then L3

and finally the system memory if the data is still not found. The amount of

time the thread spends searching for data/instruction increases as the level of

cache increases, since they become larger. Typically there is one thread per core,

unless the processor uses hyper-threading (a technique in which a single core

uses logic to act like two cores) in which case there can be two threads per core.

Cores within a CPU share the system memory (DRAM), which means that it is

important to define certain variables as private otherwise multiple threads can

be trying to access and change the same variable, which will give wrong results.

Figure 8.7: Basic Architecture of a 4 core CPU
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Graphical Processing Unit: GPU

The GPU market is dominated by NVIDIA and AMD, however, since we only use

NVIDIA the descriptions that follow refer to NVIDIA components (they may be

named differently for AMD). In this work we use the Tesla K40c. A GPU has two

main components: streaming multi-processors (SM’s), which are like the cores of

a CPU; there can be more than one, and the device memory (like RAM for the

CPU). Figure 8.8 shows the basic architecture of a GPU, it should be noted that

this shows Kepler architecture (which is used on the Tesla K40c) with 192 CUDA

cores in each streaming multi-processor that can run single precision operations,

and 64 cores that can run double precision operations. Since the Tesla K40c has

15 SM’s it has 960 double precision cores.

Figure 8.8: Basic Architecture of a GPU with 2 streaming multi-processors

Since GPU’s have hundreds of cores, their potential speed up is much greater

than that of a CPU. However, they typically have much smaller memory which

is not always ideal. Additionally, a program cannot be run on a GPU alone

and since CPU and GPU normally have their own independent memory, it is

necessary to transfer data to and from the GPU. This limits speed up and needs

to be minimised to achieve maximum results. It may be faster to run a program

on the CPU over multiple cores than transferring a lot of data to and from the

GPU.

A CPU aims to minimise latency while accessing its memory which is

accomplished through the use of several data caches to be able to find the most
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used data quickly. On the other hand, a GPU aims to hide latency through the

use of many threads. This is illustrated in Figure 8.9, which is adapted from

[102].

Figure 8.9: CPU: Low Latency, GPU: High Throughput

Increasing the number of threads in a CPU improves performance until it

reaches a point where threads cannot access the caches concurrently. At this

point, latency increases as threads need to wait until they can get access to data.

On the other hand, when the number of threads in a process is very large the

program uses thread level parallelism which hides this latency by running other

threads while some are waiting to access memory. Figure 8.10 shows how the

number of threads affects performance, and highlights the multi-core region (that

used by multi-core CPU) and the multi-thread region (that used by GPU) [103].

Figure 8.10: Performance vs. number of threads
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OpenMP

OpenMP enables parallelisation of code via multiple cores of a CPU, it has

recently added the capability of offloading to the GPU, however we use OpenACC

for this since it was designed for that specific purpose and has been around longer.

OpenMP involves the addition of directives within the code to create parallel

regions, this means that the entire program need not be parallelised, we can focus

on the areas which slow down the code and would benefit most. Therefore, we

create a parallel region on the outer loop which has the maximum number of

iterations. So the nested integrals will be calculated as indicated in Figure 8.11.

We use a 4-core machine which, theoretically, should result in a speed up of four.

Figure 8.11: Using OpenMP to parallelise outer integral over 4 cores

OpenACC

OpenACC also enables parallelism through the use of directives. and can use

kernels or parallel regions. Using a kernel means that the compiler will decide

which loops can be parallelised or not, whereas using a parallel region means

that it will be parallelised and it is up to the programmer to ensure that there

is no data dependencies which could result in wrong results. Our program is too

complicated to use kernels, therefore we use a parallel region.

The GPU and CPU do not have shared memory, this means that data must be

explicitly copied between them. The amount of data to be copied should ideally

be reduced to save time. This is done by first ensuring that data which is not loop

dependent is copied to the device prior to entering the parallel region. Memory

space can also be created on the device for variables which are not yet defined,

and updated on each iteration. Figure 8.12 shows the basic program architecture

where we parallelise on the outer loop.
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Figure 8.12: Basic program architecture parallelising the outer loop on the

GPU

8.3.2 Speed up

We discovered that using model 1 for R22 did not require many iterations to

achieve convergence in the integrals, therefore, the GPU was not fully utilised.

Figure 8.13 shows that so few iterations were needed for convergence to 0dp that

offloading to the GPU actually slows down the code since the initialisation of the

GPU takes longer than the code takes to run. It also shows that even for 2dp

convergence, speed up is low due to number of iterations not fully utilising the

GPU and the complexity of the code meaning each iteration does not take long

to compute.

Figure 8.13: Model 1: speed up for different levels of convergence.

(nu, nũ, nv, nṽ) are the number of iterations in loops (u, ũ, v, ṽ). Total refers to

the total number of iterations across all loops.

However, since Models A-C require an additional loop through the numerical

Fourier transform, this obviously increases the total number of iterations

required in the model. Therefore, these models will benefit more from using

GPU parallelisation, and indeed it is shown in Figure 8.14 that the using the
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GPU achieves a speed up of 30 times.

Figure 8.14: Speed Up for models including a numerical Fourier transform

However, this is still quite low since the GPU is not fully utilised. If we

increase the number of outer iterations we can get a better speed up, as indicated

in Figure 8.15. Speed up doubles until it reaches 4000 iterations at which point

the GPU is saturated. Beyond this, speed up still increases but at a slower rate

until it reaches the maximum (for the Tesla K40c) of 130.

Figure 8.15: Model A: Increasing the number of iterations in the outer loop

The acoustic predictions using model 1 for R22 were good, and since we

assume that the oscillations present in Bridges experimental data for R22 are

not physical, model 1 is also a good representation of the turbulence. Therefore,
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since convergence to 0dp is fine for the acoustic spectrum, we do not use the GPU

for the remaining calculations in this section.

8.4 Optimisation of Parameters for a Fixed

Plate Location

All acoustic models are formulated with arbitrary ‘tuning’ parameters to quantify

the degree of spatial and temporal decorrelation of the turbulence, as well as the

permanence of a finite anti-correlation region in spatial and temporal separation

[98]. Previous modelling approaches, however, tuned these scales by hand to

obtain good agreement with the acoustic data.

In this section we show that this form of empiricism can be avoided entirely

by using an appropriate numerical optimisation routine to determine the

parameters for an objective function that seeks to minimise the difference

between the functional form of the turbulence model and turbulence data as well

as minimising the difference between acoustic predictions and acoustic data.

A (single-objective) optimisation problem can be described in terms of

minimising the objective function J(x,ψ), where xi(i = 1, n) are the n design

variables which are modified to find the optimum, and ψ are the state parameters

which describe the system [104]. The objective function may also be subject to

(in general) a total (m, p) of (inequality/equality) constraints that take the form:

gj(x) ≤ 0 j = 1,m

hk(x) = 0 k = 1, p,
(8.4.1)

Additionally, the design variables may be bounded (known as side constraints):

xi,LOWER ≤ xi ≤ xi,UPPER i = 1, n (8.4.2)

(An optimisation problem is considered unconstrained if the only constraints are

the design variable bounds.) Optimisation algorithms can find multiple solutions

to this problem which are known as local optimums. Therefore, optimisation

algorithms can be split into two categories: local optimisation methods (which

find the local minimum for the starting conditions) and global optimisation

methods (which aim to find the global minimum of the search space). Figure 8.16

shows the family of optimisation techniques.

179



Figure 8.16: Family of optimisation techniques

The majority of local methods use gradient information to find the optimum.

They do this through a 2 step process, mainly finding the search direction

through the gradient information and finding the optimum step size through a

one-dimensional search. There are several methods to do this [105, 106, 107,

108]. A valid search direction is one which improves the objective function and

does not violate constraints. Different local methods use different algorithms to

find the search direction and step size .

Figure 8.17 demonstrates an example of a gradient method, the algorithm will

first find a search direction which improves the value of the objective function

and then calculates the optimum step size. On each iteration of the optimiser

the solution moves closer to the local optimum.

Figure 8.17: Example of a gradient method in two dimensions. Step 1: Find

search direction which improves objective function. Step 2: Find optimum step

size

The Karush-Kuhn-Tucker (KKT) conditions are used to determine whether a

local optimum has been found [109]. These are:
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• The optimum design point x∗ must lie within the bounds and not violate

conditions.

• The gradient of the Lagrangian must vanish at the design point i.e.

∇f(x∗) +
m∑
j=1

λj∇gj(x∗) +

p∑
k=1

µk∇hk(x∗) = 0

where λj ≥ 0 and µk are unrestricted in sign.

• Each inequality constraint has λjgj(x) = 0 j = 1,m

If the problem has multiple local minima, the gradient methods described

above will converge to the closest minimum which will not necessarily be the

global. Each minimum has a basin of attraction, where a design point initialised

within the basin converges to that local minimum. Hence, local optimisation

strongly depends on the location of the initial design point. Global optimisation

methods aim to find the global optimum, however, it should be noted that it

cannot be guaranteed that the global optimum will be found, only that it would

be if the algorithm could run indefinitely. Global optimisation can be split

into three types of algorithm: multi-start algorithms, evolutionary algorithms

and deterministic algorithms. Multi-start algorithms perform local optimisations

at different starting locations, and choose the best local optimum to be the

global optimum. Evolutionary algorithms are stochastic and heuristic, they

advance a population of design parameters through the search space to find the

global optimum. Deterministic algorithms typically require manipulation of the

objective function and are designed to solve specific classes of problem[109], an

overview of these is described in [110], and will not be further discussed here.

Optimisation methods have been used for this kind of problem in aeroacoustics

before, for example the Multipoint Approximation Method (MAM) [111, 112,

113]. This method was designed for computationally expensive and noisy

objective functions, so it uses trust regions and a series of approximations to

the objective function. It is similar to the Multi-start algorithm in that it uses

multiple starting locations, however it differs by approximating the objective

function. In our work, the objective function is not computationally expensive,

therefore we investigate the Multi-start method instead.

This section reviews the various types of optimisation that can be used for

problems of this type paying particular attention to evolutionary algorithms.
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Popular evolutionary algorithms include the Genetic Algorithm (GA) [114]

which was inspired by Darwin’s principle of survival of the fittest, particle swarm

optimisation (PSO) [115] which is based on a social model and differential

evolution (DE) [116].

Specifically, we discuss the advantages and disadvantages of three methods

(the non-evolutionary Multi-start [117, 118, 119] , and the evolutionary

algorithms: particle swarm optimisation (PSO) [115] and multi-population

adaptive inflationary differential evolution algorithm (MP-AIDEA)[96] which is

an extension to the original differential evolution algorithm) for a problem of

this type and the results that are obtained for the parameters under different

objective functions for the turbulence and/or final acoustic predictions (i.e.

when comparison is made to turbulence and/or acoustic data).

8.4.1 Defining the Objective Function

We use model 1 for R22 which was summarised in previous sections and when the

auto-correlation (η = 0) is:

R22(τ) ∼ (1− a1τ)e
−τ , (8.4.3)

where τ is the time-delay between the two space-time points being correlated.

The objective functions are then defined as the mean squared error between

the acoustic/turbulence models (8.1.57 & 8.4.3) and the relevant experimental

data[57][74], as described in (8.4.4).

JA(x,ψ) =
1

NA

NA∑
i=1

(I(x, ωi,ψ)− EA(x, ωi,ψ))
2

JR(x,ψ) =
1

NR

NR∑
i=1

(R22(x, τi,ψ)− ER(x, τi,ψ))
2,

(8.4.4)

where: NA, NR is the number of experimental data points we are optimising

against for acoustics and R22 respectively, I(x, ωi,ψ) is the acoustic spectrum

result using the model for frequency ωi, and EA(x, ωi,ψ) is the experimental

data for frequency ωi. Likewise R22(x, τi,ψ) is the result using our turbulence

model at time τi, and ER is the corresponding experimental data.

The state parameters (ψ) are the minimum set of parameters which describe

the system and how it responds to input [104]. Our problem can be thought of
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as an ‘input/output system’ where an input turbulence spectrum interacts with

the streamwise discontinuity at the trailing-edge and produces noise. The sound

radiation will depend on the acoustic Mach number of the jet (Ma), the location

where the noise measurements take place (far field angle, θ, measured with respect

to the jet axis and azimuthal angle, ϕ). On the other hand the turbulence

correlation function, R22, is independent of these parameters, and instead depends

on the location where the turbulence is measured (y/D, r/D). Where we define

y/D to be the streamwise location from the nozzle exit normalised by the nozzle

diameter and r/D to be the radial location from the jet centerline also normalised

by the nozzle diameter. The experimental set-up can be found in several papers

[57, 61, 62].

The O(1) parameters (a1, l2, l3, τ0) in the model are selected in order to find the

optimum acoustic spectrum predictions across acoustic Mach number (Ma) and

far-field angle θ, whilst maintaining a physically admissible turbulence structure.

In the following sections we discuss the different optimisation methods that can

be used to achieve this.

8.4.2 Evolutionary versus Non-evolutionary Optimisation

Algorithms

The non-evolutionary Multi-start method is the most straightforward global

optimisation routine. It follows on from local optimisation in that it simply

performs a local optimisation algorithm at several different starting points within

the design space[117, 118, 119]. The local optima can then be compared to find

the global optimum. As the number of starting points increase, the probability

of finding the global optimum also increase. Often, a Design of Experiments

(DOE) is performed prior to multi-start to initialise design points within known

basins.

Evolutionary algorithms are specifically designed to work on black box

problems, i.e. they do not need direct access to the inner workings of the

objective function nor do they need gradient information. Consequently, they

can be used for non-smooth functions and it is not required that the programmer

knows anything about the structure of the objective function. Evolutionary

algorithms are known to be robust and have a good chance of finding the global

optimum since they advance a fixed population of design variables through the
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search space. However, they are computationally expensive and require the

tuning of parameters to solve each problem[109]. There are several types of

evolutionary algorithm, three of the most popular are the Genetic Algorithm

(GA), Particle Swarm optimisation (PSO) and Differential Evolution (DE).

Particle Swarm optimisation (PSO)[115] was developed from a social model.

Each particle utilises not only its own past experience to find an optimum but

also that of the group at large. It involves initialising the population and a

velocity vector for each particle. The velocity vector is then updated by including

information from the particles past and from the group. A basic description of

this method is shown in Figure 8.18.

Figure 8.18: Example of particle swarm optimisation for a population of 4 vectors

The time step, ∆t = 1 is typically used [109]. pi is the best location found so

far by particle i and pg is the best location found so far by the group.There are

three parameters which need to be tuned for the specific optimisation problem.

These are, the inertia parameter w, and the trust parameters (c1, c2). If the

inertia parameter was set to be small (around 0-0.5) the algorithm would perform

poorly, likely converging to a local optimum, increasing this value (to around 1.4)

typically results in global optimisation since it allows a larger design space to be

searched [109]. The trust parameter c1 represents how much the particle trusts

itself, and c2 represents how much it trusts the group. If c1 > c2 it is likely that

the particles will simply move around the design space independently whereas

if c2 > c1 it is more likely that the particles will converge prematurely to a

local optimum [115]. The choices of parameters are very important and some

recommendations are given in [120]. There have also been modifications to PSO

to better handle optimisation problems with constraints [121].

Differential Evolution (DE)[116] also initialises a population of design

points and then utilises information from these points to mutate and find the

next generation of design points. Differential evolution has three components:
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mutation, crossover and selection. There are several different methods of

differential evolution but the ‘classic’ method is named DE/rand/1/bin, this

implies that random vectors are chosen to calculate the difference vectors in the

mutation equation, only one difference vector is calculated, and binary crossover

is used. For this method, the mutation equation is:

x′g+1
i = xgr1 + F (xgr2 − xgr3) (8.4.5)

where g is the generation, i is the individual in the population, and (r1, r2, r3 ̸=
i) are random parents in the population. The parameter F is the differential

weight and controls the amplification of the differential, it typically lies within

the interval 0.4-1 [122]. The mutation is demonstrated in Figure 8.19 for two

dimensions. Another common version of mutation is DE/target-to-best/1/bin,

which includes the difference of the current point and the best point so far:

x′g+1
i = xgi + F (xgbest − xgi ) + F (xgr1 − xgr2) (8.4.6)

Figure 8.19: Example of Differential Evolution mutation in 2D (DE/rand/1/bin)

(adapted from [116])

Following mutation the algorithm utilises crossover. The second parameter of

differential evolution which needs to be tuned by the programmer is the crossover

ratio: 0 < CR < 1. There are different methods of crossover but the most

common is binary. For each individual in the population and for each dimension

a random number r(0, 1) is generated, if r < CR the mutated design is used

for that dimension and if r > CR the parent design is used for that dimension.

Crossover is designed to increase the diversity of the population.

Lastly, selection compares the objective function using the parent vector to

the objective function using the new vector. The best is chosen to be the design
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point for the next generation for that individual. The process for differential

evolution is demonstrated in Figure 8.20.

Figure 8.20: Example of the Differential Evolution algorithm

There are several variations of the evolutionary algorithms which make

them more complex and robust. An extension of the differential evolution

algorithm, which we use in this paper, is the multi-population adaptive

inflationary differential evolution algorithm (MP-AIDEA)[96]. This uses

multiple populations and combines basic differential evolution with monotonic

basin hopping (MBH) to reduce the risk of converging to a minimum which is

not global, it also adapts the optimisation parameters autonomously. It is a

further advancement on the inflationary differential evolution algorithm (IDEA)

which only uses a single population and requires the parameters to be chosen by

the programmer [123].

When a minimum has been found the monotonic basin hopping (MBH) [124]

method generates a new point within the neighbourhood of this minimum (where

the neighbourhood is defined as 2∆). A local search is performed from this point

and if the minimum found is better than the previous one it is chosen and a new

point generated in its neighbourhood, and so on. If no better points are found for

nsamples then a restart can be performed. The parameter ∆ needs to be chosen

carefully, if too small the local search will be unable to escape the current basin,

and if too large it would become a random search.

IDEA uses MBH when the population contracts within a radius defined as

the contraction limit (a parameter to be defined), when the population reaches

this limit it is unlikely to be able to escape and search elsewhere in the design

space, hence the need for a restart. Instead of using a local search within MBH

it uses differential evolution. Additionally, to improve convergence it runs a local
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optimisation routine at the converged point to ensure it is truly a local minimum,

before using MBH to basin hop. Figure 8.21 demonstrates this.

Figure 8.21: Description of the Inflationary Differential Evolution algorithm

(IDEA)

MP-AIDEA adapted IDEA to adjust the main parameters (crossover

probability CR, differential weight F , local restart bubble δlocal, and the number

of local restarts nLR) autonomously. This makes the algorithm easier to apply

to different problems. For full details of the algorithm refer to [96]. To adapt

the values of δlocal and nLR the restart of the population needs to be evaluated,

therefore, multiple populations are used and evolved in parallel. The parameter

nLR is removed in this algorithm and a procedure to decide whether a local or

global restart should be run is implemented instead. Figure 8.22 demonstrates

the algorithm.

Figure 8.22: Description of the Multi-Population Adaptive Inflationary

Differential Evolution algorithm (MP-AIDEA)

8.4.3 Possible Routes to Minimising the Objective

Function

There are various approaches to determine the parameters in the model. One

way is by hand as in Goldstein et al[62], but here we use the following methods:
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Method 1: optimise the acoustic model to find the 4 parameters.

Method 2: optimise the R22 model to find a1 and hand-tune the other 3

parameters for acoustic predictions.

Method 3: optimise the R22 model to find a1, and optimise the acoustic

model to find the other 3 parameters.

Table 8.2 sets out the optimisation problem which is to be solved for each

method, where the objective functions JA, JR were defined in (8.4.4).

Table 8.2: Optimisation problem statement for each method.

Method 1 Method 2 Method 3

Acoustics R22 Acoustics R22 Acoustics R22

Objective function JA(x,ψ) = 0 - - JR(x,ψ) = 0 JA(x,ψ) = 0 JR(x,ψ) = 0

State parameters (ψ) Ma, θ, ϕ - - x/D, y/D Ma, θ, ϕ x/D, y/D

Design parameters (x) a1, l2, l3, τ0 - - a1 l2, l3, τ0 a1

Constraints g1 - - g2 g3 g2

There are no equality or inequality constraints for this problem, only side

constraints which were chosen to be:

g1 : 0 < a1 < 1, 0 < l2 < 5, 1 < l3 < 10, 1 < τ0 < 10

g2 : 0 < a1 < 1

g3 : 0 < l2 < 5, 1 < l3 < 10, 1 < τ0 < 10

(8.4.7)

The acoustic spectrum results using these methods will be compared to

experimental results from [57] for three acoustic Mach numbersMa = 0.5, 0.7, 0.9

above the plate where ϕ = 90, and at the far field angle θ = 90 where jet surface

interaction is greatest.

We also compare the R22 model using the values found for a1 against

experimental data from Bridges [74] at y/D = 6, r/D = 0.5, i.e. at the end of

the potential core on the shear layer.

To reduce the time taken in optimisation, for each acoustic Mach number 30

points were chosen from the experimental acoustic data. The acoustic model was

then run for each of these points to calculate the objective function. The points

chosen from the experimental data can be seen in Figure 8.23.
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We compare the results from three optimisation routines: the multi-population

adaptive inflationary differential evolution algorithm (MP-AIDEA), particle

swarm optimisation (PSO), and multi-start. The multi-start and particle

swarm optimisation optimisations were done using the in-built Matlab routines.

Multi-start was carried out using 500 starting points.

(a) (b)

(c)

Figure 8.23: Chosen points from experimental data to calculate the objective

function (a) Ma = 0.9 (b) Ma = 0.7 (c) Ma = 0.5

8.4.4 Results and Discussion

Since the optimisation routines are stochastic, we ran them several times for

Ma = 0.9, θ = 90 to see if they consistently converged. Figure 8.24 shows

the variance of parameters found using particle swarm optimisation. Likewise,

Figures 8.25 and 8.26 show the variance of parameters for MP-AIDEA and

Multi-Start respectively. The range of objective function values corresponding
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to these parameters obtained from each routine are then shown in Figure 8.27.

(a) (b)

(c) (d)

Figure 8.24: Parameter variance across 10 runs of PSO (a) l2 (b) l3 (c) τ0 (d) a1

Tables 8.3,8.4, and 8.5 compare the parameters found through each method

and optimisation routine, the resulting objective function value (fval) and the

time taken for the optimisation routine to run.

Figure 8.28 compares the acoustic spectrum for methods 1 and 3 using

each optimisation routine. Then in Figures 8.29 and 8.30 we compare the

acoustic spectrum for methods 1, 2, and 3 using the evolutionary algorithms and

Multi-start respectively.

Method 1 was used to find the four parameters through optimisation of our

acoustic model against the experimental data in Goldstein et al[62]. Figure 8.28

shows that the predictions are particularly good for Ma = 0.7, and Ma = 0.9

for all optimisation routines. For Ma=0.5 multi-start gives a poorer prediction

due to the change in l3 which affects low frequency roll-off. From this figure, it is

shown that MP-AIDEA and PSO give more or less the same acoustic predictions
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(a) (b)

(c) (d)

Figure 8.25: Parameter variance across 10 runs of MP-AIDEA (a) l2 (b) l3 (c) τ0

(d) a1

Table 8.3: Ma = 0.9, θ = 90: Comparison of parameters found from the

optimisation methods.

Ma = 0.9, θ = 90

Method 1 Method 2 Method 3

MP-AIDEA Multi-Start PSO Hand-Tuned MP-AIDEA Multi-Start PSO

a1 0.52 0.56 0.54 0.85 0.85 0.85 0.85

l2 0.89 0.82 0.89 0.55 0.68 0.57 0.69

l3 1.22 2.37 1.16 5.00 1.12 9.19 1.07

τ0 3.54 4.35 3.55 5.00 4.08 5.48 4.08

fval 9.21 9.73 9.20 11.36 9.97 10.48 9.96

Time (s) 9,501 5,684 14,921 - 7,075 4,450 7,393
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(a) (b)

(c) (d)

Figure 8.26: Parameter variance across 10 runs of Multi-Start (a) l2 (b) l3 (c) τ0

(d) a1

Table 8.4: Ma = 0.7, θ = 90: Comparison of parameters found from the

optimisation methods.

Ma = 0.7, θ = 90

Method 1 Method 2 Method 3

MP-AIDEA Multi-Start PSO Hand-Tuned MP-AIDEA Multi-Start PSO

a1 0.59 0.56 0.60 0.85 0.85 0.85 0.85

l2 1.39 1.14 1.37 0.90 1.05 0.89 1.06

l3 1.02 3.22 1.00 5.00 1.00 2.80 1.00

τ0 3.71 3.73 3.64 5.00 3.75 4.28 3.75

fval 4.91 5.15 4.18 5.70 4.27 5.12 4.26

Time (s) 9,596 5,841 8,944 - 7,183 4,610 7,264
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(a) (b)

(c)

Figure 8.27: Objective function value range across 10 runs (a) PSO (b)

MP-AIDEA (c) Multi-Start

Table 8.5: Ma = 0.5, θ = 90: Comparison of parameters found from the

optimisation methods.

Ma = 0.5, θ = 90

Method 1 Method 2 Method 3

MP-AIDEA Multi-Start PSO Hand-Tuned MP-AIDEA Multi-Start PSO

a1 0.01 0.10 0.00 0.85 0.85 0.85 0.85

l2 2.52 2.18 2.57 1.30 1.51 1.30 1.49

l3 1.01 1.01 1.00 5.00 1.00 2.50 1.00

τ0 2.61 2.04 2.69 5.00 3.68 3.52 3.54

fval 14.29 15.47 14.24 20.75 15.68 17.90 15.66

Time (s) 9,538 6,044 7,766 - 7,098 4,700 7,507
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(a) (b)

(c) (d)

(e) (f)

Figure 8.28: Comparison of acoustic predictions using different optimisation

routines for method 1 and 3 at θ = 90
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(a) (b)

(c) (d)

(e) (f)

Figure 8.29: Comparison of the acoustic predictions for methods 1, 2 and 3 using

particle swarm optimisation (PSO) and MP-AIDEA
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(a) (b)

(c)

Figure 8.30: Comparison of the acoustic predictions for methods 1, 2 and 3 using

multi-start (a) Ma = 0.9 (b) Ma = 0.7 (c) Ma = 0.5
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for all acoustic Mach numbers.

However, the turbulence correlation function R22 that we use is a function of

a1: R22 ∼ (1−a1τ)e−τand the values for a1 that were found from this method for

each optimisation routine do not give a good representation of R22, as shown in

Figure 8.31. The initial decay is too slow and there is little to no anti-correlation

region, this is particularly the case for Ma = 0.5. Note, that we have allowed

τUc/D → 10 to show where the model goes to zero, there is no turbulence data

at these locations most likely due to measurement difficulties.

In methods 2 and 3, we optimised the R22 model separately against

experimental data from Bridges (y/D = 6, r/D = 0.5)[74]. This means that the

anti-correlation region is represented and the initial decay is steeper, as shown

in Figure 8.31 for methods 2 and 3. Only the initial de-correlation is of interest,

therefore we have used a simple model for R22. A different model could be used

to capture the oscillations but this would make the acoustic model much more

complicated (as shown in the previous section) and have no improvement on the

acoustic spectrum predictions.

For method 3 we use the this R22 optimised value a1 (0.85) in the acoustic

model and then optimise the other parameters against the acoustic data to find

the best prediction. This allows us to find the optimal predictions for the acoustic

spectrum while also having a good representation of the turbulence structure. It

results in slightly poorer acoustic predictions, with the exception of Multi-start

for Ma = 0.7, as noted in Tables 8.3, 8.4, and 8.5. However, Figure 8.28 shows

that they still give very good predictions for the level of accuracy that we require.

Since this method also allows R22 to be better represented, overall it is deemed

to be better than method 1.

In method 2, we also use this value (a1 = 0.85) in the acoustic model and

hand tune the other parameters to find the best prediction. We aimed to find

one set of parameters for all acoustic Mach numbers. However, it was found that

due to the level shift in the acoustic spectrum, one parameter (l2) must change

for each Mach number. As this method did not require different optimisation

routines, the results are included in Figures 8.29, and 8.30 and are identical in

each. We can see that the predictions are similar to methods 1 and 3. However,

hand tuning these parameters is not ideal as it relies on human judgement as to

what is a ‘good’ prediction.
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(a) (b)

(c)

Figure 8.31: Comparison of R22 for different optimisation methods and routines

(a) Ma = 0.9 (b) Ma = 0.7 (c) Ma = 0.5
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It is easy to see in Figures 8.29 and 8.30 that the three methods of

optimisation give similar acoustic predictions for all optimisation routines, with

only Multi-start giving a noticeable change in prediction for Ma = 0.5. Note

that from Figure 8.27 only PSO and MP-AIDEA consistently converged to a

minimum objective function value (fval = 9.2), Multi-start displayed a more

widely varying value, possibly due to the number of starting points chosen (500).

Figure 8.26 shows that the parameters found for Multi-start also vary widely

on each run of the routine, hence it is less likely that acoustic predictions found

using multi-start are optimal. On the other hand, Figures 8.24 and 8.25 show

that the parameters found by PSO and MP-AIDEA respectively, only vary

slightly.

We can conclude that our acoustic spectrum model for the trailing-edge noise

problem is ‘parametrically flat’, i.e. the objective function is not noticeably

sensitive to the variation of parameters (l2, l3, a1, τ0) within their specified range.

Both evolutionary optimisation routines that we have used in this paper have

given good results and almost identical predictions. The time taken in optimising

method 1 naturally took longer than method 3 since an extra parameter was being

found. In general, it was found that method 1 was faster using particle swarm

optimisation, however method 3 was faster using MP-AIDEA. However, for the

number of starting points that was chosen, multi-start was fastest of all, and

since the objective function value was still smaller than method 2, if there was a

time constraint which restricted the use of evolutionary algorithms, it would be

worthwhile to use Multi-start rather than hand-tuning the problem.

8.5 Robustness of Model at Off-design Conditions

The previous section discussed the optimisation of parameters for a fixed plate

at the location which produces peak edge noise (on the shear layer at the end

of the potential core). In this section we discuss the robustness of the model

at off-design conditions (i.e. at different vertical plate locations h). Figure 8.32

shows the variation of experimental data depending on the plate location. It is

clear that as the plate moves away from the jet axis the edge noise decreases until

it reaches the point where jet noise dominates and it is negligible. Likewise as the

plate edge moves closer to the nozzle edge noise also decreases until negligible.
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(a) (b)

Figure 8.32: Ma = 0.9, θ = 90: Variation of experimental edge noise (a) with yte

(b) with h

Figure 8.33 uses the model parameters from the previous section (referred to as

the 2021 Model) and compares the acoustic predictions with experiment varying

h. Since the model parameters were optimised for h = 1 those predictions are

good, however it is clear that the model under/over predicts the acoustic spectrum

if the plate is located closer to/further from the jet centerline respectively. In this

section we look at optimising extra parameters (κ, κ1 from the meanflow, and µ

from the amplitude function) to see if the model can work for other plate locations.

To understand the individual effects of parameters in the acoustic model,

Figure 8.34 shows a design of experiments. We see the main effect of κ, κ1 is to

change the broadband amplitude of the acoustic predictions, µ also changes the

amplitude but has a greater impact on the high frequencies, and τ0 has an effect

on amplitude but its most important feature is that it moves the peak noise to

different frequencies. Based on experiments, we expect modifying κ, κ1, τ0 to have

the largest impact to obtain more accurate predictions, since we need to move

the peak frequency and adjust the amplitude for h ̸= 1.

We also modified the meanflow profile by including an additional parameter

h0:

U(u) =

 Ud(1− e−κ(u−h0)
2−κ1(u−h0)4) u < h0

0 u ≥ h0
(8.5.1)

this allows the core region (i.e. where U(u) = 0) to increase as |h0| increases as
shown in Figure 8.35. It should be noted that the meanflow profile in (8.5.1) is

identical to that of the 2021 model if h0 = 0.
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(a) (b)

(c)

Figure 8.33: Ma = 0.9, θ = 90: Acoustic predictions using the 2021 Model for

different h values (a) h = 0.5 (b) h = 1 (c) h = 1.5

(a) (b)

(c)

Figure 8.34: Design of Experiments varying (a) κ, κ1, (b) τ0, (c) µ
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Figure 8.35: Meanflow profile modifying h0 (κ = κ1 = 0.5)

To investigate the universality of parameters across plate location we look at

several different optimisation routes where we optimise certain parameters while

keeping others fixed. These routes are summarised in Figure 8.36.

Figure 8.36: Different routes to optimisation of meanflow parameters, when

parameters are not optimised they are kept at their 2021 values (κ = κ1 =

0.5, h0 = 0, µ = 5)[99]

Figure 8.37 compares the acoustic spectrum obtained from each model for

Ma = 0.9, θ = 90 at different vertical plate locations h. It is easy to see that when

the plate is close to the nozzle every model gives good acoustic predictions. It is

only when the plate is further away that the different models give varying levels

of accurate predictions. This is particularly the case for Ma = 0.9 at h = 2.5,
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however it should also be noted that for this degree of vertical separation the

edge noise is near negligible in comparison to jet noise. Therefore, based on these

acoustic predictions, models 1-3 seem to give the best results across the range of

plate locations, this indicates the importance of the κ, κ1 meanflow parameters

which were not optimised in the 2021 model [99]. The objective function error is

compared for models 1-3 in Figure 8.38 and we see for small h ≤ 1.5 (where edge

noise is a significant portion of noise) the models perform similarly, with model

3 being slightly better, however at large h, model 3 is significantly better. Since,

ideally it is preferred to have as few free parameters as possible, model 1 should

be chosen as the best model.

(a) (b)

(c) (d)

Figure 8.37: Compare models for an optimised acoustic spectrum for Ma =

0.9, θ = 90 at (a) h = 0.5, (b) h = 1, (c) h = 1.5, (d) h = 2.5

Figure 8.39 compares the optimised parameters from models 1-5 and the 2021

model for different plate locations h atMa = 0.9, θ = 90. Note that for h = 0.5, 1

the optimised parameters vary across the models, but as we have already shown in

Figure 8.37 the acoustic spectrum remains more-or-less constant across models

for low h. This is further proof of a flat objective function; a large range of

parameter values can result in good acoustic predictions.
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Figure 8.38: Comparison of objective function error from models 1-3 for Ma =

0.9, θ = 90 (smaller error = better acoustic prediction)

(a) (b)

(c)

Figure 8.39: Compare optimised parameters from models 1-5 for Ma = 0.9, θ =

90 at (a) h = 0.5, (b) h = 1, (c) h = 1.5
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Figure 8.40 compare the optimised parameters at different plate locations

for models 1-3 for Ma = 0.9. This shows that the optimisation varies different

parameters to achieve the correct acoustic spectrum, there does not appear to

be a consistent change of parameters as h increases. However, since the previous

figures showed there were different parameter choices to obtain good predictions,

it is likely that there is a balance of parameters.

It is important to note that the optimisation for all models in this

section is to optimise meanflow parameters, this is required due to the lack

of experimental/computational meanflow data at different vertical plate

locations. Since we cannot use a physical meanflow profile we instead

use optimisation to choose meanflow parameters that give correct acoustic

predictions. Unfortunately, this means that although the acoustics are physical

and react accordingly (smaller h gives larger sound), the meanflow may or

may not be physical. If computational/experimental data for the meanflow is

available in the future, it would allow a physical meanflow profile to be used in

the model and remove the need for these optimised scales.
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(a) (b)

(c)

Figure 8.40: Compare optimised parameters for varying h for Ma = 0.9, θ = 90

using (a) Model 1, (b) Model 2, (c) Model 3
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8.6 Summary

Aeroacoustic models for turbulence interaction problems will always require a set

of parameters that define the rate of temporal and spatial decorrelation. For the

trailing-edge noise problem the acoustic spectrum (8.1.57) is proportional to the

Fourier transform of the streamwise-independent transverse velocity correlation

function, R22(ṽ − u, ṽ − v;ω). In this chapter we extended the model for R22 to

include a term which enabled an anti-correlation region to be represented resulting

in a more faithful representation of the turbulence structure than in Goldstein et

al [62] which improved acoustic predictions.

The Fourier transform of R22 depends on O(1) parameters (l2, l3, a1, τ0, κ,

κ1, µ, h0). These parameters can be chosen by hand-tuning, however this will

not result in a ‘mathematically‘ optimal choice of parameters, and could result

in under/over prediction of the acoustic spectrum. It also adds to the time taken

in assessing its predictive capability.

In this chapter we also highlighted how optimisation routines, both

evolutionary and non-evolutionary, can be used to determine what the optimal

parameters are, resulting in slightly better acoustic predictions.

To find acoustic predictions across a range of Mach number at a fixed plate

location we found only l2 needed to change, and since this decreases linearly as the

Mach number increases it can be found for any Mach number without the need for

optimisation showing that the model is robust at a fixed plate location. However,

we found that varying the vertical plate location does require an optimisation of

meanflow scales due to a lack of experimental/computational meanflow data. For

the model to be more predictive at arbitrary h, this data is required, and could

be a subject for future research.

Now that we have investigated both jet noise and edge noise, in the next

chapter we will combine them both and look at the installation effects.
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Chapter 9

Installation Noise

So far in this thesis we have obtained acoustic predictions for both jet noise and

edge noise for several jets. This chapter combines these predictions to obtain the

installation noise. Figure 9.1 shows a pictorial representation of the different jet

and edge noise sources.

Figure 9.1: Pictorial representation of noise sources involved in the total

installation noise

Installation noise is therefore a combination of three terms; in words this is:

Installation Noise = Edge Noise + Jet Noise + Coupling (9.0.1)

where the coupling terms refer to the statistical interaction between the jet and

edge noise components. The main assumption we make is that the coupling terms

are negligible and we can simply say that the installation noise is formed from

the addition of the jet and edge noise. Since we only considered cold jets for the
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edge noise problem, here we only look at the installation noise for cold jets SP03

and SP07.

9.1 Predictions

Figure 9.2 shows the predicted installation noise for the isothermal jets at several

far field angles. These angles were chosen since edge noise is largest at the sideline

area. It is evident from comparison with Chapters 7 and 8 that these predictions

are dominated by the edge noise and jet noise is negligible in comparison, which

is to be expected at these angles.

The overall sound pressure level was calculated for edge noise, and then

installation noise as shown in Figures 9.3 and 9.4 respectively. These figures also

show that edge noise is the dominant noise source at these angles. We also see

that the predictions using our hybrid model are within 2dB of the experimental

data at the angles considered.
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(a) (b)

(c) (d)

(e) (f)

Figure 9.2: Installation noise predictions compared against experiment for (a,c,e)

SP03 (b,d,f) SP07
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(a) (b)

(c)

Figure 9.3: OASPL for edge noise for (a) Ma = 0.5 (b) Ma = 0.7 (c) Ma = 0.9

(a) (b)

Figure 9.4: OASPL for installation noise for (a) SP03 (b) SP07
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Chapter 10

Conclusions and Future Work

10.1 Conclusions

The main research aims of this PhD were to investigate the turbulence statistics

for a range of subsonic jets considering the effect of acoustic Mach number and

jet temperature ratio. We stated in Chapter 2 (p.17) that our work in this thesis

seeks to reduce the uncertainty regarding the source term construction within the

acoustic analogy approach. We conducted a formal assessment of the contribution

of the individual correlation function terms in the source structure given by Afsar

et al [27] repeated here in (4.3.29)-(4.3.31). This assessment was performed using

a first of its kind spectral (i.e. space-time Fourier transforms) analysis using an

LES database of 4 axisymmetric jets to quantify the amplitude and spectral decay

rates of the correlation functions.

To simplify the formula we considered universality of length scales within

the turbulence correlation functions (analytical formula (6.1.23)) asking whether

these could be used to obtain a universal spectral tensor and universal acoustic

predictions. Lastly, we investigated whether jet surface interaction noise could

be better predicted using a more faithful representation of the turbulence. Here

we will summarise some of our main results:

Effect of Mach number and jet temperature ratio

• Increasing the acoustic Mach number also increased the jet noise across all

frequencies and far field angles (see Figures 7.13, 7.14);

• Heating the jet at a constant acoustic Mach number resulted in a reduction
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of the jet noise for most far field angles and frequencies (maximum reduction

of 2− 4dB at θ = 30 for Ma = 0.5, 0.9 respectively).

Our results for the SPL and OASPL of the low speed Ma = 0.5 do not agree

with experimental results where it is expected that heating the jet will increase

the jet noise. This is likely due to the acoustic predictions from the heated SP42

jet being under-predicted. Interestingly, for the Ma = 0.9 jets we found that

heating the jet increases the noise slightly at the sideline positions (θ > 70
◦
).

Approximations to the spectral tensor

• Axisymmetry approximations were found to be appropriate for our LES

jets and therefore the representations of the starting equation (4.3.25) to

the AGF [27] formula, repeated here at (4.3.29)-(4.3.31) could be used;

• The spectral tensor could be simplified by neglecting the invariant terms

within the Φ∗
νjµl formulation, and approximating R1122 = R2211, this is

shown in Figures 7.3-7.6;

• Evolutionary optimisation could be used to find the optimum parameters

that govern the spatial/temporal rate of decay of turbulence correlation

functions.

We formulated the spectral tensor using an analytical model (6.1.19) informed

by LES for the lengthscales and anti-correlation parameter a1. This model has

been used previously in [67] however the lengthscale parameters (c0, c1, c2) were

hand chosen in that paper to fit the acoustic predictions. In this thesis we optimise

the lengthscales and a1 against the now full turbulence data from the LES using

an evolutionary algorithm described in Section 8.4.2 to obtain a more accurate

model of the turbulence data for each correlation function and each jet as shown

in Figures 5.10-5.13. This reduced the time taken for model determination since

we do not rely on any hand-tuning. Using this model we also showed that we can

take k̃T = 0 in (6.1.19) since it has negligible impact on the spectral tensor and

the acoustic predictions as shown in Figures 6.15, 6.16, 7.9-7.12. We also found

from these figures that for both heated jets setting a1 = 0 also had negligible

impact on the spectral tensor and acoustic predictions, however this parameter

remains important for isothermal jets as it affects the high frequency decay.
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Universality

One of the main questions we posed in this thesis was whether there existed

universality in the turbulence length scale parameters for jet noise prediction?

We discovered:

• It is not possible to have a ‘universal correlation function’ because the

spatial decay is dependant on correlation function, as shown in Figures

5.14-5.16;

• There is universality across acoustic Mach number for all correlation

functions;

• There is not universality across jet temperature ratio for some correlation

functions.

Although we found that universality did not exist across temperature ratio

for some correlation functions, we did find that the peak noise (θ = 30
◦
, St = 0.2)

could in fact be captured by such universal length scales across temperature and

Mach number as shown in Figures 7.15-7.18. So if only the peak noise is desired,

the length scales in Table 5.8 could give a reasonable estimation for any subsonic

jet (between Ma = 0.5− 0.9) at any temperature ratio (between TR = 1− 2.7).

Jet surface interaction

• By including the anti-correlation parameter (a1) in the turbulence model

for R22 (see (8.4.3)) it was possible to obtain both a better representation

of the turbulence, and better acoustic predictions as shown in Figures 8.29

and 8.31;

• Evolutionary optimisation can be used to find the optimal turbulence and

acoustic parameters for agreement with turbulence and acoustic data;

• The acoustic model can be used for different vertical plate locations when

parameters governing the meanflow profile are optimised for acoustic

predictions.

We also investigated various optimisation algorithms to find the optimal

parameters and found MP-AIDEA gave the optimum results in the shortest
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time. However, it was also noted that a non-evolutionary algorithm, multistart,

could also be used if time was a limiting factor since it is roughly two times

faster and still gives more optimal results compared to hand-tuning.

When using the acoustic model for different vertical plate locations it was

necessary to modify the meanflow profile. In the absence of experimental/

computational meanflow data we instead allow the meanflow to change by

including the meanflow parameters within the acoustic optimisation.

10.2 Future Work

Acoustic modelling will always require parameters which govern the rate of

spatial/temporal decay and anti-correlation of the turbulence. In this thesis

we have obtained these parameters through mathematical optimisation of an

analytical turbulence model against the LES turbulence data. In doing so we

have made several assumptions such as the functional form itself and that the

lengthscales ci and convective velocity Uc are constant, all of which could be

checked in future work.

We also assumed that the meanflow is parallel which allowed us to simplify

the Green’s function solution. Future work therefore could consider a non-parallel

flow which could result in better acoustic predictions at θ = 30
◦
.

As noted in Chapter 7, our acoustic predictions tend to under-predict the high

frequencies. This could be due to our assumption that the length scales do not

depend on frequency. Therefore, another consideration for future work is to look

at frequency dependent length scales and see if the acoustic spectrum is better

captured at the high frequencies.

In Chapter 8, we noted that when using the acoustic model for various vertical

plate locations it was necessary to optimise the meanflow parameters for each

location. This was to enable a change in meanflow profile which will occur

when the plate is moved, however due to the lack of experimental/computational

meanflow data it is uncertain as to how it will change. Therefore, future work

could involve obtaining this data and implementing it into the model to remove

the need for this optimisation which will increase the generality of the model and

improve the predictive capability.

In our unified model we have assumed that the coupling terms between jet
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noise and edge noise can be neglected, so future work can further investigate the

coupling terms. Additionally, we have only considered edge noise for cold jets, so

it would be interesting to check if heating has an effect on edge noise.

Currently the workflow for calculating the jet noise predictions is complicated

and somewhat disjointed with several codes to calculate correlations, spectral

tensors and propagators separately, which are finally combined to calculate the

acoustic predictions. To improve ease of use and potentially have industrial

applications it would be useful to merge the codes and simplify the input

parameters to reduce the skill required to operate it. Since we have found

universality in the turbulence correlation scales, this could allow a simplified tool

to be created.

The hope is that the work we have conducted in this thesis will lay the

foundation for any such future study.
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Appendix A

Goldstein’s Acoustic Analogy

2002

A.1 Derivation

Goldstein split the fluid variables in (3.1.2)-(3.1.4) into a ‘base’ component and

a fluctuating component, i.e. p = p̄ + p′, ρ = ρ̄ + ρ′, h0 = h̃0 + h′0, vi = ṽi + v′,

where the overbar denotes time averaging, i.e.

p =
1

2T
lim
T→∞

ˆ T

−T
p(y, τ)dτ

and the tilde denotes Favre averaging, i.e. ṽi = ρvi/ρ.

The time averaged Euler equations are derived in [85] and given by:

∂

∂yj
(ρṽj) = 0 (A.1.1)

∂

∂yj
(ρṽjvi) +

∂p̄

∂yi
=
∂T̃ij
∂yj

i = 1, ..3 (A.1.2)

∂

∂yj
(ρṽjh̃0) =

1

2

∂

∂yj
(vjT̃kk) +

∂H̃j

∂yj
(A.1.3)

where T̃ij = −ρ(̃v′iv′j) and H̃j = H̃j = ρ(̃v′jh
′
0).

These time averaged equations can then be subtracted from the original Euler

equations as was done by Goldstein (2002)[125].
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A.1.1 Mass Equation

∂

∂τ
(ρ̄+ ρ′) =

∂

∂yj
(ρ̄+ ρ′)(ṽj + v′j)−

∂

∂yj
(ρṽj) = 0 (A.1.4)

Clearly ∂ρ̄/∂τ = 0, hence this equation simplifies to:

∂ρ′

∂τ
+

∂

∂yj
(ρ′ṽj + ρv′j) = 0 (A.1.5)

Goldstein (2002) introduced a nonlinear variable uj which represents the

momentum fluctuation, i.e. uj = ρv′j, this leads to the equation:

∂ρ′

∂τ
+

∂

∂yj
(ρ′ṽj + uj) = 0 (A.1.6)

A.1.2 Momentum Equation

Likewise, subtracting the time averaged momentum equations from the full Euler

equation gives:

∂

∂τ
(ρ̄+ ρ′)(ṽi + v′i) +

∂

∂yj
(ρ̄+ ρ′)(ṽi + v′i)(ṽj + v′j) +

∂

∂yj
(p̄+ p′)

− ∂

∂yj
(ρṽjvi)−

∂p̄

∂yj
= −∂T̃ij

∂yj
i = 1, ..3

(A.1.7)

which simplifies to

∂

∂τ
(ui + ρ′ṽi) +

∂

∂yj
(uiṽj + ρ′ṽjvi + uj ṽi + δijp

′) =
∂T ′

ij

∂yj
i = 1, ..3 (A.1.8)

where T ′
ij = −(ρv′iv

′
j − ρ̄ṽ′iv

′
j)

Goldstein (2002) then introduced a tensor τ̃ij = δij p̄ + ρ̄ṽ′iv
′
j. Then using the

time averaged momentum equation (A.1.2) the spatial derivative is:

∂

∂yj
ρ̄ṽiṽj = − ∂

∂yj
τ̃ij (A.1.9)

Then using the time averaged continuity equation (A.1.1) this reduces to:

ṽj
∂ṽi
∂yj

= −1

ρ̄

∂τ̃ij
∂yj

(A.1.10)

The red terms in (A.1.8) can be rewritten as:

ṽi

[∂ρ′
∂τ

+
∂uj
∂yj

+
∂

∂yj
ρ′ṽj

]
+ uj

∂ṽi
∂yj

+ ρ′ṽj
∂ṽi
∂yj

(A.1.11)
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where the square brackets are equal to zero using (A.1.6), and the last term can

be rewritten using (A.1.10) resulting in:

−ρ
′

ρ̄

∂τ̃ij
∂yj

+ uj
∂ṽi
∂yj

(A.1.12)

which gives the final result for the momentum equation:

∂ui
∂τ

+
∂

∂yj
(uiṽj) +

∂p′

∂yi
+ uj

∂ṽi
∂yj

−
(
ρ′

ρ̄

)
∂τ̃ij
∂yj

=
∂T ′

ij

∂yj
i = 1, ..3. (A.1.13)

A.1.3 Energy Equation

Similarly we subtract the time averaged energy equation from the full energy

equation. The stagnation enthalpy is expanded as h0 = h + v2/2, which after

splitting variables into their base flow + fluctuating components becomes h0 =

h̃ + h′ + (ṽi + v′i)
2/2. Therefore we can say h0 = h̃0 + h′0, where h̃0 = h̃ + ṽ2i /2

and h′0 = h′ + ṽiv
′
i + v′2i /2. So the energy equation is:

∂

∂τ

[
(ρ̄+ ρ′)(h̃+ h′)− (p̄+ p′)

]
+

1

2

∂

∂τ
(ρ̄+ ρ′)(ṽj + v′j)

2 +
∂

∂yj
(ρ̄+ ρ′)(ṽi + v′i)(h̃+ h′)

+
1

2

∂

∂yj
(ρ̄+ ρ′)(ṽj + v′j)(ṽi + v′i)

2 − ∂

∂yj
(ρṽjh̃0)

=
1

2

∂

∂yj
(vjT̃kk)−

∂H̃j

∂yj

(A.1.14)

This equation is simplified to:

∂

∂τ

[
ρ′h̃+ ρh′ +

1

2
ρ′ṽ2 + uiṽi − p′

]
+

∂

∂yj

[
(ρ′h̃+ ρh′)ṽj +

1

2
ρ′ṽj ṽ

2 + uiṽiṽj + ujh̃0

]
=

1

2

∂T ′
kk

∂τ
+

1

2

∂

∂yj
(vjT̃kk) +

∂H̃j

∂yj

(A.1.15)

where H̃j = −(ρv′jh
′
0 − ρ̄ṽ′jh

′
0). The red term can be expanded:

ρ′h̃+ ρh′ = ρ′h̃+ (ρ̄+ ρ′)(h− h̃)

= ρh− ρ̄h̃

= ρh− ρh

(A.1.16)
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Then using the perfect gas assumption p = ρRT , h = cPT , ρh = γ
γ−1

p, therefore:

ρ′h̃+ ρh′ =
γp

γ − 1
− γ

γ − 1
p =

γ

γ − 1
p′ (A.1.17)

Therefore, (A.1.15) can be written as:

∂

∂τ

[
p′

γ − 1
+

1

2
ρ′ṽ2 + uiṽi

]
+

∂

∂yj

[
γ

γ − 1
p′ṽj +

1

2
ρ′ṽj ṽ

2 + uiṽiṽj + ujh̃0

]
=

1

2

∂T ′
kk

∂τ
+

1

2

∂

∂yj
(ṽjT

′
kk) +

∂H ′
j

∂yj

(A.1.18)

To simplify the equation further we replace h̃0 by its definition and split

γp′ṽj/(γ − 1) = p′ṽj/(γ − 1) + p′ṽj. This leads to the LHS of the equation

becoming:

1

γ − 1

∂p′

∂τ
+

1

γ − 1

∂

∂yj
(p′ṽj) +

∂

∂yj
(ujh̃)︸ ︷︷ ︸

term 1

+
∂

∂τ

[
1

2
ρ′ṽ2 + uiṽi

]
+

∂

∂yj

[
p′ṽj +

1

2
ρ′ṽj ṽ

2 + uiṽiṽj + uj
1

2
ṽ2
]

︸ ︷︷ ︸
term 2

(A.1.19)

Then term 2 can be further simplified by looking first at the red terms and

using the definition of τ̃ij:

∂

∂τ
(uiṽi) +

∂

∂yj
(uiṽiṽj) = ṽi

∂ui
∂τ

+
∂

∂yj
(uiṽiṽj)

= ṽi
∂ui
∂τ

+ uiṽj
∂ṽi
∂yj

+ ṽi
∂

∂yj
(uiṽj)

= ṽi
∂ui
∂τ

+ ṽi
∂

∂yj
(uiṽj)−

ui
ρ̄

∂τ ′ij
∂yj

(A.1.20)

Therefore the second term becomes:

term 2 = p′
∂ṽj
∂yj

− ui
ρ̄

∂τ ′ij
∂yj

+

+

{
∂

∂τ

[
1

2
ρ′ṽ2

]
+

∂

∂yj

[
1

2
ρ′ṽj ṽ

2 + uj
1

2
ṽ2
]
+ ṽi

∂ui
∂τ

+ ṽi
∂

∂yj
(uiṽj) + ṽj

∂p′

∂yj

}
(A.1.21)
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when we have also expanded the ∂(p′ṽj)/∂yj term. The red term can be written

as:

1

2

∂

∂τ
(ρ′ṽ2)+

1

2

∂

∂yj
(ρ′ṽj ṽ

2+uj ṽ
2) =

1

2
ṽ2
[∂ρ′
∂τ

+
∂

∂yj
(ρ′ṽj) +

∂uj
∂yj

]
︸ ︷︷ ︸

=0

+ρ′ṽj ṽi
∂ṽi
∂yj

+uj ṽi
∂ṽi
∂yj

The term in square brackets is equal to zero from the continuity equation (A.1.6).

Again, we use τ̃ij to replace ρ′ṽj ṽi∂ṽi/∂yj. Inserting this back into the curly

brackets gives:{
ṽi
∂ui
∂τ

+ ṽi
∂

∂yj
(uiṽj) + ṽi

∂p′

∂yi
− ṽi(

ρ′

ρ̄
)
∂τ ′ij
∂yj

+ uj ṽi
∂ṽi
∂yj

}
(A.1.22)

Note that this is equivalent to ṽi∂T
′
ij/∂j. Hence, term 2 reduces to:

term 2 = p′
∂ṽj
∂yj

− ui
ρ̄

∂τ ′ij
∂yj

+ ṽi
∂T ′

ij

∂yj
(A.1.23)

Inserting both term 1 and 2 back into the energy equation gives:

1

(γ − 1)

∂p′

∂τ
+

1

(γ − 1)

∂

∂yj
(p′ṽj) + p′

∂ṽj
∂yj

+
∂

∂yj
(ujh̃)−

ui
ρ̄

∂τ ′ij
∂yj

= Q′ (A.1.24)

where

Q′ = −ṽj
∂T ′

ij

∂yi
+

1

2
δij
∂T ′

ij

∂τ
+

1

2
δij

∂

∂yk
(ṽkT

′
ij) +

∂H ′
j

∂yj
(A.1.25)

A.1.4 Summary

It is convenient to replace τ̃ij with its definition which gives the final equations

in Goldstein’s acoustic analogy (2002):

∂ρ′

∂τ
+

∂

∂yj
(ρ′ṽj + uj) = 0 (A.1.26)

∂ui
∂τ

+
∂

∂yj
(ṽjuj) +

∂p′

∂yj
+ ũj

∂ṽi
∂yj

+ ρ′ṽk
∂ṽi
∂yk

=
∂T ′

ij

∂yj
i = 1, 2, 3. (A.1.27)

1

(γ − 1)

∂p′

∂τ
+

1

(γ − 1)

∂

∂yj
(p′ṽj) + p′

∂ṽj
∂yj

+
∂

∂ yj
(ujh̃) + uiṽk

∂ṽi
∂yk

= Q′ (A.1.28)

Now we have a set of differential equations which have a linear operator acting

on the fluid variables, meaning that they can be solved using Green’s theorem.
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A.2 Standard Solution to a Sturm-Liouville

Problem

A Sturm-Liouville problem is of the form:

d

dr

[
P (r; k1, ω)r

d

dr

]
G

(m)
0 (r|R; k1, ω) + rQ(r; k1, ω)G

(m)
0 (r|R; k1, ω) = −δ(R− r)

(A.2.1)

Now, by properties of the delta function the right hand side of this equation is

zero when r ̸= R, and can therefore be written as:

L
(m)
0

[
G

(m)
0 (r|R;ω)

]
= 0 (A.2.2)

There will be two independent solutions for this equation, which we can define as

v1(r), v2(r). Since these are linearly independent we can define two new variables

(w1, w2) which are a combination of them, where w1 satisfies the boundary

conditions for r < R and w2 satisfies the boundary conditions for r > R.

w1(r) = C1v1(r) + C2v2(r)

w2(r) = C3v1(r) + C4v2(r)
(A.2.3)

However, the Green’s function must also be continuous across r = R, therefore it

is defined as:

G
(m)
0 (r|R) =

w1(r)w2(R) r < R

w2(r)w1(R) r > R
(A.2.4)

Now, look at the jump in the derivative of G
(m)
0 :

∆G
(m)
0,r (r|R; k1, ω) = lim

ϵ→0

[
G

(m)
0,r (R + ϵ|R; k1, ω)−G

(m)
0,r (R− ϵ|R; k1, ω)

]
= lim

ϵ→0

[
w1(R)w2,r(R + ϵ)− w2(R)w1,r(R− ϵ)

]
= w1(R)w2,r(R)− w2(R)w1,r(R)

= W (w1, w2)|R

(A.2.5)

when the subscript r denotes a derivative with respect to r, and W (w1, w2) is the

Wronskian. Appendix A.2.2 shows that the jump must be ∆G
(m)
0,r = −1/(P (R)R).

Therefore we define the invariant J(w1, w2):

J(w1, w2) = −P (r; k1, ω)rW (w1, w2)|r (A.2.6)
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Note, that by Abel’s Theorem (shown in Appendix A.2.3), J(w1, w2) is

independent of r and can be evaluated anywhere along the radial axis, we

evaluate at r = R for convenience. Therefore, we can define the Green’s function

solutions to be:

G
(m)
0 (r|R) =


w1(r)w2(R)
J(w1,w2)

r < R

w2(r)w1(R)
J(w1,w2)

r > R
(A.2.7)

which can be written as:

G
(m)
0 (r|R) = w1(r)w2(R)H(R− r) + w2(r)w1(R)H(r −R)

J(w1, w2)
(A.2.8)

A.2.1 Verification of the Solution

This section inserts the solution for G
(m)
0 into the left hand side of (A.2.1) to

verify that it does give the right hand side. First we need the first and second

order derivatives for G
(m)
0 :

G
(m)
0,r (r|R; k1, ω) =

1

J

[
w2(R)

(
w1,r(r)H(R− r) + w1(r)Hr(R− r)

)
+w1(R)

(
w2,r(r)H(r −R) + w2(r)Hr(r −R)

)] (A.2.9)

Since the definition of Hr(r) = δ(r), this can be written as:

G
(m)
0,r (r|R; k1, ω) =

1

J

[
w2(R)

(
w1,r(r)H(R− r)− w1(r)δ(R− r)

)
+w1(R)

(
w2,r(r)H(r −R) + w2(r)δ(r −R)

)] (A.2.10)

and since the Dirac-δ function is even those terms cancel leaving:

G
(m)
0,r (r|R; k1, ω) =

1

J

[
w2(R)w1,r(r)H(R− r) + w1(R)w2,r(r)H(r −R)

]
(A.2.11)

The differentiate again:

G
(m)
0,rr(r|R; k1, ω) =

1

J

[
w2(R)w1,rr(r)H(R− r)− w2(R)w1,rδ(R− r)

+w1(R)w2,rr(r)H(r −R) + w1(R)w2,r(r)δ(r −R)
]

(A.2.12)

Again, using δ(r −R) = δ(R− r) and the definition of the Wronskian gives:

G
(m)
0,rr(r|R; k1, ω) =

1

J

[
w2(R)w1,rr(r)H(R− r) + w1(R)w2,rr(r)H(r −R)

+ δ(R− r)W (w1, w2)R

]
(A.2.13)
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Inserting these derivative into the LHS of (A.2.1), letting P (r) = rP (r) then

gives:

P r(r)G
(m)
0,r (r|R) + P (r)G

(m)
0,rr(r|R) + rQ(r)G

(m)
0 (r|R) =

=
P r(r)

J

[
w2(R)w1,r(r)H(R− r) + w1(R)w2,r(r)H(r −R)

]
+
P (r)

J

[
w2(R)w1,rr(r)H(R− r) + w1(R)w2,rr(r)H(r −R)

+ δ(R− r)W (w1, w2)R

]
+ rQ(r)

[
w2(R)w1(r)H(R− r) + w2(r)w1(R)H(r −R)

]
(A.2.14)

This can be rewritten as

H(R− r)

J
w2(R)

[
P r(r)w1,r + P (r)w1,rr + rQ(r)w1

]
+
H(r −R)

J
w1(R)

[
P r(r)w2,r + P (r)w2,rr + rQ(r)w2

]
+
P (r)r

J
W (w1, w2)δ(R− r)

(A.2.15)

where the first two terms go to zero from the definition of w1, w2. Therefore

inserting J = −P (r)rW (w1, w2) the equation becomes:

P (r)r

−P (r)rW (w1, w2)
W (w1, w2)δ(R− r) = −δ(R− r) (A.2.16)

which is the right hand side of (A.2.1) and therefore confirms that w1, w2 are

solutions to the problem.

A.2.2 Jump in the Green’s Function

The jump in the Green’s function can be derived through integrating the

Sturm-Liouville problem from (A.2.1):

P (r; k1, ω)r
d

dr
G

(m)
0 (r|R; k1, ω)+

ˆ r

0

rQ(r; k1, ω)G
(m)
0 (r|R; k1, ω)dr︸ ︷︷ ︸

f(r|R)

= −H(r−R)+α(R)

(A.2.17)

which can be rearranged to

d

dr
G

(m)
0 (r|R; k1, ω) = − 1

P (r; k1, ω)r

[
H(r −R) + f(r|R)− α(R)

]
(A.2.18)
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Since there is a Heaviside function present it is obvious that there will be a jump

in the derivative of G0 at r = R. We define this jump as ∆ and We look at a

point slightly above (r+) and below (r−) r = R:

∆
dG

(m)
0

dr
= − 1

P (r+; k1, ω)r+

(
H(r+ −R) + f(r+|R)− α(R)

)
−
[
− 1

P (r−; k1, ω)r−

(
H(r− −R) + f(r−|R)− α(R)

)] (A.2.19)

By definition of the Heaviside function H(r+ − R) = 1 and H(r− − R) = 0.

Therefore, when we take the limit r+ = r− = R the jump is:

∆
dG

(m)
0

dr
= −2

1

P (R; k1, ω)R
(A.2.20)

A.2.3 Abel’s Theorem: J(w1, w2) is a Constant in r

If the invariant is constant, then its derivative will be zero. This will be checked

in this section.

We can write the derivative as:

Jr(w1, w2) = −
[
P r(r)W (w1, w2) + PWr(w1, w2)

]
(A.2.21)

where the subscript denotes the derivative and P (r) = P (r)r. The derivative of

the Wronskian is given by:

Wr(w1, w2) = w1,rw2,r + w1w2,rr − w2,3w1,r − w2w1,rr

= w1w2,rr − w2w1,rr

(A.2.22)

Therefore:

−Jr(w1, w2) = P r(w1w2,r − w2w1,r) + P (w1w2,rr − w2w1,rr) (A.2.23)

Note that P rw1,r + Pw1,rr + rQ(r)w1 = 0 from the definition of the problem,

likewise for w2. Therefore the derivative of J can be written as:

−Jr(w1, w2) = w1(P rw2,r + Pw2,rr)− w2(P rw1,r + Pw1,rr)

= w1(−rQ(r)w2)− w2(−rQ(r)w1)

= 0

(A.2.24)

Therefore, since the derivative w.r.t. r is zero, then J(w1, w2) is constant and can

be evaluated at any r.
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Appendix B

Space-time LES: Additional Plots

B.1 Axisymmetric Turbulence

Figures B.1, B.2, and B.3 compare the axisymmetric and isotropic approximations

[88] for both the diagonal and hermitian forms of the correlations for SP07, SP42,

and SP46 respectively.

Figure B.4 then compares the approximations on the shear layer, confirming

that the LES data is axisymmetric for all jets, and therefore the axisymmetric

form of the acoustic spectrum can be used.
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(a) (b)

(c) (d)

Figure B.1: SP07: Compare diagonal quadratic form using (a) isotropic and (b)

axisymmetric approximations, and compare hermitian form using (c) isotropic

and (d) axisymmetric approximations
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(a) (b)

(c) (d)

Figure B.2: SP42: Compare diagonal quadratic form using (a) isotropic and (b)

axisymmetric approximations, and compare hermitian form using (c) isotropic

and (d) axisymmetric approximations
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(a) (b)

(c) (d)

Figure B.3: SP46: Compare diagonal quadratic form using (a) isotropic and (b)

axisymmetric approximations, and compare hermitian form using (c) isotropic

and (d) axisymmetric approximations
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(a) (b)

(c) (d)

(e) (f)

Figure B.4: Check the axisymmetry approximation on the shear layer using (a)

SP07: diagonal form (b) SP07: hermitian form (c) SP42: diagonal form (d) SP42:

hermitian form (e) SP46: diagonal form (f) SP46: hermitian form
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B.2 Space-time Correlations

Figures B.5 and B.6 compare the optimised model with the numerical data for

SP07 when η2 = 0, and η1 = 0 respectively. Similar to SP03, these show that in

general the model fits the data well. Figures B.7 and B.8 compare the optimised

model with the numerical data for SP42 for the momentum flux correlations

when η2 = 0, and η1 = 0 respectively. Lastly, Figures B.9 and B.10 compare

the optimised model with the numerical data for SP46 for the momentum flux

correlations when η2 = 0, and η1 = 0 respectively, and Figures B.11 and B.12

compare the model for the coupling/enthalpy flux correlations.
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(a) (b)

(c) (d)

(e)

Figure B.5: SP07: comparison of the optimised model with the numerical data

(when η2 = 0) for (a) R1111 (b) R1212 (c) R2222 (d) R1122 (e) R2211
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(a) (b)

(c) (d)

(e)

Figure B.6: SP07: comparison of the optimised model with the numerical data

(when η1 = 0) for (a) R1111 (b) R1212 (c) R2222 (d) R1122 (e) R2211
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(a) (b)

(c) (d)

(e)

Figure B.7: SP42: comparison of the optimised model with the numerical data

(when η2 = 0) for (a) R1111 (b) R1212 (c) R2222 (d) R1122 (e) R2211
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(a) (b)

(c) (d)

(e)

Figure B.8: SP42: comparison of the optimised model with the numerical data

(when η1 = 0) for (a) R1111 (b) R1212 (c) R2222 (d) R1122 (e) R2211
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(a) (b)

(c) (d)

(e)

Figure B.9: SP46: comparison of the optimised model with the numerical data

(when η2 = 0) for (a) R1111 (b) R1212 (c) R2222 (d) R1122 (e) R2211
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(a) (b)

(c) (d)

(e)

Figure B.10: SP46: comparison of the optimised model with the numerical data

(when η1 = 0) for (a) R1111 (b) R1212 (c) R2222 (d) R1122 (e) R2211
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(a) (b)

(c) (d)

(e)

Figure B.11: SP46: comparison of the optimised model with the numerical data

(when η2 = 0) for coupling and enthalpy flux correlations (a) R4111 (b) R4122 (c)

R4221 (d) R4141 (e) R4242
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(a) (b)

(c) (d)

(e)

Figure B.12: SP46: comparison of the optimised model with the numerical data

(when η1 = 0) for coupling and enthalpy flux correlations (a) R4111 (b) R4122 (c)

R4221 (d) R4141 (e) R4242
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B.3 Quasi-normality Approximation

Figures B.13, B.14, and B.15 compare the fourth order correlations calculated

directly from the LES data with the quasi-normality approximations on the shear

layer at the start of the potential core.

(a) (b)

(c) (d)

Figure B.13: SP07: comparison of the quasi-normality approximation at (y1, r) =

(ystart1 , 0.5) for (a) R1111 (b) R1212 (c) R2222 (d) R1122
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(a) (b)

(c) (d)

Figure B.14: SP46: comparison of the quasi-normality approximation at (y1, r) =

(ystart1 , 0.5) for (a) R1111 (b) R1212 (c) R2222 (d) R1122
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(a) (b)

(c) (d)

(e)

Figure B.15: SP46: comparison of the quasi-normality approximation at (y1, r) =

(ystart1 , 0.5) for (a) R4111 (b) R4122 (c) R4221 (d) R4141 (e) R4242
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Appendix C

Further Parametric Studies on

the Spectral Tensor

C.1 Analytical Spectral Tensor: Full Equation

Note that for all figures in this section, the assumption l2 = 0.04 is used for R1122,

R2211 and R4122. Figure C.1 compares LT for each of the four jets, and shows that

there are some issues with LT for SP03. Therefore, since this figure also shows

that for heated jets LT is roughly universal across Mach number, we assume that

LT from SP07 will be a good representation for SP03.

Figure C.2 shows the momentum-flux physical spectral tensors Ψ∗
ijkl for SP03

at St = 0.1, θ = 30. Compared to SP07 we see that the turbulence is less spread

out and more focused close to the shear layer at the end of potential core.

Figures C.3 and C.4 show the momentum-flux, and coupling/enthalpy-flux

spectral tensors respectively for SP42 at St = 0.1, θ = 30. Similar to SP46, these

figures show that the enthalpy flux terms are the strongest in magnitude, which

agrees with the initial assessment of the amplitudes of the correlations in Chapter

5.
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(a) (b)

Figure C.1: Universality of LT = k3/2/ϵ at (a) r = 0.5 (b) y1 =start of potential

core
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(a) (b)

(c) (d)

(e)

Figure C.2: SP03: contour plots at St = 0.1, θ = 30 for (a) Ψ∗
1111 (b) Ψ∗

1212 (c)

Ψ∗
2222 (d) Ψ∗

1122 (e) Ψ∗
2211
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(a) (b)

(c) (d)

(e)

Figure C.3: SP42: contour plots at St = 0.1, θ = 30 for (a) Ψ∗
1111 (b) Ψ∗

1212 (c)

Ψ∗
2222 (d) Ψ∗

1122 (e) Ψ∗
2211
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(a) (b)

(c) (d)

(e)

Figure C.4: SP42: contour plots at St = 0.1, θ = 30 for (a) Ψ∗
4111 (b) Ψ∗

4122 (c)

Ψ∗
4221 (d) Ψ∗

4141 (e) Ψ∗
4242
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Appendix D

Mathematical Formulations for

RDT

D.1 Equation for ϕ

To find ϕ we substitute (8.1.4),(8.1.7) into the energy equation (8.1.2) which

results in:

− D

Dτ

(D3ϕ

Dτ 3

)
+

∂

∂yi

[
c2
(
δij

D

Dτ
− δi1

∂U

∂yj

)
∆jϕ

]
︸ ︷︷ ︸

2nd term

= 0 (D.1.1)

Following contraction of indices, the second term becomes:

∂

∂yi

(
c2
D

Dτ
∆iϕ

)
− c2

∂U

∂yj

∂

∂y1
∆jϕ (D.1.2)

replacing ∆iϕ:

∂

∂yi

[
c2
D

Dτ

( ∂

∂yi

D

Dτ
+ 2

∂U

∂yi

∂

∂y1

)
ϕ

]
− c2

∂U

∂yj

∂

∂y1

( ∂

∂yj

D

Dτ
+ 2

∂U

∂yj

∂

∂y1

)
ϕ (D.1.3)

∂

∂yi

(
c2
D

Dτ

∂

∂yi

Dϕ

Dτ

)
︸ ︷︷ ︸

1st term

+2
∂

∂yi
c2
∂U

∂yi

D

Dτ

∂ϕ

∂y1
− c2

∂U

∂yj

∂

∂y1

∂

∂yj

Dϕ

Dτ
− 2c2

∂U

∂yj

∂U

∂yj

∂2ϕ

∂y21

(D.1.4)

Using the identity:

D

Dτ

∂

∂yi
=

∂

∂yi

D

Dτ
− ∂U

∂yi

∂

∂y1
(D.1.5)
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the first term becomes:

∂

∂yi

[
c2
D

Dτ

( D
Dτ

∂ϕ

∂yi
+
∂U

∂yi

∂ϕ

∂y1

)]

∂

∂yi

( D2

Dτ 2
c2
∂ϕ

∂yi

)
+

∂

∂yi

(
c2
∂U

∂yi

D

Dτ

∂ϕ

∂y1

)
(D.1.6)

Using the identity

D2

Dτ 2
∂

∂yi
=

∂

∂yi

D2

Dτ 2
− 2

∂U

∂yi

∂

∂y1

D

Dτ
(D.1.7)

this becomes:

D2

Dτ 2
∂

∂yi

(
c2
∂ϕ

∂yi

)
+ 2

∂U

∂yi

∂

∂y1

D

Dτ

(
c2
∂ϕ

∂yi

)
+

∂

∂yi

(
c2
∂U

∂yi

D

Dτ

∂ϕ

∂y1

)
(D.1.8)

substituting this back into (D.1.4) gives

D2

Dτ 2
∂

∂yi

(
c2
∂ϕ

∂yi

)
+ 3

∂

∂yi
c2
∂U

∂yi

D

Dτ

∂ϕ

∂y1︸ ︷︷ ︸
2nd term

+2
∂U

∂yi

∂

∂y1
c2
D

Dτ

( ∂ϕ
∂yi

)

− c2
∂U

∂yj

∂

∂y1

∂

∂yj

Dϕ

Dτ︸ ︷︷ ︸
4th term

−2c2
∂U

∂yj

∂U

∂yj

∂2ϕ

∂y21
(D.1.9)

The second and fourth terms can be rewritten as

3
( D
Dτ

∂

∂yi
+
∂U

∂yi

∂

∂y1

)
c2
∂U

∂yi

∂ϕ

∂y1
− c2

∂U

∂yj

∂

∂y1

( D
Dτ

∂ϕ

∂yj
+
∂U

∂yj

∂ϕ

∂y1

)
(D.1.10)

which after cancellation of terms brings (D.1.9) to

D2

Dτ 2
∂

∂yi

(
c2

∂

∂yi
ϕ
)
+
∂U

∂yi
c2

∂

∂y1

D

Dτ

∂

∂yi
ϕ+ 3

D

Dτ

∂

∂yi
c2
∂U

∂yi

∂

∂y1
ϕ (D.1.11)

Substituting this back into the energy equation (D.1.1):

D

Dτ

[
− D3ϕ

Dτ 3
+

D

Dτ

∂

∂yi

(
c2
∂ϕ

∂yi

)
︸ ︷︷ ︸

2nd term

+
∂U

∂yi
c2

∂2ϕ

∂y1∂yi
+ 3

∂

∂yi
c2
∂U

∂yi

∂ϕ

∂y1

]
= 0 (D.1.12)

rearrange the second term:( ∂

∂yi

D

Dτ
− ∂U

∂yi

∂

∂y1

)
c2
∂ϕ

∂yi

∂

∂yi

D

Dτ
c2
∂ϕ

∂yi
− ∂U

∂yi

∂

∂y1
c2
∂ϕ

∂yi
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∂

∂yi

(
c2
D

Dτ

∂ϕ

∂yi

)
− ∂U

∂yi
c2
∂2ϕ

∂y1yi

∂

∂yi

[
c2
( ∂

∂yi

Dϕ

Dτ
− ∂U

∂yi

∂ϕ

∂y1

)]
− ∂U

∂yi
c2
∂2ϕ

∂y1yi

using

c2∆i = c2
∂

∂yi

D

Dτ
+ 2c2

∂U

∂yi

∂

∂y1
(D.1.13)

this becomes

∂

∂yi

(
c2∆iϕ

)
− 3

∂

∂yi

(
c2
∂U

∂yi

∂ϕ

∂y1

)
− ∂U

∂yi
c2

∂2ϕ

∂y1∂yi
(D.1.14)

Substituting this back into the energy equation and cancelling terms leaves:

− D

Dτ

[
D3ϕ

Dτ 3
− ∂

∂yi

(
c2∆iϕ

)]
= 0 (D.1.15)

which can be written in terms of an operator La:

− D

Dτ

(
Laϕ

)
= 0 (D.1.16)

Integrating gives:

Laϕ = −ω̃c(τ − y1/U, yT ) (D.1.17)

where ω̃c is an arbitrary convected quantity.

D.2 Introducing the Adjoint Operator, La

Taking the gradient of the momentum equation (8.1.1) and multiplying by c2

allows a single equation for p′ to be found when also taking the convective

derivative of the continuity equation (8.1.2). The momentum equation becomes

∂

∂yi

Dc2ui
Dτ

+
∂

∂yj

(
δ1jc

2∂U

∂yi
ui

)
+

∂

∂yi

(
c2
∂p′

∂yi

)
= 0

( D
Dτ

∂

∂yi
+
∂U

∂yi

∂

∂y1

)
c2ui + c2

∂U

∂yi

∂ui
∂y1

+
∂

∂yi

(
c2
∂p′

∂yi

)
= 0 (D.2.1)

Taking the convective derivative of the continuity equation:

D2p′

Dτ 2
+

D

Dτ

∂

∂yi

(
c2ui

)
= 0
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so
D

Dτ

∂

∂yi

(
c2ui

)
= −D

2p′

Dτ 2
(D.2.2)

Using this equation in (D.2.1) gives:

−D
2p′

Dτ 2
+ 2c2

∂U

∂yi

∂ui
∂y1

+
∂

∂yi

(
c2
∂p′

∂yi

)
= 0 (D.2.3)

Taking the convective derivative again:

−D
3p′

Dτ 3
+ 2c2

∂U

∂yi

∂

∂y1

Dui
Dτ

+
D

Dτ

∂

∂yi

(
c2
∂p′

∂yi

)
= 0 (D.2.4)

using the momentum equation to replace Dui/Dτ in the second term and

taking ∂U/∂y1 = 0 since we are dealing with a parallel flow results in:

−D
3p′

Dτ 3
− 2c2

∂U

∂yi

∂2p′

∂y1∂yi
+

D

Dτ

∂

∂yi

(
c2
∂p′

∂yi

)
= 0 (D.2.5)

which can be written as

Lp′ = 0 (D.2.6)

where

L = − D3

Dτ 3
− 2c2

∂U

∂yi

∂2

∂y1∂yi
+

D

Dτ

∂

∂yi

(
c2

∂

∂yi

)
(D.2.7)

To find the adjoint operator, La, we use the definition: uLv = vLau plus

conservation terms. Following integration by parts, this results in the adjoint

operator:

La =
D3

Dτ 3
− ∂

∂yj

(
2c2

∂U

∂yj

∂

∂y1

)
− ∂

∂yj
c2

∂

∂yi

D

Dτ
(D.2.8)

using (8.1.6) this becomes

La =
D3

Dτ 3
− ∂

∂yj
c2∆j (D.2.9)

D.3 Green’s Function Relations

We can find a relation between the pressure Green’s function G and the normal

velocity Green’s function gi by looking at the gradient of G:
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∂

∂xi
G(y, τ |x, t) = ∂

∂xi

D3

Dt3
g(y, τ |x, t) (D.3.1)

which is

∂

∂xi
G(y, τ |x, t) = D2

Dt2

( D
Dt

∂

∂xi
+ 3

∂U

∂xi

∂

∂x1

)
g(y, τ |x, t) (D.3.2)

∂

∂xi
G(y, τ |x, t) = D2

Dt2

( ∂

∂xi

D

Dt
+ 2

∂U

∂xi

∂

∂x1

)
g(y, τ |x, t) (D.3.3)

Therefore,
∂

∂xi
G(y, τ |x, t) = D2

Dt2
gi(y, τ |x, t) (D.3.4)

D.4 Fourier Transforms

D.4.1 Time

Look at a Fourier transform of the form:

I(y,x;ω) =
1

2π

ˆ ∞

−∞
eiω(t−τ)

∂f(y|x, t− τ)

∂t
d(t− τ) (D.4.1)

if we let t̄ = t− τ where t > τ , then ∂/∂t = ∂/∂t̄|τ and ∂/∂τ = −∂/∂t̄|t
Integrating by parts gives:

I(y,x;ω) =
1

2π

ˆ ∞

−∞

∂

∂t̄
eiωt̄f(y|x, t̄)dt̄− iω

2π

ˆ ∞

−∞
eiωt̄f(y|x, t̄)dt̄ (D.4.2)

Assuming f is a ‘good’ function (i.e. is bounded at ±∞) the first term can be

neglected and we are left with:

I(y,x;ω) =
1

2π

ˆ ∞

−∞
eiωt̄(−iω)f(y|x, t̄)dt̄ (D.4.3)

which, using ∂/∂t = ∂/∂t̄|τ and relating (D.4.3) with (D.4.1) gives the result:

∂

∂t
= −iω (D.4.4)

Similarly,
∂

∂τ
= iω (D.4.5)
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D.4.2 Space

Similarly, look at a Fourier transform of the form:

I(yT ,xT ; k1) =
1

2π

ˆ ∞

−∞
e−ik1(x1−y1)

∂f(yT |xT , x1 − y1)

∂x1
d(x1 − y1) (D.4.6)

if we let z = x1− y1 where x1 > y1, then ∂/∂x1 = ∂/∂z|y1 and ∂/∂y1 = −∂/∂z|x1
Integrating by parts gives:

I(yT ,xT ; k1) =
1

2π

ˆ ∞

−∞

∂

∂z
e−ik1zf(yT |xT , z)dz +

ik1
2π

ˆ ∞

−∞
e−ik1zf(yT |xT , z)dz

(D.4.7)

Assuming f is a ‘good’ function (i.e. is bounded at ±∞) the first term can be

neglected and we are left with:

I(yT ,xT |k1) =
1

2π

ˆ ∞

−∞
e−ik1z(ik1)f(yT |xT , z)dz (D.4.8)

which, using ∂/∂x1 = ∂/∂z|y1 and relating (D.4.8) with (D.4.6) gives the result:

∂

∂x1
= ik1 (D.4.9)

Similarly,
∂

∂y1
= −ik1 (D.4.10)

D.5 Reduced Rayleigh Equation

Taking the third order convective derivative (in x, t coordinates) of the direct

Green’s function equation gives:

L(y, τ)
D3

Dt3
g(y, τ |x, t) = D3

Dt3
δ(y − x)δ(τ − t) (D.5.1)

which, using (8.1.17) gives

L(y, τ)G(y, τ |x, t) = D3

Dt3
δ(y − x)δ(τ − t) (D.5.2)

Taking Fourier transforms in time and the streamwise direction using results from

Appendix D.4, which show D/Dt = (ik1U(xT )− iω) gives the right hand side:

1

(2π)2

ˆ ∞

−∞

ˆ ∞

−∞
ei[ω(t−τ)−k1(x1−y1)]

D3

Dt3
δ(y − x)δ(τ − t)d(x1 − y1)d(t− τ)

=
−i(k1U(xT )− ω)3

(2π)2
δ(xT − yT )

(D.5.3)
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and the left hand side:

1

(2π)2

ˆ ∞

−∞

ˆ ∞

−∞
ei[ω(t−τ)−k1(x1−y1)]L(y, τ)G(yT |xT , x1 − y1, t− τ)d(x1 − y1)d(t− τ)

= L̄(yT ; k1, ω)Ḡ(yT |xT ; k1, ω)
(D.5.4)

via the convolution theorem. Where we define,

L̄(yT ; k1, ω) = (iω − U(yT )ik1)
[
(ik1)

2c2 +
∂

∂yT
c2

∂

∂yT
− (iω − U(yT )ik1)

2
]

+ 2
∂U

∂yT
c2(ik1)

∂

∂yT
(D.5.5)

and

Ḡ(yT |xT ; k1, ω) =
1

(2π)2

ˆ ∞

−∞

ˆ ∞

−∞
ei[ω(t−τ)−k1(x1−y1)]G(y, τ |x, t)d(x1 − y1)d(t− τ)

(D.5.6)

The operator L̄ can be rewritten as:

L̄ = i(ω − U(yT )k1)
3L̄0 (D.5.7)

where we define:

L̄0 = 1− k21c
2

(ω − U(yT )k1)
2
+

∂

∂yT

( c2

(ω − U(yT )k1)
2

∂

∂yT

)
(D.5.8)

Therefore, combining left and right hand side gives:

L̄0(yT ; k1, ω)Ḡ(yT |xT ; k1, ω) =
(ω − U(xT )k1))

3

(ω − U(yT )k1)
3

δ(yT − xT )
(2π)2

(D.5.9)

which can be rewritten as:

L̄0(yT ; k1, ω)Ḡ(yT |xT ; k1, ω) =
f(U(xT ); k1, ω)

f(U(yT ); k1, ω)

δ(yT − xT )
(2π)2

(D.5.10)

where f(U(z); k1, ω) =
(
ω − U(z)k1

)
. Integrating both sides across an infinite

transverse area AT reduces the right hand side to 1/(2π)2 which can then be

taken to the left hand side by multiplying by a delta function:
ˆ
AT

L̄0(yT ; k1, ω)Ḡ(yT |xT ; k1, ω)−
1

(2π)2
δ(yT − xT )dyT = 0 (D.5.11)
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It then follows that

L̄0(yT ; k1, ω)Ḡ(yT |xT ; k1, ω) =
1

(2π)2
δ(yT − xT ) (D.5.12)

Similarly, the spanwise Fourier transform can also be taken, which when we

assume U(yT ) = U(y2) gives:

LR(y2; k1, k3, ω)Ĝ(y2|x2; k1, k3, ω) =
δ(y2 − x2)

(2π)3
(D.5.13)

where LR is in the form of a Sturm-Liouville operator:

LR(y2; k1, k3, ω) =
d

dy2

[ c2

(ω − U(y2)k1)2
d

dy2

]
+
[
1− (k21 + k23)c

2

(ω − U(y2)k1)2

]
(D.5.14)

and Ĝ is the 3D Fourier transform of G:

Ĝ(y2|x2; k1, k3, ω) =
1

(2π)

ˆ ∞

−∞
e−ik3(x3−y3)Ḡ(yT |xT ; k1, ω)d(x3 − y3) (D.5.15)

D.6 Extend model for R22

We have a Fourier transform of a power series representation of R22, considering

only two terms of this series gives:

1

2π

ˆ ∞

−∞
eiωτ̂

[
1 + a1τ̂

∂

∂τ̂

]
e−Xdτ̂ (D.6.1)

Calculating the derivative,

∂

∂τ̂
e−X = −e

−
√
f2+ τ̂2

τ20

[1
2

(
f 2 +

τ̂ 2

τ 20

)−1/2]2τ̂
τ 20

= − τ̂

Xτ 20
e−X (D.6.2)

For a spatial separation of η = 0, f = 0, X = τ̂
τ0

and R22 becomes:

R22 =
(
1− a1

τ̂

τ0

)
e
− τ̂

τ0 (D.6.3)

To calculate the Fourier transform (D.6.1) we look at the individual terms.

The first term simply becomes:

1

2π

ˆ ∞

−∞
e−Xeiωτ̂dτ̂ (D.6.4)

Using the fact that τ̂ eiωτ̂ = 1
i
∂
∂ω
eiωτ̂ , the second term can be rewritten as:
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a1
2πi

∂

∂ω

ˆ ∞

−∞
eiωτ̂

∂

∂τ̂
e−Xdτ̂ (D.6.5)

Which, integrating by parts gives;

a1
2πi

∂

∂ω

[[
eiωτ̂e−X

]∞
−∞

−
ˆ ∞

−∞
iωeiωτ̂e−Xdτ̂

]
(D.6.6)

The first term is bounded in the limits and therefore eliminated. Hence, the

a1 term can be written as:

− a1
2π

∂

∂ω
ω

ˆ ∞

−∞
eiωτ̂e−Xdτ̂ (D.6.7)

Therefore, the Fourier transform of R22 is:

[
1− a1

∂

∂ω
ω
] 1

2π

ˆ ∞

−∞
eiωτ̂e−Xdτ̂ (D.6.8)

and since,
1

2π

ˆ ∞

−∞
eiωτ̂e−Xdτ̂ =

τ0f

π
√
1 + ω̃2

K1(f
√
1 + ω̃2) (D.6.9)

this becomes, [
1− a1

∂

∂ω
ω
] τ0f

π
√
1 + ω̃2

K1(f
√
1 + ω̃2) (D.6.10)

using the chain rule this is:(
1− a1 − ωa1

∂

∂ω
+ ...

)
τ0f

π
√
1 + ω̃2

K1(f
√
1 + ω̃2) (D.6.11)

The derivative with respect to omega is calculated using the substitution

u = f
√
1 + ω̃2 and the chain rule:

∂

∂ω
=

∂

∂u

∂u

∂ω̃

∂ω̃

∂ω
(D.6.12)

Simply,
∂u

∂ω̃
=

fω̃√
1 + ω̃2

, and
∂ω̃

∂ω
= τ0 (D.6.13)

And, using the product rule,

∂

∂u

[τ0f 2

πu
K1(u)

]
=
τ0f

2

πu

∂

∂u
K1(u)−

τ0f
2

πu2
K1(u) (D.6.14)

and the identity ∂K1(u)/∂u = −(K0(u) +K2(u))/2 gives,
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∂

∂u

[τ0f 2

πu
K1(u)

]
=
τ0f

2

πu

[
− 1

2
(K0(u) +K2(u))−

K1(u)

u

]
(D.6.15)

Therefore, the derivative with respect to omega is:

τ0f
2

πu

[
− 1

2
(K0(u) +K2(u))−

K1(u)

u

] fω̃√
1 + ω̃2

τ0 (D.6.16)

Which simplifies to;

τ 20 f
3ω̃

πu
√
1 + ω̃2

[
− 1

2
(K0(u) +K2(u))−

K1(u)

u

]
(D.6.17)

Returning to original variables we get;

τ 20 f
2ω̃

π(1 + ω̃2)

[
− 1

2
(K0(f

√
1 + ω̃2) +K2(f

√
1 + ω̃2))− K1(f

√
1 + ω̃2)

f
√
1 + ω̃2

]
(D.6.18)

Inserting this into (D.6.11) gives,

(1− a1)
τ0f

π
√
1 + ω̃2

K1(f
√
1 + ω̃2)− ωa1

x
τ 20 f

2ω̃

π(1 + ω̃2)

[
− 1

2
(K0(f

√
1 + ω̃2) +K2(f

√
1 + ω̃2))− K1(f

√
1 + ω̃2)

f
√
1 + ω̃2

]
(D.6.19)

Substituting ω = ω̃/τ0 gives,

(1− a1)
τ0f

π
√
1 + ω̃2

K1(f
√
1 + ω̃2)+

a1τ0f
2ω̃2

π(1 + ω̃2)

[1
2
(K0(f

√
1 + ω̃2) +K2(f

√
1 + ω̃2)) +

K1(f
√
1 + ω̃2)

f
√
1 + ω̃2

]
(D.6.20)
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