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Abstract

This thesis examines patterns in the FX returns and implied volatilities using
daily return and implied volatility data for four major exchange rates for a period of
January 1994 to December 2003. The existence of the patterns could indicate that the

FX market is not efficient and could provide a basis for the construction of the

trading strategies.

Volatility tends to rise prior to the announcement of both scheduled and
unscheduled news and fall on the announcement day. The “sign effect”, indicated by
the bad news having stronger impact on the volatility than good news, tends to
weaken 1n post euro period. We find a strong evidence of the day of the week effect
in the FX returns and implied volatilities, indicated by (i) positive Thursday and
negative Friday returns, (ii) positive implied volatility changes on Monday and
Tuesday and (1i1) negative implied volatility changes on Thursday and Friday. The
intraweek patterns have become more significant after the introduction of euro. We
confirm the holiday and January effect that tends to strengthen in the “bad” years
characterized by low GDP growth rate, and tends to weaken in the “good” years
characterized by high GDP growth rate.

We find a strong relation between implied volatility and contemporaneous
returns, which is strongly affected by the news announcements, stronger for small
returns and whose significance declines following the introduction of euro. There is
also some evidence of the extreme levels of the implied volatility predicting
following day returns, which is found to be particularly significant for negative (as
opposed to positive) returns and for extremely large increases (as opposed to
decreases) in the level of the implied volatility. The evidence presented in this thesis
contributes to the existing research on FX anomalies, with the main contribution

centring around a significant impact of euro.
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CHAPTER 1. INTRODUCTION

The foreign exchange (FX) market is the largest financial market in the
world. Today foreign currency trading is a widespread activity: the daily turnover of
the global FX market stands at about 2 trillion dollars, with at least 80% of all the
deals being represented by speculative transactions (Lyons, 2001). The FX market is
the over the counter market and the major market participants are dealers, brokers
and customers. The organizations trading at the FX market include banks, export and
import companies, multinational corporations, hedging funds, governments and other
entities. A complete description of the FX market is given by Lyons (2001). The
development of the electronic trading and a succession of overlapping business hours
has resulted in high volume, twenty-four hour trading. All these factors contributed
to the formation of the patterns in the currency return and volatility series, which 1s
the topic of this work. Many studies have tried to identify the patterns in the returns
and volatilities, specifically to determine whether the prices and volatilities differ
across time, at different times of the day, between days, before and after the release
of the macroeconomic information or before and after the random events of both an
economic and political nature. The purpose of this thesis is to study the calendar
patterns in FX returns and implied volatilities. We also test the impact of news
announcements on the FX implied volatilities and explore the relation between FX
return and implied volatility series. The study covers 10-year period, from January
1994 to December 2003, with the hypothesis being tested for the 5-year time
intervals of 1994-1998 and 1999-2003, which represent pre euro and post euro

periods, allowing to study an impact of euro on the FX calendar patterns.

Understanding the sources and reasons of calendar effects is important for
rationalizing observed patterns and for making predictions about market outcomes.
Various explanations have been provided for the calendar effects. The most obvious
one is the data problems and the resulting spurious results. Another explanation relies
on the strategic behavior of market participants in anticipation to regulations and
legislation. Real and information trading frictions, and other market imperfections,

such as taxes, settlement procedures and trade gaps may distort the optimal



functioning of the market, creating arbitrage opportunities, and therefore seasonality
patterns. Calendar effects could also be explained by the investor irrationality, such
as slow response to information, due to various factors, such as effects of framing,
the use of heuristics and agency problems. Other more popular explanations for the
seasonality patterns in the asset return and volatility series include systematic
fluctuations in liquidity surpluses/needs, the arrival rate of private information and
public news announcements. A large body of evidence suggests that the calendar
effects are attributed to not one, but several forces, including all of the above, that

collectively have more or less regular influence at particular moments of time and do

not occur merely by chance.

If the calendar effects do exist, they could be used to develop the trading
strategies that could generate returns in excess of the transaction costs. Although this
is outside the scope of our study, one could argue that given a positive relation
between implied volatility and option price, it could be possible to make profit by
issuing an option prior to the expected fall in the implied volatility, when the option
price is high and buying it back when the implied volatility is expected to rise’.
Alternatively, one could buy an option prior to the expected rise in the implied
volatility and sell it when the volatility is expected to fall. Although Harvey and
Whaley (1992), Ederington and Lee (1996) and Kim and Kim (2004) showed that it
would be difficult to obtain abnormal trading profits (after adjusting for the
transaction costs) based on the observed patters in the equity, interest rate and FX

futures markets, respectively, their findings show that abnormal returns could be

generated when the underlying price volatility is relatively low.

The remainder of this chapter is structured as follows. In section 1.1, we
highlight the importance of our study from both academic and practical perspectives.
Section 1.2 provides an overview of the research objectives, while section 1.3
summarizes main findings of our study. We discuss main contributions of our work

in section 1.4, and discuss the main outline of this thesis in section 1.5.

! A delta neutral position (eg a combination of a put and a call) could be created to hedge against a
loss due to unfavourable changes in the underlying FX rates



1.1, Research Importance

Published academic papers on calendar anomalies go back to early thirties
(Fields, 1931, 1934). The test of price, return and volatility anomalies has always
been interesting topic, since the existence of the anomalies directly indicates the
violation of the efficient market hypothesis. According to Fama’s (1970) efficient
market hypothesis, asset prices reflect information and if markets are efficient, then
new information is reflected quickly rather than slowly into the market prices. If
markets are efficient, then asset prices are likely to follow random walk processz,
implying zero correlation between price changes and trading time. This makes 1t
impossible for the traders to forecast a future path of the financial asset prices and

rules out the possibility of making abnormal returns (confirmed by Kendall, 1953,
Rozeff and Kinney, 1976 and Officer, 1975).

According to the efficient market hypothesis, the distribution of returns 1is
normal and is assumed to be identical for all days of a week. French (1980) believed
that the day of the week effect in the US equity market could be due to the bad
information released after Friday close, suggesting that if the markets were efficient,
then this negative information would not cause a systematic fall in the prices (since
investors and traders would discount prices throughout the week). The existence of
the market anomalies does not lead to the rejection of the efficient market
hypothesis, but indicates the violation of the weak form of the efficient market
hypothesis. The markets are efficient in a weak form if the prices cannot be predicted
based on the historic information. If the systematic patterns exist in the short-term
financial asset prices, then weak form of market efficiency no longer holds.
Following French (1980), various papers studied seasonality patterns: Kato (1990)
investigated day of the week effects in Japanese equity markets, while Aggarwal and
Rivoli (1989) investigated seasonality patterns in four emerging markets. Vetter and
Wingender (1996) studied the January effect in the stock markets, and Cornett et. al
(1995) published a paper on the intraday patterns in the FX futures. For the volatility
series, Harvey and Huang (1991) provided an evidence of the day of the week etfect

2 Random walk is a sufficient, but not a necessary condition, for a market to be efficient.




in the volatility of the currency futures traded on the Chicago Mercantile Exchange’s
(CME) International Monetary Market (IMM). Rogalski and Maloney (1989)
concluded that there is a turn of a year effect in the equity implied volatilities, but

failed to find any evidence of a turn of a month effect (later confirmed by Barone-
Adesi and Cyr, 1994).

The study of the FX anomalies is important not only for academics, but also
for practitioners, since it makes traders, investors, quantitative specialists and
financial analysts aware of the regular shifts in the asset prices and allows them to
incorporate the patterns in the trading models. Calendar patterns are very important
for risk management purposes, such as hedging, computing value at risk, or even for
trading with options for the speculative reasons. Understanding the dynamics of
financial markets is at least as important to private investors and financial institutions
as it 1s to policy makers and the economy as a whole. The knowledge of the patterns
does not guarantee profit because of the transaction costs, but provides some insights
to mvestors (Berument and Kiymaz, 2001). Some studies (Jordan and Jorda, 1991,
Agrawal and Tandon, 1994, and Riepe, 1998) showed that the calendar anomalies
and patterns should be traded out of existence once they are identified as they
(patterns) are incorporated into trading models used to price financial assets and
develop trading strategies. Others (Pettengill and Jordan, 1988, Cadsby and Ratner,

1992 and Haugen and Jorion, 1996) suggested that these patterns persist, sometimes

for a long period of time.

The study of the FX implied volatility properties and its impact on the

exchange rates has additional practical implications. According to the financial
3

press’, extremely high levels of the implied volatility are associated with the market
lows, and therefore with the signaling attractive entry levels for long trades. Given a
positive relation between implied volatility and option price, it could be possible to

make profit by 1ssuing an option prior to the expected fall in the implied volatility (eg

7 in an article “Fixated on the VIX: soaring volatility means fear - and opportunity”, K. Tan

was writing in the July 29, 2002 issue of Barron’s that “A big VIX spike indicates the kind of extreme
fear contrarians associate with market bottoms”.



on a particular day or prior to a particular event), when the option price is high and
buying it back when the implied volatility is expected to rise. Alternatively, one
could buy an option prior to the expected rise in the implied volatility and sell 1t
when the volatility i1s expected to fall. Although Harvey and Whaley (1992),
Ederington and Lee (1996) and Kim and Kim (2004) showed that it would be
difficult to obtain abnormal trading profits (after adjusting for the transaction costs)
based on the observed patters in the equity, interest rate and FX futures markets,
respectively, their findings show that abnormal returns could be generated when the
underlying price volatility is relatively low. Therefore, by identifying the FX implied

volatility patterns and relations, the traders could incorporate these patterns into their

models and trade based on those patterns.

Implied volatilities can also be used to make stress testing in risk
management more effective, by warning risk managers of large price moves. Stress
testing 1s designed to “estimate potential losses in abnormal markets’, as defined by
Laubsch (1999), and is one of the market indicators used by risk managers to predict
extreme asset price movements. Risk managers are interested in such indicators,
including implied volatilities, because they have to account for asset returns not
displaying a normal distribution, which is the violation of one of the main
assumptions of the standard risk management models, like delta hedging and value-
at-risk (VaR) models. Since options enable market participants to tailor their
exposures to large price moves, option prices provide a warning signal of large
movements in asset prices, including exchange rates. They tend to rise when market

anticipates or fears greater volatility.



1.2, Research Objectives

This thesis has four general objectives, summarized below:

1. What is the Impact of News Announcements on the FX Implied Volatility?

2. What are the Calendar Seasonality Patterns in FX Returns and Implied
Volatilities?

3. What is the Relationship Between FX Returns and Implied Volatilities?
What is the Impact of Euro on the FX Patterns in Returns and Implied

Volatilities?
This section provides a summary of each of these objectives.
1.2.1. Announcement Effect in the FX Implied Volatilities

The first empirical chapter studies the impact of sixteen US macroeconomic
variable announcements, the minutes of the Federal Open Market Committee
(FOMC), the announcement of the official US interest rate changes, and central bank

interventions on the implied volatility of the major exchange rates.

We examine the behavior of the FX implied volatility prior to, on the day of
and following the news announcements. We use both scheduled and unscheduled
news announcements in order to understand whether the impact of scheduled news
on the FX implied volatility is different from that of unscheduled ones. We
hypothesize that FX implied volatility could increase prior to not only scheduled
(given that the timing of the scheduled news is known in advance, market uncertainty
tends to increase prior to the news releases), but also unscheduled* news covered in
this study (interest rate and central bank interventions). Following news

announcement, we expect implied volatility to decline in the case of the scheduled

* Implied volatility is likely to exhibit patterns prior to the interest rate changes or interventions, given
that in some occasions, the market anticipates news even if they are unscheduled, while in others, the
news could occur in response to a particular pattern in the implied volatility




news (as the source of uncertainty disappears) and increase in the case of
unscheduled news, as more uncertainty is created. Besides, we study the impact of
the surprise element of the news announcements, measured by the difference
between actual and expected results, claiming that news with the surprise element
should create more uncertainty. We also try to understand whether the announcement
effect is asymmetric by differentiating between large vs. small and positive vs.
negative surprise element (good or bad news). We hypothesize that bad news should
become more important in the good times when economy is doing well, while

positive news should have more significant impact on the FX implied volatility

during recession.

In the same empirical chapter, we study the impact of Bank of Japan’s (BolJ)
interventions on the FX implied volatilities, by differentiating between Japanese Yen
purchases and sales. Besides the impact of BoJ’s presence in the market on the FX
implied volatilities, we also study the impact of the magnitude of its interventions on
the FX implied volatilities. We hypothesize uncertainty and therefore implied
volatility should increase prior to the interventions as market anticipates the central
bank’s involvement, while volatility should surge once the interventions occurs. We
also expect to find at least some relation between the magnitude of interventions and
FX implied volatility changes as interventions involving larger amounts should affect

implied volatility more.

1.2.2. Calendar Seasonality Patterns in FX Returns and Implied Volatilities

In the second and third empirical chapters we study seasonality patterns in the
FX return series and implied volatilities, We study day of the week effect,
differentiating between days with and without news announcements. Besides, we

examine other calendar patterns, and specifically:

e Monthly effects to find an evidence of a January effect

e Intra-monthly patterns to find an evidence of first half of the month and turn

of the month effects



e Turn of the year effect
e Quarterly effects for FX implied volatilities
e Holiday effect for pre and post holiday days

The existing literature on the return and implied volatility seasonality in the
equity markets provide an evidence of the above mentioned calendar patterns. We
hypothesize that the seasonality in the equity markets should drive calendar patterns
in the FX markets. For example, a tax loss selling, which explains January effect,
turn of the year effect and the monthly patterns (eg November’ in USA and April in
UK) is likely to create capital flows and therefore result in the FX seasonality. The
tendency of many FX transactions to occur during particular periods (eg financial
statement disclosures, payment of the municipal and corporate debt) could explain

some intra-monthly and quarterly patterns.

For the return series, we attempt to study the dynamic feature of the January
effect by differentiating between years with high and low GDP growth rates —
consistent with the existing literature, we expect to find stronger January effect in
low GDP growth years. For the implied volatilities, we study turn of the year effect
by observing implied volatilities during 30 days prior to and following a turn of the
year. We expect implied volatility to increase prior to the year end (explained by the
tax loss selling) and decline after the year end as the source of uncertainty

disappears.
1.2.3. Relationship Between FX Returns and Implied Volatilities

The purpose of the final chapter is to study the relation between FX returns

and implied volatilities. The chapter covers three main areas:

e the contemporaneous relation between FX returns and implied

volatilities

¢ the asymmetric feature of this relation and finally

3 Tax year end for the mutual funds in the US




o the ability of the FX implied volatility to predict future returns

In the first case, the attempt is made to test a hypothesis that the relations that
exist between simultaneous changes in the implied volatility and asset returns at the
equity and bond markets also exist at the FX market. In addition, the impact of the
magnitude of the price changes, regardless of the sign of the change, on the implied
volatility is tested by including additional variable into the equation. In the second
case, the regression model is designed to capture an impact of large vs. small and
positive vs. negative returns on the currency market implied volatility. Besides, the
volatility — return relation is studied on both the announcement and non-
announcement days. Finally, in the last case, the ability of the implied volatility to

indicate overbought or oversold market conditions and therefore to predict future

returns is studied.

1.2.4. Impact of Euro

The choice of the sample period of 1994-2003 provides an opportunity
to break the entire sample into two sub-samples, representing five years prior to and
five years after the introduction of Euro as a single currency in January of 1999. One
of the reasons our study is important is that we have an opportunity to test the impact
of euro on the FX calendar patters. If the currency markets have become more
volatile following the introduction of Euro, we would expect FX seasonality patterns
to become more pronounced. In contrast, we also hypothesize that if the FX market
became less volatile, seasonality patterns should weaken. Besides, the USD
depreciation in the post euro period and the evidence that the calendar anomalies are
more pronounced in a declining rather than a rising market (Fishe et. al, 1993 and
Arsad and Coutts, 1997 and Steeley, 2001) implies that the calendar patterns should
be significantly stronger in 1999-2003 sample period compared to 1994-1998.
However, many papers showed that as traders exploit documented and well-known
anomalies, the seasonality patterns tend to fade out, which would result in weaker

patterns 1n post euro period.



1.3. Research Findings

This thesis consists of four empirical chapters listed below.

1. Announcement Effect in the FX Implied Volatilities

2. Calendar Seasonality Patterns in FX Returns

3. Calendar Seasonality Patterns in FX Implied Volatilities
4. Relationship Between FX Returns and Implied Volatilities

This section provides a summary of the findings of each empirical chapter.

1.3.1. Announcement Effect in the FX Implied Volatilities

FX Implied volatility tends to rise prior to the announcement of both

scheduled and unscheduled news, explained by the presence of the informed traders,
and fall on the announcement day. However, the BOJ interventions tend to cause a
further increase in volatility, which can be explained by the additional uncertainty
brought by the central bank. Results also suggest that for most macroeconomic
indicators, the mere announcement of the news, rather than the “surprise” element,
affects currency market volatility. In addition, the results confirm the existing
findings on the “sign effect”, indicated by the bad news having stronger impact on
the volatility than good news, but additionally, provides an evidence of the

weakening sign effect in the period of 1998 — 2003.

1.3.2. Calendar Seasonality Patterns in FX Returns

There is an evidence of the day of the week effect in the FX return series,
indicated by positive Thursday and negative Friday returns, and explained by the
invoicing patterns in the world trade and the response of speculator and dealers to the
major scheduled news announcements. Since there is less opportunity in the currency
market for informed trader to take advantage of uninformed traders, there is little

evidence of the Monday effect, documented for equity markets. Although, there are
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no intra-month patterns in FX return series, January and November returns are
negative, while December, June and September returns are positive. The month of
the year effect could be explained by the tax loss-selling hypothesis, actions of
speculators and dealers prior to the holidays, money managers' inclination to make
long-term reassessments of FX trends at the end and beginning of the calendar year,
the timing of disclosure in the financial statements® and the portfolio rebalancing by

investors.

The January effect tends to strengthen in the “bad” years characterized by low
GDP growth rate, and tends to weaken in the “good” years characterized by high
GDP growth rate. There is also the turn of the year effect in the FX markets, which
becomes more significant in 1999-2003 period. This could be explained by the fact
that the portfolio managers sell loss-making stocks to realize capital gains and losses
in the last three days in December, resulting in USD depreciation. Average daily
returns are positive prior to the holidays and negative following the holidays, which
is explained by the tendency of the banks to flatten their natural long USD positions
prior to the official holidays. Lack of evidence in support of the phenomenon
documented for the equity markets (e.g. Monday effect, returns around holidays
being similar to that around weekends) suggest that the calendar seasonalities in the
FX market are different from those in the equity market due to the difference in the

market structures.

1.3.3. Calendar Seasonality Patterns in FX Implied Volatilities

There is a strong evidence of the day of the week effect in the FX implied
volatilities, indicated by the positive implied volatility changes on Monday and
Tuesday that could be explained by the private information hypothesis of Admati and
Pfleiderer (1988) and Foster and Viswanathan (1990) and negative implied volatility

changes on Thursday and Friday that could be explained by the announcement effect.

® With the globalization and increased role of the multinational corporations, the timing of the
financial statement disclosures could create calendar patterns in the FX returns and implied volatilites,
given that they (disclosures) are associated with the increased activity in the FX markets.
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The intraweek patterns have become more significant after the introduction of euro
in 1999. Although, there is little evidence in support of the monthly and quarterly
patterns, the results suggest that there is an evidence of the turn of the year and turn
of the month effects in the FX implied volatilities. The turn of the year effect,
indicated by the increasing volatility between days -30 and +2, and a declining
volatility between days +2 and +10, could be explained by Rogalski and Maloney’s
(1989) seasonal risk premium hypothesis and the concentrated liquidity-trading
hypothesis of Lakonishok and Smidt (1986). Increased volatility around the turn of
the month is explained by the substantial payments to private investors in the US
economy and the fact that most corporate and municipal debt in the USA is payable
on the first and last days of a month, affecting USD volatility. Implied volatility
tends to fall prior to and increase following the official holidays. Since the market
activity during and around the holidays resembles the behavior of the volatility
during and around the weekends, the holiday effect could be explained by the private

information hypothesis of Foster and Viswanathan (1990).

1.3.4. Relationship Between FX Returns and Implied Volatilities

The results indicate that there is a strong relation between implied volatility
and contemporaneous returns, whose significance declines following the introduction
of euro. Large exchange rate movements, regardless of their direction, are found to
be associated with increased implied volatility. Both positive and negative returns
lead to the increased market uncertainty, affecting implied volatility to the same
extent. In spite of the lack of a strong evidence of the volatility asymmetry, small
returns tend to have stronger impact on the implied volatility, compared to large
returns, which could be explained by the behavior of the option traders. Besides, the
impact of the contemporaneous returns on the FX implied volatility tend to be
stronger when the announcement days are excluded from the sample, which could be
explained by the fact that on the announcement days, the rise in the implied
volatility, resulting from the USD depreciation is offset by the fall in the implied
volatility resulting from the release of the important news announcements

(Ederington and Lee, 2001). Finally, no significant evidence of the relation between
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FX implied volatilities and forward looking returns is found, but there is some
evidence of the extreme levels of the implied volatility predicting following day
returns. In addition, the impact of the extreme levels of the implied volatility on the
forward looking returns, i1s found to be particularly significant for negative (as

opposed to positive) returns and for extremely large increases (as opposed to

decreases) in the level of the implied volatility.
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1.4.Research Contributions

Our thesis offers several contributions to the existing literature on the FX
calendar patterns and the relation between FX returns and implied volatilities. We
present general contributions in section 1.4.1, and provide an overview of others

contributions specific to the empirical chapters in sections 1.4.2, 1.4.3, and 1.4.4.

1.4.1. General Contributions

The focus on the FX market is a contribution of this thesis to the existing
literature on the volatility patters. Several studies have examined the properties of
asset prices and implied volatilities in the equity and interest markets (Fleming and
Remolona, 1997, 1999, Balduzzi et. al, 2001 and Nikkinen and Sahlstrom, 2004).
However, relatively little is known about the dynamics of exchange rates and implied
volatilities derived from the cumrency options markets. Using FX markets is
preferable as, conducting the study at the stock market causes the problem of thin
trading, also known as the non-synchronous trading problem. This is probably due to
the fact that the options and underlying stocks are traded at the same time (stock
exchanges work for 6-7 hours a day). The FX market is open for 24 hours a day, so
the problem of thin trading is almost eliminated when the study is conducted with the
currency options. The FX market is also the most liquid and the largest financial
market in the world in terms of the turnover with low transaction costs. FX does not
have definite closures since it is organized around partially overlapping trading
sessions in the regional centres worldwide. Another advantage of the study
conducted at the FX volatility over the stock market volatility is that it is possible to
study the impact of the events that take place and news released during non-trading

hours of the organized stock exchanges.

The second contribution is that we cover a ten-year period of 1994-2003,
which includes the five years after the adoption of Euro. The existing literature on
the FX market dynamics focuses on the 1980s and 1990s, with only few papers
covering late 1990s (Yamori and Kurihara, 2004). The use of the sample period of
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1994-2003 provides an opportunity to break the entire sample into two sub-samples,
representing five years prior to and five years after the introduction of Euro as a
single currency in January of 1999. This is important contribution given the dynamic
feature of the seasonality patterns (Hiraki and Maberly, 2003) and the significant
changes in the global economy in the late 1990s and the first years of this decade,
which result in the changes in the seasonality patterns and market dynamics. As the
globalization of the financial markets and capital market liberalization have been
accelerated since the mid 1990s and as the euro was introduced in 1999, it 1s
particular interesting to investigate the development of new seasonality patterns and

relations in the currency markets.

Thirdly, in our study, FX volatility is measured by the implied volatilities,
which is an ex ante measure of volatility, obtained from the leading data providers
(Reuters and Dow Jones). Ex post volatility measures, such as variance of the
returns, standard deviations and number of price changes are a backward-looking
measure of recent volatility conditions, reporting what actually happened rather than
the market expectation of the event (Rogalski and Maloney, 1989). As suggested by
Bailey (1988), ex post volatility measures are based on the past information and
therefore do not capture the impact of various factors on volatility. In order to
overcome the problem with the ex post measure of volatility, volatilities implied
from the options prices, which is an ex ante measure of volatility and are more
accurate predictors of subsequently realized price volatility (Bailey, 1986 and Scott
and Tucker, 1989) are used. Besides, the use of FX implied volatilities reported by
the market makers via Reuters and Bloomberg screens, instead of volatilities implied
from the option prices using models, like Black-Scholes (1973) increases accuracy

and reliability of the results.

1.4.2. Announcement Effect in FX Implied Volatilities — Contributions
The fourth contribution of this study is that while major published papers on

the announcement effect in the FX market focuses on a single exchange rate, this

study focuses on all four major exchange rates. Most published papers focus only on
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one currency pair. For example, Ederington and Lee (1993) and Andersen and
Bollerslev (1998)) studied USD/DEM volatility, while Ito and Roley (1987) and Kim
et. al (2004) focused on the USD/JPY volatility. Goodhart et. al (1993) studied the
impact of news announcements on the volatility of USD/GBP. Although, there are
some papers, which cover several exchange rates (Madura and Tucker, 1993 and
Bauwens et. al, 2005 who cover USD/EUR and USD/GBP), none of the recent
papers on the impact of the news releases on the FX implied volatility covers all four

major exchange rates.

Fifthly, this thesis extends the work by Kim et. al (2004), who covered six
and the one by Bauwens et. al (2005), who covered nine macroeconomic indicators,
by studying the impact of 16 scheduled announcements of the US macroeconomic
indicators. In spite of the fact that the initial studies focused only on the scheduled

news announcements (Ederington and Lee, 1993, 1995), the effect of the scheduled

news on the FX volatility has been shown to be substantially different from those of
unscheduled news (Bauwens, 2005). Therefore, we study the impact of news other
than the scheduled macro indicator announcements, extending the study by
Ederington and Lee (1993, 1995, 1996) and Kim et. al (2004) by covering the
minutes of FOMC meetings, and extending the study of FOMC minutes by Nikkinen
and Sahlstrom (2004) by focusing on the occasions when FOMC has amended a US
official interest rate. In addition, this thesis contributes to the existing literature and
specifically extends the works of Laakkonen (2004) and Bauwens et. al (2005), by
concentrating on each of the individual news announcements. Although Laakkonen
(2004) and Bauwens et. al (2005) covered 60 and 21 announcements, respectively,
they studied an impact of all news announcements, taken as the whole, on the
currency market volatility. The advantage of our study is that instead of aggregating
the news announcements into composite news measures, each of 16 scheduled
macroeconomic indicator releases as well as central bank interventions and interest
rate announcements are treated separately. In other words, our model allows to
capture the effect of each of the announcements on the currency implied volatility,
with the aim of identifying the news announcements that tend to have the strongest

impact on the FX implied volatility.
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Sixthly, this study extends the previous studies by Donders and Vorst (1996)
and Ederington and Lee (1996), by examining the behavior of implied volatility not
only on the announcement day but also separately on days surrounding the release
day. Compared to Nikkinen and Sahlstrom (2003), who studied the impact of the
news announcements on the stock market volatility before and after the
announcement day, this study focuses the behavior of the stock market implied

volatility five rather than one day before and after the news release.

Seventh, we also study the impact of the central bank interventions on the FX
volatility, resulting in some further contributions. In comparison with the empirical
studies by Bonser-Meal/Tanner (1996), Dominguez (1998), and Galati/Melick
(1999) this study uses the actual dates of BoJ interventions announced by BoJ rather
than those reported by the financial press. Before 2002, when the Bol released the
official dates of its intervention behavior, the researchers used interventions reports
in the financial press as a proxy for BoJ intervention policy. Frenkel et. al (2003)
compared the official BoJ interventions dates with a proxy variable used in an
empirical study by Ramaswamy and Samiei (2000) and concluded that the financial
press underestimated the overall intervention activity of the BolJ by roughly 25
percent. Unlike Frenkel et. al (2003), who studied intervention - volatility correlation
for USD/JPY only, this thesis covers not only USD/JPY, but also USD/EUR,
USD/GBP and USD/CHF volatility. The intervention-volatility correlation has been
studied not only for the intervention days, but also for the days surrounding these
days. Finally, unlike early studies by Bhattacharya and Weller (1995), Baillie and
Humpage (1992) and Baillie and Osterberg (1997), this study uses ex-ante (implied)
measure of volatility rather than GARCH and EGARCH estimates of conditional
exchange rate volatility. The key advantage of using implied volatilities to estimate
the intervention-volatility correlation is that implied volatilities are forward-looking
variables by nature, and allow to capture the effect of the uncertainty caused by the

central bank intervention.
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Eighth, we contribute to the existing literature by extending the study of the
news announcements’ impact on the FX volatility to the stochastic component of the
news releases. A stochastic component reflects the surprise effect due to the
discrepancy between the actual contents of the news and the expected contents
before the release. A study of the relationship between a surprise element of the
macro announcement and market volatility is important since according to the
efficient market hypothesis, only the surprises should affect the markets (Almeida et.
al, 1998). Additionally, Andersen et. al (2003) argued that the existence of the
significant relationship between unanticipated shocks to fundamentals and exchange
rates would be consistent with the predictions of the rational expectations theory.
This study also studies an asymmetric impact of the news announcement on the FX
volatility. Although there is some literature on the impact of the announcements with
large vs. small and positive vs. negative surprise elements on the FX return series
(Aggarwal and Schirm, 1998), the literature on the asymmetric impact of the
announcements on the FX volatility is limited. In spite of the presence of some
papers, which use different methodology and different data set to study an impact of
positive and negative news (Brown et al., 1988, Campbell and Hentschel, 1992 and
Haugen et al., 1991), there is no published paper on the impact of large and small

macro announcements on the FX volatility.

1.4.3. Calendar Seasonality Patterns in FX Returns and Implied Volatilities —

Contributions

Ninth, we contribute to the existing literature on the FX anomalies, by
covering patterns in the currency return series and implied volatilities, which have
never been studied before. Although there is some, though limited literature on the
day of the week (Cornet et. al, 1995 and Yamori and Kurihara, 2004) and the turn of
the month (Liano and Kelly, 1995 and Aydogan and Booth, 1999) effects in the FX
return series, the existing literature on other seasonality patterns is limited to the
equity markets. Our study extends the work on the return intra-monthly patterns
(Ariel, 1987, Lakonishok and Schmidt, 1988 and Ogden, 1990), the turn of the year
effect (Jacobs and Levy, 1988), the January effect (Givoly and Ovadia, 1983 and
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Jones et. al, 1991), the month of the year effect (Bhabra et. al, 1999) and the holiday
effect’ (Ariel, 1990, Howe and Wodd, 1993 and Wood, 1994) to the major cash
currency markets. Besides, we extend the work by Jones and Singh (1997) and Chen
and Zhou (2001) on the stock volatility seasonality patterns and by Ferris et. al

(2003) on the commodities volatility seasonality patterns to the currency market.

Tenth, we contribute to the existing literature on the FX return anomalies, by
studying a link between news announcements and the day of the week effect. Cornet
et. al (1995) and Yamori and Kurihara (2004) mentioned that the announcement
effect could explain the day of the week return anomalies in the currency markets,
but none of the published papers actually studied this link. Building upon the
recognition that the announcement effect explains the intraweek patterns in the FX
implied volatilities (Harvey and Whaley, 1992, Ederington and Lee, 1996 and
Ederington and Lee, 2001), we try to explain the intraweek patterns in the FX return

series by the scheduled US macroeconomic announcements.

Another contribution of our study is that the volatility patterns in the cash FX
market are studied’. The FX market is a 24-hour market composed of the sequential
and partially overlapping trading periods in the regional centers worldwide. The
market does not have definite closures, except those generated by the trading hours
in particular regions. Although, the use of the implied volatilities from options on
cash markets is associated with problems, such as price difference in the cash market
due to bid-ask spreads and different closing times between cash and option markets
(Kim and Kim, 2004), it solves the problem of thin trading and non-trading effect
documented by Figlewski (1997)9. Besides, currency implied volatilities are drawn

from the over-the-counter (OTC) markets, which are considerably more liquid than

" Aydogan and Booth (1999) studied the holiday effect for the Turkish FX market, while Liano (1995)

studied the pre holiday effect in the currency futures

8 Most of the existing papers on the FX volatility intraweek patterns focused on the FX futures market
(Han et. al, 1999 and Kim and Kim, 2004).

? Thin trading, also known as non-synchronous trading problem arises due to the options and
underlying assets (stocks or FX futures) trading at the same time. Non-trading effect arises, because of
a lack of trading during particular times of a day or a week, which results in the full impact of large
information event being spread over two or more days and therefore asset returns displaying positive
autocorrelation that reduces estimated volatility, The FX cash market is a 24 hour market, so the
problem of thin trading and non-trading effect is almost eliminated when the study is conducted with
the currency options.
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the currency futures options. Castren and Mazzotta (2005) showed that since the
trading volume in OTC options i1s often much larger than in the corresponding
market traded contracts, the underlying liquidity on OTC quotes is deeper, which
makes the OTC quotes a more reliable source for information extraction. In
summary, the 24-hour nature of the FX market, high liquidity and low transaction
costs resulting from the fact that the FX is the largest financial market in the world

increases the accuracy of the data used in this study.

Twelith, throughout the thesis, we test additional hypothesis in order to
contribute to the existing literature on the return anomalies. For example, we study a
link between the FX January effect and the market direction, examine the impact of

both US and non-US holidays on the FX market, and conduct additional testing of
the tax loss hypothesis.

1.4.3. Relation Between FX Returns and Implied Volatilities — Contributions

Thirteenth, we contribute to the existing literature on the asymmetric impact
of the contemporaneous returns on the implied volatility (Davidson et. al, 2001, Giot,
2003, Kim and Kim, 2004), by differentiating between not only, positive and
negative returns, but also between large and small returns. Fourteenth, the impact of
the FX returns on the implied volatility is studied for both the announcement and
non-announcement days. Fifteenth contribution is that by studying an asymmetric
impact of the FX returns on the implied volatility in both low and high volatility
environments, our work extends the empirical study by Giot (2003) on the stock
indices, to the currency market. Sixteenth, the asymmetric feature of the relation
between extreme levels of the implied volatility and forward looking returns is

studied.
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1.5. Structure

The remainder of this thesis is organized as follows. The next chapter
examines empirical findings on the announcement effect in the financial market
volatilities, discusses calendar patterns in asset returns and volatilities and provides
an overview of some empirical findings of the volatility — return relation in the
financial markets. In chapter 3, a description of the data sets used in the study 1s
provided, while chapter 4 describes regression estimation models and hypothesis

proposed to detect FX anomalies and volatility — return relation.

The results of the empirical analysis are presented in chapters 5 through 8.
Specifically, chapter 5 focuses on the announcement effect in the FX implied
volatilities. Chapters 6 and 7 examine calendar seasonality patterns in the FX return
series and implied volatilities, respectively. Chapter 8 analyses relation between FX
returns and implied volatilities. Finally, chapter 9 concludes and provides some

potential weaknesses and points for further research.
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CHAPTER 2. LITERATURE REVIEW

In this chapter, we examine empirical findings on the seasonality patterns in
the financial market volatilities, highlighting the key areas within the existing
literature our thesis would contribute to. Although we highlight numerous
contributions of our piece in the previous chapter, we summarize the major gaps in
the existing literature that we intend to fill by formulating three key reasons why we

examine the existing literature in the first place.

1. Is there any evidence of the seasonality patterns that we intend to test? Most
of the exiting studies on the seasonality patterns that we test in our thesis have
documented the existence of some form of anomaly or relation in the financial
market returns and volatilities. However, based on the existing literature, it appears
that most of these patterns are not stable over time- they appear in some periods,
disappear in certain periods and reappear in others. Given that the latest studies on
the FX seasonality patterns tend to cover the period prior to late 1990s with only few
extending beyond January 1999 (when Euro was officially adopted as a single
European currency), our study contributes to the existing literature by covering the
sample period during five years after the introduction of euro. The use of the more
recent period provides us an opportunity to compare our findings to the results of the
previous studies and therefore to identify the patterns that emerged or faded over

time.

2. Which financial markets do existing studies focus on? Although there 1s an
extensive literature on most seasonality patterns covered in our piece, the existing
literature on many anomalies and seasonalities is limited to the equity markets. For
some patterns, the existing literature on the FX market is virtually non-existent,
while for others the focus is on the FX futures, as opposed to FX cash markets. The

coverage of the FX cash market would help to fill a gap in the existing literature on

the FX calendar effects and resolve the problem of thin trading, also known as the
non-synchronous trading problem (via the focus on the cash rather than futures

market).
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3. What type of data has been used in the existing literature? Most of the existing
studies use a limited number of the variables (eg announcements) to explain prices
changes and volatility in a limited number of the exchange rates over a limited period
of time. We contribute to the existing literature by using more extensive data (eg
sixteen macro announcements, including the surprise element of those news releases,
as well as interest rate and central bank intervention announcements, both US and
non US holidays) to explain price changes and volatility in all four major FX rates

using a ten year period enabling us to compare FX volatility behavior prior to and

after the introduction of euro.

The existing findings on the following topics are discussed in this chapter:

1. Announcement effect in volatilities
2. Calendar patterns in the FX return series
3. Calendar patterns in the FX implied volatilities

4, Relation between returns and volatilities

The remainder of this chapter is structured as follows. In section 2.1, we
highlight the findings of the studies on the implied volatility announcement effect,
clarifying the areas our research would contribute to. Sections 2.2 and 2.3 focus on
the FX calendar patterns in return and implied volatility series, respectively, while
section 2.4 summarizes main findings on the relation between return and implied
volatilities. In Section 2.5, we discuss the existing literature on the impact euro had
or is expected to have on the FX market and finally, section 2.6 provides a summary

and highlights contributions that our study will offer to the existing literature.
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2.1. ANNOUNCEMENT EFFECT IN VOLATILITIES

Although, the initial literature on the announcement effect focused on the
financial asset prices (Almeida et. al, 1998, and Simpson and Ramchander, 2003),
there exists some literature on the announcement effect in the implied volatilities,
which document a significant impact of the news announcements on the FX
volatilities. The existing literature uses Reuters headlines, scheduled and
unscheduled macro announcements, headlines of financial newspapers (Chan et. al,
2001) as the proxy for the information flow. Implied volatility was found to increase
prior to scheduled announcements and decrease following the announcements. The
release of the unscheduled news announcements, such as interventions, tends to drive
market uncertainty up, causing an increase in implied volatility. Besides, the
announcement effect is more pronounced for bad news and especially when the

economy is weak.

The latest studies on the announcement effect cover the period prior to the
introduction of Euro with only few extending beyond January 1999, when the euro
was officially adopted as a single European currency. Our study contributes to the
existing literature by focusing on the FX market and covering the sample period
during five years after the introduction of euro. We also study the impact of sixteen
macro indicators on the exchanger rates, and contribute to the existing literature by
observing implied volatility behavior during five days prior to and following the
announcement day. In addition to studying the asymmetric feature of the
announcement effect in terms of the sign of the surprise element, which has already
been done, we are one of the first to study the asymmetric impact of the
announcements in terms of the magnitude of the surprise element. We also study the
impact of the BOJ interventions and various features of this impact (e.g. the
magnitude of the intervention, purchase/sale of the JPY) on the implied volatility of
all the major exchange rates, to determine whether the intervention — volatility

relation studied for the sample periods preceding euro changed with the adoption of

curo.
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Section 2.1.1 of this chapter examines the impact of news announcements on
the implied volatilities in stock, interest and bond markets. In Section 2.1.2, we
provide a summary of the announcement effect in the FX implied volatilities, which
is more relevant for our empirical study. Section 2.1.3 differentiates between the
impact of scheduled and unscheduled news announcements, discussing in detail, the
effect central bank interventions have on the FX implied volatility. In section 2.1.4,
we discuss the dynamic feature of the announcement effect and its dependence on the
state of the economy, while in section 2.1.5, we examine the impact of US vs. non-
US news on the FX implied volatility. Section 2.1.6 provides a summary and

highlights contributions that our study will offer to the existing literature.
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2.1.1. Announcement Effect in Non-FX Markets

The initial studies on the impact of news announcement on the volatility
mainly focused on the equity and treasury markets. The first studies on the volatility
patterns were conducted by Merton (1973) and Donders and Vorst (1996). Donders
and Vorst (1996) observed an increase in the implied volatilities of stock options
around the scheduled news announcement days and found implied volatility
dropping sharply after the event day for few days. Using data from the U.S. treasury
market, Fleming and Remolona (1997) concluded that the realized volatility is higher
when scheduled macroeconomic reports are released. In contrast, Cutler et al. (1989)
and Mitchell and Mulherin (1994) found little association between the US stock
market volatility and readily identifiable economic news. Likewise, Berry and Howe
(1994) reported no significant relation between US equity volatility and the total

number of news releases by the Reuters News Service.

Sun and Sutcliffe (2002) studied the impact of nine macroeconomic variables
on the spot, futures and options market in the UK short-term interest rates,
concluding that MPC announcements lead to a substantial decrease in the implied
volatility, RPI announcements result in a smaller decrease, while non scheduled
announcements are associated with a small increase in the implied volatility.
Nikkinen and Sahlstrom (2004) investigated the behavior of the implied volatility
index VIX (implied volatility index of S&P100) around the employment, inflation
reports, and the FOMC meeting days. They suggested that implied volatility
increases prior to the scheduled news release and decreases after the announcement
with the employment report being found to have the largest impact on the volatility,
followed by FOMC meetings.
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2.1.2. Announcement Effect in FX Markets

Most of the studies on the volatility announcement effect have been
conducted on the US stock market and given that the majority of the US
macroeconomic announcements are released early in the morning prior to the
opening of the US stock exchanges, the studies on the equity volatilities may suffer
from a lack of power. The FX market is 24 hour market, so the announcements occur
while the markets are open. The FX market is the largest financial market in the
world, while the recent developments (electronic trading, the introduction of the euro
and new market instruments) have made FX one of the most challenging markets for
researchers and practitioners. The relation between FX volatility and fundamentals
has been explained by the different motives of the heterogeneous agents' (Farmer
and Joshi, 2002), different trading strategies (Admati and Pfleiderer, 1988),
psychological choices (Veronesi, 1999) and different abilities to forecast and analyse

the impact of the new information on the value of the exchange rates (Damodaran,
1985).

There is already a sizeable literature on the effects of US public information
releases on the FX market volatility. For instance, Ederington and Lee (1993) found
that regular scheduled US macroeconomic announcements lead to significant time-
of-the-day and day-of-the-week patterns in the volatility of USD/DEM FX futures
and explained this relation by the private information arrival. Goodhart et al. (1993)
made a study on GBP/USD rate using 12 weeks high frequency data and found that
two specific news significantly impact the intraday currency volatility. Ito and Roley
(1987) suggested that both US and Japan money supply and industrial production
figures help to explain the movements in the Yen/Dollar exchange rate. Madura and
Tucker (1992) analyzed the relation between currency option implied standard
deviation (ISDs) and the surprise component of monthly merchandise trade deficit
disclosures. They concluded that deficit disclosures, regardless of their content
increase market uncertainty and that larger surprises, regardless of their sign are

associated with increased currency implied standard deviations.

! The heterogeneous expectations concerning the fundamental value of an asset increase the volatility
in the short run and the strategies of chartists increase the volatility in the long run
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Low and Muthuswamy (1995) found a significant relationship between news
arrival rate and DEM/USD and JPY/USD rate volatilities, while Melvin and Yin
(2000) suggested that DEM/USD volatility varies positively with the total number of
news items reported in Reuters News Service. DeGennaro and Shrieves (1997)
concluded that USD/JPY volatility increases prior to the public announcements and
declines significantly after the information release. Andersen and Bollerslev (2003)
pointed that the announcement impact depends on its timing relative to other related
announcements, and on whether the announcement time is known in advance. Chang
and Taylor (2001) found a significant and symmetric impact of the German and US
news on the DEM/USD volatility. The impact of German news on DEM/USD
volatility was found to be longer lived than that of US news. The authors explained

this phenomenon by the steady monetary policy followed by the Federal Reserve.

Andersen and Bollerslev (1998) found an evidence of an increased
DEM/USD volatility related to the public news announcements. The most important
US news having the biggest impact on the DM/USD exchange rate were real
economy related indicators like gross domestic product, employment report, trade
balance and durable good orders. The German announcements having the biggest
impact on the DM/USD rate were found to be the monetary indicators like
Bundesbank meetings and MP3 supply figures. Andersen and Bollerslev (1998)
explained this phenomenon by the fact that the monetary policy of Federal Reserve
System was stable, while the monetary policy of the Bundesbank was highly

controversial.

After Kawaller et. al (1993) showed that futures markets tend to adjust more
quickly to new information compared to spot markets, many papers focused on the
behavior of the FX futures. Harvey and Huang (1991) explained significantly
positive USD/JPY futures volatility during US trading hours by the release of US
macroeconomic indicators, while Ederington and Lee (1993) and Leng (1996) found
that the volatility of DEM/USD rate futures is significantly affected by the release of

the macroeconomic news announcements. Kim et. al (2004) studied the impact of six
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US macroeconomic indicators on JPY/USD and DEM/USD futures for the period
from 1987 to 1998. They reported a significant impact of a trade balance and retail
sales indicators on the currency volatility. The balance of trade announcement was
found to cause an increase in DEM/USD volatility, while the release of the retail
sales was found to cause an increase in JPY/USD volatility. After reporting low
implied volatilities in the early part of the week and high volatility in the later part of
the week from Wednesdays, Kim et. al (2004) suggested that when a scheduled
macroeconomic announcement is made during the week, the implied volatilities
remain unchanged or decline from the previous day. This is in line with the
hypothesis that the uncertainty is resolved as information is released on the

announcement days.
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2.1.3. Scheduled vs. Unscheduled Announcements

It is generally believed that the unscheduled events tend to have stronger
impact on the asset prices than the scheduled events. Dominguez and Panthaki
(2005) argued that unscheduled news results in more ambiguous information that
may lead stronger differences of opinion about the implications of the information,
and therefore result in larger changes in the volatility. Andersen and Bollerslev
(1998) found that the volatility shocks from the scheduled, expected news
announcements tend to be short lived (since the timing of the news is already known
in advance), while the unscheduled events cause prolonged changes in the volatility.
Andersen and Bollerslev (1998) showed that three large and long-lived volatility

increases are related to the Russian crisis and the stock market crash, the events that

could not anticipated in advance. Although most studies focused on the scheduled
announcements, some studies studied an impact of the unscheduled announcements
on the market volatility: ten major news announcements (Cornell, 1978), takeovers
(Barone-Adesi, Brown & Harlow, 1994), mergers (Jayaraman et al, 1991, Levy &
Yoder, 1993), interest rate changes (French & Fraser, 1986), the effect of the Louvre

Accord on volatility in currency markets (Tucker & Madura, 1991).

DeGennaro and Shrieves (1997) came to the conclusion that while scheduled
news announcements and unscheduled interest rate reports cause volatility to
increase, unscheduled news announcements are associated with the opposite effect,
they cause the volatility to decrease. They found that after the scheduled news
announcement volatility increases dramatically and remains at higher than normal
level for about 10 minutes. After the interest rate announcements volatility also
increases, but not as much as after the scheduled news announcements. Finally, a
small but significant reduction in volatility was observed after the unscheduled news
announcements for about 20 minutes. The researchers explained this phenomenon by
the calming effect of such announcements or by the tendency of the announcements

to be released during relatively calm times at the FX market.
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2.1.3.1. Central Bank Interventions

The main objective of a central bank in conducting intervention is to
minimize the deviations of the exchange rates from the pre-established targets and to
dampen short term volatility (Neumann, 1984, Natividad and Stone, 1990 and
Bhattacharya and Weller, 1995). A positive link between volatility and central bank
interventions has been detected, regardless of the research method used to measure
the volatility - univariate GARCH models (Baillie and Osterberg, 1997), implied
volatilities (Bonser-Neal and Tanner, 1996 and Dominguez, 1998), and realized
volatility (Dominguez, 2006). Although, intervention is likely to cause an increase in
implied volatility by contributing to market uncertainty (Baillie and Humpage, 1992,
Baillie and Osterberg, 1997 and Humpage, 2003), Ramchander and Sant (2002)
argued that central bank intervention can reduce exchange rate volatility by giving a

clear signal about future monetary policy and stopping speculative attacks against a

currency.

Dominguez (2006) showed that the influence of central bank interventions on
the FX market depends on the intraday timing of intervention operations, as well as
whether the operations are coordinated with another central bank. The effect of the
bank intervention also depends on the willingness of the bank to back up intervention
by subsequent changes in monetary policy. Dominguez and Frankel (1993) found
that actual announced US intervention had reduced conditional daily and weekly
USD/DM and USD/JPY FX rate volatility over the 1985-1991 period, but 'secret’
intervention had increased conditional volatility. A central bank could intervene in
the FX market just as the response to the volatility conditions in the exchange rate
market. This is consistent with the view that interventions are not conducted in a
random way and tend to react rather to exchange rate developments (Kearns and
Rigobon, 2004 and Neely, 2005). Beine et. al (2006) provided evidence that the
coordinated interventions produce FX volatility jumps, but failed to find any
evidence in favor of a causality where central banks jointly intervene in reaction to

the occurrence of jumps.
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Bonser and Tanner (1996) found that central bank intervention is associated
with positive changes in the DEM/USD and USD/JPY implied volatilities during
1985-1991, and especially during the February 23, 1987 to December 31, 1989
Louvre Accord period. Federal Reserve intervention is associated with the negative
changes in DEM/USD 1mplied volatilities over the 1985 to February 1987 and 1990
to 1991 sub-periods, although the effect is significant only in the 1990 to 1991 sub-
period. Bonser and Tanner (1996) explained this by market participants not
expecting central bank intervention to reduce exchange rate volatility in 1985-1991
period. Ramchander and Sant (2002) studied the impact of the Fed interventions in
1985-1994 on the volatility of USD/DEM and USD/JPY futures contracts, arguing
that since futures prices lead spot prices, the use of futures volatility improves the
reliability of the results. Ramchander and Sant (2002) found a significant reduction
in USD/JIPY volatility after the Fed interventions (though the interventions
conducted 1n 1990-1993 period are followed by the higher than normal volatility)
noting that Fed is more actively involved in the FX market during periods of higher
volatility. However, they did not observe any significant change in USD/DEM
volatility after the Fed interventions. They attributed the difference in the results to
the role each currency plays in the internal FX market and monetary system.
Unusually high USD/JPY volatility in 1990-1993 could be explained by the
breakdown of the Louvre accord that brought lower cooperation among central banks

in coordinating intervention operations.

Harvey and Huang (2002) found that the FX futures volatility increases
significantly during the Fed interventions, while Lu and Wu (2006) conducted
similar study for the Australian case, finding evidence of the Australian central
bank’s interventions significantly increasing the volatility of both AUD/USD spot
and futures markets. Both studies tried to explain this phenomenon by the fact that
the market trying to infer the central bank’s policy implications with uncertainty as to
the Banks’ behaviors and policy intentions. Harvey and Huang (2002) concluded that
the when the central bank keeps its policy intention highly secret, the effects of the
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central bank interventions are limited, since they cause confusion among market

participants as a result of their inability to identify the Bank’s policy intentions.
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2.1.4. Good Economy vs. Bad Economy

According to McQueen and Roley (1993), positive news about the economic
activity (e.g. industrial production, GDP, capacity utilization) tend to cause an
increase in the stock prices when an economy is weak, and a fall in the stock prices
when an economy is strong. Andersen et. al (2003) provided evidence that bad news
in good times (economic expansions) have greater impacts than good news in good
times, suggesting that good news in good times confirms beliefs but bad news in
good times comes as more of a surprise. The asymmetry volatility effect, as
characterized by the bad news shocks leading to higher volatility than good news
shocks has already been documented by Nelson (1991), Engle and Ng (1993),
Glosten et. al (1993), Bekaert and Harvey (1997), Brooks and Henry (2000), and
Bekaert et. al (2003). Most empirical studies explained this phenomenon by the
increase in the amount of information following the announcement of bad news

shocks, which also affects market participants’ expectations.

Dominguez and Panthaki (2005) suggested that the influence of both
scheduled and unscheduled news on exchange rates may be related to the state of the
market at the time of the news arrival. Dominguez and Panthaki (2005) concluded
that during periods of high uncertainty, as indicated by high volatility, and during
periods of higher than normal news arrival, news have a significantly larger

influence on the FX market than during normal periods.

34



2.1.5. US News vs. Non US News

Our objective 1s to examine the impact of US macroeconomic
announcements only. Several papers studied an impact of news from different
countries on the FX volatility and concluded that US news releases have stronger

impact on the financial asset volatility than news coming from the rest of the world
(Andersen et. al, 2003 and Nikkinen and Sahlstrom, 2003).

Almeida, Goodhar and Payue (1998) and Andersen et. al (2003) have
documented the importance of US news over European news in terms of its impact
on the currency market volatility. As indicated by Almeida, Goodhar and Payue
(1998), these findings could be explained by the fact that US macro announcements
are released on a regular time basis, while the timing of many macroeconomic news
releases in Europe 1s not always known in advance. In addition, as suggested by
Melvin and Yin (2000) and Laakkonen (2004), the type of the news announcements
could also explain the importance of US news releases. The majority of US macro
announcements, which have a significant impact on the market volatility, are the real
economy indicators, such as employment report. As indicated by Andersen and
Bollerslev (1998), the majority of the significant European indicators are those
associated with the central bank’s monetary policy, such as central bank meetings
and MP3 supply figures. Given that recently, the monetary policy of ECB has not
been very aggressive, in spite of the sluggish economic growth in Europe, the US

news are more important in explaining FX volatility than European ones.
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2.1.6. Summary

There is an existing literature on the announcement effect in the FX implied
volatilities, which document a significant impact of the news announcements on the
FX implied volatilities. The existing literature uses Reuters headlines, scheduled and
unscheduled macro announcements, headlines of financial newspapers (Chan et. al
(2001) as the proxy for the information flow. Implied volatility tends to increase
prior to scheduled announcements and decrease following the announcements. The
release of the unscheduled news announcements, such as interventions, was found to
drive market uncertainty up, causing an increase in implied volatility. Announcement

effect is also more pronounced for bad news and especially when the economy is

weak.

The latest studies on the announcement effect cover the period prior to the
introduction of Euro with only few extending beyond January 1999, when the euro
was officially adopted as a single European currency. Our study contributes to the
existing literature by focusing on the FX market and covering the sample period
during five years after the introduction of euro. We also study the impact of sixteen
macro indicators on the exchanger rates, and contribute to the existing literature by
observing implied volatility behavior during five days prior to and following the
announcement day. In addition to studying the asymmetric feature of the
announcement effect in terms of the sign of the surprise element, which has already
been done, we are one of the first to study the asymmetric impact of the
announcements in terms of the magnitude of the surprise element. We also study the
impact of the BOJ interventions and various features of this impact (e.g. the
magnitude of the intervention, purchase/sale of the JPY) on the implied volatility of
all the major exchange rates, to determine whether the intervention - volatility

relation studied for the sample periods preceding euro changed with the adoption of

curo.
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2.2, CALENDAR PATTERNS IN THE FX RETURN SERIES

The presence of the seasonality patterns, such as day of the week effect in the
financial asset returns has been well documented in the finance literature®. Although
there is no shortage of the literature on the FX day of the week effect’, the literature
on other seasonalities 1s mainly limited to the equity markets. The study of various
seasonality patterns, such as turn of the year, month of the year and holiday effects
fills a gap in the existing literature on the FX calendar effects. Besides, the use of a
sample period from January 1994 to December 2003 provides an opportunity to

cover pre and post euro periods with the aim of identifying the impact of euro on the

FX calendar anomalies.

In Section 2.2.1, we discuss a day of the week effect in the FX and non-FX
asset return series and summarize theories that explain intraweek patterns. In Section
2.2.2, we provide a summary of other calendar patterns in the equity, bond and FX
returns. Section 2.2.3 provides a summary and highlights contributions that our study

will offer to the existing literature.

2 Solnik and Bousquet (1990), Chang et. al (1993) and Hiraki and Maberly (2003), among others,
demonstrated day of the week patterns in the US and non US equity markets, while Corhay et. al
(1995), McEwan (2002), Yamori and Mourdoukoutas (2003) and Yamori and Kurihara (2004)
indicated that the return distribution of futures and cash FX markets also varies by day of the week.
Many studies focused on other seasonality patterns in the stock and FX return series, such as January
effect (Jones et. al, 1991 and Yamori and Kurihara, 2004), turn of the month effect (Wong, 1995,
Aydogan and Booth, 1999 and Kunkel et. al, 2003), quarterly patterns (Cyr and Llewellyn, 1994), and
holiday effect (Lakonishok and Schmidt, 1988, Ariel, 1990 and Aydogan and Booth, 1999).

3 More recent studies on the FX intraweek patterns (Cornett et. al, 1995 and Aydogan and Booth,
1999) found evidence of the positive and statistically significant Tuesday and Wednesday and
negative Thursday and Friday returns.
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2.2.1 Day of the Week Effect in Return Series

Out of all seasonality patterns, the day of the week effect has received the
most attention, while the equity market has been a focus of the majority of the
publications. There is also a considerable literature on the dynamic feature of the
intraweek patterns in the equity markets, suggesting that the day of the week effect is
strongly related to the state of the economy. Besides, many papers focused on
possible explanations for day of the week effect, including private information
hypothesis and the announcement etfect. In section 2.2.1.1 and 2.2.1.2, we discuss
intraweek patterns in non-FX and FX return series, respectively. Section 2.2.1.3
examines the dynamic feature of the day of the week effect, while section 2.2.1.4

provides a summary of possible explanations for the day of the week effect.

2.2.1.1. Day of the Week Effect in Non-FX Returns

The majority of the studies on the day of the week effect focused on the
weekend effect in the equity markets, indicated by abnormal returns on Fridays and
Mondays. Keim and Stambaugh (1984), Jaffe and Westerfield (1985) and Harris
(1986) reported a weekend effect in the equity markets, suggesting that rates of
return on Monday tend to be significantly negative, and rates of return on the last
trading day of the week (e.g. Friday) tend to be significantly positive. Dow Jones
Industrial Average (US), Financial Times Index (UK), Nikkei Average Index
(Japan), Hang Seng Index (Hong-Kong), Faz General Index (Germany) and All
Ordinary Index (Australia) were all found to exhibit negative returns on Mondays
and positive returns on Fridays (Cross, 1973, Board and Sutcliffe, 1988, Kohers and
Kohers, 1995 and Tang and Kwok, 1997). The negative returns on Tuesdays rather
than on Mondays that are observed mainly in the emerging markets (Wong et. al,
1992, Aydogan, 1994 and Balaban, 1995) are explained by the fact that it takes one

day before the effect of the negative returns in US market arrives to other markets.
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Lakonishok and Schmidt (1988) studied a weekend effect and came to the
conclusion that the average Monday returns on DJIA index for the period of 90 years
from 1897 to 1986 are significantly negative (-0.076), while the return on the last
trading day (Saturday prior to 1952 and Fridays after 1952) are significantly positive.
They also concluded that Fridays tend to have positive returns even when it was not
the last trading day prior to 1952 (NYSE was open on Saturdays before 1952). High
Friday returns could be explained by the release of the large amount of information

on Fridays (Ederington and Lee, 1993 and Andersen and Bollerslev, 1998).

Connoly (1989) also found evidence of the day of the week effect, suggesting
that the weekend etffect 1s not stable over time- it appears in some periods, disappears
in certain periods and reappears in others. Brusa et. al (2000, 2003) provide evidence
of the reverse weekend effect in a recent period: Monday returns have become
positive and larger than those on other days of the week. The reverse effect indicated
by positive rather than negative (traditional effect) Monday returns that are larger
than those on other days of the week was found over the recent period of ten years
1988-1998. Brusa et. al (2000, 2003) found the traditional weekend effect in the
equity market to be related to small firms and reverse weekend effect to be related to
the large ones. The return series in NASDAQ index, the index representing the
smallest firms was found to display traditional weekend effect indicated by negative
Monday returns in 1988-1998, the period when returns on other indexes representing
larger firms exhibited reverse weekend effect. This observation led some researchers
to conclude that the traditional weekend effect is explained by the high proportion of
the individual investors relative to institutional ones (Lakonishok and Maberly, 1990
and Abraham and Ikenberry, 1994), and reverse weekend effect is explained by the
high proportion of the institutional investors relative to individual ones (Brusa et. al,
2000). Another difference between traditional and reverse weekend effects is that
during the early periods when Monday exhibited negative returns, Monday returns
were positively related to Friday returns, while in a recent period characterized by
the reverse weekend effect, Monday returns were positive regardless of whether
Friday returns were positive or negative. Keim and Stambaugh (1984) obtained

surprising results that led them to conclude that Monday effect is nothing more than
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the weekend effect, which is highly related to the January effect. The authors came to
this conclusion after finding that Monday returns are positive during January and

negative during the remainder of a year.

2.2.1.2. Day of the Week Effect in FX Returns

The evidence of the day of the week effect has also been reported in the FX
markets (Hilliard and Tucker, 1992 , Cornet et. al, 1995 and Corhay et. al, 199)5).
McFarland et. al, 1982, Jaffe and Westerfield (1985), So (1987), and Cornet et. al
(1995) found the returns on foreign currencies against USD to be generally high on
Monday and Wednesday and low on Tuesday and Friday. Yamori and Kurihara
(2004) reported negative Wednesday and positive Friday returns for the European
currencies in the sample period of 1980s. Hilliard and Tucker (1992) compared the
seasonality patterns in both spot and derivative FX markets, finding the returns on
the spot exchange rates on all weekdays to be positive, while the returns on the put

currency options to be negative.

Aydogan and Booth (1999) found an evidence of the day of the week effect in
the Turkish FX market indicated by the significantly positive returns on Tuesdays
and Wednesdays. Tuesday returns were found to be twice as large as the average
daily return, and Friday returns were found to be the lowest. The etfect was more
pronounced in the period of 1990-1994 compared to 1986-1989. Aydogan and Booth
(1999) explained the day of the week effect by treasury auctions and banks’
management of liquidity. Berument et. al (2007) also provided an evidence of a day
of the week effect in the Turkish currency markets, associated with high Thursday
and low Monday returns. Using an extensive data set for six exchange rates, Corhay
et. al (1995) provided an evidence of the higher Wednesday returns prior to October,
1981 for GBP, CAD, DM, CHF and JPY. According to Corhay et. al (1995), the
effect disappear after October, 1981, because of the change in the settlement
procedures that took effect in 1981. McEwan (2002) reported a weekend effect on
the FX market, and calculated the rates of return obtained for ten exchange rates

from the trading strategy designed to exploit the weekend effect: buy on Friday close
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and sell on Monday close. A trading strategy tested by McEwan (2002) generated a
significant return for all exchange rates, but HKD/USD.

Cornett et. al (1995) conducted a study on the FX futures using the intraday
data for the period of fourteen years. They found that during US non-trading period
when the markets in Japan and Europe are open, the foreign currencies (from the
perspective of the US investor) tend to weaken, and that during the US trading hours,
they tend to strengthen. Comnett et. al (1995) found the evidence for the day of the
week effect, mainly indicated by the significantly negative returns from Thursday
close to the Friday open®. After dividing the close-to-close daily returns into the
overnight and intraday returns from the perspective of the IMM, Cornett et. al (199))
came to the surprising conclusion that the day of the week effect is mainly
attributable to the overnight returns, returns generated when the IMM market 1s

closed.

2.2.1.3. Dynamic Feature of the Day of the Week Effect

As pointed out by Hiraki and Maberly (2003), the seasonality patterns are not
stationery but dynamic. The existing literature provides evidence of the retumn
anomalies in the financial markets in the 1970s and 1980s, but shows that patterns
disappear after early 1990s. Wood (1994) investigated day of the week, pre- and
post-holiday, turn of the year, turn of the month, and month of the year effects in
Pacific Rim and US markets before and after 1987’s crash. He found that seasonality
patterns declined significantly after the crash. According to Wood (1994), alteration

of the return generation process in these markets indicated by the doubled volatility
in six month following 1987 crash (Leland and Rubinstein, 1988) is the most likely
cause of the change in the return patterns. Yamori and Mourdoukoutas (2003)
concluded that the flattening of the FX pattern in the USD/JPY FX rate is due to the

financial deregulation in Japan. Yamori and Kurihara (2004) confirmed that the

4 This is not consistent with the results obtained for other asset categories and especially for the equity
markets, where the weekend overnight returns or specifically the return from the Friday close to the
Monday open tend to be negative and the largest in the absolute terms (French, 1980 and Harris,

1986).
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anomalies observed in the return series of the exchange rates of the US dollar to the
European currencies in the 1980s disappeared in the 1990s.

For the Greek market, Alexakis and Xanthakis (1995) found negative returns
on Tuesdays, significant positive returns on Fridays, and insignificantly positive
returns on other days of a week for a period of 1985-1994. For the period of 1989-
1995, Nikou (1997) found negative returns not only on Tuesdays, but also on
Wednesdays. Finally, for the most recent period of 1994-1999, Lyroudi et. al (2002)
found negative returns on Thursdays and significantly positive returns on Fridays,
Wednesdays and Mondays. Condoyanni et. al (1987) studied the French stock market
returns for the period of 1969-1984 and reported significant negative returns on
Tuesdays and significant positive return on Thursdays. Solnik and Bousquet (1990)
confirmed the negative returns on Tuesdays for the period of 1978-1987, and found
positive returns on Fridays. Dubois and Louvet (1996) covered the period of 1969-
1992 and found negative returns on Monday and the highest return on Wednesdays
for the French, UK, US, German and Swiss markets. Finally, Lyroudi and Angelidis
(2003) covered the period of 2000-2003 and found the lowest returns on Wednesday
and high returns on Thursday. However, neither returns were found significant,
indicating that the day of the week pattern in the French stock flattened in the first
years of this decade. Although Wednesday negative returns were not found to be
significant, the findings are interesting, since negative Wednesday returns were
observed not only in the French stock market, but also in other European markets
like Germany, Netherlands, Spain, Sweden and UK (Lyroudi and Angelidis, 2003).
These findings show that the patterns in the asset returns tend to change and it would

be interesting to undertake a study on the asset return patterns for the recent periods.

There is an evidence that the day of the week or specifically a weekend effect
is more pronounced in the declining markets. Board and Sutcliffe (1988), Chang et.
al (1993), Fishe et. al (1993) and Arsad and Coutts (1997) showed that the direction
of the market is the important variable in determining the weekend effect. They
provided the evidence that the weekend effect is not pronounced when the stock
market rises. Steeley (2001) suggested that the weekend effect had disappeared in the
UK stock market in the 1990s. Besides Steeley (2001), and Aggarwal and Tandon
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(1994) showed the weakening of the day of the week effect. However, Steeley
(2001) showed that the weekend effect reappeared after the direction of the market
was taken into account. Steeley (2001) found that the negative returns on Mondays
and Fridays are significantly different from the returns on other days of the week,
when only negative returns were considered. This pattern was not observed when
only positive returns were taken into account. The weekend effect was even more
pronounced when the days with negative returns and with the news announcements
were considered. The weekend effect flattened when the non-announcement days
with the negative returns were studied. Finally, although no weekend effect was
observed for the days with the positive returns, a day of the week effect reappeared
when the announcement days with positive returns only were taken into account.

These findings are the evidence of the fact that the market direction explains the day

of the week effect.

2.2.1.4. Explanations of the Day of the Week Effect

There is no theory that fully explains the anomaly in the financial markets.
Private information hypothesis, announcement effect, measurement errors are only
few of numerous explanations provided by the academic literature. In this section,
we discuss various theories and hypothesis that explain day of the week effect in the

FX and equity return intraweek patters.

2.2.1.4.1. Private Information Hypothesis

The most accurate explanation is given by the private information hypothesis
by Admati and Pfeiderer (1988) and Foster and Viswanathan (1990). The theory
suggests that Monday open trading reflects the impact of the negative information
accumulated during the weekend. According to Admati and Pfeiderer (1989), the
market makers avoid the cost of trading with informed traders by buying, for
example, only on even numbered days and selling only on odd-numbered days. This
order imbalances explain the day of the week effect. This theory was later supported

by Poter (1992) who conducted a study on the US and Canadian markets. However,
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Admati and Pfeiderer (1989) hypothesis does not explain a day of the week effect in
the European markets (Chang et. al, 1993).

According to Lakonishok and Maberly (1990), Abraham and Ikenberry
(1994) and Chang et. al (1995) a negative Monday returns are due to the individual
trading that dominate more on Mondays than on any other day of the week. They
suggested that since individual selling dominates individual buying, the
concentration of the individual traders on Mondays may cause more noise trading on
Mondays than on other weekdays’. Damodaran (1989) suggested that most firms
release negative information about earnings and dividends on weekends after the
market closes on Friday., On Monday the market responds, causing abnormal
negative returns on Mondays. In contrast, Damodaran (1989) concluded that the

news arrival patterns explain a small part of the US day of the week effect.

FX market is different from the stock market in a way that it is 24 hour OTC
market. Therefore, when the US market opens on Monday, the Asian markets would
have already been closed for a day and London and other European markets are
midway through the trading day. So, if the private information hypothesis is true, the
informed traders should take advantage of the private information after the Asian and
specifically Japanese markets open on Monday. However, private information theory
also explains day of the week effect in the FX return series. Cornet et. al (1995)
found that the FX market exhibits negative returns in close to open returns on
Fridays, not on Mondays that would indicate the equity weekend effect®. As it has
already been discussed, the private information theory suggests that Monday open
trading reflects the impact of the negative information accumulated in the markets
during the weekend. Comnet et. al (1995) study was from the US investor’s
perspective, so technically they could not observe the weekend effect and could not
test Admati and Pfeiderer’s (1988) and Foster and Viswanathan’s (1990) private
information hypothesis. In order to find the weekend effect, one should look at the

FX prices at the open of the Asian markets not the US market. But the private

5 This hypothesis was later supported by Chang et. al (1998).
% This result could be explained by the market structure of the FX market and by the private
information hypothesis of Admati and Pfeiderer (1988) and Foster and Viswanathan (1990).
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information theory explains significantly negative returns from the Thursday close to
the Friday open. There 1s only one non-trading period during the week that is
followed by the opening of the US market (IMM). This period is 1 hour 20 minutes
period prior to the IMM opening at 7:20 CT, when the European markets close
earlier than on previous days of a week: at 6:00 CT. This time gap is sufficient for
the informed traders to take advantage of the private information accumulated during

the non-trading time, which causes large negative close to open returns on Friday US

morning.
2.2.1.4.2. Announcement Effect

The seasonality patterns could also be, at least partially, explained by the
announcement effect. Steeley (2001) proved that for the days in the UK stock market
when the prices were falling, the weekend effect indicated by significant negative
returns on Monday disappears when the impact of the news announcements is taken
into account’. Given that a large amount of the US macroeconomic announcements is
released on Thursdays (e.g., money supply) and on Friday mormings (e.g.,
unemployment, producer price index, capacity utilization), significant Thursday and
Friday returns in the FX markets could be explained by the announcement effect
(Harvey and Huang, 1991). Yamori and Kurihara (2004) suggested that since

anomalies are observed only for limited number of the currencies traded in the US

FX market, US news announcement do not fully explain day of the week effect.

2.2.1.4.3. Transactions Hypothesis

Cornet et. al (1995) tried to explain the intraweek patterns in the FX returns
by the transactions hypothesis. It is known that the transactions between countries
and multinational corporations involved in the international trade are settled in the
home or exporting country’s currency. Both US and non-US importing firms buy the
foreign currency that they use in the international transactions to buy foreign goods

during their own business hours. Therefore, the US firms buy foreign currencies for

7 This would indicate that the announcement effect explains the weekend effect.
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US dollars during US trading hours, which causes the strengthening of the foreign
currencies against the US dollar. The foreign firms buy US dollar for their own
currencies, which are considered to be foreign from the perspective of US during
their own business hours (US non trading hours), causing the strengthening of the US
dollar and weakening of the foreign currencies. The researchers explained
significantly negative returns from Thursday close to the Friday open by the behavior
of the dealer and speculators. Foreign importing firms buy US dollars to pay for the
US goods whose price 1s quoted in US dollars. Non-US dealers and speculator who
sell US dollars and keep long positions in foreign currency are exposed to the
additional risk associated with the release of several important US macroeconomic
indicators. To avoid this risk, the dealers offload the long positions in the foreign
currency during non-US trading session, just before the US markets open. This
causes a significant fall in the value of the foreign currencies. High returns during the
first hour and during the last two hours is explained by volume. During the first hour
at IMM, informed traders trade heavily along with the liquidity traders an make the
adjustments to their positions, which is indicated by high tick volume at IMM. After
the first hour, the US volumes decline, while other markets and specifically London
market continues to trade heavily. Heavy trading during European sessions, where
investors buy US dollars and sell foreign currencies causes negative returns in the
foreign currencies. After the European markets are closed, the US market remains
the only open market, and therefore the net buyers of the foreign currency causes the

foreign currencies to increase in value against the US dollar.

2 2.1.4.4. Settlement Effect

At the financial markets, most transactions are settled several business days
after the quote or transaction date’. Gibbons and Hess (1981) tried to explain the day
of the week effect by the fact that the asymmetry in the settlements periods caused by
the settlements days being not always the same in the long run, affects the exchange
rate returns. Agrawal and Tandom (1994) categorized 18 stock markets with the

same settlement days into groups expecting to see similar patterns for stocks markets

8 In the FX market, the time period between transaction and settlement dates is two business days.
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in each group. Both Gibbons and Hess (1981) and Agrawal and Tandom (1994)
failed to find any evidence that the settlement effect fully explains day of the week
effect. To study the day of the week effect in 29 foreign currencies, Yamori and
Kurihara (2004) hypothesized that since the transaction or clearing system 1is
basically the same across the currencies, the settlement mechanism would explain the
day of the week effect if all currencies display similar patterns. After finding the
evidence of the day of the week effect for only some currencies in the period of

1980s, Yamori and Kurihara (2004) concluded that the transaction mechanism alone

cannot explain the anomaly.

2.2.1.4.5. Spillover Effect

Jaffe and Westefield (1985) originally tried to explain a day of the week
effect by the geographic proximity of the markets. They found high correlation
between US and Canada markets, believing that US stock market anomalies might
contribute to the patterns in the Canadian stock market. Agrawal and Tandon (1994)
found the correlation between US stock indices and Asian stock market indices, and
stated that US stock return anomalies cause day of the week effect in the Asian stock
markets. Wood (1994) found negative Monday returns for US equity market and
negative Tuesday returns in the Pacific Rim equity markets, which might indicate
that negative returns on Tuesdays in the Pacific Rim is explained by the negative

Monday returns spilling from US. Choudhry (2000) reported spillover effect from

Japanese to two other Asian markets.

2.2.1.4.6. Investors’ Psychology

Jacobs and Levy (1988) believed that investor psychology could explain day
of the week effect in the financial markets. Most investors and traders consider
Monday to be the worst day and Friday to be the best. As the result, traders prefer to
buy on Fridays, which causes increase in demand. After the markets close for a

weekend and then reopen on Monday the market returns to equilibrium, and the
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prices decline. The findings by Prince (1982) and Rogalski (1984) provide some

evidence for this theory.
2.2.1.4.77. Measurement Errors

An existence of the day of the week effect or any other return anomaly could
be caused by the measurement errors due to the noise factor and data snooping. Keim
and Stambaugh (1984) suggested that the day of the week effect could be due to the
systematically biased Friday returns, but failed to find any evidence. Lo and
MacKinlay (1988) suggested that a degree of error caused by dat.f:l-sm:)oping9 can be
expected to increase with the number of studies published on the topic. Data with
outliers (for example data covering the period that includes October 1987) is more
prone to data snooping problem. Both Cross (1973) and French (1980) mentioned in
their papers that their studies were motivated by the traders claiming that prices tend
to fall on Mondays. Levi (1988) pointed out that Cross’s (1973) studies of Monday
effect covered the period of 1969-1972, the period with particularly large number of

significant Monday returns.

? which means that the same data has been used in all previous works
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2.2.2 Other Seasonality Patterns in the Return Series

Besides the day of the week effect, other seasonality patterns studied in the
academic literature include January effect, turn of the month / year effects, quarterly
patterns and holiday effect. In this section, we discuss findings on these calendar
effects, the majority of which focuses on the equity market. Section 2.2.2.1 examines
intra monthly patterns, mainly focusing on the turn of the month effect. In section
2.2.2.2, we discuss monthly patterns, including turn of the year and January effects,
while in section 2.2.2.3, we focus on the holiday effect. Finally, section 2.2.2.4

summarizes quarterly effect.
2.2.2.1. Intra Monthly Patterns

Merrill (1966), Hirsch (1979) and Fosback (1976) were the first to suggest
that equity returns are unusually high in the first half of a month. Ariel (1987)
conducted a first well-known study on within-month seasonality patterns in the stock
market focusing on nineteen years period of 1963-1981. Ariel (1987) obtained
surprising results that the positive returns at CRSP index occur during the first half of
each month'®. The highest half-month returns were generated in the first half of April
and especially in the second half of December''. Wood (1994) also obtained similar
results for Taiwan and Australia, but opposite results (positive returns in the second
half of a month) for Japan and Singapore. After trying to explain this phenomenon by
a mismatch between calendar and trading time, a dividend effect, and a manifestation
of the January effect, Ariel (1987) didn’t find any empirical explanation. Using the
data sample for seventy years, Lakonishok and Schmidt (1988) concluded that the
returns in the first half of a month are not significantly different from the return in
the second half of a month. The difference in the results obtained by Lakonishok and
Schmidt (1988) and Ariel (1987) is explained by the characteristics of a period used
by Ariel and mainly by the fact that Ariel’s definition of the first half of a month
included the last trading day of the previous month.

10 Ariel (1987) reported 0.826% return during the first half of a month, while the rate of return during
the second half of a month was only -0.182%.
1 Significant positive returns in the second half of December are probably due to the holidays.
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Jaffe and Westerfield (1989) found evidence of the monthly patterns in
Australia, United Kingdom and Canada being similar to those in US markets and in
Japan being inverse relative to US. Agrawal and Tandon (1994) also showed that the
turn of the month effect had existed in the international markets in the 1970s, but
suggested that this effect has faded in the 1980s. Cadsby and Ratner (1992) found a
turn of the month effect in six out of ten countries they studied for the period of
1962-1989. The authors concluded that the observed intra-month pattern is not
driven by the US market seasonality patterns, turn of the year effect and quarterly
window dressing by the portfolio managers. Boudreaux (1995) found a monthly
effect in the equity markets of eight European and Asian countries indicated by the
significantly positive returns in a beginning of each month. Boudreaux (1995)
conducted the tests after excluding January returns in order to test whether a monthly
effect is the famous January effect'?, and found that although monthly effect
weakened after excluding January returns, the results tend to be significant even
when January was isolated. In contrast, Cadsby and Ratner (1992) did not find a turn
of the month effect in Japan, Hong-Kong, Italy and France (for the period of 1962-
1989), while Lee et. al (1990) did not find any evidence of the turn of the month
effect for five Pacific Rim and two US stock indices. No turn of the month effect was
found in Hong-Kong, Malaysia, Singapore, Taiwan and Thailand (Wong, 1995), and
in the Turkish market (Balaban and Bulu, 1996).

Ariel (1987) also provided evidence for the turn of the month effect. He
showed that the stock returns are particularly high in the last trading day of a month.
Lakonishok and Schmidt (1988) confirmed these results suggesting that the returns
generated during the last trading day of a month and during the first three days of the
next month (0.473) exceeds not only the rate of return generated during the average
four days period (0.0612), but also monthly price increase (0.349). Compton (2002)
confirmed significant turn of the month effect in the US, Canada and Pacific Rim
markets for the period of 1988-1998, after finding that 95% of the monthly returns

could be explained by the returns generated during the last and first three days of a

12 yanuary effect is traceable to larger returns occurring early in the month (Keim, 1983 and
Reinganum, 1933)
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month. Compton (2002) also found that the turn of the month effect is fading in the
US and Canadian markets, but is gaining strength in the markets of Pacific Rim
(Australia, Japan, Hong-Kong and Singapore). Hensel and Ziemba (1996) confirmed
these results where the turn of the month was defined as the last two and first three
days of a month. Ziemba (1991) found a turn of a month effect in Japan that runs
from -5 to +2 days of a month. Kunkel et. al (2003) examined 19 country stock
market and found that the turn of the month effect is persistent for 16 countries and is
not simply a spillover from the US market. Kunkel et. al (2003) also concluded that
the turn of the month effect is not fully explained by the January effect, which

contradicts Pearce (1996), but confirms the findings by Jordan and Jordan (1991),
Pettengill and Jordan (1988) and Boudreaux (1995).

The study of the turn of the month effect has been extended into other

financial markets. Jordan and Jordan (1991) did not find any evidence of the turn of
the month etfect in the US bond market, while Chang (1988) reported turn of the

month effect in the commodities spot and futures indexes. In the FX market, Liano
and Kelly (1995) found a limited evidence of the turn of the month effect for GBP
and JPY FX futures. However, according to Liano and Kelly (1995), this turn of the
month effect is indicated by the average daily rates in turn of the month days being
significantly higher than those in non-turn of the month days for JPY and lower for
GBP. No significant evidence of the turn of the month effect was found in Deutsche
Mark or CHF futures. In the Turkish FX market, Aydogan and Booth (1999) found

negative returns in the last week of a month and significantly positive returns in the
first week of a month. A steady decline in daily returns from the beginning to the end

of a month was observed. These findings imply that that the turn of the month effect
is not unique to the stock market. Aydogan and Booth (1999) explained turn of the
month effect in the Turkish FX by the currency substitution and cash disbursement
patterns. Penman (1987) suggested that turn of a month effect could be due to a
tendency of firms to announce good news during the first half of the month and bad
news during the second half. Stewart (1987) explained this turn of a month effect by
pension fund managers concentrating their buying at the end of the month to avoid a

downward bias in estimated rates of return. Other explanation for the time of the
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month effect are dividend effect (for equity market), economic and political

announcements dates concentrated in one part of the month and large market

declines occurred during late October of the study period.

2.2.2.2. Monthly Patterns

The January effect has been reported in the financial markets (mainly stock
markets) indicated by the statistically significant January return relative to other
months (Schultz, 1985, Jones et. al, 1987 and Jones et. al, 1991). The January effect
has been reported mainly for the stock market, and specifically for the small
companies (Reinganum, 1981 and Keim, 1983). Keim (1983) also found that
significant January returns for small firms tend to accumulate mainly in the first
week of January. Roll (1983) found that January effect is mainly due to the abnormal
returns accumulated during the last day of December and first four days in January.

January returns for large companies’ stock were not found to be significant
(Lakonishok and Schmidt, 1988).

Roll (1983), Lakonishok and Schmidt (1984) and Howe and Wood (1993)
reported high rates of return for large companies on the last trading day of the year
(0.61 percent) and around Christmas. Lakonishok and Schmidt (1988) showed that
the pre-holiday returns significantly exceed holiday and post holiday returns. They
showed that this is especially true with December returns. The researchers showed

that high end of December returns are due to the high returns on December 31* and
December 24". Rate of returns for the period four days after Christmas until
December 31 was also found to be more important in explaining high end of
December returns. The authors explained the observed phenomenon as the turn of the
year effect where the returns generated in the last trading days of December and
during the first trading days of January are significantly positive. Jacobs and Levy
(1988) tried to explain turn of the year effect in the equity markets by annual

bonuses, holiday gifts, and year-end pension contributions.
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Roll (1983) and Tinic and Barone-Adesi (1983) explained a January effect in
the stock market by the tax loss selling at the end of the fiscal year. Roll (1983) and
Reinganum (1983) showed that small firms are affected by tax selling more than
large firms, but Gultekin and Gultekin (1983) suggested that January effect observed
in several equity markets cannot be attributed to a size related anomaly. The tax-loss
selling hypothesis argues that there is a downward pressure on the prices of those
stocks, which have declined during the year as investors attempt to realize their
losses against their taxable income. After the end of the tax-year, price pressure
disappears and the prices reach equilibrium level. Thus abnormally large returns are
observed in the turn of the tax year. Jones et. al (1991) showed that January effect
appeared in US only after 1917 when a personal income tax was introduced. The tax
loss-selling hypothesis 1s also supported by the findings that in UK, April, which 1s
the last month in a tax year, has significantly positive returns that are higher than
returns generated during other months (Arsad and Coutts, 1996 and Baker and
Limmack, 1998). Baker and Limmack (1998) showed that April was characterized
by significantly positive returns only in the period of 1956-1967, and after 1967, the
April eftect in UK was replaced by January effect. Pandey (2003) found a January
effect and significant March returns for Indian stock market index and given that
March is the end of tax year in India, explained this by a tax loss-selling hypothesis.
However, there exists a literature showing that tax-loss selling hypothesis does not
predict seasonality effect. Brown, et. al (1983) and Gultekin and Gultekin (1933)
showed that July is not characterized by significantly positive returns in Australia,
the country that has June-July tax year". Mills and Coutts (1995) found evidence
that in UK positive returns are observed in January, not in April, while Draper and
Paudyal (1996) found positive returns both in January and in April. This clearly

indicates that tax loss hypothesis only partially explains monthly seasonality.

Chan (1985) and Debont and Thaler (1985) suggested that the monthly
seasonality could be explained by an over-reaction effect with positive January
returns persisting for a number of years following previous poor performance. Baker

and Limmack (1998) confirmed these results finding that companies that experienced

13 Gultekin and Gultekin (1983) found December returns to be significantly positive compared to
other months
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the worst performance in previous time periods earn returns in the following January,
which are higher than those of other companies. Among other explanations of the
January effect are the seasonal patterns in the release of information (Rozeff and
Kinney, 1976 and Penman, 1987), a seasonal pattern in flow of funds from financial
institutions, which leads to buying pressure on certain months of a year (Ariel, 1988),
a pressure on fund managers to remove poorly performing securities before end-of-

year scrutiny by trustees (Givoly and Ovadia, 1983 and Clare et. al., 1995).

2.2.2.3. Holiday Effect

Fosback (1976) noted that the S&PS500 index displays high pre-holiday
returns, while Lakonishok and Schmidt (1988) found the pre-holiday rate of return
(0.220) to be significantly higher than average daily rate of return (0.0094). They
explained this phenomenon by the fact that pre-holiday days are regarded as pre-
weekend days (Fridays), but since pre-holiday returns are two-five times larger than
pre-weekend returns, there appears to be some additional factor. The average post-
holidays rate of return was found to be negative, but not significantly different from
zero (confirmed by Ariel, 1990, Howe and Wodd, 1993 and Wood, 1994). Ariel
(1990) failed to find any evidence that the pre holiday effect is caused by the
additional risk around pre holiday days, the bias in bid -ask spread and the
manifestation of other calendar anomalies. Lakonishok and Levy (1982) found that a
change in settlement period caused by an exchange holidays does not explain holiday
effect. Finally, Jacobs and Levy (1988) tried to explain high pre-holiday returns by
the investor psychology and investor behavior. Liano et. al (1992) found that other
documented calendar anomalies such as the turn-of-the year effect, the monthly

effect, or the day-of-the-week effect do not cause the pre-holiday etfect.

Cadsby and Ratner (1992) showed that pre-holiday effects exist in a number
of international markets, and concluded that the pre holiday effect is not unique to
the US market. Ziemba (1989) found evidence of a significant pre holiday effect in
the Japanese stock market, while Wong et. al (1990) reported higher return in the

equity markets of Malaysia, Singapore and Hong Kong prior to Chinese New Year
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holidays. Tan and Tan (1998) found that the holiday effect weakened for the
Singapore market in the period of 1975 — 1994. Cadsby and Ratner (1992) found a
significant pre holiday effect for US, Canada, Japan, Hong Kong and Australia with
reference to their own local holidays, but mentioned that only Hong Kong exhibits a
significant US pre holiday effect when US holidays only are considered. Chong et. al
(2005) provided a strong evidence of a pre holiday effect in the Hong Kong and the
UK equity markets, and marginally significant evidence of a pre holiday effect in the
US. A pre holiday effect has also been documented in the equity markets of UK
(Kim and Park, 1994, Mills and Coutts, 1995 and Arsad and Coutts, 1997), Japan
(Kim and Park, 1994), India (Arumugam, 1999) and Greece (Coutts et. al, 2000).
Liano et. al (1992) and Wilson and Jones (1993) also documented high returns on pre
holiday trading days in the over the counter (OTC) stock markets, while Fabozzi et.

al (1994) found evidence for a significantly higher pre holiday return in futures
contracts for the period from 1969 to 1989.

In the FX market, Aydogan and Booth (1999) found a pre-holiday effect
indicated by negative returns. They found that DM tends to appreciate against
Turkish lira, while USD does not change significantly. This implies that DM tends to
appreciate against USD on days just prior to holidays. Aydogan and Booth (1999)
explained this effect by cash disbursement patterns and currency substitutions. As
people living in US and other countries who tend to save money in USD go on
holidays, they have to exchange US dollars into EUR, GBP and CHF. Aydogan and
Booth (1999) mentioned that in the Turkish market, DM is the preferred foreign

currency for wage earners who are engaged in currency substitution behavior (in

1994, 70% of FX deposits by Turkish residents were denominated in DM). The
necessity for US residents and people who tend to save money in US dollars, to
convert their money back to US dollars after holidays can partially explain the
negative post holiday return. Contrary to Aydogan and Booth (1999), Liano (199)5)
examined a pre holiday effect in the currency futures market for the period of June
1977 — December 1992, and after finding no evidence of the pre holiday effect,

concluded that the pre holiday effect is unique to the stock market.
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2.2.2.4. Other Patterns

Other seasonality patterns covered in the existing literature include holiday
effect and quarterly patterns. Penman (1987) compared the rates of return in the first
10 days of each quarter to the return series generated during other days. Cyr and
Llewellyn (1994) found a little evidence of the quarterly seasonalities after

controlling for outliers, serial correlation and multicollinearity.

36




2.2.3. Summary

The existing academic literature on the seasonality patterns mainly covers the
day of the week effect. The initial studies provided evidence of the weekend effect in
the US equity returns, indicated by low Monday returns. More recent studies on the
FX intraweek patterns (Cornett et. al, 1995 and Aydogan and Booth, 1999) found
evidence of the positive and statistically significant Tuesday and Wednesday and
negative Thursday and Friday returns. Besides the findings of the day of the week
effect, there is evidence of high equity returns in the first half of a month (compared
to the second half), at the end of a month, beginning of the quarter, on pre holiday
days and in January. Limited studies on the FX return anomalies (Liano and Kelly,

1995 and Aydogan and Booth, 1999) found evidence of the turn of the month and pre
holiday effects.

Although there 1s some, though limited, literature on the day of the week and
the turn of the month effects in the currency returns, the existing literature on other
seasonality patterns 1s limited to the equity markets. The study of various seasonality
patterns, such as turn of the year, month of the year and holiday effects fills a gap in
the existing literature on the FX calendar effects. Besides, the use of a sample period
from January 1994 to December 2003 provides an opportunity to cover pre and post
euro periods with the aim of identifying the impact of euro on the FX return

anomalies.
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2.3. CALENDAR PATTERNS IN THE FX IMPLIED VOLATILITIES

The focus of most papers on the FX implied volatility seasonalities has been
day of the week effect'?, while the existing literature on other seasonality patterns is
limited to the equity markets'”. The academic papers on the intraweek seasonality
patterns in the currency implied volatilities (Ederington and Lee, 1996 and Kim and
Kim, 2004) tend to focus on the FX futures, as opposed to FX cash markets. The
coverage of the FX cash market and the study of various seasonality patterns, such as
turn of the year, month of the year and holiday effects fills a gap in the existing
literature on the FX calendar effects. Besides, the use of a sample period from
January 1994 to December 2003 provides an opportunity to cover pre and post euro

periods with the aim of identifying the impact of euro on the FX volatility patterns.

Section 2.3.1 examines a day of the week effect in the implied volatility,
while section 2.3.2 focuses on other patterns in the implied volatilities. Section 2.3.3
provides a summary and highlights contributions that our study will offer to the

existing literature.

14 Existing literature on the day of the week effect in the equity implied volatilities found evidence of
high implied volatility in the beginning of the week that tends to fall as a week progresses. In contrast,
the FX volatility was found to be low on Monday and high on Thursday and Friday. Among numerous
explanations for the day of the week effect documented in the academic literature, private and public
information hypothesis are more common.

15 Several papers have been published on the holiday, turn of the year and turn of the month effects in
the equity volatilities. There is also an evidence of significantly different equity and commodity
volatilities in January, September, November and December.
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2.3.1. Day of the Week Effect in Volatilities

Although, most papers focused on the return anomalies, day of the week
effect in the market volatility has become a popular topic in the past two decades.
Harvey and Huang (1991), Berument and Kiymaz (2001) and Sundkvist and
Viskstrom (2000) studied day of the week effect in the stock and FX market
volatilities. In section 2.3.1.1 and 2.3.1.2, we discuss intraweek patterns in non-FX
and FX volatilities, respectively. Section 2.3.1.3 provides a summary of possible

explanations for the day of the week effect.

2.3.1.1. Day of the Week Effect in Non-FX Volatilities

Harvey and Whaley (1992) found that S&P100 implied volatility tend to fall
on Friday and rise on Monday. Although the results reported by Harvey and Whaley
(1992) are not statistically significant, they become significant at 10% significance
level, when the outliers associated with the October 1987 stock crash is excluded.
Harvey and Whaley (1992) tried to explain this phenomenon by the traders’ trading
patterns. Since, many traders close their positions before the weekend, increasing
selling pressure causes a significant fall in the implied volatility on Friday. As traders
reopen their positions on Monday, a buying pressure causes the implied volatility to
rise. Fleming et. al (1998) carried out similar study on the CBOE Market Volatility
Index (VIX), which is the average of S&P 100 option (OEX) implied volatilities,
finding no evidence of the significant day of the week effect for the implied
volatilities calculated using trading days. Only Friday close to Monday close
volatility was found to be significantly negative for the data set excluding the
October 1987 outliers. After recalculating implied volatilities using calendar days,
and observing significant increase in the volatility on Monday and significant
decrease on Wednesday and Friday, Fleming et. al (1998) concluded that the day of
the week effect reported by Harvey and Whaley (1992) is due to the fact that
calendar instead of trading days were used to compute implied volatilities.
Volatilities calculated based on the calendar days assume that the time to option

expiration is measured in calendar days, which implies that the variance over a
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weekend 1is three times greater than volatility over a typical trading day (French,
1984). Since Friday to Monday stock market volatility has empirically been shown to
be only marginally greater than typical trading day volatility (French and Roll,
1986), the adjustment of the implied volatility to a trading day basis is likely to
produce more accurate results. Sundkvist and Visktrom (2000) suggested that the
difference between using trading and calendar days is minimal with longer maturity

options, but is increasingly important with the shorter maturity options.

Berument and Kiymaz (2001) used the S&P 500 index data to provide an
evidence of the significant differences in stock market volatility across the days of
the week, with the highest volatility observed on Friday. Sundkvist and Viskstrom
(2000) studied German stock options market and found the implied volatility on
Thursday to be somewhere higher and displaying patterns different from other days

of the week. Kiymaz and Berument (2003) conducted a study on the day of the week
effect at the stock markets of Canada, Germany, Japan, UK and US for the period of

1989-1997. They found significantly high volatility on Mondays for Canada,
Germany and Japan, and significantly high volatility on Fridays for UK and US.
According to Kiymaz and Berument (2003), high Friday volatility can be explained
by the important news release on Thursday and Friday mornings in US (Harvey and
Huang, 1991 and Ederington and Lee, 1993). By observing a drop in volume on
Monday, Kiymaz and Berument (2003) explained high volatility on Monday for
Canada, Germany and Japan by Foster and Viswanathan (1990) model, which
suggests that the high volatility would be accompanied with low trading volume due
to unwillingness of liquidity traders to trade in periods where the prices are more
volatile. The lowest volatility <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>