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Abstract 

Light-sheet microscopy is widely recognised in the field of bioimaging as one of the 

main options when it comes to 3D imaging of large cleared samples or live imaging 

of organisms. This can be mainly attributed to certain advantages that result from its 

unique orthogonal optical geometry, such as low photobleaching and fast acquisition 

of 3D volumes. This work introduces two compact light-sheet microscopy systems 

that explore the miniaturization of the technique, with the use of small-scale devices 

that control the operation of the illumination and imaging path. In the two main 

systems presented in this work two different 2D micro-electromechanical systems 

(MEMS) mirrors are used for the generation of the scanned light-sheet in one axis, as 

well as, for the parallel translation of the light-sheet on the orthogonal axis. In this way 

the parallel planes of the sample can be illuminated without the need of a mechanical 

stage. This type of optical translation is coupled with the use of a tunable lens in the 

imaging path that refocuses to each subsequent illuminated plane. The result of this is 

a stage-free microscope with all optical scanning. An exploration to the use of a 

secondary tunable lens is also presented in this work as a tool for homogenising the 

light-sheet thickness throughout the field of view (FOV) by a post processing method 

of image “tiling”. Both the MEMS and the tunable lens are small scale devices that not 

only contribute in a microscope with compact footprint but can equally reduce the 

overall cost of the device with relatively inexpensive pricing. In the same spirit the 

device is built with custom 3D printed holders and off-the-shelf optomechanical parts. 

The use of the 3D printer has also been investigated in the field of optical component 

design, with a custom-made 3D printed prism that was developed to correct aberrations 

and allow imaging of microscope slides at an angle. Different test samples are used to 

characterize the optical paths of the systems as well as its overall imaging performance. 

The collection of z stacks is accomplished with the use of a custom control software 

whereas attention is given to different ways of visualizing the 3D stacks that are 

acquired with the microscope.  
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1 Introduction 

 

1.1 Motivation 

Biomedical research has seen great advancements during the past few decades, with 

its tangible outcomes providing a greater understanding of human life while having a 

direct impact in the fields of medicine and pharmacy. This effort has been greatly 

benefited by the advances in technology associated with the field. For example, the 

imaging instruments used in biomedical sciences have been steadily advancing their 

technology, enabling scientists to extract more information out of samples with 

improved resolution in time and space. One of the ubiquitous used tools in this effort 

are microscopes which are present in significant amount of experimental methods, 

allowing the visualization of samples and analysis of their features. Microscopy itself 

has seen great research advancements over the last few decades, with a range of newly 

developed instruments and imaging approaches achieving different crucial 

requirements set by biomedical scientists such as higher resolution [1], better contrast 

[2], fast live-cell imaging [3], ease of use [4], [5] and minimal photodamage to samples 

[6]. Most of these requirements have been met by optical microscopes based on 

fluorescence imaging. Matching specific fluorescently labelled antibodies to different 

parts of a sample gives researchers the opportunity to target and isolate features of 

interest, increasing imaging parameters such as selectivity and contrast. The usual 

trade-off between higher resolution and larger instantaneous FOV (Field of View) is 

an example where different microscopy approaches can be applied to target each 

specific biomedical question with different microscopes targeting a different imaging 

scenario requirement. 

While microscopes in general use a single imaging objective to excite and collect 

fluorescence, a new concept of the fluorescent microscope was introduced with the 

development of the light-sheet fluorescence microscope (LSFM) that decouples the 

illumination and imaging. In its initial form an orthogonal imaging system was 

described by R. Zsigmondy in 1902 [7] and later developed as a fluorescence 
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instrument by Voie [8] and by E. Stelzer et al. [9].It would take another few years since 

the idea got reintroduced in its complete form as a selective plane imaging system by 

Huisken et al. [10]. LSFM aims to tackle two very important constraints that prior 

existing microscopes were facing for 3D samples and long-time imaging, namely, 3D 

imaging speed and contrast of samples and long-term imaging through reduced 

photobleaching and phototoxicity of the sample. 3D imaging is defined as the 

acquisition of three-dimensional data that captures volume information of a sample, in 

contrast with traditional 2D imaging. Even from its early stages LSFM managed to 

provide a faster alternative to confocal microscopy when it comes to 3D imaging as it 

is based on the direct imaging of a single plane compared to a point-by-point image 

reconstruction. Its optical geometry also meant that the light doses to the sample were 

significantly less and the effects of photobleaching and phototoxicity were greatly 

reduced [6].  

With LSFM these days already being considered an establish method in fluorescence 

imaging [6], lots of efforts are undertaken to further improve the system capabilities 

and imaging results, both in academic settings and from commercial microscope 

vendors. Often, these efforts increase the cost, complexity, and size of the system 

whilst the majority of the systems are built to be used with specific samples and sample 

holders exclusively. This can be a limiting factor to biomedical scientists that would 

be interested in using the LSFM solution. LSFMs therefore have the potential to 

become a widely available tool in biomedical research with solutions that will manage 

to promote the benefits of light-sheet fluorescence imaging while providing a compact, 

easy-to-use and affordable solution.   

 

1.2 Thesis Aim and Objectives 

The aim of this research work is to develop a LSFM that is compact, inexpensive and 

has the ability to image samples in conventional mounting geometries without the need 

of special holders or mounting techniques. This would allow re-introducing LSFM as 

a tool that can benefit and complement biomedical imaging research work in standard 

laboratory workflows. 
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To achieve this aim, a number of objectives focusing on development and integration 

of different miniaturised elements into a new LSFM technology are targeted: 

To enable a compact design, the use of microelectromechanical system (MEMS) 

optical micromirrors and electrical tunable lenses together with small lens geometries 

is targeted, allowing the development of a small footprint system. To embed these 

devices, a first objective was their full performance characterisation and test. 

Associated with this, a second objective is the design and development of LSFM 

systems with all optical scanning to increase imaging speeds and limit potential sample 

movement induced aberrations or artefacts. In this work, a 2D MEMS mirror will be 

used for creating and positioning a digitally scanned light-sheet, together with a 

tunable lens for adjusting the imaging focus.  

To increase the possible axial resolution of the systems while keeping large field of 

views, a third objective is the integration of an axial scan of the light-sheet 

illumination, which allows the creation of thinner light-sheets and therefore improved 

axial resolution if this scan is synchronised with rolling shutter or tiled image capture 

approaches. 

For all investigated light-sheet approaches, the objective was to create designs that are 

able to use microscope slides or well-plates as specimen sample holders, feeding into 

the aim of an easy to use system that can be used in standard imaging workflows. 

A final objective for this thesis was to make use of off-the-shelf components that can 

be conveniently purchased with minimal lead times, next to the use of 3D printed opto-

mechanics that allow the creation of novel solutions that are developed specifically for 

this project. 

 

1.3 Novelty  

The work presented in this thesis has led to numerous academic publications in 

journals and conference proceedings. The novelty of the research can be outlined as 

follows: 

 A first miniaturised MEMS LSFM with all-optical 3D image control. 
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 The first use of 2D raster scanning MEMS as light-sheet generating elements 

for an open-top light-sheet system. 

 The first use of a 3D-printed prism as coupling element for microscope slide 

mounted sample geometries. 

 The investigation of different MEMS micromirror actuation techniques for 

multiple LSFM implementations. 

 A MEMS and tunable lens based axial tiling miniaturised LSFM 

implementation to improve axial resolution while keeping the benefits of all 

optical positioning scanning in a small package. 

 

1.4 Thesis Outline  

The thesis starts by covering the background knowledge and literature review of 

Fluorescence microscopy and LSFM as well as optical MEMS technology and their 

use in bio-imaging in Chapter 2. Chapter 3 focuses on the presentation and 

characterization of all the fundamental components that were used in the design of the 

optical paths and meet the requirements of being used in the proposed LSFM systems. 

Chapter 4 describes the implementation of a miniaturized LSFM with all optical 

scanning. From the optical design simulation to the implementation and 

characterization of the two optical paths. Initial results on imaging of cell samples are 

also presented here. Chapter 5 presents a more versatile LSFM system with an option 

to axially translate the beam waist and the use of new equipment capable of improving 

the 3D imaging capabilities. The optical path simulation results are shown, and the 

characterization is confirmed with experimental data of the created setup. Imaging 

results are again presented using cell samples mounted on a microscope slide. Chapter 

6 opens a discussion on the main active elements of the two systems and how they 

compare as devices but also how they differentiate the two built systems, in the context 

of miniaturized LSFM design. Chapter 7 highlights conclusions of the presented work 

and suggests improvements and further work to make the technology more useful in 

the field. 
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2 Background 

 

This background chapter will introduce the basics of fluorescence imaging as well as 

the limitations that can occur to biological samples due to increased light dosages. The 

theory of fluorescence microscopy in general and LSFM more specifically will 

additionally be covered and how its fundamental concepts allow it to be a solution with 

lower light doses on samples while at the same time providing faster full field imaging 

speeds. Additionally, the advantages and limitations of LSFM will be discussed 

compared to two further widely used fluorescence techniques. A review will be 

presented on the mechanisms that enable 3D imaging through different LSFM 

implementations using variations of stages and sample mounting, and how they can be 

a mitigating factor to the cost and usable sample variety. The second part of the 

background will focus on the theory of optical MEMS and a review on optical MEMS 

approaches for microscopy systems. Focus will be given on how MEMS mirrors can 

be an alternative active element in the design of LSFM and how they can turn the 

microscope in a more compact and accessible solution. 

 

2.1 Fluorescence Microscopy 

The purpose of this section is not to analyse all the different methods that have been 

established in the field of fluorescence microscopy over the last few decades. Instead, 

an attempt will be made to introduce the basic principles behind fluorescence 

microscopy along with its three major configurations and their importance and use in 

the field of biomedical sciences. Furthermore, the limitations and considerations of 

fluorescence microscopy will be discussed in the context of LSFM and the solutions 

that it can offer.  

Imaging of biological samples is a crucial part of understanding living organisms, 

tissues and cells and enable research findings in the life sciences. The tools required 

for imaging of such samples need to provide a host of information in a small timeframe 

and leave the sample minimally affected after the imaging process. One of the most 
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important features in imaging is contrast. Contrast allows for a clear separation 

between different areas of the picture giving crucial information on the analysis of a 

subject. The concept of fluorescence microscopy was a ground-breaking development 

[11] in the effort of increasing the contrast and specificity of traditional brightfield 

microscopes by allowing users to target and resolve specific features of the sample.  

 

2.1.1 Fluorescence 

The principle of fluorescence can be explained with the Jablonski diagram [12] 

illustrated in Figure 1. Fluorophores are the chemical compounds widely associated 

with fluorescence. The ground state of the fluorophore molecule is a singlet state. Once 

the molecule is excited with a photon with energy that can bridge the bandgap between 

the ground and excited state of the fluorophore it will reach the excited state S1 or S2, 

with each of those states including a number of vibration energy levels. This process 

is called fluorescence excitation [13]. The relaxation to the lowest vibrational level of 

the excited state S1 occurs then in a non-radiative process happening in time scales 

between 10-14 s and 10-11 s. Fluorescence emission of a photon happens during the 

relaxation of the excited state S1 back to the ground state, with fluorescence photons 

being lower in energy compared to the energy of the excitation photons and emitted in 

a much slower timeframe between 10-9 s and 10-7 s. The change in energy has an impact 

on the wavelength between the excitation and emission, with the light emitted during 

fluorescence being longer in wavelength than the excitation light.  
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Figure 1. Jablonski Diagram of the molecular energy shifts that take place during 
fluorescence 

The change occurring between the excitation and emission wavelength is known as 

Stokes shift (Figure 2) [14]. More accurately, the Stokes shift is described as the 

difference in wavelength between the maximum of the absorption (excitation) 

spectrum and the maximum of the emission spectrum for the same electronic transition 

in a fluorescent molecule. The excitation and emission spectra are a unique 

characteristic of each molecule and are unique to its molecular structure. 

 

 

Figure 2. Stokes’ shift diagram of the absorption and emission spectra 
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The particularity that defines the excitation and emission spectra of fluorescent 

molecules is what makes fluorescence such an important feature of modern 

microscopy experiments. The excitation profile of each different molecule is used in a 

strategic way to collect information on different features of a sample, allowing 

multiplexing of multiple fluorophores if their excitation and emission spectra can be 

separated during imaging [15].  

Usually, biological samples have to go through a labelling process that enables them 

to be imaged in a fluorescence imaging setup. The way that this can be achieved is 

with the use of fluorescence dyes and fluorescence proteins with known properties and 

emission spectra that can be selectively attached to chemical substances or biological 

samples before the imaging process. Biological fluorescent stains are intrinsically 

fluorescent molecules that can be bound to the molecule of interest. Examples of this 

are acid stains such as DAPI that bind to the minor groove of the DNA and can be used 

to label the nucleus of a cell [16] or toxins such as phalloidin that is bound to a cell 

and stains its actin network [17]. Additional important staining categories are 

immunofluorescence [18], where a fluorescent treated antibody can be directly bound 

to its antigen of interest, and the genetical modification of proteins to fluorescent 

proteins, like the GFP (green fluorescent protein) [19] that allows the direct targeting 

of its location.  

In principle, fluorescence microscope operation is based on illumination of a sample 

with the appropriate source wavelength to excite the fluorophores. The emitted 

wavelength should be the only one to be collected from the imaging set up of the 

microscope and the most established way to do this is by using an optical filter before 

the recording device to block scattered light from the excitation process. The filters are 

usually glass optical elements coated with layers of dielectric material. Depending on 

the configuration and design concept of the microscope the filter can be non-reflective 

or reflective also known as a dichroic mirror.  
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2.1.2 Wide Field Fluorescence and Confocal Microscopy 

An optical microscope can fundamentally be characterized by two main components, 

illumination, and imaging. Both are equally important in the design of a microscope 

and their implementation can vary on the chosen system and possible application. For 

example, for illumination one can select from a range of technologies such as lasers or 

LED lamps and use geometrical optics to design a system that either illuminates small 

sections of the sample or a larger FOV depending on the application. On the other 

hand, the imaging of the sample aims in principle to provide a highly magnified 

version of the region of interest by collecting the light coming from the excited sample 

through magnifying optics on to a detector or a camera. As a result, a microscope needs 

to collect as much light as possible from the area of interest of the sample with minimal 

background signal. This is the aspect where fluorescence microscopy manages to excel 

as, according to the fluorescence theory explained previously, only areas of the sample 

that are fluorescently labelled will emit the wavelength of light that the filter 

propagates towards the detector device.  

In order to further understand the methodology of fluorescence microscopy it will be 

useful to provide an overview of the two main methods in the field, wide-field 

fluorescence microscopy and confocal microscopy. Wide-field fluorescence 

microscopy refers to the epifluorescence microscopy setup shown in Figure 3 where 

the same objective is used for imaging and illumination and the full field of view 

available through the objective is illuminated at the same time [20]. In its simplest 

configuration a dichroic mirror will be used to separate the two paths and an addition 

of an emission filter is blocking scattered light entering the camera. Even though wide-

field microscopes can provide excellent results with a simple design they tend to suffer 

from certain limitations as the excitation beam will illuminate areas of the sample that 

are not being imaged, exciting fluorescence from out of focus areas and causing 

blurring and increased background signal in 3D samples. 
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Figure 3. Epifluorescent widefield microscope schematic. 

A development that was made to resolve this issue is known as confocal microscopy 

[21] . In its simplest configuration the confocal microscope consists of a lens that will 

collimate a laser beam, which will then travel through the beam splitter and overfill 

the back aperture of the objective lens. In this way only, a diffraction limited point of 

the sample’s volume in the objective focal plane will be illuminated, conversely with 

the illumination method of the epifluorescence microscope. The emitted fluorescence 

from this point will be collected by the same objective lens. The beam splitter will 

propagate the beam towards a tube lens which will focus the emitted light through a 

pinhole that is placed in the back-focal plane of the tube lens in front of the detector. 
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The pinhole is positioned in a specified distance that will allow only emitted light from 

the focal plane of the excitation beam to reach the detector. Any emitted fluorescence 

from focal planes “above” or “below” of the focal plane focus before or after the 

pinhole. As a result, only a small amount of signal from those planes would reach the 

detector. Predominantly, signal from the selected single plane is captured making 

confocal microscopy a method of optical sectioning and highly reduced background 

fluorescence.  

Confocal microscopy (Figure 4) is a highly controllable imaging system with high 

resolution and decreased background levels compared to the widefield microscope. A 

drawback is usually considered to be the speed of imaging as a single 2D image will 

require the combined lengthy process of point by point capturing and reconstruction, 

as well as low light efficiency as depending on the pinhole size a lot of fluorescence 

light will be blocked. 

 

Figure 4. Confocal Microscope schematic. 
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2.1.3 Fluorescence Microscopy Considerations Related to Widefield 

Fluorescence and Confocal Microscopy 

 The main limitations in the use of the fluorescence imaging systems described so far 

can be summed up in three categories namely, high illumination power leading to 

photobleaching and phototoxicity, fluorescence signal and, imaging speed. 

Photobleaching and phototoxicity  

Photobleaching is the process under which a fluorescent sample will present a decay 

in their fluorescent intensity as a result of the interaction between the excitation light 

and the sample. The process of photobleaching is irreversible and the quality of 

imaging significantly decreases as the sample emitted fluorescence is gradually lost 

due to photooxidation of the dye [22]. All types of fluorescent microscopes suffer from 

this issue but it can be more prominent in specific setups. Widefield microscopy suffers 

from photobleaching extensively due to the illumination of areas of the sample that are 

not being imaged. The same though stands for confocal microscopy as even though 

the pinhole rejects fluorescence emitted from out of focus areas it will still illuminate 

them and cause photobleaching.  

Another effect present in fluorescent imaging methods is phototoxicity. The term 

refers to the damage of a live cell during light exposure and whilst in contact with a 

fluorescent dye. The activated fluorescent dye interacts with components of the cell 

and causes permanent damage. Damage can range from loss of plasma to even a total 

death of the cell [23]. 

Fluorescence signal 

A disadvantage that is mostly related to widefield fluorescence microscopy is the 

reduced quality of fluorescent signal that is collected as part of the system architecture. 

Since fluorescence light is collected from regions above and below the imaged plane, 

the result can be inconsistent in certain situations leading to blurry images. This can 

be attributed to the increased background signal from out of focus planes. It is fair to 

note that this issue is not prominent in confocal microscopy as one of its main features 

is to tackle out of focus fluorescence. 
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3D imaging speed 

Considering the field of 3D imaging it is fair to assume that confocal microscopy is 

the most appropriate tool for the task as its ability to reject out of focus light from the 

not-focused planes results in high quality z-stacks. Z-stacks refer to the series of 

images that are captured in the different focal planes along the z axis of the sample and 

can be combined and used to reconstruct its three-dimensional structure. It is important 

to note though, that the collection of such data can pose limitations when it comes to 

time efficiency, especially for confocal microscopes. In order to produce a single 2D 

image, the microscope should collect information through point by point scanning of 

the plane as it has been stated in the relevant section. This limitation is further 

amplified in the event of live or dynamic imaging where the speed of confocal 

microscopes does not make them the default option. It is fair to note that certain 

technologies aim to bridge this gap and produce high speed acquisition in confocal 

microscopy. Those include laser scanning confocal microscopes and multi-point 

confocal techniques [24], [25].  

Motivation for LSFM - low background, efficient illumination and faster 3D imaging 

One can be led to the conclusion that the limitations of fluorescence microscopy are a 

result of the exposure to light and the uncontrolled way that this is usually implemented 

in the two main methods of epifluorescence, and confocal microscopy. This issue is 

further amplified when 3D imaging of larger volumes is needed and the sample is 

illuminated for a longer period. A need arises for a method that can achieve lower 

photobleaching, with reduced out of focus fluorescence implemented in significantly 

increased rate for 3D volumes. The method of LSFM achieves to perform comparably 

better in all these areas based on its fundamental configuration that is explained in the 

next chapter. 

2.2 Light-sheet Microscopy 

2.2.1 Light-sheet Introduction  

As it has been briefly introduced previously light-sheet fluorescence microscopy 

(LSFM) is a method of fluorescence microscopy where imaging is a result of an 

orthogonal implementation of the illumination and imaging optical paths. Before 
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analysing the properties of LSFM in more detail, it is essential to define the 

terminology used for explaining the features of the light sheet and how they relate to 

the coordinate axes of the system. Throughout this work, the following conventions 

are consistently maintained: The z axis is associated with terms such as width, depth, 

or thickness of the light sheet. The y axis corresponds to the height of the light sheet. 

The x axis represents the axis of propagation for the light sheet. This standardized 

terminology ensures clarity and consistency in describing the spatial characteristics of 

the light sheet throughout the subsequent analysis. The imaging area of LSFM, and its 

comparison with the aforementioned microscopy methods, can be seen in Figure 5. 

Considering the different geometries implemented in each type of microscope it is 

possible to understand LSFM is able to achieve both lower illumination exposure and 

higher 3D imaging rates. Specifically, in LSFM the illumination is independent from 

the detection path and is oriented in an orthogonal direction to the detection path. In 

this way, only a thin section of the sample is illuminated, causing fluorescence 

emission from only this plane and allowing the detection optics to directly collect the 

information from only this section and form the image of the plane using the whole 

pixel count of the camera. This is the reason that LSFM is also known as single plane 

illumination microscopy (SPIM). The thickness of the planes is defined by the light-

sheet thickness. In contrast, both widefield and confocal microscopy have a coupling 

between the illumination and detection path increasing the potential of photobleaching 

and phototoxicity of the undetected areas of the sample as it has been described 

previously [26]. LSFM manages to preserve the fluorescence ability and increase the 

sample lifetime [27], [28] due to its true optical sectioning power.  

Furthermore, as LSFM does not illuminate out of focus planes it will inherently avoid 

blurring effects caused by background signals, with its axial resolution being limited 

by its light-sheet width in most cases.   
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Figure 5. Comparison side view schematic between light-sheet, widefield and confocal 
microscopy. It includes the illumination and detection direction of each 
implementation. (a) LSFM: Illumination of a single thin line in an orthogonal 
configuration allows for direct detection of the whole plane. (b) Widefield microscopy: 
Same axes orientation for illumination and detection paths with the fluorescent 
information being detected from the illuminated plane that is in focus. (c) Confocal 
microscopy: Point scanning method of illumination with the illumination of one point 
being followed by the detection in the same axis. The same process is repeated unit all 
points that form a plane have been acquired.  

The same can be said for imaging rates for 3D imaging. Confocal imaging has been 

the base method used for volume imaging by biologists for years [29] as it is able to 

discriminate depth with its pinhole rejection method when compared to widefield 

microscopy [30] . LSFM in comparison not only manages to image 3D volumes 

successfully [31-33] but it does that with imaging speeds that are up to 3 orders of 

magnitude higher when compared to a confocal microscope  [34-36] with potentially 

even up to 6 orders if the technique wasn’t limited by the camera and hardware 

acquisition speeds [37]. To provide a better understanding of the reason behind the 

speed one must again observe the fundamental difference in the image acquisition 

methods of each. In confocal microscopy imaging speed is defined by the scanning 

method used in order to acquire all points that form the imaging plane followed by 

successive scanning of further planes until the desired volume is imaged. In a LSFM 

scan, a single plane is already detected, and the total time of imaging is defined by the 
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method used to achieve the consequently staggered focal planes that form the desired 

imaging volume.  

2.2.2 Implementations 

All the above come to signify the importance of LSFM as an imaging method for 

biologists when it comes to 3D imaging. It is important at this point to present the two 

main implementations of the LSFM geometry based on the light-sheet generation 

mechanism. Focus will be given to different examples of each method presented in the 

literature and what differentiates the two based on their features.  

Before analysing the different methods used in producing the light-sheet in LSFM it 

is important to define the characteristics of the beam propagation in the FOV as it is 

illustrated in Figure 6. For the example for a Gaussian beam [38] the minimum light-

sheet thickness will be equal to the half-width of the beam waist w: 

2𝑤 =
𝜆

𝜋𝜃
=

2𝑛𝜆

𝜋𝑁𝐴
 (1) 

  

Where θ is the divergence angle, n is the refractive index, λ is the wavelength, and NA 

is the numerical aperture of the lens/objective focusing the Gaussian beam 

(schematically shown in Figure 6). Also, the light-sheet thickness will in general be 

equal to the sectioning ability and as a result equal to the axial resolution of the 

microscope with Raxial = 2w. It is important to note that in practice some LSFM 

implementations can have a lower Raxial when imaging objectives with high NA are 

used [39].  
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Figure 6. LSFM beam characteristics, where w0 is the beam radius 

The excitation beam width is usually measured in two ways. Beam diameter or 2w is 

the measured width where the intensity has dropped to 1/e² of the maximum intensity 

of a cross-section. Full-width-half-maximum (FWHM) is the beam width where the 

intensity has dropped to 50% of the peak intensity of a cross-section [40]. 

The confocal parameter b is a measure of the beam focus. Specifically, confocal 

parameter is the distance between the two points of the Gaussian beam where the beam 

waist increases by a factor of √2 relative to the minimum beam waist at the focus. The 

distance in x between one of the two points and the centre is defined as Rayleigh length 

and is equal to half the confocal parameter with zR=b/2. At the same time the distance 

between the imaging objective and the centre of the light-sheet thickness is known as 

working distance, and it is the distance from the objective lens to its plane of focus. 

Commonly in LSFM the confocal parameter may represent the usable extent of the 

light-sheet as the intensity drops faster after this point as a result of the sudden beam 

waist increase. In theory the Rayleigh range relates to the beam waist radius with the 

following equation 

𝑧𝑅 =  
𝜋𝑤ଶ

𝜆
 (2) 

The relationship between zR and w reveals that light-sheets with smaller thickness will 

have a large beam divergence and as a result the usable sectioning thickness will be 

limited along the propagation axis. At the same time the usable light-sheet thickness 
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may be increase with a cost of the sectioning ability of the instrument. This is an 

important trade-off that one must make in the design concept of the microscope and is 

usually one that is determined by the application that the microscope is intended for. 

 

2.2.3 Single Plane Illumination Microscopy and Digitally Scanned Light-

sheet Microscopy  

The two fundamental established methods for generating the light-sheet are with either 

the use of a cylindrical lens (SPIM) or by implementing a rapid scanning beam in the 

illumination path, (DSLM – Digitally Scanned Light-sheet Microscopy). A simplified 

schematic of both is presented in Figure 7. 

A cylindrical lens has a different radius of curvature (ROC) between the x and y axes 

and typically is flat in one of the axes. In this way during propagation of the beam only 

one axis will be focused with the result resembling a line focus effect rather than a 

point focus observed in spherical lenses. In the simplest configuration of SPIM the 

cylindrical lens is utilized for shaping the light-sheet before it enters the illumination 

objective [10] with the height of the light-sheet being determined by the focal length 

ratio of the cylindrical lens and excitation objective as well as the incoming beam 

diameter. A drawback of SPIM is that in its simple form the illumination is uneven as 

a result of beam scattering and shadowing when the beam travels through the sample. 

An implementation of SPIM with two oppositely placed illumination objectives was 

introduced to tackle this issue [41]. Even though it manages to reduce the undesired 

effects of non-uniform illumination it is considered a difficult method to practically 

implement in terms of optical alignment [42].  
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Figure 7. (a) SPIM implementation schematic. The beam is focused into a line. 
Entering the back aperture of the objective only one axis of the beam is focused 
creating a thin light-sheet at the sample area. (b) DSLM schematic using a scanning 
mirror. The beam reflects the fast-rotating mirror. The scanned reflection of the beam 
is collimated and focused by the objective to create a scanned light-sheet.  

An alternative to the use of SPIM is DSLM that manages to offer significant 

improvements in areas such as control, scalability, illumination and axial resolution. 

In its first design [43] the DSLM managed to achieve an illumination efficiency of 

95% compared to the 3% in SPIM. In DSLM a scanner element is used instead of the 

cylindrical lens for shaping the light-sheet. As a result, a line profile is formed due to 

rapid scanning to illuminate a full imaging slice at least once per camera exposure. 

The most frequent implementation of this method is accomplished with the use of a 

galvanometric mirror [38]. This methodology opened the door to the use of exotic 

beams as illumination sources, in methods of improving the illumination either with 

the use of Bessel beams [44], [45], Airy beams [46] and even moving to lattice light-

sheets [47]. The use of these methods not only allows the reduction of the light-sheet 

intensity drop as it travels through the sample but provide a higher uniformity of the 

light-sheet thickness over a given FOV and as a result of the axial resolution of the 

light-sheet in the z direction. The main issue with these methods is the inevitable 

creation of sidelobes. The sidelobes increase in thickness as the beam propagates and 
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can cause illumination of parallel planes leading to unwanted fluorescence background 

and blurring. 

 Additional ways to create thinner light-sheets over a larger field of view have been 

implemented with different methods to axially scan the Gaussian light-sheet focus and 

acquire images where the light-sheet focus is swept across the FOV. This effect creates 

a uniformly thin light-sheet that does not suffer from the sidelobe illumination of 

techniques like the Bessel beam microscope systems. Different ways  to achieve this 

active sweeping include the use of tunable acoustic gradient TAG lenses [48-50] in the 

illumination path of the microscope, as this type of lens can operate fast in the μs range. 

Another device that has been used in achieving the sweeping of the light-sheet is the 

spatial light modulator (SLM) [51],[52]. In the SLM implementation tiling is used to 

achieve this sweeping as the device is not as fast as the TAG lens and can operate in 

the ms range. While TAG lenses are faster, SLMs are usually less expensive and can 

be obtained as off-the-shelf products from a range of suppliers. Deformable mirrors 

[53], piezoelectric mirrors [54] and galvanometric scanners [55] have equally been 

used for this field of axially scanned light-sheet microscopy. Next to these, tunable 

lenses are also off-the-shelf products, even more affordable than SLMs and have been 

successfully used in the sweeping of the light-sheet focus for homogenizing the light-

sheet width in different implementations. This has been possible by enabling the 

rolling shutter [56], [57] operation of recent scientific cameras and using it as a virtual 

slit that is synchronized with the illumination focus. Compared to the previously 

mentioned devices, the ETL (Electrical Tunable Lens) has been documented as an 

easier way to integrate, to existing LSFM setups and upgrade their illumination 

capabilities. 

 

2.2.4 Methods for Imaging in 3D 

Resolution 

Even though illumination inevitably receives most of the attention in LSFM, it is still 

important to analyse the imaging characteristics and methods employed when it comes 

to 3D imaging.  
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The imaging path of the LSFM in its simple configuration consists solely of a finite 

conjugate microscope objective and the camera of choice. As a result the lateral 

resolution is defined by the diffraction limit with Abbe’s equation [38]. 

𝛥𝑥, 𝑦 =  
0.61 𝜆

𝛮𝛢
 (3) 

 

Where λ is the emitted wavelength and ΝΑ is the numerical aperture of the imaging 

objective. From this equation it is possible to see that the minimum lateral resolvable 

distance can be achieved with a high NA objective for each emission wavelength. Even 

though the technology of objective lenses has evolved, and high NA lenses are 

becoming common, in most cases they will come with a sacrifice on working distance. 

This sacrifice is quite an important one in the basic methodology of LSFM due to its 

orthogonal nature and the fact that two objectives with defined working distance have 

to be placed in very limited area during imaging. Lateral resolution signifies a field 

where LSFM aims to improve on, with different approaches of super resolution 

techniques already managing to do this with nanometre range results. The most recent 

techniques currently managing to be combined with light-sheet and achieve 

resolutions below the diffraction limit are namely, SIM (Structured Illumination 

Microscopy) [58], SMLM (Single Molecule Localization Microscopy) [59], and 

STED (Stimulated Emission Depletion Microscopy) [60]. It’s important to note that 

these solutions often come with compromises such as the increased complexity of the 

systems.  

3D Imaging 

LSFM as explained previously manages to image a single plane as part of the 

orthogonal illumination. In order to image 3D volumes multiple parallel planes, have 

to be attained and reconstructed as a volume. As a result, several methods have been 

employed on how to achieve this vertical scanning with either mechanical, opto-

mechanical or all optical configurations (Figure 8). 

Specifically, in the basic implementation of LSFM the illumination and imaging 

objective are kept fixed within the system. An axial scanning stage was the preferred 
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choice in the earliest implementation of the orthogonal setup [8], and it was more 

recently enhanced by a rotational stage [10] (Figure 8 (a)). In both cases the sample 

gets mechanically displaced (or rotated) with the camera capturing every new plane 

after the rotation. The generation of the mechanical translation is usually in the form 

of a piezo motor. Even though this is still a valid method for accessing and imaging 

different planes of the sample, it provides certain drawbacks. When deciding to move 

the sample even in the smallest step one must accept the risk of damage or imaging 

aberrations that can occur due to its sensitive nature. Also, these methods can be slow 

compared to the high frame rates of cameras and lead to the limited capturing of 

dynamic events.  

 

Figure 8. Simplified schematics of 3D imaging methodologies of LSFM. (a) 
Mechanical rotation of sample chamber. (b) OCPI coupled paths stage translation (c) 
Mirror light-sheet scanner and mechanical refocusing (d) All optical scanning. 
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The immediate alternative to a mechanical movement of the sample is keeping the 

sample at a fixed position while mechanically translating the illumination and imaging 

path in a synchronized way. This was first achieved with the method of OCPI 

(Objective-Coupled Planar Illumination Microscopy) [61] (Figure 8 (b)). The method 

couples the two paths on to a single stage and mechanically translates them providing 

the ability to image faster events. This method has been adopted and improved in terms 

of scanning speed and axial resolution [37]. The main drawback of this method was 

inevitably that heavy components ought to be moved in order to acquire a volume. 

The use of a light-sheet scanning mirror (Figure 8 (c)) is introduced in some examples 

in an effort to reduce the mechanical movement of the light-sheet axis. In this method 

with the use of a galvanometric mirror the light-sheet gets translated parallelly whereas 

a synchronized movement of the mechanical objective stage refocuses the newly 

illuminated plane[62].  

The main limitation that arises with the previously mentioned methods is to achieve 

even higher imaging rates as the mechanical stages used in the imaging path of the 

systems can be significantly slower than the capabilities of the camera. A few new 

methodologies aim to address this issue and introduce an optical scanning during 3D 

imaging. This includes again the scanning of the light-sheet but instead of a mechanical 

refocusing, a tunable lens is used to optically refocus to the parallel illuminated planes 

(Figure 8 (d)) [63],[64]. In a different approach to avoid the mechanical translation in 

LSFM the depth of field of the imaging objective is extended [53] with the use of 

wavefront coding. Finally, the remote-refocus approach [55] has been implemented in 

LSFM with the use of a mirror in a fast stage that reflects the intermediate captured 

plane that corresponds to the z position of the mirror. 

Furthermore, of particular interest in the field of LSFM is the sample mounting 

techniques that can be used in 3D imaging. A well-known method is by embedding 

the sample in agarose [10], [65] or by using agarose in hollow cylinders [66]. Optically 

clear tubes FEP tubes are used [67], [68] to house a small concentration of agarose and 

allow for a more practical stage rotation of the sample.  

It is important at this point to identify a distinction that has emerged in the field of 

light-sheet microscopy. A new class of systems is moving away from the traditional 
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orthogonal arrangement of illumination and detection axes described in the 

aforementioned examples. This shift aims to allow samples to be imaged in a more 

familiar and accessible manner, enabling the use of conventional sample holders such 

as microscope slides or petri dishes. This approach addresses practical limitations of 

traditional light-sheet microscopy, particularly in terms of sample preparation and 

positioning. The systems presented later in this thesis aim to occupy this space, along 

with several other implementations that have been developed concurrently or prior to 

this work. 

The geometrical restrictions of LSFM can make this a challenging issue however 

several implementations like single lens [69] upright [70] or open-top microscopes 

[71], [72] manage to successfully image sample in more conventional ways. Other 

techniques that have made possible the imaging of sample in conventional 

configurations include the oblique plane microscopy approaches [73],[74] where the 

sample is again illuminated and detected by a single objective where the paths exit and 

enter at an oblique angle. In a similar configuration where the optical paths create an 

oblique angle the SCAPE (Swept Confocally Aligned Planar Excitation) microscopy 

[75] approach uses a scanning mirror to sweep the path across its depth for fast rate 

imaging. Finally, it is important to note that 3D imaging in LSFM does not come 

without drawbacks. A plethora of parallel planes need to be imaged for a volume 

representation. This usually results in huge data acquisition requirements, arguably 

making it one of the most important considerations of the system [76]. The terabytes 

of data require special imaging processing pipelines and efficient methods for image 

storage and processing [77].  

 

2.2.5 Open and Versatile Light-sheet Microscopy 

It is safe to say that LSFM research has made major steps in the last decade with a 

plethora of commercial systems now available (for example Zeiss Lightsheet 7 and 

Lattice Lightsheet 7, Olympus Alpha 3, Bruker SPIM series, 3i Marianas and Lattice, 

MSquared Aurora and others) along with the technologically advanced research grade 

solutions presented above. However, the commercial microscopes usually come at a 

high cost, and biomedical laboratories may not be ready to heavily invest yet in a 
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relatively new technology with the purchase of those systems. At the same time several 

LSFM methods that were presented required special mounting and preparation 

techniques for sample imaging, along with complex and expensive designs that 

understandably intimidates their reproduction and wide use. This led to several 

techniques that attempt to provide wider access to LSFM either through open protocols 

or with providing more simplified and versatile designs that can be repeated and used 

for a variety of purposes. 

The open-access platform consists of OpenSPIM [78] (Figure 9 (a)), 

OpenSpinMicroscopy (OpenSpin) [79] and MesoSPIM [57] (Figure 9 (b)) . 

OpenSPIM provides scientist with all the necessary information to build and use their 

LSFM system. Through their website one can access buying lists, assembly 

instructions and software for the microscopy system. In terms of the actual working 

principle the microscope relies on the cylindrical lens for the shaping of the light-sheet 

while the majority of the components can be customized and upgraded based on the 

users requirements and even suggest more advanced LSFM designs [80]. The 

microscope uses both off-the-shelf components as well as 3D printed designs for 

custom solutions including the sample mount. OpenSpin on the other hands extends 

from the fundamental methods and provides the option for more versatile imaging. 

Two different illumination methods are provided one with the classical SPIM 

methodology and an alternative DSLM where the light-sheet is generated and scanned 

across the sample depth with a galvanometric mirror. MesoSPIM is also an initiative 

that provides open access to technical knowledge databases for building a LSFM 

system. The setup is specifically focused on large clear samples taking advantage of 

advance methods for imaging larger FOVs, such as the synchronization of the sCMOS 

(scientific Complementary Metal-Oxide-Semiconductor) camera rolling shutter with 

an illumination path ETL beam refocusing. The initiative is recognized for its results 

and is gaining popularity across labs worldwide with more than 20 such setups being 

active up to this date. 
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Figure 9. (a) OpenSPIM 3D design [81] with 300 mm x 450 mm footprint and (b) 
MesoSPIM 3D design [82] with 750 mm x 1100 mm footprint. 

 Even though the systems offer robust solutions for 3D imaging with LSFM they often 

come with certain limitations. Specifically, the cost remains still high (~ £100,000) for 
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being considered inexpensive. Additionally, mounting protocols can be considered a 

restriction for sample categories that are not intended to move during imaging. Finally 

even though the systems operate on an innovative and supported protocol users may 

find the alignment and use of the system challenging [83].  

In other implementations the aspect of versatility takes a vital place in LSFM in an 

attempt to reduce complexities in the mounting techniques and relevant use limitation 

of systems. As mentioned in the previous chapter the departure from special mounting 

techniques have allowed LSFM to be used with a wider variety of samples [84], [85]. 

In the same spirit implementations are looking at multipurpose solutions [86] 

providing even greater versatility. Furthermore, LSFM research is trying to provide 

more compact systems that can be easily implemented in multiple environments. The 

miniaturization of the system can be a result of modification to the OpenSPIM 

platform [87] or with an implementation of a cylindrical mirror to a straightforward 

orthogonal setup [88]. Compact upright systems have also been reported [89] mounted 

on standard standalone breadboards. The use of 3D printing has also been explored as 

a solution to a smaller and more accessible LSFM systems [90]. Finally other reports 

have even attempted to walk one step further and couple LSFM on a smartphone 

imaging system [91]. 

It is important to note that the initiatives presented in this section served as inspiration 

for the development of the microscopy systems detailed in Chapters 4 and 5. Although 

the developed systems are not intended to be proposed as open-access microscopy 

setups, they follow a similar approach by utilizing a combination of off-the-shelf 

optomechanical elements and 3D-printed structures. However, it should be 

emphasized that these initiatives do not directly address miniaturization and cost 

reduction to the extent achieved by the systems developed in this work, nor do they 

offer the capability to image samples on standard microscopy slides. Comparably, the 

low-cost examples presented in this section, while innovative, lack the advanced 

optical scanning features explored in this work. Both developed systems push the 

boundaries of LSFM technology by incorporating novel scanning mechanisms and 

optimized optical designs, enabling high-resolution imaging of samples in 

conventional formats. This approach aims to bridges the gap between accessibility and 

advanced functionality in light-sheet microscopy.  
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2.3 MEMS Mirrors in Microscopy 

Microelectromechanical systems (MEMS) 

Current trends in LSFM research are moving towards solutions that are able to 

challenge the traditional mechanical stages that are used for 3D imaging. Minimizing 

the movement of the sample is a proven way of limiting potential damage to sensitive 

specimens while at the same time reducing optical artefacts during imaging. 

Furthermore, latest research outputs attempt to provide LSFM solutions in a more 

compact and affordable package making it a viable option for laboratories that are still 

considerate of the method. In this spirit MEMS and specifically MEMS mirrors [92] 

can play an important role in LSFM as active elements for both the generation of the 

light-sheet and control of the optical paths during 3D imaging.  

MEMS (Microelectromechanical systems), after the name are small size devices that 

can relate an electrical power input into a mechanical output or vice-versa. They are 

very useful in today’s industry and research in many fields such as sensors, medical 

technology and defence, due to the low cost, ease of manufacturing, convenient 

manual or automated control, and minimal energy needs. MEMS mirrors specifically 

have been an important tool in the development of small-scale imaging systems, and 

used for example as laser scanners, where the appointed light source is directed 

towards the MEMS. The MEMS then becomes an active part in the system as it will 

be able to reflect or redirect the light depending on the desired specification and 

intended application. MEMS mirrors can be divided into four different categories 

depending on their actuation principle namely, electrostatic, electromagnetic, 

electrothermal and piezoelectric [93]. Electrostatic actuation is one of the most 

common methods of MEMS design. Its operation is based on the forces that appear 

between two conductive plates once voltage is applied. Those forces cause the plates 

to move based on the geometrical constraints of the design. An example of 

electrostatically actuated mirrors is the comb-drive design [94] that uses an array of 

stationary and movable fingers to generate a fast mirror rotation. Electromagnetically 

actuated mirrors usually base their operation on two parts namely the magnet and the 

coil. In their basic configuration a coil is surrounding the mirror, whereas a permanent 

magnet is positioned beneath it [95]. Based on Lorentz force between the coil and the 
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magnet the mirror can rotate around the axis with high achievable maximum angles. 

Electrothermal MEMS mirrors work based on the principle of thermal expansion. The 

majority of MEMS is fabricated with semiconductor materials like silicon. While the 

current flow in silicon increases, this causes an increase in the temperature of the 

material in a phenomenon known as Joule heating. Sequentially the temperature causes 

the material to expand. This effect is being used in different type of actuation 

techniques such as the use of multi-beam silicon actuators that are constraint to rotate 

a centrally connected mirror [96], or with a bimorph configuration to create a varifocal 

optical element [97]. Finally, piezoelectric actuators take advantage of piezoelectric 

materials to create different strategies of mirror rotation. Materials like PZT [98] can 

be deposited on the MEMS actuators that surround the mirror and cause to rotate quasi-

statically or resonantly. The theory behind this effect is based on the inverse 

piezoelectric effect where the application of voltage to piezoelectric materials causes 

them to expand or contract based on the polarity.  

All the techniques mentioned above have been employed in research and industry for 

the design of MEMS mirrors, with the choice between them based on the advantages 

and disadvantages of each category [92], [99]. Specifically, electrothermal MEMS 

have restricted use in fast applications due to the few milliseconds needed for heating 

up the material, but are known to produce larger optical scan angles. In contrast, 

electromagnetic mirrors can generate both large angles and fast rotation with response 

times less than a millisecond. However, their use can be limited due to their bulky size, 

which can be up to 2-3 times larger than other categories, primarily due to the need for 

coils and magnets. Piezoelectric and electrostatic mirrors usually offer a balanced 

operation, producing moderate rotations with fast response times, generally less than 

a millisecond. These two types often provide a good compromise between size, speed, 

and scan angle, making them suitable for a wide range of applications. Table 1 

summarizes achievable optical angles for each technology. 
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Table 1. Summary of average values [92] for selected 2D MEMS of different actuation 
technologies. 

MEMS mirror 

actuation method 

Static Optical Angle (°) Resonant Optical Angle (°) 

Electrothermal MEMS 21.5 21.9 

Electromagnetic MEMS 59.05 33.9 

Piezoelectric MEMS 13.7 21.4 

Electrostatic MEMS 11 50.7 

 

It is worth noting that the maximum achievable angles are not only a characteristic of 

the actuation method. The mechanical design of the actuators of the mirrors is 

considered equally a crucial factor for the generation of large rotations.  

MEMS in Microscopy and biomedical imaging 

MEMS mirrors have played an important role in biomedical imaging applications as 

they can replace bulkier and more expensive components in a pursuit of miniaturized 

and controllable systems. Various imaging systems use MEMS mainly for controlling 

an optical path or producing a resonance scan [100].  

One of the first uses of MEMS in such systems is the MEMS scanner used in Optical 

Coherence Tomography (OCT) micro-endoscopes [101]. OCT is a technique for fast 

real time imaging based on interferometry of light beam scanning of biological tissue. 

This allows for the acquisition of high-resolution cross section images. The main 

application of OCT has traditionally been the imaging of the eye tissue but the 

endoscopic OCT has allowed imaging of many more parts of the body with examples 

ranging from gastroenterology and cardiology to urology and gynaecology. The use of 

MEMS in such systems is extremely beneficial as their small form factor allows them 

to be integrated in the endoscope, while their beam scanning capabilities has proved 

to be efficient for imaging. One of the first examples of this is with a single-axis 

rotating electrothermal MEMS [102] and later with the introduction of a 2D 
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electrostatic MEMS [103]. The latter configuration allowed an early view into the use 

of MEMS for in vitro 3D imaging.  

The miniaturization features that benefit OCT devices have also been beneficial in the 

field of confocal microscopy. Even though MEMS type devices have been used as 

scanners in confocal microscopy from up to two decades ago[103-105]  for laser 

scanning applications, their integration in miniaturized devices for in vivo studies has 

attracted more attention recently [104]. The miniaturization of the confocal 

microscope due to the use of MEMS has enabled its integration in endoscopic designs 

[105] and handheld devices[106]. Another field of microscopy that has benefited from 

the use of MEMS is that of photoacoustic microscopy (PAM). PAM is a technique that 

takes advantage of the formation of sound waves after light is absorbed from the 

sample. The use of a pulsed laser causes thermoelastic expansion to the tissue, 

generating an acoustic wave that can be detected by an ultrasound transducer [107]. 

The use of MEMS has been exploited to increase the efficiency of these devices by 

enabling a bigger area to be imaged at greater speeds [108]. The high speed of the 

scanners has enabled real-time in vivo imaging implementations [109] while the small 

size has contributed in the design of handheld PAM devices [110]. Finally, examples 

of MEMS use have expanded even to super-resolution microscopy techniques such as 

in structured illumination microscopy (SIM). In this implementation the use of three 

axis MEMS mirrors are used to control the interference pattern and phase of the 

microscope [111].  

It is important to mention that MEMS in the form of digital micromirror devices 

(DMD) and adaptive optics mirrors have also been used in microscopy for different 

applications. This field will not be covered in this thesis as the device of interest is 

single mirror MEMS. 

MEMS in Light-sheet Microscopy 

Interestingly, even though one of the first available commercial LSFM system uses a 

MEMS scanner (Zeiss Lightsheet), its integration of the field is still limited. MEMS 

have seen use in LSFM mainly for axial manipulation of the beam providing a more 

isotropic resolution [112]. Conversely galvanometric mirrors have established 

themselves as the main optomechanical element for the generation and scanning of the 
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light-sheet in DSLM. This can be attributed to their wider availability and stability at 

the time of the development of the first DSLM systems. Nowadays, MEMS scanning 

mirrors become increasingly available by commercial distributors making them a more 

viable choice while their compact size and availability makes them a very attractive 

option. Specifically comparing the two, a 2D MEMS mirrors can be 5 times smaller 

than a 2D galvo with the overall cost between the most affordable options of each 

ranging in the same scale (~£500 vs ~£2500).  

Prior to the work in this thesis an LSFM implementations with MEMS has already 

started to be considered as a miniaturization solution within the research group [113], 

with the initial approach for the illumination path shown in Figure 10. 

 

Figure 10. MEMS LSFM excitation system [113]. (a) Electrostatic scanning mirror for 
light-sheet generation. (b) Electrothermal mirror for light-sheet scan in depth (c) 
Miniaturized DSLM implementation. 
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One electrostatic and one electrothermal mirror are used in this case in order to produce 

a light-sheet and control its positioning. A fast comb drive electrostatic MEMS mirror 

is used to create the scan line coming from the 488 nm light source. The light-sheet is 

directed in an orthogonal direction where it can be further controlled with the use of 

an electrothermal mirror. The serpentine thermal actuators can achieve static angles of 

up to 4° and allow manipulation of the beam before it reaches the final focal plane. 

The setup can achieve a FWHM of 3.5 μm with high intensity throughout the 550 μm 

tall light-sheet. The work presented on novel MEMS enabled LSFM systems in 

chapters 4 and 5 is building on these initial concepts but makes use of only a single 2D 

MEMS to create and position the light-sheet simultaneously. This aims to reduce the 

complexity of the system by minimizing the number of optical elements needed. 

 

2.4 Summary 

This chapter aimed to cover the underlying principles of LSFM expanding on an 

introduction into fluorescence microscopy and the achievements that have taken place 

throughout the field in recent years. Specifically, the basic theory of fluorescence 

microscopy has been introduced through the concepts of absorption and emission 

wavelength in fluorescent molecules. The division between three different fluorescent 

microscope categories has been made under the fields of Widefield Fluorescence, 

Confocal Microscopy and LSFM. Emphasis is given on the limitations of the first two 

microscope types for certain settings and how LSFM can potentially assist to overcome 

those and present a fluorescent imaging tool with better contrast imaging, higher 

acquisition speed and reduced photobleaching. A more detailed background on LSFM 

is given from its early starts a few decades ago till more recent implementations of the 

orthogonal imaging setup. Different LSFM setups are presented in terms of the 

mechanism that generate the light-sheet as well as the components and methodologies 

that allow 3D imaging. A special mention is given on open access LSFM setups as an 

attempt to make LSFM a more accessible tool. The accessibility of LSFM can be 

further potentially aided with components that drop the cost and decrease the size of 

the system. MEMS are devices that are recognized to meet both of those requirements. 

Thus, a brief review of MEMS in microscopy is presented with examples ranging from 
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OCT to the early designs of a miniaturized LSFM system with MEMS as active 

elements in the optical paths. The evolution of this design will be discussed in detail 

in the following chapters. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



35 

 

3 Optical Elements and Custom Parts 

 

In this chapter the individual optical elements required for building the miniaturized 

LSFM systems demonstrated in this thesis will be introduced. The design 

specifications of the elements are going to be presented along with a full 

characterization of their features. The analysis is made with a focus on exploring the 

capabilities of the elements as part of the imaging systems that will be introduced in 

the following chapters. 

The fundamental elements behind the miniaturization of LSFM demonstrated in this 

thesis are the MEMS micromirrors. A two-dimensional micromirror is used for both 

the generation and lateral control of a light-sheet. Two different micromirrors are 

introduced in this section featuring different actuation techniques, with one being 

piezoelectrically actuated and the second one being electrothermally actuated. As 

introduced in Section 2.3, the choice of MEMS mirror is influenced by the actuation 

technology but ultimately depends on the specific project requirements. It is worth 

noting that at the early stages of this project, the market for single-mirror MEMS 

scanners was not as developed as it is today. MEMS mirrors were either integrated 

parts of devices or limited designs used in academia, which is the case for the 2D 

mirrors presented in this chapter. 

The opportunity to integrate a 2D MEMS mirror instead of two separate MEMS 

mirrors (Figure 10) significantly narrowed the selection pool of possible devices. 

However, this approach offered several advantages, including improved 

miniaturization and cost reduction, the possibility of seamless control, and a reduction 

in the number of devices that need to be synchronized. These benefits indicated that 

pursuing a 2D MEMS mirror solution was a step in the right direction for our LSFM 

system. 

Both 2D MEMS mirror devices characterized in this chapter fulfilled the initial 

requirements, with their respective features explored in the following sections. 

However, it is important to acknowledge that these choices are not without drawbacks. 

As discussed in this chapter, both MEMS mirrors suffer from non-linearity, which 
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must be addressed for successful operation of the system. This non-linearity is a 

common challenge in MEMS mirror design and often requires compensation through 

calibration, control mechanisms or post-processing methods. Compromises were also 

necessary regarding the maximum angles achievable on the two axes. In this case, the 

limitations of the devices directly define the limits of the final systems, as will be 

demonstrated later. This constraint highlights the importance of carefully selecting 

MEMS mirrors that can provide sufficient scan angles for the intended application 

while balancing other factors such as speed, size, and power consumption. 

The micromirrors of this project are used in the same general position within each 

iteration of the light-sheet illumination path and the characterization will enable a 

direct comparison between the components in terms of their optical angles and 

positioning results.  

In addition to the micromirrors, two different tunable lenses are introduced in this 

chapter which allow changing the focal position of the excitation or emission arm of 

the light-sheet systems. Both tunable lenses are commercial elements and feature shape 

changing technology, making them applicable to the refocusing requirement of the 

imaging path. Additionally, one of the tunable lenses will be used to vary the focus of 

the light-sheet focal position axially in the ASLM configuration introduced in chapter 

5. Their main difference between the two tunable lenses lies in their clear aperture size. 

A full characterization of the lenses is presented in this chapter based on their technical 

specifications as well as further investigation regarding their use and applicability to 

the imaging system.  

Finally, the 3D printed prism design, fabrication and characteristics are presented. The 

use of the prism aims to reduce imaging aberrations in an easy to implement and 

inexpensive solution. 
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3.1 Piezoelectric MEMS  

3.1.1 Piezoelectric MEMS Design Characteristics  

The active element used for the generation and control of the light-sheet in the 

Miniaturized LSFM setup presented in chapter 4 is a 2D piezoelectric (PZ) actuated 

MEMS (see Figure 11). The MEMS was developed by Stanley Inc in collaboration 

with Tokyo University. A set of six pre-production MEMS mirrors were provided for 

the microscopy work as an ongoing collaboration between the University of 

Strathclyde and Tokyo University. The MEMS is designed to achieve a 2D raster scan 

with the single 1100 µm diameter mirror surface, combining a static angular 

movement (slow axis) with an orthogonal resonant angular movement (fast axis). In 

this work the MEMS has been used in the excitation arm of a light-sheet system to 

scan and position a fluorescence excitation laser beam. The fast-resonant axis is 

generating the light-sheet while the slow axis is used in conjunction with a telecentric 

optical lens setup to enable the orthogonal translation of the light-sheet through the 

sample.  

 

Figure 11. (a) SEM figure [114] and (b) top view schematic of the piezoelectric MEMS 
mirror. 



38 

 

 

The thickness of the device layer of the MEMS chip is 100 μm of single crystalline 

silicon with a top 2 μm thin PZT layer to enable piezoelectric actuation. The design 

expands with an oval shape actuator frame surrounding the mirror connected to the 

mirror perimeter by two torsion beams on opposite sides, around which the fast 

resonance movement is occurring. The frame has multiple piezoelectric actuators 

placed on its surface which allow separate excitation of the resonance movement. The 

MEMS is designed to enable a static movement through the spiral actuators connecting 

the frame to the chip substrate, while the inner ring frame is responsible for a fast-

scanning rotation on the vertical axis. The mirror surface is coated with Al to increase 

its reflectance. 

The piezoelectric actuators on the spiral arms are electrically connected so that only 

every second arm is connected to the same electrical wire bond terminal. This way a 

different polarity of actuation voltage can be applied to each subsequent spiral arm, 

which allows out-of-plane bending of subsequent spiral steps in opposite directions.  

The underlying effect creating the bending motion is the inverse piezoelectric effect, 

which describes the ability of a piezoelectric material to convert electrical input to a 

mechanical change. For this device, the piezoelectric material layer of one serpentine 

section will be actuated so that it exhibits compressive stress while the neighbouring 

section’s piezoelectric layer will be actuated so that it exhibits tensile stress. The 

combined mechanical stresses will create an ‘’upwards movement’’ as is illustrated in 

Figure 12, where “Piezo A” refers to the actuators connected to one voltage terminal 

and “Piezo B” to the actuators connected to a second voltage terminal with opposite 

polarity. The methodology of utilizing actuators with opposing polarities can generate 

significantly larger angles of deflection. This is achieved through a complementary 

motion where, as one set of actuators moves upward, the actuators on the opposite side 

correspondingly move "downwards". The spiral-shaped actuators, being connected to 

the outer frame of the mirror, enable this frame to rotate around the main axis of the 

device. This rotational motion induces the static angle in the mirror. Such a design 

leverages the combined effect of both sets of actuators, resulting in a larger total angle 

of rotation compared to single-polarity actuator configurations. 
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The inner ring frame surrounding the micromirror is also designed to induce a rotation 

due to the piezoelectric effect. In contrast with the spiral actuator, the inner ring is set 

to rotate during its resonance and as a result enable a continuous fast sinusoidal 

rotation. The oval shape of the frame defines the rotation axis as it allows for motion 

orthogonally to the static angle. The connection torsion beams attaching to the mirror 

on the opposite sides of the oval length will increase the minor resonance tilt of the 

inner frame. As a result, the full resonance of the mirror gets amplified producing 

larger angles along this axis [115]. 

  

 

Figure 12. Working prinicple schematic of the spiral actuators for the piezoelectric 
MEMS mirror. 

The mirror was characterized for its surface quality with an optical profile surface 

measurement illustrated in Figure 13. The surface profile evaluation was accomplished 

in cleanroom settings with a VEECO NT1000 optical surface profiler. The instrument 

works as a white light interferometer where the surface shape and roughness of an 

object is measured based on Michelson interferometry configuration [116]. 

Specifically, the light emitted from the instrument’s light source is separated with a 

mirror into a reference beam and a measurement beam. The reference beam is reflected 

of a fixed mirror while the measurement beam is reflected off a movable mirror 

towards the test object. Both beams are reflected back to the devices detector where 

they are brought to interference. The interference patterns are captured by the detector, 
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while the software will interpret it into a complete surface topography dataset. The 

measurements taken for all the surface profile datasets that are presented in this thesis 

have been captured with the VSI (vertical scanning interferometry) mode with a 2.5x 

magnification objective. During a VSI scan [117] the objective moves vertically to 

image the whole height surface difference of the sample with the speed defined by the 

cameras frame rate. During each scan the camera pixels will collect the interference 

fringes that occur in the specific area of the sample. The fringe contrast for each pixel 

is measured, enabling the mapping of the surface topography.  

The MEMS mirror manages to incorporate a practically flat surface with overall 

fluctuations not exceeding ± 0.03 μm (better than λ/10 surface flatness for the visible). 

The radius of curvature of the mirror is in the range of 20 meters, according to the 

measurement provided by the Veeco profiler software. 



41 

 

 

Figure 13. (a) Surface profile 3D schematic along with diagram of the surface height 
variation along the centre of the mirror. The red and blue dotted lines indicate the x 
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axis and y axis respectively. (b) The x axis profile plot with the step variation 
presented, revealing the coating layer of the device and (c)y axis profile plot with the 
large step increase in the edges revealing the actuator layer surface height relevant to 
the mirror surface. In both axes the roughness of the mirror did not exceed 0.025 μm. 

 

3.1.2 Piezoelectric MEMS Angle Characterization 

The mirror is characterized for its total optical scan angle (TOSA) for both the slow 

and fast axis. The experiment is set up with a laser source being reflected off the mirror 

surface and projected onto a screen (Figure 14). The laser source is positioned 5 cm 

away from the mirror. The distance between the mirror and the screen is 50 cm. The 

displacement of the laser reflection with varying actuation voltages is measured on the 

screen using a ruler. The change in coordinates on the screen following an actuation 

of either MEMS axis can be translated to the TOSA by applying the geometrical 

formula: 

𝑇𝑂𝑆𝐴 = 𝑡𝑎𝑛ିଵ ൬
𝑙

𝑑
൰ (4) 

 

Figure 14. Schematic of test principle used in characterizing MEMS angle using a 
reflected beam. Measurement of Total Optical Scan Angle (TOSA) based on the on 
the reflection offset recorded on a flat screen.  
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The recorded TOSA for the slow axis is illustrated in Figure 15. A DC voltage ranging 

from 0 V up to a maximum of 20 V was used sequentially for the two piezo terminals 

of each serpentine actuator, actuating only the two terminals on opposite sides of the 

chip that create the same movement direction at any given time. It was found that after 

the 20 V maximum voltage the PZT layers of the device may suffer structural damage 

due to electrical breakdown. In the case of negative voltage inputs, it was found that 

the layer damage occurred with significantly smaller values. As a result, all of the 

characterization and use of the MEMS in this work is a product of positive input 

voltage. The graph shows that the response of the static axis follows a similar trend in 

both angular directions reaching a maximum of 1.5° for each direction and 3° 

combined. The response time of the MEMS has also been characterized using a 

quadrant diode detector by colleagues at the University of Strathclyde. The input 

response time is measured as <1ms during actuation of the static angle with a step 

voltage of 0.5 V.  

 

Figure 15. Static angle characterization of PZ MEMS for positive and negative angles. 

The characteristic of the fast-resonant axis is illustrated in Figure 16. Resonance angle 

characterization of piezoelectric MEMS.The response of three diferent voltage inputs 

are illustrated namely, V1in=10 V , V2in= 15 V and V3in= 20 V with respective 

resonances at f1=36.805 kHz f2=36.801 kHz and f3=36.795 kHz. The resonant angle 

is measured for a set of three different sinusoidal voltage inputs namely, 10 Vpp, 15 

Vpp and 20 Vpp. All waveforms are set to a voltage offset equal to half the amplitude 

in order to avoid a negative voltage input. A frequency sweep from 36.73 kHz to 36.88 
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kHz in 5 Hz steps was used. The maximum resonance tilt movement of the mirror 

occurs at the excitation frequency of 36.8 kHz for the 20 Vpp input with the maximum 

scan angle of 27°. It is also observed that the maximum angle point for each increasing 

voltage input is located in a lower frequency point indicating a non-linear behaviour, 

while no hysteresis is observed for the described actuation range. Hysteresis in a 

resonant scanner becomes more prominent at high voltages that exceed the maximum 

allowance of this device. As noted in the case of MEMS scanners [118], spring 

softening during resonant actuation can cause nonlinearity issues, as the response 

adopts a different profile depending on whether the eigenfrequency is approached from 

lower or higher frequencies. Fortunately, none of the scanners used in this thesis 

exhibit this issue within the operational limits of their characterization. 

 

Figure 16. Resonance angle characterization of piezoelectric MEMS.The response of 
three diferent voltage inputs are illustrated namely, V1in=10 V , V2in= 15 V and 
V3in= 20 V with respective resonances at f1=36.805 kHz f2=36.801 kHz and 
f3=36.795 kHz. 

 

3.2 Thermal MEMS 

Considering the MEMS device as the sole tool for laterally translating the light-sheet, 

a limitation may be arising with the limited angle range of the PZ MEMS static 

rotation. In this section, an alternative MEMS design will be introduced with larger 

static rotation angles. A 2D electrothermally actuated MEMS will be used in a second 

LSFM design will again be responsible for the generation of a scan line and orthogonal 
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positioning of the light-sheet, while also allowing the potential for a static offset in the 

resonant axis.  

 

3.2.1 Thermal MEMS Design Characteristics 

The electrothermal (ET) actuated mirror is illustrated in Figure 17 (a). The design has 

a 1.4 mm diameter mirror surface which is surrounded by four actuators with a three-

beam geometry. The beams are spaced with a 50 μm distance between them. The 

design features a slight variation in the actuators beam length between actuators on 

orthogonal axes. Specifically, the pair of actuators that are on opposite positions of the 

perimeter have exactly the same length of either 1800 μm (x axis) or 1700 μm (y axis). 

The 100μm change is expected to separate the eigenfrequency of the two orthogonal 

rotation axes and limit off-axis movements during the fast rotation of the mirror [96]. 

A connecting beam with length equal to 450 μm and width equal to 60 μm connects 

the actuator design to the 1.4 mm diameter mirror via a serpentine spring. The design 

enables a voltage to be applied to the two outer beams of the chosen actuator. The 

electrical current that passes through the two beams will cause Joule heating and cause 

them to thermally expand. The constrain created by the connecting beam in 

conjunction with the electrically isolated and therefore un-heated central beam will 

cause an out-of-plane movement to the mirror through their connection as is illustrated 

in Figure 17 (b). The out-of-plane movement of the actuators translates to a rotation of 

the mirror surface. 

The four actuators can be used either for a static or resonance rotation depending on 

the input voltage signal, providing both 2D control and scanning capabilities in one 

device. When compared to the PZ mirror, the thermal MEMS does not incorporate a 

similar dedicated resonance actuation technique. In contrast, eigenmode resonance 

movement can be achieved by actuating the static actuators of the desired axis at the 

relevant device eigenfrequency.  
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Figure 17. (a) SEM figure of ET MEMS [96] and (b) schematic of working principle 
for MEMS static rotation. 

The MEMS mirror was designed by colleagues in the research group and fabricated 

by the commercial foundry MEMSCAP Inc (currently part of Science Corporation 

[119]) using their SOIMUMPs process. The fabrication process includes a base single-

crystal silicon substrate with 400 μm of thickness with a thin layer of oxide deposited 

on it for electrical isolation. A top layer of single-crystal silicon with 10 μm thickness 

is deposited as device layer. It is important to note that the device exhibits curvature 

in both the actuators and the mirror as part of the design direction. The curvature is 

consistent through the MEMS as it is a result of the doping and the in-built stresses 

that occur after this process in a fully released device. In terms of the actuator the 

curvature offers a beneficial feature as it inherits them with a predefined direction, 

allowing the whole mirror to move upwards following the process that was described 
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in the previous paragraph. In contrast the curvature of the mirror is not a designed and 

desired feature but an overall outcome of the commercial foundry process.  

 

 

Figure 18. (a) 3D schematic of profile measurement of Thermal MEMS mirror and 
diagram of surface curvature along the diameter of the mirror for (b) x axis and (c) y 
axis. Graphs show a radius of curvature equal to 65mm.  
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The surface characteristics of the mirror have been measured using the VEECO 

NT1000 optical surface profiler with the same VSI settings as in 3.2.1 and 2.5x 

magnification (Figure 18). The mirror features a curved surface with an overall radius 

of curvature of 65 mm. Reflectance of the device is increased with a layer of gold (200 

nm) deposited on its surface through a post-process thermal evaporation done by 

colleagues at the University of Strathclyde.  

 

3.2.2 Thermal MEMS Angle Characterization 

Characterization of the static angles of the mirror is achieved using the test screen 

method introduced in chapter 3.1.2. The results for the static rotation following a DC 

voltage actuation are illustrated in Figure 19. The mirror angle response has a threshold 

behaviour around 3 V with a maximum TOSA of 4° being achieved for a voltage input 

of 15 V. The reason behind the threshold-like behaviour of the angle for lower 

magnitude inputs can be attributed to the materials response to the heat increase. The 

maximum voltage range was defined by the maximum acceptable temperature that the 

device can operate without causing structural damage to the actuating beams or coating 

on the mirror surface. A secondary identical MEMS has been used to define actuation 

limits for the design. It was observed that for voltage inputs above 15 V on a single 

actuator the device actuator beams would glow bright orange, indicating an 

incandescent behaviour. For temperatures above 525 °C solids instigate the emission 

of electromagnetic radiation with the exact colour of the radiation signifying a 

temperature range from dark red (>525 °C) to bright white (>1300 °C) [120]. With the 

silicon melting point being at 1410 °C it was concluded that the temperatures above 

the aforementioned range should be avoided as the device could suffer thermal 

damage.  

The slight difference between the achievable angles between the two axes can be 

attributed to the difference in the actuator beam lengths, with higher angles given by 

the longer actuators and slightly smaller angle being a result of the shorter actuators.  
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Figure 19. Characterization of thermal MEMS angles in x and y axis for positive and 
negative angles. 

The resonant angle of the mirror was also characterized for the smaller static angle 

axis and the results are illustrated in Figure 20. The mirror was characterized with three 

sinusoidal voltage inputs of 9 V, 12 V and 15 V over a frequency range from 2100 Hz 

to 2400 Hz with a frequency step size of 10 Hz. The highest achievable angles for the 

three different amplitudes reached a maximum of 5.5°, 7° and 8°. It is important to 

note that for a rise in frequencies over 2290 Hz the scan line shape stops following a 

straight-line. This was observed during the screen test measurements where a further 

increase of frequencies showed that the line gets reformed into an oval shape. This is 

a result of the resonance movement above this frequency coupling into the resonance 

movement of the secondary perpendicular scan axis of the mirror and therefore 

exciting a coupled movement. Only inputs up to 9 V (and respective frequency below 

2290 Hz) ensure that the resonance of the chosen axis does not get affected by the 

perpendicular axis and the control signals for the resonant movement therefore result 

in the expected scan line. The response time needed between small voltage steps is 

estimated in the 10 ms range [121].  
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Figure 20. Characterization of resonant angle for thermal MEMS. The response of 
three different voltage inputs are illustrated namely, V1in=9 V, V2in= 12 V and V3in= 
15V with respective resonances at f1=2262 Hz f2= 2322 Hz and f3=2362 Hz. 

Finally, an important observation for the characterization of the MEMS is the resonant 

response of one axis while the static axis is also actuated. As it is illustrated in Figure 

21 and in contrast with the operation of the MEMS in section 3.1.2 the resonant 

frequency does not remain the same with the change of static angle on either the 

positive or the negative axis. This can be attributed to the heating induced in the 

orthogonal axis during actuation and the temperature related properties of the material 

that change the value of the resonant frequency as the temperature of the device 

increases [122]. 

 

Figure 21. Set of resonant frequencies needed to achieve maximum scan line for each 
static angle for a sinusoidal voltage input of 9 V. 
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3.3 Tunable Lenses 

The use of electrical tunable lens in LSFM as either detection refocusing elements 

[63], [123], [124] or axial light-sheet translation mechanism [56], [125] has been 

demonstrated in various occasions and been introduced in chapter 2.2. Here the 

electrical tunable lenses will take part in both processes. Specifically, the tunable lens 

in the illumination path of the LSFM system acts as varifocal element, allowing the 

light-sheet to be moved axially along the propagation axis. In the imaging path of the 

LSFM system the tunable lens achieves the purpose of refocusing the imaged plane 

synchronously with the position change of the illuminated plane. Two different tunable 

lenses have been used in this thesis. A description of their design and operational 

characteristics is presented below. 

 

3.3.1 Optotune EL-3-10 Design and Operation Characteristics 

The electrical tunable lenses used are manufactured by Optotune and can achieve a 

focal length change due to their shape changing technology. The lens contains optical 

fluid sealed behind a glass cover slip in a container with an elastic polymer cover 

membrane. The clear aperture of the lens is equal to 3 mm. An electromagnetic 

actuator incorporated in the lens can apply pressure on the membrane container and 

thus change the curvature of the lens. The operating voltage for the EL-3-10 lens 

(Figure 22) is specified from -1V to 1V.  

 

 

Figure 22. Schematic and working principle of EL-3-10 tunable lens as illustrated on 
the webpage of the product [126]. 
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The applied voltage creates a current in the voice coil actuator and can transform the 

lens from concave to convex. The tunable lens operates for a current ranging from              

-120 mA to +120 mA. As it is illustrated in Figure 23 the optical power of the lens 

increases to positive values up to 23 dioptres with the maximum positive current. 

Equally when the lens is driven with negative current the optical power can reach up 

to -23 dioptres. The response time between current steps is <2 ms. 

 

Figure 23 . Optical power graph for EL-3-10 [126]. 

 

3.3.2 Optotune EL-10-30 Design and Operation Characteristics  

A second tunable lens responsible for adjusting the focal plane of the imaging arm in 

the microscope system detailed in later chapters is the Optotune EL-10-30. The lens 

has a larger clear aperture of 10 mm. The shape changing lens working principle 

(Figure 24) is similar to the previously introduced lens as it also consists of an elastic 

polymer container with optical fluid. An electromagnetic actuator is used to apply the 

pressure on the container fluid relative to the electrical current input. This will result 

to a change in the curvature of the lens as the fluid gets redistributed.  
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Figure 24. Working principle of EL-10-30 tunable lens [127]. 

The device can be driven with current inputs up to 250 mA, but only with a single 

polarity compared to the 3mm lens. The graph illustrated in Figure 25 shows the 

optical power change relative to positive current input. The initial optical power 

verifies that the lens has a pre-curved shape with a starting optical power of 8 dioptres 

up to a maximum attainable power of 20 dioptres. The graphs additionally illustrate 

two mirrors of the same diameter size group signifying how the use of a suggested 150 

mm focal length offset lens can “shift” the addressable optical power range towards 

negative values for specific application. It is important to note that this has been 

deemed unnecessary for the designs presented in the following chapter. It is believed 

that the imaging path of a low-cost microscope will suffer less aberrations when only 

the absolute necessary number of optical elements are used between the objective lens 

and the camera sensor. Finally, the documented rise time between current steps of the 

tunable lens is 2-4ms [127]. 
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Figure 25. Optical power diagram for EL-10-30- TC-VIS-12D  [127] (blue) used in 
this thesis. The other two lines of the graph EL-10-30-Ci-VIS-LD (light green) and 
EL-10-30-Ci-VIS-LD-MV (dark green) have not been used in this thesis and show the 
effect of using the suggested offset lens. 

 

3.4 3D Printed Prism 

As is introduced in chapter 2.2.5, LSFM research has shown an interest in allowing to 

image samples on a microscope slide or larger specimens on an imaging petri dish, as 

would usually be used with upright or inverted open top implementations. This 

configuration will essentially need a refractive index matching geometry to limit the 

optical aberrations that are caused when the light-sheet meets the glass surface of the 

slide or dish at an angle. Different approaches have been introduced in this effort. The 

use of a solid immersion lens with an interchangeable immersion medium reservoir to 

match the two refractive indices has been demonstrated recently [128]. In more 

practical approaches a water-filled prism [129] manages to correct the angle of 

incidence for water dipped samples thus limiting the aberrations.  
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A custom design 3D printed prism is designed for this project in order to target this 

issue in a cost-effective way. Its goal is to minimize the effect of refraction when 

traveling between two different mediums with different refractive index at an angle.  

 

3.4.1 Design of 3D Printed Prism 

In order to understand the need for introducing a prism in this design it is beneficial to 

firstly explore the geometrical optics of the imaging area before its inclusion. 

Specifically, in the imaging area the first medium of the beam path is air and the second 

is the microscope coverslip with refractive indices equal to 1 and 1.515 respectively. 

Additionally, an angle is introduced as the beam travels from one medium to the other. 

The angle is defined by the position of the microscope slide towards the illumination 

path axis. In this case the angle is 30°. Equally a secondary angle of 60° is created 

between by the coverslip and the imaging path on the perpendicular axis. As it stands 

both the illumination beam and the image collected by the objective will be affected 

by aberrations due to refraction.  

The effect of refraction can be limited with the inclusion of a prism as is shown in 

Figure 26. The right-angle prism with 30° and 60° angles ensures that no additional 

angle is introduced on the beam path. Additionally, the refractive index of the material 

used during fabrication is equal to 1.5403 that closely matches the refractive index of 

the coverslip. With the two mediums attached to each other during imaging the 

refraction effect will be resolved with aberrations being critically minimized. Coupling 

of the coverslip with the prism is done by using the Sigma Aldrich I0890 immersion 

oil with refractive index equal to 1.518. Finally, the matching of the refractive index 

is completed with the sample and mounting medium that is used. For this reason, the 

test samples that have been prepared for the microscope are embedded in the 

Thermofisher antifade glass with refractive index of 1.52. More details of the samples 

and mounting mediums that have been used are given in the following chapters. It is 

important to note that the approach of the 3D printed prism applies only to fixed and 

cleared samples with refractive index of 1.52 – 1.54. For water immersed samples the 

materials of engineering a similar approach should have refractive index similar to 1.3. 

Fluorinated ethylene propylene (FEP) is a material that has been used as part of 
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imaging implementations for zebrafish studies in LSFM and could be the base of a 

potential water immersed prism design for such samples.  

 

Figure 26 Top view of imaging area with the inclusion of the prism. 

The dimensions of the prism are designed according to the geometrical constrains of 

the sample area. The prism needs to be small enough to fit in the limited available 

footprint between the two optical paths but equally be large enough to not limit the 

performance of the illumination and imaging path. Specifically, for the side facing the 

illumination path, it is important that the maximum translation of the beam is smaller 

than the prism side taking into account that the beam size will be wider at the prism 

entrance point. Equally the side of the prism that face the imaging path needs to allow 

the whole FOV to be collected by the objective. As a result, the side needs to be large 

enough to allow the opening angle of the light to fully pass through the prism. The 

chosen side lengths of the prism to overcover these requirements are 2.9 mm, 5 mm, 

5.8 mm. The length of the prism is 30 mm to allow convenient use during imaging. 

 

3.4.2 3D Printing of Prism 

The 60°/30° prism is fabricated with an optical 3D-printing approach based around a 

desktop 3D-printer. A Form 3 laser printer by Formlabs using their clear resin material 

option is chosen for this purpose. The printer uses the stereolithography printing 

technology to produce solid polymer objects from a monomer liquid resin tank. In this 

technique the object is produced layer by layer using a photochemical process where 
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the light causes the monomers to crosslink together in order to form polymers [130]. 

Specifically, in this device the Formlabs RS-F2-GPCL-04 is used in its liquid form as 

the base monomer to produce an approximate optical transparent object with the 

optical processing unit being responsible of projecting the laser accordingly to each 

layer of the 3D design. The resolution step of each layer is user defined at 25 μm.  

The interface of the slicing software is illustrated in Figure 27. Slicing is the software 

method responsible for separating the designed object into a stack of individual layers. 

As mentioned above the 3D printer will require a file with the layer information to 

implement the stereolithography process. Added supports is equally an essential part 

of the printing to ensures the rigidity of the item as well as its accurate printing result. 

In a non-supported print, the object is directly printed onto the print plate with the 

possible side effect of overprint residue being present in most cases.  

For this specific design, the prism is sliced into 1,337 layers, including the support 

structure consisting of a set of rods with a touchpoint equal to 0.40 mm. Additionally, 

printing of sensitive structures requires the introduction of a 10° - 20° tilt of the object's 

flat surface. Besides reducing the printing time as the surface area decreases, the tilt 

will also reduce the build forces occurring while the build platform raises with each 

layer. 

 

Figure 27. 3D printed prism design orientation in Formlabs PreForm 3D Printing 
Software. 
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In order to achieve a high-quality transmission through the prism it is important to 

follow a set of post processing steps. The main goal of this process is to ensure that 

the prism is clean while enhancing the surface quality in order to match the quality of 

a glass surface. 

The prism is removed from the platform and placed into an IPA container to remove 

excess resin. The cleaning of the prism can be further enhanced with the placement of 

the IPA/prism container into an ultrasonic bath for up to 15 minutes. At this stage the 

prism is cleaned and surface coatings on the optical sides can be added to create an 

optical quality surface. A small layer of liquid resin (~5 ml) is deposited on a standard 

microscope slide. The slide is positioned into a spin coater (Ossila Spin Coater) for 30 

seconds at 850rpm ensuring that the liquid resin is uniformly distributed on the 

microscope slide surface with a layer thickness off <500 µm. The prism is then safely 

positioned on the liquid resin layer and transferred together with the slide in a UV 

curer where the liquid resin will cure and merge to the prism. The prism is detached 

carefully from the slide using a scalpel to cut around the edges of the coated area. This 

process will be repeated for the remaining sides of the prism. The surface smoothness 

results after post-processing are illustrated in Figure 28. The data is captured using the 

Veeco NT100 optical profiler introduced in chapter 3.1.1. Using the VSI method and 

magnification of 2.5x. It shows an overall uniformity level with variations on the 

surface limited below 0.1 μm. The optical transmission of the prism was also measured 

using a 488 nm laser source and a Thorlabs pm100d power meter. For all 3 sides the 

results were the same with transmission of 94%. Transmission is measured with both 

473 nm and 488 nm laser sources. An evaluation of the prism performance in the 

imaging path is provided in a later chapter where two images of the same sample are 

presented with and without the use of the 3D printed prism. 
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Figure 28. Veeco NT100 Surface roughness measurement on microscope slide side 
with roughness limited below 100 nm for all sides of the microscope for the 3 different 
sides (a) sample side (b) imaging side and (c) illumination side. 
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3.5 Summary   

A characterization of the optical elements and custom parts that are enabling the active 

control and miniaturization of the targeted LSFM implementations is presented in this 

chapter. The 2D piezoelectric MEMS presented in this chapter can be used for the 

generation of the light-sheet using one axis, with the ability of translation of the light-

sheet on the orthogonal axis. The fabrication characteristics of the MEMS are briefly 

introduced that enable the piezoelectric actuation of the two axes through a 2 μm PZT 

layer deposited on both the spiral shape actuators and the ring shape mirror frame 

actuator. At the same time the 1.1 mm diameter of the mirror surface was analysed to 

reveal a flat surface profile with variations less than 0.03 μm. The characterization 

showed a maximum achievable static angle range of 3° when the device was driven 

with input voltage from -20 V to 20 V. The fast/resonant axis shows that the mirror 

highest angle of 27° can be achieved at a resonant frequency of 36.8kHz.  

An alternative to the use of the piezoelectric MEMS mirror is the electrothermal 

MEMS mirror design also introduced in this chapter. The MEMS has four actuators 

separated by 90° in the perimeter of the mirror. The set of actuators located on the 

same axis differs in length by 100 μm with the orthogonal actuator set to avoid 

matching of resonant frequencies. As a result, one of the axes is used for the fast 

/resonant movement of the mirror and the other one for the slow quasi-static axis. The 

maximum achievable angles in the static axis show an improvement over the PZ 

MEMS with the achievable range extending to 8° for an input of 16 V. The second 

axes can be used with frequencies up to 2262 Hz to avoid nonlinear scanlines with an 

addressable range of 6° degrees when 9 V are applied to a single actuator, less than 

what it was achievable with the PZ MEMS.  

Additionally, the chapter shows the characterization of two different tunable lenses in 

terms of the addressable focus shift range. The two lenses have the same operation 

methodology while their specific characteristics vary in their 7 mm aperture 

difference. The optical power distribution is different in the two cases with the 3 mm 

lens ranging from negative to positive values as the 10 mm lens range starts from close 

to 0 and extends to the positive range.  
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Finally, the chapter presented the design, fabrication, and characterization information 

of a 3D printed prism. The prism is an essential part of the optical paths when a sample 

mounted on a microscope slide is being imaged at an angle. The prism is used to correct 

both the illumination path and the imaging path divergence and reduce optical 

aberrations like astigmatism. The fabrication of the lens was shown with a 3D printer 

able to print clear plastic and a post processing protocol that provided optically clear 

results and glass surface quality matching. 

The optical elements analysed in this chapter enable the design of a miniaturized 

microscope meeting the requirements of light-sheet generation, active control of the 

optical paths and aberration correction in a compact and low-cost package with its 

details shown in the next chapters. 
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4 Piezoelectric MEMS Enabled Light-sheet 

Microscopy 

 

4.1 Introduction 

This chapter covers the complete design and analysis of a miniaturized piezoelectric 

(PZ) MEMS enabled LSFM. This includes the overall optical design of the microscope 

(Figure 29), along with the choice and application of the individual components that 

have been used in the imaging and illumination paths. The two optical paths are linked 

to a specific axis when it comes to the explanation of the designs in both this and the 

following chapters. The imaging path relates to the optical path of the z axis and the 

illumination path to the optical path of the x axis.  

After the system overview, the analysis of the capabilities of each optical path is 

presented. On the excitation side, an exploration of the use of the PZ MEMS within 

the microscopy system is given, together with evaluation of critical parameters for the 

design. On the imaging side, specifically the use of the Optotune EL-3-10 tunable lens 

is analysed as an active element for varying the focus in the imaging arm. Following 

the independent characterisation of each optical paths, the overall imaging 

performance is presented.  

 

4.2  Design 

The working principle of the microscope is based on the DSLM concept introduced in 

chapter 2.2.3. The schematic overview of the system is shown in Figure 29. The 

generation of the light-sheet is a result of the fast, resonant PZ MEMS rotation being 

relayed into the sample through a telecentric optical geometry. The orthogonal slow 

rotation axis of the PZ MEMS allows shifting of the light-sheet illumination plane with 

a continuously adaptable step size. For the imaging path the illuminated 2D slice of 

the sample will be captured by the 20x objective, combined with the Optotune EL- 3-

10 which will readjust the imaging focus position and allow capturing each of the 
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illuminated planes selected by the MEMS. A synchronised sweep of the MEMS slow 

axis and tunable lens with defined step size will provide an imaging stack that 

correspond to the imaged 3D volume. In this way 3D LSFM can be enabled by all-

optical scanning and without the use of a mechanical translation stage during imaging. 

 

 

Figure 29. Top view schematic of miniaturized LSFM highlighting the components of 
the illumination (red) and imaging (green) path. The illumination path consists of the 
45° placed MEMS mirror folllowed by lenses L1(f1 = 7.5 mm) L2 (f2 = 30 mm) and 
L3 (f3 =7.5mm) creating a telecentric digitally scanned light-sheet. The imaging path 
includes an economy x20 microscope objective closely followed by the electrical 
tunable lens and sCMOS camera at the finite conjugate distance.  

 

4.2.1 Imaging Path Design 

In the first instance, the concept behind the design of the imaging path revolves around 

the common trade-off between a large FOV and high resolution while keeping costs at 

a minimum. Both of those requirements are mostly related to the choice of objective, 

making it the most fundamental element in the imaging path. As it has been introduced 

in chapter 2.2 the geometry of LSFM requires a thoughtful selection of the imaging 

objective to not physically interfere with the optics of the illumination path and allow 



64 

 

a long enough working distance to enable imaging of samples mounted on microscope 

slides and other flat-bottomed standard sample holders. In other words, the objective 

has to either feature a slim design and/or have a large working distance. Objectives 

that meet the three requirements of FOV, magnification and size exist in the market 

and have been used in examples of LSFM but they don’t meet the final requirement of 

cost that the microscopes developed in this thesis requires. As a result, the objective 

selection resulted to a Newport MVC-20X objective with a price of £100, that has a 

20x magnification, 8.72 mm working distance and 0.4 NA that is expected to provide 

single micron resolution and a horizontal FOV of over 400 μm. It is important to note 

that an estimation of the FOV is not only a subject of the design specifications of the 

objective but it will additionally be affected by the camera sensor size and the tube 

diameter of the microscope. A simplified estimation of the FOV can be done as follows 

for a fixed magnification M, and a camera sensor size H. Taking as example the 

Thorlabs CS2100m sCMOS camera with a 2/3’’ sensor and 5.04μm pixel size the 

resulted FOV will be.  

𝐹𝑂𝑉 =  
𝐻

𝑀
=  

𝑆𝑒𝑛𝑠𝑜𝑟 𝑠𝑖𝑧𝑒 

20
=  

9.6768 mm 𝑥 5.4432 mm

20
 

=  0.484 mm 𝑥 0.272 mm (5)
 

In contrast the diffraction limited resolution can be defined in relation to the NA using 

Rayleigh [131] equation. The resolution can be estimated for GFP stained samples 

using a λ=510 nm emitted fluorescence signal as: 

𝑅𝑒𝑠𝑜𝑙𝑣𝑖𝑛𝑔 𝑝𝑜𝑤𝑒𝑟 =
0.61𝜆

𝛮𝛢
 =  

0.61 × 510 nm

0.4
 = 777.8 nm (6) 

 

An active control of the focal plane is required to capture every focal plane during the 

translation of the light-sheet through the sample with the slow axis of the MEMS. The 

active element responsible for synchronizing the focus of the imaging path to the 

change of the illuminated plane is the Optotune EL-3-10 with 3 mm clear aperture and 

potential to create positive and negative focal shifts. The lens is positioned as close as 

possible to the back surface of the imaging objective to minimise vignetting and 

significant reductions of the imaging resolution. A 1920 x 1080 sCMOS camera 
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(Thorlabs CS2100M-USB) is positioned at a 160 mm distance from the objective, 

equal to the specification of the objective. A fluorescence emission long pass filter 

(Thorlabs FELH0500) is attached in front of the camera to block scattered illumination 

light during imaging. All the optical elements of the imaging path are housed in a 1-

inch diameter lens tube. The tube ensures both the secure alignment of the path as well 

as the protection from ambient and stray light reaching the camera sensor.  

 

4.2.2 Illumination Path design 

The requirements behind the design of the illumination path is to create a thin light-

sheet in a telecentric beam configuration. Additionally, it is important to consider the 

working distance between the illumination and imaging path. Equally to the design of 

the imaging path, the working distance needed for the illumination optics can be a 

compromising factor in the design. Choosing to use microscope slides as the main 

form of sample holder demands a sufficient working distance when the slide is 

positioned at an angle of 30° towards the imaging path and 60° towards the 

illumination path. The choice of a smaller angle towards the imaging path is made due 

to the physical size difference between the imaging objective and the compact light-

sheet focusing lens as it was adjusted to be the angle that can accommodate the 

microscope slide. The slide placement should be implemented in a safe way during 

imaging avoiding any contact with the optics used on the two paths while the point of 

focus for both optical paths reaches the sample area (Figure 30). 



66 

 

 

Figure 30. Slide positioning example in LSFM. Replacing the, (a) relatively bulky, 
standard illumination objective with (b) a small diameter focusing lens can extend the 
working area and allow for a safer slide integration.  

 Choosing to use an illumination path consisted of small diameter lenses provides an 

effective alternative to the much bulkier and expensive solution of a dedicated 

excitation objective when it comes to making use of the working area and resources 

for this system.   

 The excitation side design concept is simulated with Optalix, a ray tracing and wave-

optics simulation tool, as illustrated in Figure 31. Optalix serves as an optimization 

tool for parameters of interest such as beam waist characteristics, the relationship 

between input and output beams using a variable collimator, the telecentricity of the 

beam for parallel optical paths during MEMS actuation, and the expected field 

curvature. In technical terms, the physical characteristics of the optical elements used 

in the system are entered into the software as constants, as they are either off-the-shelf 

products or elements with predefined characteristics. The relative distances between 

the elements are set as variables. These values, along with the aforementioned 

parameters, serve not only as a tool for analysis but also as a practical guide for the 

optical alignment of the system, which is presented in the relevant chapters. The 

software utilizes ideally collimated beams, while optical elements are defined 

according to manufacturer specifications and positioned in mathematically correct 

positions along the optical axes. It is reasonable to assume that under real conditions, 

it is challenging to replicate such accuracy. What is both possible and helpful, 
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nonetheless, is having these characterization values as targets during alignment. These 

can be used both for troubleshooting and as a guide for striving to get as close as 

possible to the simulated optimization presented in this section. 

The used lenses are off-the-shelf achromatic doublets with a maximum diameter of 

12.7mm to ensure that the physical dimensions of the microscope remain small as well 

as the optical requirements for a tightly focused beam and telecentricity are met. 

Specifically, the Optalix design consists of the following parameters with the ideal 

physical and optical properties described as followed. The input beam is a 473 nm 

laser with the diameter defined by the used optical collimator. The chosen collimator 

package (Thorlabs CFC2-A) provides a collimated beam with measured diameter of 

400 μm FWHM. The beam is directed towards a 45° placed mirror that represents the 

PZ MEMS described in chapter 3.1 with mirror diameter of 1.1 mm. The choice of 

collimator reflects the requirement of the output beam being smaller than the diameter 

of the MEMS mirror. The MEMS will reflect the beam towards the first lens (Thorlabs 

AC050-008-A) with f = 7.5 mm and an aperture of 5 mm with their distance between 

them being equal to the back focal length of the lens at 5.2 mm to ensure telecentric 

collection of the scanned beam. The second lens is a f=30 mm achromatic lens 

(Thorlabs AC127-030-A) with an aperture of 12.7 mm. Based on the desired 4F 

configuration it is placed at a distance of 36.4 mm. The non-scanned beam exiting the 

2-lens telescope system is collimated with a 4x magnification factor defined by the 

ratio of the two lenses. A second f= 7.5 mm focusing lens (Thorlabs AC050-008-A) is 

placed again at 2f distance from the second lens in order to complete the telecentric 

setup in the sample space. According to the simulation the distance between the two 

lenses is 25 mm. A PMMA surface matched with a water surface is inserted after the 

focusing lens. The surface couple is part of the optical design in order to align with the 

experimental method introduced in the next chapter, where a cuvette is used in the 

same position for analysis of the light-sheet. Additionally, the PMMA surface itself is 

serving as a simulation for the prism that is used in the imaging experiments.  



68 

 

 

Figure 31. Optalix ray tacing schematic of the designed illumination path, starting after 
the collimation of the incoming laser beam at position 1 until it reaches the focus at 
position 14. 

The methodology of the simulation was to keep the physical dimensions of the lenses 

constant, as they are off the shelf products, and vary the distance between them in order 

to obtain the optimized telecentric setup. The optimized design gives a wave optics 

simulated point spread function PSF cross section of the focused beam at the centre of 

the illumination path as illustrated in Figure 32. The simulated FWHM of the beam is 

2.28 μm. The focus plane is located 5.8 mm away of the focusing lens. 

 

Figure 32. Simulated Gaussian excitation beam cross-section in the illumination focal 
plane using an Optalix simulation, with a measure FWHM of 2.28 μm. 

 

According to the specifications for the Thorlabs CFC2-A collimator, the collimation 

of the 473 nm input beam is possible to be diverging from the expected diameter of 

400 μm. The relationship between the starting beam diameter and the FWHM of the 

beam in the focal plane is presented in Figure 33. A range of input beams of diameters 

between 0.2 mm and 0.6 mm was used in the simulation to extract the PSF FWHM for 

each scenario. The graph showcases a rapid decrease of the focal point FWHM with 

increasing input beam diameter. As a result, the actual PSF and FWHM value of the 
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excitation beam will be verified experimentally during the characterization of the 

illumination path.  

 

Figure 33. Relationship between output beam diameter of the Thorlabs CFC2-A 
collimator and FWHM of the resulting PSF for the illumination path. The graph is an 
outcome of Optalix simulations over the range of expected input beam diameter values 
in the setup.  

Initially the mirror is at rest when positioned in the 45° configuration. It is possible to 

simulate the equivalent beam paths for a set of different angles ranging from 43.5° to 

46.5° that respond to the TOSA of the mirror along the slow axis. The results are 

illustrated in Figure 34. The simulation confirms that the design geometry realises 

beam paths that are parallel towards the target plane. The effect of field curvature due 

to the use of achromatic lenses instead of fully corrected scan and tube lenses is also 

visible as part of the angle change. The field of curvature at the focal plane is calculated 

at a 60 μm difference between the central path and the maximum paths.  
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Figure 34. Top view (xz) of focusing lens from Optlix ray tracing simulation. Three 
different beam paths are presented at once for three different angles for the slow 
MEMS axis. The zoomed-in view of the focus area illustrates the parallel beam paths 
resulting from the telecentric setup. 

The same process can be followed to observe the telecentricity along the fast axis of 

the MEMS, where the TOSA of the mirror is ranging up to 27°. According to the 

Optalix simulation the optimized result for fast axis scan can be seen in Figure 35. 

Again, it is possible to quantify the effect of field curvature along the x axis by 

observing the focal distance difference between the optical paths that result from a 

TOSA of 0° and a TOSA of -13.5°/13.5°. In this case the maximum beam paths focus 

at 140 μm distance shorter than the central path. 
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Figure 35. Side view (xy) of the focusing lens in the Optalix ray tracing simulation. 
Three different beam paths are presented at once for three different scan angles of the 
fast-resonant MEMS axis. The zoomed-in view of the focus area illustrates the parallel 
beam paths resulting from the telecentric setup. 

 

4.2.3 Design Implementation 

The illumination source for the setup consists of a 473 nm CNI laser source (CNI-

473 nm) with a 1/e² diameter of 0.7 mm. The maximum optical power of the source is 

measured at 50 mW. A 10x microscope objective lens is used for focusing the output 

beam into a single mode fiber (Thorlabs P1-460B-FC-1), with the tip of the fiber being 

mounted onto a 5D stage with positioning and tip/tilt motion to ensure the best possible 

coupling efficiency. The coupling efficiency after alignment was found to be at 15%.  
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In order to ensure repeatability and robustness of the system, the excitation arm lenses 

are placed in 3D printed holders and aligned into a half-inch lens tube (Thorlabs 

SM05L20C) according to the Optalix results. The custom printed holder used for the 

two f=7.5mm lenses is presented in Figure 36. The design concept ensures that the 

5mm diameter lens is slotted in the holder while a 2mm grub screw secures the fit. On 

the other end of the holder the design expands to a half-inch diameter cylinder that can 

be fixed into the lens tube, making use of two retainer rings (Thorlabs SM05RR) 

intended for fixing half-inch lenses in the tube. An important feature of the design is 

the cutaway sides. The sides are cut with a 30 ° angle in order to ensure that the sample 

holding microscope slide is safely positioned and correctly aligned near the holder. 

The holder was 3D printed with a Formlabs Form 3 printer following the methodology 

introduced in chapter 3.4.2 but without the surface post processing technique.  

 

Figure 36. Schematic for 3D Printed holder used for the two 5 mm diameter lenses of 
the illumination path. The base of the holder is designed to fit a half-inch tube lens 
while being secured by two retaining rings. The lens is sloted through the front opening 
and secured by a a 2 mm top screw.  

The complete implementation of the miniaturized LSFM is illustrated in Figure 37. 

The optical and mechanical components that have been described in the design of the 

microscope are aligned and positioned onto a Thorlabs MB2530/M breadboard. The 

footprint of the microscope measures an area of 20 cm × 28 cm while the height is 

defined by the mechanical postholders and in the current implementations measures 

13 cm.  
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Figure 37. 3D schematic for the implemented Miniaturized LSFM: 1 - Fibre, 2 - 
Collimator, 3 - PZ MEMS, 4 – Illumination lens tube and focusing Lens, 5 – 3D Printed 
Prism, 6 – Imaging Objective, 7 – Camera. 

 

4.2.4 Imaging Path Characterization 

The first step towards analysing the imaging capabilities of the system is to calibrate 

the pixel/micrometre ratio of the camera in the given setup. This can be accomplished 

by imaging a sample with known dimensions, such as a microsphere or a resolution 

test chart. The measured length (FWHM) of the object in pixel is then divided with the 

specified dimension, giving the unit transformation ratio of the system. In order to 

derive the ratio a 15 μm fluorescence bead target (ThermoFisher FocalCheck™ 

Fluorescence Microscope Test Slide #1) was initially used. The microspheres are ring 

stained with three layers of orange, far red and green fluorescent dye with a specified 

diameter of 15 μm.  
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Prior to placing the slide in the sample area, the coupling of the fixed sample with the 

3D-printed prism is achieved using immersion oil (Sigma Aldrich I0890) and tape at 

the top and bottom of the long side of the prism. The slide is placed in the sample area 

using a post-clamp and mounted on 3D translation stage for more accurate positioning 

at the imaging area. It is fixed at the 60°/30° angle configuration at the working 

distance of the objective. The intensity profile of the mid-section of the beads is 

acquired using a single line intensity plot along a set of beads. The profile plots for a 

set of five beads are shown in Figure 38. The results are recorded with 2x2 binning of 

the camera chip during imaging and exposure time of 50ms. The FWHM is measured 

at 33 pixels resulting in a micrometre to pixel ratio of 0.453. Based on this ratio the 

960 x 540 px FOV is related to 435μm x 246μm in real space. Both the micrometre to 

pixel ratio and the pixel FOV are calibrated with 2x2 camera binning [132] that was 

used throughout the imaging presented in this chapter to increase the imaging SNR. It 

should be noted that in general binning can lead to resolving power loss. In order to 

minimize this effect, the combined pixel size should still meet the Nyquist criterion 

and be at least 2 times smaller than the lateral resolution. This is verified with the 

resolution measurements that are introduced later in this chapter.  

 

Figure 38. Intensity profile plot for a set of 5 beads of 15μm diameter. The plots are 
used to extract the calibration μm/pixel ratio of 0.453. 

A series of images are presented in Figure 39 for a further quantitative characterization 

of the imaging path. The sample for this analysis is a USAF 1951 resolution target 

(Thorlabs R3L1S4PR), which consists of 120 nm thick chrome lines on a standard 

microscope side. The FOV displays a black and white target area. The attainable 
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resolution is derived based on the line spread function and edge response of the 

imaging system [133]. 

 

Figure 39. (a) Edge Spread Function ESF used for edge test. (b) Line spread function 
LSF derived from ESF resulting in the lateral resolution of FWHM=1.1µm for the 
imaging system.  

The lateral resolution of an imaging system can be measured by extracting the Edge 

Spread Function (ESF) of a single line in an area defined by a sharp change in contrast 

(black to white). An example of such area is also illustrated in Figure 39 (a). The first 

derivative of the ESF is the Line Spread Function (LSF) (Figure 39 (b)) which is 

identical to the equivalent PSF of the system. The FWHM of the LSF is chosen to 

represent the resolution of this system.  

It is important to note at this point the details of the functional fitting of imaging data, 

shown for the first time in the LSF plot of Figure 39 (b), as this process is utilized on 

several occasions in this thesis to provide quantitative results. The Gaussian fit shown 

in this figure, and in similar figures in later sections, is a functionality provided by the 

data analysis software, Origin. The software offers the capability to fit various 

functions to plotted data. The Gaussian function [134] has been predominantly used 

throughout this thesis for fitting purposes. The fitting process takes into account all 
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datapoints of the plot, with the tails of the plot approximating the background level of 

the graph. When referring to the FWHM in terms of the fitted plots, it denotes the 

halfway value between the peak and the background, as provided by the software's 

analysis.  

The characterization of the resolution of the imaging system has been measured along 

the centre and edges of the FOV when focusing on the USAF target group 7 (Figure 

40), in order to verify the linear response of the system during actuation of the tunable 

lens which allows focusing on different imaging planes of the 30° angled target. The 

images display that an actuation range of up to 95 mV of the tunable lens leads to a 

displacement of the focal plane from -50 μm to 50 μm. At z=0 μm the tunable lens 

remains unactuated. The three presented figures display that the lateral resolution of 

the system is measured at 1.1 μm throughout the FOV for the 30° angled slide 

configuration. 

The same edge method measurements have been repeated after removal of the prism 

from the USAF target in order to evaluate its impact on resolution. The FHWM results 

of the LSF show an identical resolution of 1.1μm throughout the three chosen locations 

along the full range of the tunable lens, confirming that the prism has no adverse effect 

in lateral resolution. An evaluation of the astigmatism reduction cannot be performed 

with this specific target as the chrome plated line groups are located on the surface of 

the slide, allowing imaging with no astigmatic features in both cases. The effect of 

astigmatism without the use of a prism is presented in later examples (Figure 50) where 

fluorescence beads mounted in antifade mixture are being imaged. It is important to 

note that the shadowing effects observed in the set of images in Figure 40 (b-d) are a 

factor of the angled target orientation and the LED back illumination that were used in 

the experiment. This effect is expected to be absent during light-sheet imaging with 

the orthogonal configuration of the optical paths. 
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Figure 40. (a) LSFs derived at three different (b) – (d) locations of the FOV for the 
USAF 1951 target resulting from refocusing of the tunable lens. FHWM= 1.1 μm 
remains the same throughout the variation. The respective areas of the measurement 
are highlighted (b) z= -50μm (c) z= 0 and (d) z=50μm. (e) The same process is repeated 
with the removal of the prism with the respective LSFs resulting in FWHM= 1.1μm. 
The areas of the measurements are highlighted for (f) =-50μm , (g) z= 0 and (h) z= 50 
μm. 

Finally, the tunable lens is characterized within the imaging system for its full focal 

plane displacement potential. A target is placed in front of the objective lens and onto 

a 3D stage. Actuation of the lens will cause the focal plane to be translated along the 

imaging axis. The distance covered for a defined actuation range is recorded and 

illustrated in Figure 41. For the chosen range of -400 mV to 700 mV the lens can 

achieve a focal displacement of linear fashion. The total axial focal plane change of 

the imaging path is 1080 μm. 
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Figure 41. Charactierization of EL-3-10 tunable lens achievable focal plane shift in the 
setup. 

 

4.2.5 Illumination Path Characterization 

The illumination path has been characterized for its performance following a set of 

experimental tests. A cuvette containing fluorescein salt (Sigma Aldrich F6377) 

diluted in de-ionised water is placed in front of the final focusing lens in the sample 

space between the imaging objective and excitation lens. The cuvette is used to extract 

the physical information of the beam as only the part of the fluorescein mix that the 

beam propagates will create a fluorescence response. The imaging path characterised 

in chapter 4.2.4 is used for recording the results. The beam propagation without 

actuation of the fast MEMS axis is illustrated in Figure 42. The FWHM at the beam 

waist without actuating the slow MEMS axis is measured equal to 3.8 μm by plotting 

the profile of the single line vertical to the beam propagation axis as is shown in the 

Figure 42 (b) at position x0. The resulting PSFs of two more points are given as an 

example of comparison between the beam waist at two locations of x=50 µm and 

x=95 µm away along the beam propagation direction. The Gaussian characteristics of 

the beam can be confirmed across the FOV range.  

Following this measurement method across the propagation axis will result in the 

graph illustrated in Figure 42 (c). The confocal parameter of the beam, extracted from 

the graph, is measured at 76 μm and defines the length over witch the beam radius will 
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increase by a factor of √2 compare to the beam waist. One additional parameter to 

complete the characterization of the illumination path was to observe any possible 

changes due to field curvature when the beam path changes between maximum 

actuation values in the z direction (slow MEMS axis movement). According to Figure 

42 (a) the focusing point occurs with a difference of <1 μm between the central, 

maximum positive and maximum negative actuation, resulting in a sub-resolution 

difference in the different illuminated planes across the range.  

The characterization of the light-sheet is achieved with actuating the fast-rotating 

mode of the PZ MEMS at the resonance frequency of 36.8 kHz and imaging this time 

the propagation beam along the y-axis. The light-sheet can reach a maximum height 

of 550 μm (knife edge measurement) with a voltage input of 20 V and sheet waist 

width equal to the beam waist FWHM of 3.8 μm. 

 

Figure 42. (a) Beam propagation through fluorescein cuvette for 3 different parallel 
beam paths in planes z = 0 , z=30 μm and z =-30 μm. (b) Profile plots of beam intensity 
along three loccations x0=0 μm x1 = -50 μm and x2 = 100 μm. A Gaussian fit has been 
applied to the plots with FWHM in the focusing point being equal to FWHM=3.8 μm. 
(c) Beam waist plot within the FOV with a derived confocal parameter of b= 76 μm. 
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4.3 Imaging and Results 

4.3.1 Imaging Methodology and System Control  

Imaging with the miniaturized LSFM system can be accomplished with a 

combinational movement of the optical elements in the illumination and imaging path 

in order to access the different planes that comprise the 3D object under investigation. 

This is accomplished with a software that combines the movement of the MEMS 

mirror and tunable lens. Achievement of this task requires control of the driving 

electronics for both the tunable lens and the Piezoelectric mirror, as well as 

synchronization of the camera to create the 3D stack. The overview of the electronics 

responsible for the control can be seen in Figure 43. Both the MEMS and EL-3-10 

inputs are controlled with the help of an Arduino software script. Specifically, the 

actuation of the MEMS static rotation requires the digital commands/signals to be 

converted with a digital-analogue-converter (DAC) chip and amplified in order to 

provide the required range of operation voltages as specified in chapter 3.1.2. This is 

done for both the positive static angle (command “D1P”) and the negative static angle 

(command “D1N”). The two outputs are connected via BNC to the relevant MEMS 

actuator connections on either side of the MEMS. In a similar fashion the actuation of 

the ETL-3-10 is controlled through the same method controlling the range of the 

tunable lens. A second amplifier is used to achieve the range of output within the 

specified operation requirements. The output is then available in the form of a BNC 

and connected to the EL-3-10 input wires. It is important to note the resonant axis of 

the MEMS is controlled externally with a signal generator and sinusoidal waveform 

input. 



81 

 

 

Figure 43. High-level schematic of the electronics for control of the PZ MEMS light-
sheet system. (This was co-designed with Dr. Ralf Bauer.) 

 

All of these processes are synchronized with NI LabVIEW 2016. The software 

methodology concept for capturing the complete 3D stack of an image is illustrated in 

Figure 44.  

 

Figure 44. Flow chart/diagram of the designed LabVIEW program for image 
acquisition. The program is responsible for controlling the active elements of imaging 
while saving a stack of images within the selected range. PZo : starting value of PZ 
MEMS, PZn : End value of PZ MEMS, ETLo : Starting value of ETL, ETLn : End 
value of ETL, Dashed box : loop of collecting images with PZ value kept stable, 
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Dashed line: Iterative flow for the next PZ value, Temporary.txt : the image file 
containging the bit values.  

The software works on the basis of iterative movement of the two active elements 

while performing an image sharpness analysis on the go for recognizing which of the 

images of a full imaging path focus sweep are in focus. For instance, with a given start 

value PZo for the piezoelectric MEMS driver, the software will run through a set of 

values for the tunable lens within a given range and a defined step size. The images 

will be evaluated on the go in terms of their sharpness based on an external MATLAB 

function [135], [136]read by LabVIEW. A score is given to each image and the image 

with the highest score is saved and considered to be the “in focus” image for the 

specific illuminated plane. The same process will be repeated for the next value of the 

PZ MEMS with a step size defined by the thickness of the light-sheet. The code will 

repeat itself until the last plane has been illuminated and the stack of images is saved 

for further analysis. It is important to note that the methodology chosen for the 

acquisition of the stack aimed to evaluate the non-linear relationship between the 

MEMS and tunable lens positioning. Manual selection of images had to be performed 

in cases where the MATLAB algorithm failed to recognise the in-focus slices of the 

stack. The acquisition of images presented in this chapter utilizes a combination of the 

sharpness algorithm and manual selection. This approach ensures that each z stack 

comprises in-focus images. It is important to note, however, that while this process 

successfully assigns an in-focus image to every newly illuminated plane, it does not 

address the non-linearity of the z stack induced by the MEMS characteristics. A 

dedicated post-processing correction for this non-linearity is investigated at the end of 

section 4.3.3, using MATLAB and the ability to shift pixel rows along a straight line. 

The LabVIEW user interface (UI) for the software is presented in Figure 45. 



83 

 

 

Figure 45. LabVIEW automated acquisition UI for the LSFM setup. 

 

Synchronized 3D imaging of 15 μm beads 

3D fluorescence imaging with the miniaturized LSFM setup was characterised using 

the Invitrogen™ FocalCheck™ Fluorescence Microscope Test Slide #1. The slide is 

comprised of 6 defined areas of stained microspheres ranging from 0.5 μm to 15 μm. 

The 15 μm diameter ring-stained microspheres are used for this experiment in order to 

showcase the sectioning capabilities of the light-sheet and image a set of planes for 

reconstruction of a 3D voxel.  
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Imaging of the 3D stack is centred around the z = 0 and x = 0. According to the 

characterization of the two optical paths this is the point where the light-sheet is 

focusing with the slow axis of the MEMS being unactuated. At the same time the 

centre of the FOV is positioned around the focused light-sheet while the plane is 

focused without actuation of the tunable lens. 

 

Figure 46. Progression of the light-sheet through a set of 15 μm ring stained beads at 
different depth location presented at points (a) z = -11 μm (b) z = -6.6 μm (c) z = -2.2 
μm (d) z = 2.2 μm (e) z = 6.6 μm and (f) z =11 μm. 

Once the path has been aligned the software is ready to start and collect the images 

along the target FOV. A set of images of the “in focus stack” is presented in Figure 
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46. The figure shows the progression of the scan for a group of 15 μm beads. The 

images shown have a difference in depth of overall 22 μm from Figure 46 (a) to Figure 

46 (f) where the interval between each image of Figure 46 (a)-(f) being at 4.4 μm. It is 

important to note that the images are representative of a denser stack where images are 

collected in steps of 0.6 μm. The choice satisfies the required step size based on the 

Nyquist criterion for the reconstruction of a 3D image using a stack with the step size 

in z being not more than half of the light-sheet thickness.  

The progression of the light-sheet in a single scan can be observed where planes of the 

beads get gradually illuminated with the slow axis movement of the PZ MEMS and 

are presented as in focus captures following the LabVIEW methodology presented 

above. The scanning fast axis is configured to provide a light-sheet height of 350μm 

overcovering the maximum y direction of the FOV in order to preserve uniform light-

sheet intensity across the FOV. The measured power at the sample area is 0.3 mW for 

the 473 nm excitation laser while the combination of 2 by 2 binning and exposure time 

of 70 ms is set for the camera.  

 

 

Figure 47. 15 μm bead target imaged at an angle; (a) xy slice (b) zy slice (c) xyz volume 
view. 
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Transitioning from a stack of images to a 3D volume is done using the image analysis 

software Fiji. A selected cropped section of the FOV is presented in Figure 47 (a) for 

a region of interest (ROI) of 122 μm x 165 μm. The ROI contains a group of six 

microbeads while their 15 μm diameter allows for a 3D reconstruction with a step size 

of 0.6 μm. Using the “reslice” operation of Fiji it is possible to reimage the xy 

coordinate stack in the zy FOV. Figure 47 (b) illustrates a selected plane of the zy 

coordinate plane with a ROI of 165 μm by 30 μm. The properties of the outer stained 

microbeads are identifiable in this example with the outer ring of the stained spheres 

being clearly detectable in all cases. It is also possible to use the 3D Volume viewer 

that provides a whole 3D voxel representation of the section. As it is presented in 

Figure 47 (c) the complete volume that contains the 6 beads can be exported with a 

combined field of view of 122 µm × 165 µm × 30 µm. Volume acquisition is 

completed with 0.09 volumes per second (vps). The maximum imaging speed takes 

into account the exposure time (70 ms), MEMS setting time (~30 ms) and a 

saving/communication time between the software and the computer (200 ms) for 

recording each of the 37 slices of this stack. With a manual adjustment of the intensity 

levels and removal of dead pixels the results manage to show clear sectioning ability 

with low background.  

 

4.3.2 Axial and Lateral Resolution Measurements with Bead Target 

Measuring sub resolution targets allows for a full characterisation of the point spread 

function and optical transfer function of the system. The selected sample for this 

experiment is the Fluoro-Max Dyed Green Aqueous Fluorescent Particles G500 sold 

by Thermofisher. The kit contains green fluorescent microspheres with 468 nm 

excitation and 508 nm emission properties. The diameter of the beads is 500 nm with 

less than 0.005 nm variation across the range. The beads come in a ready to use 

solution as a 1ml package. A protocol has been developed to allow imaging of the 

beads fixed in antifade solution with a diluted sample in a 3D printed sample holder. 

The antifade mix is used as a refractive index matching medium with n=1.52 and a 

similar refractive index to the prism and cover slip used in this experiment. This 

process aims to reduced optical aberrations that can affect the characterization of the 
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system. To achieve a sufficient bead density, 0.5μl of the stock solution were diluted 

by 1:10,000 in ProLong Glass Antifade (P36984, Fisher). The mix is evenly distributed 

into the nano-wells of the 3D printed holder illustrated in Figure 48. The wells are 

covered with a rectangular #1.5 microscope cover slip and can be used after the mix is 

solidified and the targeted refractive index has been achieved. According to the 

specifications of the antifade solution curing time can vary, with an average time of 60 

hours for a mixture placed under a coverslip. The 3D printed holder is designed with 

the physical dimensions of a microscope slide and can be used in the same 30° 

orientation used for any of the prior imaging experiments.  

 

Figure 48. Custom 3D printed array of wells with the external dimensions of a 
microscope slide. 

A single image of the target in the z plane is illustrated in Figure 49. The figure 

represents one slice from a stack of 40 images taken and illustrates the fluorescence 

outputs of the sub-resolution beads with the light-sheet positioned at a roughly 50μm 

depth from the cover slip. A concentration of the beads can be seen in the centre of the 

FOV where the synchronisation of the two active elements allows the in-focus imaging 

of the specific plane. Imaging of the nanobeads was implemented with a 0.3mW laser 

power, camera exposure of 50 ms and axial steps of 0.7μm 
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Figure 49. Single xy slice of the G500 beads. 

A different way to visualize information from the whole FOV is by using the 

“maximum intensity projection” tool from Fiji. Here, using this test target, it is possible 

to evaluate directly the effect of the 3D printed prism in the system as it can be 

observed in Figure 50. It is evident from the results that the inclusion of the optical 

element in the system improves to a great extent the optical aberrations that can occur 

once the change between the refractive index of air and coverslip happens at an oblique 

angle.  
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Figure 50. Comparison of nanobead images with and without the inclusion of the 3D-
printed prism. (a) xy maximum intensity projection of the system without the prism 
showing strong astigmatism originating from the 30° angled imaging of the cover-slip 
mounted sample. (b) xy maximum intensity projection of the system including the 3D-
printed prism. 

Equally, the maximum z projection ROI presented in Figure 51 (a) provides an 

overview of the illuminated beads throughout the imaged volume.  

To evaluate the point spread functions during fluorescence imaging, a distribution of 

5 beads are analysed. An exemplary bead is illustrated in Figure 51 (b). The image 

contains a maximum projection of the bead in the xy plane and can be used to derive                                 

information on the lateral resolution of the imaging system. Evaluating the axial 

resolution of the system requires the visualization of the nanobead from the respective 

axis. Figure 51 c) and Figure 51 d) present a maximum intensity projection of the same 

bead along the xz and yz planes. Both figures are outcomes of the “reslice” tool of Fiji 

that reconstructs the 2D image of the chosen axis based on the 3D stack.  

The intensity profile across the centre of the beads in the three figures will result to the 

respective PSF graphs that are illustrated in Figure 52.  
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Figure 51 a) maximum projection of nanobead volume b) Single bead in xy c) xz d)yz 

plane. 

The FWHM of the PSF for the xy plane equals to 1.1μm, which is also the lateral 

resolution of the system. The respective point spread functions of xz and yz planes are 

providing information regarding the axial resolution of the system with their PSF 

FWHM equal to 3.76 and 3.89 μm respectively. It is important to note that the stack 

of images in this experiment is processed without binning to allow a more accurate 

characterization of the axial and lateral resolution with a micrometre to pixel ratio of 

0.225 μm. 
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Figure 52. PSF Graphs for planes a) xy b) xz c) yz. 

The lateral resolution of the system can also be used to estimate the actual numerical 

aperture of the imaging path. This can be done using the following formula introduced 

in 4.2.1: 

𝑁𝐴 =  
0.61 𝑥 𝜆

𝐿𝑎𝑡𝑒𝑟𝑎𝑙 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
=  

0.61 𝑥 0.51 𝜇𝑚

1.1 𝜇𝑚
= 0.28 (7) 

In theory the expected NA of imaging should closely match the specified number of 

0.4 on the objective lens. It is shown that in practice this number can vary and is always 

important to estimate it. The reason of such variation can be mainly attributed to the 
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manufacturing quality of an objective with such a low price, introducing aberrations 

in the system. The aberrations believed to cause the decreased performance of this 

objective are not exclusively issues of low-cost objectives but are thought to be more 

pronounced in them. Generally, spherical aberrations are expected when air 

microscope objectives are used to image samples on microscopy slides. The primary 

cause of this is the mismatch between the refractive index of air (n=1) and the coverslip 

(n≈1.5). Light rays emanating from the non-central part of the lens follow different 

paths due to refraction, compared to central rays. This results in different focus points 

for different rays, thus producing images with degraded quality. Efforts to address this 

issue have been proposed, such as the addition of chambers that mimic the wavefront 

of the detection optics using a meniscus lens [85]. Furthermore, manufacturers may 

incorporate correction optics within the objective lens to mitigate such aberrations, as 

exemplified by the Multiphoton Apochromatic Objectives with Correction Collar 

product line from Thorlabs. In this case, manual adjustment of a collar can be 

employed to correct aberrations at specific focal depths. Although such options can be 

beneficial, they typically necessitate a more complex optical design compared to the 

standard low-cost objective used in this project. This complexity is reflected in the 

price difference, which can span two orders of magnitude. 

4.3.3 Imaging of Cell Slide 

Imaging Conditions 

The sample chosen for the experiments is the FluoCells® prepared slide #1 (F36924) 

by Thermofisher. The slide contains bovine pulmonary endothelial (BPAE) cells 

stained with three different fluorescent dyes. The mitochondria are stained with a red 

excited dye (Mitotracker Red) whereas the nuclei are stained with a blue excited dye 

(DAPI). Green excited fluorescent Alexa Fluor 488 phalloidin is used for staining the 

F-actin network with a 495 nm emission and 518 nm excitation peak. The laser power 

at the sample is measured at 0.3 mW. The Thorlabs CS2100M camera settings remain 

the same throughout the length of this subchapter with a 30 ms exposure time and 2 

by 2 binning to enhance light collection from the detector and allow imaging close to 

Nyquist sampling.  
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Since the sample is contained within a standard microscope slide it can be used in the 

similar 30° configuration with a 3D-printed prism as coupling element as has been 

already introduced previously in the chapter. The previously introduced methodology 

also applies to the use of microscopy immersion oil for coupling the prism to the slide 

and positioning it in the sample area.  

3D imaging 

To create a 3D image of the cell slide, the combined movement of the static tilt axis of 

the MEMS and the change in curvature of the ETL will be used, identical to the image 

generation described previously. As the sample has only a thickness in the range of a 

couple of microns to sub-micron, the 60° angled light-sheet will only illuminate a small 

slice of the sample at any given time. To exemplify this, the progression of the light-

sheet along 5 different planes can be seen in Figure 53. They show the light-sheet 

progression from a minimum light-sheet position of -30 μm in z to a maximum position 

of +30 µm through the static tilt angle of the MEMS. The light-sheet width increase 

that is observed towards the edge of the positions is only an outcome of the angled 

positions of the slice in the xz plane creating a depth response at different lateral 

positions. Specifically, as the light-sheet is scanned along z, the location of 

fluorescence emission is moving along different x positions for each slice. And since 

the light-sheet is formed by a Gaussian beam where the thickness increases away from 

the waist, the different xz locations show an increased thickness as well.   
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Figure 53. Light-sheet progression along different depths of the sample. The covered 
range in x due to the angled orientation equals 140 μm. 

The fundamental tool to access information throughout the whole volume of the 

sample is by performing a maximum intensity projection of the image stack recorded 

by capturing images throughout different z-positions. The maximum intensity 

projection is illustrated in Figure 54 (a). The figure is rotated with y axis being the 

longer axis for visualisation purposes and x the shorter. The stack used for the 

maximum intensity projection consists of 100 images with z-steps of z = 0.6 μm. As a 

result, the complete imaged volume is equal to 140 x 435 x 60 μm3. The light-sheet 

scanning is accomplished in 30 seconds per volume speed. The refocusing operation 

from image n=1 to image n=100 of the stack is addressed with a total tunable lens 

voltage shift equal to 0.05 V. On the illumination path the PZ MEMS slow axis input 

voltage used is equal to the maximum defined capability of the device with the 
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amplitude ranging from 15V in one actuator, to 0V, and up to 15V for the opposite 

actuator, for a TOSA of 3°. A closer look at a small area of the maximum intensity 

projection can reveal more information of the imaging system capabilities using the F-

actin network. Figure 54 (b) shows the cropped highlighted area in Figure 54 (a). A 

2D intensity plot over the width of the F- Actin fibres show the intensity profile 

illustrated in Figure 54 (c). A Gaussian function is fitted on the profile with the FWHM 

of 1.18 μm closely matching the lateral resolution of the system.  

 

Figure 54 (a) Maximum intensity projection result for 435x140x60µm3 volume of 
FluoCells® prepared slide #1. (b) ROI for F-Actin analysis (c) Intensity profile plot 
and Gaussian fit of F-Actin strand thickness. 

Similarly, to the processing that was introduced in chapter 4.3.1 additional views of 

the sample can be accessed relating to the (x,z) and (y,z) view.  
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The maximum projection of y,z is presented in Figure 55. This view displays the 

angled position of the slide relative to the two optical paths. The projection is derived 

from a left re-slice operation (step size of 0.6μm) of the initial stack and a maximum 

projection of the resulted stack of n=540 figures.  

 

Figure 55. yz projection of the cell image in the microscope coordinate system. 

Due to the physical characteristics of the sample regarding its small thickness, the zy 

view results in a compressed version xy view. This is mainly attributed to the almost 

two-dimensional sample and the angle of the slide with respect to the imaging and 

illumination. As there is not any resolvable information in z, the stack simply consists 

of the two-dimensional information transformed in the zy system. An explanatory 

diagram is provided in Figure 56.  

 

Figure 56. Explanatory schematic of the angled projection for both the xy and zy 
views. 
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A top reslice of the original stack with the same step size will result in the (x,z) 

maximum intensity projection (seen in Figure 58 (a)). The xz projection should ideally 

represent a linear response with slices being recorded at an equal rate throughout the 

samples volume. The sigmoid response observed is an outcome of the MEMS static 

angle response non-linearity as it has been noted in chapter 3.1.2. In practice this 

means that the MEMS angle increases near the edges of the FOV (large static angle) 

causing larger z steps in this area compared to the smaller steps in the central area 

(small static angle). A correction to this effect is applied in MATLAB. For each image 

of the stacks the pixel lines (x) are shifted towards the line that defines the start and 

end of the response using a linearization table. The outcome of this process can be seen 

in Figure 57 (b). The value of the measured angle is 23°.The difference between the 

23° and the 30° is attributed to alignment tolerances. 

 

Figure 57. (a) Single xz stack image (b) xz maximum intensity projection after 
linearization of the response. 

 

4.3.4 Coordinate Transform of Maximum Intensity Projection 

It is important to note that even though the direct maximum intensity projections 

provide an understanding of the sample in the three-dimensional view of the imaged 

volume, their interpretation is made more complex by the fact that the instrument 

coordinate system deviates from the local coordinate system of the sample, which a 
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system user would be more used to. The imaged sample area can be defined by two 

coordinate systems (z , x, y) and (z’ , x’, y) with the first one representing the original 

imaging system coordinate system, defined by the imaging and illumination path, and 

the second one being the coordinate system defined by the microscope slide sample as 

it is illustrated in Figure 58. The difference between the two coordinate systems arises 

from the angled position of the microscope slide in the imaging area. A coordinate 

transform between the two systems attempts to visualise the imaging data in an 

alternative way better tailored to the sample in question rather than the microscopy 

axes. The processing method that is used to coordinate transform the imaging results 

is accomplished using the angled reslice operation of Fiji.  

 

Figure 58. Coordinate transform schematic from microscope coordinate system (z, x) 
to slide coordinate system (z’, x’). 

Considering microscopy as a sample centric tool it is important to create a coordinate 

system where the sample axes define the presentation of the results. In this way the 

sample physical characteristics will be viewed in their truest form and avoid possible 

confusion during the interpretation of the result. The way to do this is by performing a 

coordinate transform of 23° according to the methodology presented below.  
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The first step is to acquire a homogenous voxel size for the stack. Scaling of z by 

1.3274 will result in a homogenous voxel size of 0.452 μm³. This will result in Figure 

59 (a). An angled re-slice can now be acquired for the stack by plotting a line parallel 

to the xz response at the angle of 23°. The line should be long enough to match the 

length of response in order to avoid cropping during the rotation. The step size of the 

re-slice is kept equal to the voxel size at 0.452 μm. The result of the re-slice can be 

seen in Figure 59 (b). The relationship between x/x’ is by a factor of cos (23°) = 0.94 

making x’y’ = 148.9 μm x 435 μm. Accessing the depth characteristics of the sample 

in z’ is possible with the reslice operation as it is illustrated with the ‘left reslice’ used 

for Figure 59 (c).  

 

Figure 59 (a) zx slice with scaled z to attain homogeneous voxel size. (b) Outcome of 
23° angled top re-slice of zx resulting in the transformed coordinate system of x’y’. 
(c) y’z’ projection (scale bar of 50 μm). 

 The attained results show the BPAE cell slide imaged using the coordinates of the 

sample allowing for a more typical view of the sample. Using the y’x’ maximum 

projection as an example and comparing it with the maximum projection obtained in 

the original coordinate transfer, it is evident that the rotation of the stack by the 23° 
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angle has mainly affected the ratio of the view as expected. In the case of the y’z’ 

projection the expectance of the information received in that case is relating to the 

physical characteristics of the sample along its “depth” after the performed rotation. 

Unfortunately, in the case of as thin samples as the 2D monolayer used, the thickness 

of the sample is below the light-sheet width, making it challenging to estimate this 

value. 

 

4.4 Summary 

The first sections of this chapter covered the steps needed towards the design of a 

miniaturized LSFM system with the use of a PZ MEMS as the active element for the 

generation and lateral translation of the light-sheet in the illumination path, and a 

tunable lens as the active element of refocusing in the imaging path. Specifically, the 

optical design simulation was presented with the simulation outcomes on the beam 

focusing, telecentricity and field-curvature. Additionally, the chapter covered the 

equipment and methods used in the implementation of the microscopy system. 

Furthermore, a complete characterization of the two optical paths was presented with 

a focus on the integration and performance of the two active elements used 

respectively. Finally, the methods and outcomes of imaging a set of samples was 

presented with a focus on the evaluation of the system’s characteristics and 

performance. Nanobeads were used to evaluate the lateral and axial PSF of the system 

whereas a cell sample was used to investigate the 3D capabilities and imaging options 

that this solution can provide.  
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5 Axially-scanning MEMS Light-sheet 

Microscopy 

 

5.1 Introduction 

This chapter explores a series of developments implemented to enhance the 

miniaturized LSFM system presented in Chapter 4, with the aim of improving its 

performance in specific areas. A primary focus is on extending the maximum 

achievable light-sheet translation along the z axis, as this directly leads to an expanded 

imaging volume. To achieve this, the use of an alternative MEMS mirror capable of 

larger TOSA angles without compromising light-sheet height generation is proposed. 

The electrothermal mirror introduced in Chapter 3.2 meets these criteria and is thus 

selected as the active element responsible for both light-sheet generation and 

translation in this new iteration of the microscopy system. A key innovation 

investigated in this version of the miniaturized LSFM is the integration of an 

electrically tunable lens in the illumination path, complementing the existing tunable 

lens in the imaging path. This additional lens aims to provide precise control over the 

beam waist position, enabling the generation of thin light-sheet slices across the entire 

imaging FOV. This enhancement addresses the challenge of Gaussian beam expansion 

towards the FOV edges. For this purpose, the Optotune EL-3-10, previously described 

in Section 2.3.1, is employed. Additionally, the lenses comprising the 4f system in the 

illumination path are replaced to achieve a more balanced FWHM of the light sheet. 

This modification aims to implement tiling more effectively and ultimately achieve a 

more homogeneous thickness across the FOV, as will be explored in later sections. 

Furthermore, a redesign of the imaging path is presented, incorporating an alternative 

camera and tunable lens combination. This modification explores potential 

improvements in imaging results, particularly in noise reduction and aberration 

correction. A camera with a larger sCMOS sensor is utilized to capture an expanded 

FOV, as detailed later in this chapter. The EL-10-30 tunable lens, introduced in Section 

2.3.2, serves as the primary active element in the imaging path for refocusing. Its larger 
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aperture is designed to accommodate the increased FOV and mitigate the possibility 

of image propagation issues. Additional enhancements include the integration of a new 

488 nm laser source to improve illumination beam stability. The optical path in the 

illumination arm has been redesigned to accommodate these newly introduced 

elements, optimizing overall system performance. Finally, changes are implemented 

in the image acquisition and processing workflows. A new LabVIEW program aims 

to reduce device synchronization times and increase automation during imaging. 

Similarly, a new protocol for the correction of non-linearities and presentation of the 

3D volume in the traditional microscopy axes is provided, aiming to achieve a more 

efficient and user-friendly solution. These design choices collectively address specific 

limitations of the previous system while expanding its capabilities, potentially leading 

to improved imaging quality and a more versatile LSFM setup. The following sections 

will provide detailed analyses of each modification, their implementation, and their 

impact on system performance. 

5.2 Design 

The 2D schematic of the scanning LSFM system is illustrated in Figure 60. The design 

of the microscope is based on the DSLM light-sheet method with the light-sheet being 

an outcome of the fast-axial rotation of one axis of the thermal MEMS mirror. The 20x 

microscope objective is responsible for collecting the image generated at the 

illuminated plane and transmitting it towards the camera detector. The design of this 

setup aims on improvements in the implementation of two paths with the active 

elements that are being used. The thermal MEMS mirror has the ability to translate the 

light-sheet in the z axis, accessing planes parallel to the original scanned light-sheet 

illumination that can be imaged with the addition of a refocusing tunable lens in the 

imaging path. The combined movement of the two elements will enable 3D imaging 

without the need of a translational stage, identical to the concept in chapter 4.  

 Additionally, the tunable lens that is incorporated into the illumination design before 

the final focusing lens can change the beam waist position, providing an option for 

thinner sectioning especially near the edges of the FOV, where otherwise the tightly 

focused Gaussian beam will suffer from considerable divergence leading to the 

illumination of thicker planes and reduced control over the imaged volume. After the 
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initial 3D imaging scan with the beam waist cantered in the FOV, it is possible to 

repeat the scan one or two more times with the illumination beam waist axially shifted 

in 2 or 3 positions along x. With appropriate image stitching the volume will be 

presented with less Gaussian light-sheet divergence and ultimately be able to show 

sectioning with improved uniformity throughout the imaged volume.  

 

 

 

 

Figure 60. 2D schematic of the “Axially scanning MEMS LSFM system”. Illumination 
path (red): A collimated beam is transmitted towards the curvature correction lens L1 
with f = 50 mm followed by a flat mirror positioned at 20°. The optical path will reflect 
at the 20° angled thermal MEMS mirror and enter the 4f telecentric setup consisting 
of lenses L2 (f=10), L3 (f =19) and focusing lens L4 (f=10). Tunable lens ETL1 is 
positioned in the back-aperture before the focusing lens to vary the focus position of 
the light-sheet. The imaging path (green) is aligned orthogonally to the illumination 
path with the x20 objective projecting the illuminated plane image onto the sCMOS 
camera sensor. The tunable lens ETL2 placed between the two elements is responsible 
for refocusing to the next illuminated plane along z during 3D imaging.  
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5.2.1 Imaging Path Design  

The design of the imaging path follows a methodology similar to that described in 

section 4.2.1. A series of optical element modifications are implemented to enhance 

imaging performance, particularly in terms of contrast and field of view. Contrast, as 

a function of light gathering, was an aspect where the microscope designed in 4.2.1 

encountered certain limitations, necessitating the implementation of binning to capture 

acceptable quality images, especially when imaging cell samples. Furthermore, the 

potential for a wider field of view in sectioning, resulting from developments in the 

illumination path, needs to be accommodated in the design. An extended FOV 

combined with the new sectioning abilities can potentially increase the performance 

on the system with a larger imaged volume. It is important to note that the increased 

FOV should not sacrifice the resolving power of the system. The resolving power in 

theory is only affected by the objective whereas the FOV is a fraction of the sensor 

size and the magnification. The FOV using a 20x objective and a 1/1.2 inches camera 

(IDS UI-3060CP Rev. 2) can be estimated as follows. For a direct comparison between 

the two imaging paths, only the camera and objective lens are taken into consideration 

for the estimation of the FOV. 

 

𝐹𝑂𝑉 =  
𝑆𝑒𝑛𝑠𝑜𝑟 𝑠𝑖𝑧𝑒

𝑀𝑎𝑔𝑛𝑖𝑓𝑐𝑎𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟
=  

11.345 𝑚𝑚 𝑥 7.126 𝑚𝑚

20
 

=  0.567𝑚𝑚 𝑥 0.356𝑚𝑚 

 

This will lead to an estimated 19 % FOV increase in the horizontal axis and 30 % FOV 

increase in the vertical axis compared to the Thorlabs sCMOS camera used in chapter 

4.  

In order to accommodate the larger FOV and additionally aim to increase the signal in 

imaging, a new tunable lens will be used in the imaging path. The EL-10-30 introduced 

in 3.3.2 has a larger aperture diameter than the EL-3-10 and will be the active element 

responsible for refocusing subsequent planes during the translation of the light-sheet 

along z. The lens will be positioned at the back aperture of the previously used 
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economy Newport MVC-20 objective. The imaging path will be completed with a 

Chroma 69401m triple band filter that is coupled in the front threading of the IDS UI-

3060CP camera with the distance between the two pairs of elements being set at 160 

mm. All the optical elements of the imaging path are housed in a 30 mm diameter lens 

tube to reduce ambient light entering the camera sensor and ensure undisrupted 

alignment of the optical path.  

 

5.2.2 Illumination Path Design 

The Optalix ray tracing design for the illumination path is illustrated in Figure 61. The 

optical path is designed with off the shelves optics that meet the basic requirements of 

being inexpensive and compact.   

 

Figure 61. Optalix optical design of the illumination path, optimized to result in a 
telecentric setup with : a – 50 mm curvature compensation lens, b - mirror, c - 2d 
electrothermal MEMS, d – 10 mm achromatic lens, e – 19 mm achromat lens, f – ETL, 
g - 10 mm achromatic lens, h – medium (slide sample). 

According to the illumination path design introduced in 3.2.2 the choice of small 

aperture lenses, over an illumination objective, aims to allow the use of angled 

microscope slides while keeping the cost low. Furthermore, the lenses should provide 

adequate working distance to enable imaging in the suggested configuration.  
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For the purpose of this design, the collimator used is the F110FC-532 that provides an 

output beam waist equal to 0.65 mm FWHM (1.1 mm 1/e² beam diameter). The 

collimated beam is transmitted towards a plano convex lens with focal length of 50 

mm followed by a flat mirror at 20° angle that reflects the beam towards the thermal 

MEMS. This plano convex lens / flat mirror configuration aims to pre-compensate for 

the curved surface of the thermal MEMS by introducing a 2f path and ensuring that 

the beam is collimated after the MEMS and before entering the telecentric setup. As it 

has been introduced in 3.2.1 the thermal mirror features a curved surface with a ROC 

equal to 65 mm. This would mean that any collimated beam that directly reflects off 

the MEMS mirror would be focused with an estimated focal length of a curved mirror 

f=ROC/2=32.5 mm. 

The 2f distance is theoretically expected to result in an 82.5 mm total distance between 

the two elements. In Optalix (Figure 62) the f = 50 mm lens is positioned in an 

optimized distance 42mm away from the mirror which itself has a distance of 36 mm 

from the curved MEMS accounting for a total distance of 78 mm. The result of this 

alignment leads to the collimated beam of 0.42 mm FWHM entering the 4f telecentric 

setup. Differences between the theoretical simulation can be attributed to the 

introduced angle of the MEMS that can affect the result of the curved mirror focal 

length with the introduction of possible astigmatism. Even though astigmatism is an 

undesired effect in the design, the introduced angle between the two elements is 

deemed essential for the practical implementation of the setup. Limiting the effect of 

astigmatism can be achieved with the incident angle being kept to the lowest number 

in practice. For this reason, the 20° angle is chosen.  
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Figure 62. Optalix optical design section showcasing the three elements (f=50 mm 
lens, flat mirror, and Thermal MEMS) needed for beam collimation. Highlighted is the 
result of the collimation.  

The collimated beam will enter the 4f telecentric setup consisting of three lenses placed 

at 2f distances between each other and optimized for providing the thinnest beam waist 

whilst the optical path remains telecentric. The off-the-shelf lenses chosen for the 

design are the 5 mm diameter, f = 10 mm (Thorlabs AC050-010-A) achromats that are 

used twice (first and focusing lens) and the AC127-019-A achromat with 12.7mm 

diameter and f = 19 mm. According to the Optalix optimization the distance between 

the first f = 10 mm lens and the f = 19 mm lens is set at 27.9 mm, with the focusing 

lens positioned a further 25.9 mm away. The EL-3-10 is also positioned within the 4f 

setup in the back focal plane of the focusing lens with the distance between the two 

elements being set at 6.7 mm. It is important to note that as part of this analysis the 

ETL is assumed unactuated and has no effect to the optical path. The effect of the ETL 

as part of the optical path will be analysed in the following sections. The design 

includes an approximated design of the fluorescein cuvette used for the real-life 

characterization of the optical path in an effort to closely match the results of the 

simulation and experimental characterization. The cuvette design consists of a 1.25 

mm thick PMMA wall followed by water. The result of the simulation shows an 
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expected focusing point of the beam at a distance of 9.4 mm away from the focusing 

lens. The Gaussian beam profile at this point is illustrated in Figure 63. The beam 

features a FWHM of 6.4 μm that is expected to be the minimum light-sheet thickness 

at the centre of the FOV. 

 

Figure 63. Beam profile cross section from Optalix at the centre of the beam waist 
showcasing a FWHM of 6.4 μm. 

It is important to note that the beam waist thickness actual value can vary to the 

theoretical one due to factors such as the size of the input beam as it has been shown 

in the previous chapter, and in this case the curvature and position of the curved mirror 

in the optical path. 

Enabling the movement of the MEMS around a static angle as a variable within the 

Optalix design will allow an insight in the maximum expected light-sheet translation 

at the imaging area. Specifically, according to 3.2.2 the thermal MEMS can achieve 

maximum angles up to 4° TOSA per movement direction that will lead to the 

maximum translated paths shown in Figure 64. The distance is measured at 0.72 mm 

for a transition of the MEMS angles of a TOSA equal to 8° ( -4 to +4). The maximum 

translated paths will reach the focus point at a 0.08 mm shorter length compared to the 

central path.  
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Figure 64. Beam focusing for the three different paths that result when the MEMS 
mirror is rotated at -4°, 0° and 4°. 

 

5.2.3 Design Implementation 

The illumination source chosen for the design is an OdicForce 488 nm source with a 

controllable power up to a maximum of 60 mW. The laser is fiber coupled using a 

F110FC-532 fiber.  

The implementation of the microscope setup (Figure 65) aims to provide a stable and 

secure fitting of the components while making use of the limited space available due 

to the miniaturized footprint. Specifically, all the optical components are mounted on 

a Thorlabs MB2530/M breadboard with a total available area of 250 mm x 300 mm. 

Mounting of the optics is accomplished with posts and postholders whereas the optical 

components are housed either in off the shelf mirror mounts or custom 3D printed 

designs.  
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Figure 65. 3D schematic of the microscope : 1 – excitation optical fibre, 2 – collimator, 
3 - curvature correction lens, 4 – folding mirror, 5 – thermal MEMS position, 6 – 
telecentric illumination path, illumination ETL and focusing lens, 7 – imaging 
objective, 8 – camera. 

 

The 3D printed holder designs are used specifically for the housing of the thermal 

MEMS and the telecentric lens setup including the excitation side electrical tunable 

lens. The housing of the MEMS and the first lens of the telecentric setup follow an 

approach similar to the one introduced in 4.2.3. The telecentric path is housed within 

a half-inch diameter tube lens (Thorlabs SM05L20C). Housing of both the tunable lens 

and focusing lens is done with a two-part 3D printed adapter design as it is shown in 

Figure 66. The first part of the design features a front slot for the 5 mm diameter lens 

with a secure push-fit. The push-fit feature is also used for the tunable lens slot design 

with a cutaway arch being used both for fitting the lens and allowing exit for the ETL 

actuation cable. At the end of the part, four holes are positioned along the perimeter 

with a 2 mm threading. The second part equally features an identical 4 thread design 

with a slightly smaller perimeter to ensure a secure fit inside the first part. The 12.7 mm 

diameter base at the end of the second part ensures that the holder can fit tightly within 

the lens tube with a retainer ring being able to accurately position the holder in the 

correct position. The 2 mm screws used for fixing the two parts together allow for 
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precise alignment of the holder with the remaining components that are located within 

the lens tube system providing a secure and rigid fit. The designs are fabricated with 

the Formlabs Form 3 3D printer following the methodology introduced in chapter 

3.4.2. 

 

Figure 66. Design concept to combine the focusing lens and illumination ETL at the 

end of the illumination path. 

 

5.2.4 Imaging Path Characterization 

The performance of the optical elements used in the path are analysed as an assembly 

with a focus on the achievable resolution, FOV and refocusing capabilities using the 

electrical tunable lens.  

The calculation of the pixel to μm ratio of the system is done with the use of 15 μm 

fluorescence bead target (ThermoFisher FocalCheck™ Fluorescence Microscope Test 

Slide #1). The microscope slide containing the ring-stained beads is positioned in the 

30° / 60° angled configuration introduced previously. The optical prism introduced in 

chapter 2.4 is coupled onto the slide as described previously using immersion oil 

(Sigma Aldrich I0890). The intensity graph of the beads is acquired in Fiji using a 

single line intensity profile along the centre of the microbeads as it is shown in Figure 

67Error! Reference source not found.. The FWHM mean pixel value is 41.6 which 

results in a pixel to micrometre ratio of 0.36. 
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Figure 67. (a) 15μm bead example that was used to plot the (b) profiles that define the 
pixel to μm ratio with the ETL and sCMOS camera system. The FWHM mean value 
is 41.6 pixels. 

The resolution of the system can be measured following the line spread function 

approach as it was introduced in the previous chapter. This is performed on the USAF 

1951 target microscope slide. The slide is positioned in the imaging area facing the 

imaging path. A single LED illumination source is positioned at the back of the slide. 

Figure 68 (a) shows the ROI chosen for evaluating the lateral resolution. The black 

square chosen for the test has specified dimensions equal to 39.05 x 39.05 μm. The 

ESF of the system is derived and presented in Figure 68 (b). The resulting LSF is also 

presented in Figure 68 (c). The FWHM of the system is measured at 1.15 μm. The 

achievable FOV is measured at 697 μm x 438 μm. 
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Figure 68. (a) USAF target measurements for the imaging resolution. Highlighted is 
the location of the edge test. (b) ESF and (c) LSF of the imaging path. The measured 
FWHM of the LSF is 1.15 μm. 

Finally, the focal change capabilities of the system are characterized in the same 

configuration. Figure 69 illustrates the change in focal length achieved. The tunable 

lens has a linear response between the change in curvature and the achievable focal 

plane displacement and when used within the imaging path system it can achieve over 

200 μm in focal plane change with a current input of 50 mA. It is important to note 
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that unlike the EL-3-10 the EL-10-30 only changes curvature in one direction. This 

explains the chosen range from 0 mA to 50 mA as it keeps the lens closest to its flattest 

shape in order to minimize spherical aberrations. 

 

Figure 69. Characterization of EL-10-30 tunable lens for a total focal dislpacement of 
0.22 mm. 

 

5.2.5 Illumination Path Characterization 

The characterization of the illumination path is done with a series of tests that provide 

information regarding the beam characteristics within the imaging area and the 

performance of the active elements as parts of the system. The characterisation follows 

the same concept introduced in chapter 4.2.4. A transparent cuvette is positioned in the 

sample area of the miniaturized LSFM system. The cuvette contains fluorescein salt 

diluted in de-ionized water. The propagation of the beam throughout the cuvette is 

observed horizontally with the recorded image being presented in Figure 70 (a).  
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Figure 70 (a) Illumination beam propagation through fluorescein cuvette. (b) Three 
intensity profile datasets along the focus x= 0μm of the beam and in locations x1= -
150 μm and x2 =0 μm and x3 = 300 μm. (c) Beam waist of illumation path with a 
measured focus FWHM of 7.1μm and a confocal parameter of b=210 μm . 

 

The FWHM of the beam can be measured at the centre of the beam waist to evaluate 

the minimum achievable light-sheet thickness. This can be done by plotting the 

intensity profile of a single line crossing vertically the centre of the beam waist with 

the result of this being presented in Figure 70 (b). The beam waist FWHM is 7.1 μm. 

Two more example intensity profiles are presented at locations x= -150 μm and x= 

300 μm near the edge of the FOV.  

The confocal parameter is experimentally measured as the distance between the 

locations where the FWHM off the beam is √2 times the FWHM at the beam waist. 

For the beam waist seen in Figure 70 (c) this equates to 210 μm. The FWHM of the 
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beam at those locations increases to 10.1 μm. Equally the maximum attainable light-

sheet height is measured at 412 μm and is achieved with a 6 V amplitude and frequency 

of 2202 Hz input to both vertical actuators of the thermal. This is in accordance with 

the limitation of the resonant axis angle introduced in chapter 3.2.2 and it is slightly 

shorter than the imaging optics FOV height by 38 μm. 

With the inclusion of the EL-3-10 to the system, the focus of the illumination beam 

can actively change with a change to the lens curvature as is shown experimentally in 

Figure 72. The focal point can change from -xmax to +xmax of the 697 μm FOV with 

a change from -135 mV to 135 mV. Additionally, a series of 9 steps can be seen as the 

focal point is scanned axially in the x direction with steps equal to 75 μm. As it has 

been introduced in chapter 3.3.1 the El-3-10 has a linear curvature change response as 

the input voltage changes linearly. 



117 

 

 

Figure 71. Illumination beam focal point change with tunable lens in 9 steps of x=75 
μm. 

 

5.3 Imaging and Results  

5.3.1 Imaging Methodology for a Uniform Light-sheet  

Light-sheet axial translation and imaging iteration 

The fundamental feature of this microscopy setup is to enable light-sheet axial 

translation that will allow homogenous sectioning throughout the FOV whilst 

simultaneously managing to increase image quality through increased contrast. For 
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this reason, the imaging methodology is designed around this concept. Specifically 

imaging of a sample will take place in multiple cycles where the light-sheet focus 

changes positions. Making use of the electrothermal MEMS and the imaging ETL, a 

3D stack will be collected with steps that satisfy the Nyquist criterion in a similar 

fashion to 4.3. This translates to a step movement of the electrothermal MEMS of 1.3 

μm along the z axis while the synchronized change of focus of the imaging ETL will 

enable in-focus imaging of the newly illuminated z plane for a total z distance of 263.3 

μm. The next cycle of imaging will begin with the illumination ETL setting the focus 

of the light-sheet to a predefined x position. The same process will then be repeated 

with the synchronizations of the electrothermal MEMS and imaging ETL recording 

the stack for the 3D volume.  

The number of iterations of the cycle depends on the different scenarios available as 

the light-sheet is axially translated. Three different scenarios are chosen to demonstrate 

this feature as presented in Figure 72 in an example schematic. The first scenario 

shown in Figure 72 (a) showcases the FOV with a single light-sheet position, leading 

to capturing a 3D volume in the scenario where the illumination ETL will remain 

unactuated and the light-sheet is focused at the centre of the FOV. Figure 72(b) covers 

the scenario of two cycles of 3D volume imaging. In this case the first cycle of imaging 

will begin with the illumination ETL focusing the light-sheet at x1 = -160 μm for a -

50 mV imaging ETL input. After the initial volume is imaged, the illumination ETL 

will focus at the second position of x= +160 μm for a 50 mV input and the process will 

be repeated for the second 3D volume stack. The two stacks are cropped appropriately 

along the centre of the FOV and combined as one image using Fiji. This will lead to a 

stack where the light-sheet thickness is artificially decreased comparing to the stack of 

Figure 72(a). Similarly, Figure 72 (c) showcases the scenario where the 3 different 

cropped stacks are combined to represent the 3D volume. The different stacks are a 

result of the three different positions of the light-sheet focus. The illumination ETL 

inputs of -68 mV, 0 mV and 68 mV will axially transfer the focus of the light-sheet to 

x positions of -225 μm, 0 μm and +225 μm respectively. The FOV is divided in three 

equal parts of 232 μm length. Once the stacks are cropped according to the dimensions, 

they will be combined to feature the complete 3D volume using Fiji. The new stack 

will feature again a thinner light-sheet as a result of the stitching process.  
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To provide a clearer understanding of the benefits of this process to the light-sheet 

width it is important to quantify the thickness reductions. The scenario of Figure 72(a) 

without any stitching will feature a light-sheet width ranging from the minimum 

measured thickness of 7.1mm, to a thickness of 24 μm along the edges of the FOV. 

The second scenario of Figure 72(b) will feature a light-sheet increase up to 13 μm in 

the combined stack after the stitching process. This will result in a 45% decrease of 

the maximum thickness.  

 Equally in the scenario of Figure 72 (c) each one of the cropped stacks will feature a 

maximum light-sheet thickness of 10.5 μm that will respectively be the maximum 

thickness of the light-sheet after combination and production of the final stack. This 

will result to a 56% reduction when compare to the maximum thickness of scenario 

Figure 72(a) and a 10% reduction to the already reduced thickness outcome of scenario 

Figure 72 (b). 

It is also important to compare the total time and size of stacks as factors of the three 

different scenarios to fully evaluate the effects of each. As the process is done on a 

series basis the total processing time of scenario Figure 72 (b) and Figure 72 (c) will 

be over 2 times and 3 times respectively when compared to the single stack captured 

in scenario Figure 72 (a). The same applies to the data file size of the stacks during 

capturing. Although it is important to note that the final result after tiling will be of 

equal size for all three figures. It is also important to note that the process of axial 

scanning can be implemented with other methods that take advantage of the rolling 

shutter of sCMOS cameras [55], [57], [112]. This methodology can significantly 

reduce the time restrictions and implement a more efficient imaging strategy but with 

the disadvantage of such cameras costing one order of magnitude more than the camera 

that is used in this project.  
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Figure 72. Exemplary top view schematic of lighseet propagation in volume for the 
three different scenarios imaging stack with (a) a single light-sheet focus position at 0 
μm without actuation of the illumination ETL. (b) two light-sheet focus positions at -
160 μm and 160 μm with a ETL actuation of -50 mV and 50 mV respectively (c) three 
light-sheet focus positions at -225 μm, 0 μm and 225 μm with a ETL actuation of -68 
mV , 0 mV and 68 mV respectively. 
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5.3.2 LabVIEW Control 

The illumination active elements used in the microscopy setup control is schematically 

illustrated in Figure 73. A Teensy 3.6 microcontroller is used for synchronising most 

of the hardware instead of the Arduino from the previous chapter. Specifically, it is 

responsible for the input of the electrothermal MEMS for both the static and resonant 

rotation, as well as, the input of the ETL-3-10. It is important to note that the control 

of the EL-10-30 is implemented separately with the manufacturer provided Optotune 

Lens driver 4 - OEM version. The Teensy board is able to generate a square-wave 

pulse-train that will be amplified to enable driving of the MEMS resonant actuators 

within the specified range. The static MEMS angles are controlled through a dedicated 

DAC chip with its output amplified and fed through the actuators on either side of the 

MEMS in order to enable both a positive and negative angle change. The EL-3-10 is 

driven through a second amplifier that will allow the device to operate within the 

specified range. Connections between the driving unit and the active elements are 

implemented with standard jumper wires.  

 

 

Figure 73. High-level schematic of active element control using a Teensy 3.6 board. 
(This is co-designed, and implemented by Dr. Ralf Bauer.) 
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The synchronization of the described electrical actuation processes is implemented 

using LabVIEW 2020. The objective of the synchronization is to relate each newly 

illuminated plane with the required change of focus. Specifically, the incremental 

angle change of the static axis of the MEMS will be combined by the incremental 

change of tunable lens curvature.  Additionally, the generation of the light-sheet is also 

actively synchronized. This aims to reduce the effects described in chapter 3.2.2 where 

the resonant line decreases with the increase of the static line. As a result, the resonant 

actuators will receive a different frequency pulse input during the variation of the static 

angle. 

The overview schematic for the developed LabVIEW design is illustrated in Figure 

74. The purpose of this section is to introduce a more accurate and versatile method 

for addressing the non-linear response between two elements, building upon the 

approach discussed in section 4.3.1. In contrast to the focus score algorithm previously 

introduced, this method requires the user to input a series of calibration values for three 

critical variables: MEMS (static angle), Lens (lens actuation), and Freq (frequency of 

resonant angle), as illustrated in Figure 75. This calibration process is necessary 

because, unlike the tunable lens, the electrothermal MEMS used in the system exhibits 

a non-linear response when actuated. The actuation of the MEMS slow axis is detailed 

in section 3.2.2. Similarly, the MEMS resonant angle demonstrates non-linearity when 

both scan line and static rotation are simultaneously engaged. 

To address these non-linearities, a spline fit is employed to generate a lookup table, 

correlating the fitted values to specific sample space values. This process results in 

each sample space value being matched with the system's three variables. The sample 

space changes linearly, which is expected to more effectively address the MEMS non-

linearity. It is crucial to note that the reliability of this process depends on the accuracy 

of the calibration data. As experimental conditions change, recalibration may be 

necessary to ensure consistent operation. This dependency on accurate calibration was 

identified as a limitation in the data presented in this chapter. An additional correction 

method, exploring how linearity in the z axis can be addressed using Fiji tools, is 

presented at a later point in section 5.3.5. 
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Figure 74 High-level schematic of LabVIEW. (This is co-designed, and implemented 
by Dr. Ralf Bauer) a) Block diagram of the sample space LabVIEW initialization. b) 
Block diagram of the image acquisition methodology in LabVIEW. 

The second part of the developed LabVIEW design includes all the necessary 

processes for the user to collect an image volume through automated image acquisition 

based on the sample space synchronization linear fit calibration as seen in Figure 75. 

Specifically, the user defines a start and stop value assigned to the sample space along 

with a number of slices required for the stack. The ETL illumination value is also 

entered that will set the position of the light-sheet axially. The software will enter a 

loop for the defined amount of iterations where the signals for the three values will be 

synchronized and the recorded image will be saved accordingly. This will create the 

3D stacks of the desired number of slices between the specified range.  
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Figure 75. LabVIEW control. 

It is important to note that further action has been deemed necessary in understanding 

and correcting the response of the MEMS mirror in the imaging experiments. As a 

result, a semi-automated method was introduced with the option to collect a set of 

varying focus images for each step of the MEMS. This approach collects a range of 10 

images for each light-sheet position, varying the imaging path ETL by 4.2 μm steps 

around the nominal focal position. This allows a post-imaging evaluation if any 

anomalies in the synchronised positioning between the imaging and excitation path 

have occurred. The stacks presented in this chapter are a combination both the 

automated and semi-automated method in an effort to always present in focus images 

of each stack. Further expansion on the correction of the imaging ETL and MEMS 

calibration is provided in following sections where the imaging results are presented. 

The z steps provided for the imaging stacks is the average step calculated from the 
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total range in z needed to cover the specified volume and divided by the number of 

slices that form the stack. 

Stitching 

In the scenarios where the light-sheet is axially translated along the beam propagation 

axis, further processing steps are required after acquisition of the stacks. For the 

scenario with two light-sheet positions, using the specify and crop tool of Fiji, the two 

acquired stacks are cropped into two halves along the x-axis, keeping the sides that 

include the light-sheet focus in each occasion. The stacks are recombined resulting in 

a single stack with two light-sheet focus points along the width. In a similar fashion 

the stack of 3 light-sheet positions is cropped in 3 equal parts. The parts are combined 

again to form the resulting stack with 3 light-sheet focus points occurring along x.   

 

5.3.3 Optical Sectioning Performance Evaluation on Ring-stained 

Targets  

An evaluation of the axially translated light-sheet can be made with imaging of the 15 

μm ring-stained bead sample. The slide is positioned in the imaging area with an 

attached 3D-printed prism in an angled configuration as introduced previously. A 

section of the FOV positioned at x = +110 μm away from the centre is chosen for the 

analysis. The imaging experiment focuses on the improvements in sectioning 

performance that are observed with the axially stitched light-sheet compared to a static 

light-sheet used for the same set of beads. 

To evaluate the effect of the axially translated light-sheet on imaging performance, it 

is crucial to consider the dynamics that occur when ring-stained fluorescent beads are 

illuminated. The key characteristic of these beads is their hollow structure, resulting in 

fluorescence emission only from their surface. As the light-sheet optically sections the 

bead, its thickness serves as a metric for its sectioning ability. This can be quantified 

by two values derived from the intensity profile plot of each bead: the maximum 

intensity detected at the surface and the minimum intensity at the central area of the 

bead. Initially, we consider the scenario of a bead being sectioned at the light-sheet 

focus. Here, the intensity is expected to be higher as a Gaussian light-sheet exhibits its 
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peak intensity at its beam waist. Concurrently, the Gaussian light-sheet has its 

minimum thickness at the beam waist, and if this part of the beam sections the beads, 

the intensity in the centre should drop to lower values, ideally approaching zero. It is 

important to note that for the latter to occur, the bead diameter should be significantly 

larger than the full width at half maximum of the light-sheet at its beam waist. When 

optically sectioning the beads with parts of the light-sheet away from its waist, two 

effects are observed. First, the fluorescence intensity from the bead surface decreases 

due to the lower illumination intensity in the Gaussian profile. Second, the minimum 

intensity in the bead centre increases. This occurs because the thicker cross-section of 

the light-sheet illuminates multiple planes in the axial direction, collecting 

fluorescence information from a larger portion of the bead surface. To quantify these 

differences, several examples are presented in the following sections. These examples 

demonstrate how the light-sheet thickness and position relative to the bead affect the 

intensity profile, providing insights into the system's sectioning ability and overall 

imaging performance. 
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Figure 76. Maximum projection of ROI FOV of 15 μm bead target for three different 
light-sheet focus positions namely, (a) x = -160 μm (left) (b) x= 0 μm (centre) and (c) 
x = +160 μm (right). Plot profiles of a set of 5 beads colour coded to identify in the 
graph((d)blue, (e)red, (f)green, (g)yellow,(h) grey). Each graph contains three datasets 
of the repsective intensity plot profiles of the same bead for the three different ligh-
sheet positions. 
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 As is shown in Figure 76, a set of 5 beads is selected for the analysis. For each of the 

three maximum projection bead images the light-sheet focus is positioned in a different 

location along the x axis with the appropriate actuation of the excitation ETL. 

Specifically, in the “left” image the light-sheet is position at x=-160 μm which is 

outside of the shown FOV. The same stands for the “centre” where the light-sheet 

focus is positioned closer to the set of beads but still outside the FOV at x=0 μm. For 

image “right” the focus of the light-sheet is inside the FOV at x=+160 μm and is 

located between the “red” and “green” bead of the set. Each one of the beads is 

individually analysed in terms of their intensity profile along the centre of the bead for 

the three different light-sheet locations and the results are presented in the profile plots 

of Figure 76 (d)-(h). The results of all 5 comparison plots have been normalized 

according to the maximum intensity value between the three measurements.  

The effect of the location change for the light-sheet focus is evident in all 5 plots with 

the “right” positioned light-sheet being the one that produces the beads with the higher 

overall intensity in each case. The peak intensity in each series of the 5 graphs occurs 

in the outer ring part of the beads due to its staining. Comparing the peaks for all 5 

graphs, there is a bigger difference in the range of 20% to 30% between the “right” 

and “centre” light-sheet that is also presented in the maximum intensity projections as 

the difference in brightness between the respective two images. The “left” image 

shows the lowest peak brightness whereas the difference between “left” and centre is 

smaller between 5% and 10% throughout the test. This is expected as, compared to the 

“right” light-sheet, both the “left” and “centre” focus outside of the selected FOV area, 

leading to significant less signal. 

In terms of sectioning, it is again evident that the position of the light-sheet focus is 

affecting the results as expected. The nature of the ring-stained beads allows for a more 

accurate interpretation of this, as the 15 μm beads are only emitting fluorescence from 

the outer surface. It is important to note that the thickness of the light-sheet is not small 

enough, compared to the diameter of the beads, to allow the intensity of the plot to 

drop close to zero values when the beam is sectioning its volume. Nonetheless the 

improved sectioning ability due to the axial translation can be observed to the “right” 

light-sheet in all the 5 measure beads where the centre-to-surface intensity difference 

varies from 30% to 40%. The same measurement for the remaining two positions will 
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provide substantially different results with the intensity difference along the centre of 

the beads reaching up to 25 % for the “centre” light-sheet and only up to 15% for the 

“left” light-sheet. 

 

5.3.4 Fluorescence Imaging Resolution 

Investigating the fluorescence imaging resolution requires an analysis of a sub-micron 

target that will reveal information of the intensity PSF graphs for both the lateral and 

axial resolution. Starting with the lateral resolution analysis, the Fluoro-Max Dyed 

Green Aqueous Fluorescent Particles G500 by Thermofisher are used in the 3D printed 

well structure introduced in Figure 77. The target is implemented following the 

methodology introduced in 4.3.2. The microscope slide structure will then be 

positioned in an angled configuration between the illumination and imaging path to 

enable fluorescent imaging as it has been illustrated in previous chapters. The xy view 

of the sample can be used to acquire information regarding the lateral resolution of the 

system. The intensity profile across the centre of the bead will result in the PSF 

illustrated in Figure 78 (a). The FWHM of this is 1.13 μm.  
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Figure 77. (a) xy slice for ROI of the 0.5μm bead target. (b) xy slice of the sub-micron 
bead (c) xz slice of same bead, captured with axially shifting the focus of the imaging 
ETL in 1.05 μm steps.  

 

The axial resolution is assumed to be equal to the thickness of the light-sheet which is 

also confirmed in the previous characterization in 4.3.2. This is true for systems 

without high NA objectives. The thickness of the light-sheet in this LSFM system is 

equal to 7.1 µm.  

In order to further evaluate the imaging capabilities of the system, the imaging ETL is 

used to change the focus of the imaging path while the bead target and light-sheet 

position remain stationary. The ETL is actuated with steps of 0.25 mA that result in a 

1.05 μm step along z, covering an area of z=+15 μm to z=-15 μm with z=0 µm being 
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the point where the microbeads are in focus. The stack of images is analysed with Fiji. 

A top re-slice will reveal the xz view as illustrated in Figure 77 (c). The intensity 

profile of the bead across its centre in the z direction is used for the PSF plot presented 

in Figure 78 (b). The FWHM of the plot results in 13.5 μm and equals the imaging 

axial resolution of the imaging arm. This confirms that the axial resolution of the 

imaging optics is 1.9 times higher than the light-sheet thickness and as a result the 

minimum axial resolution of the system is defined by the thickness of the light-sheet 

beam at 7.1 μm. 

 

 

Figure 78. (a) xy intensity profile along the centre of the 0.5 μm bead with a Gaussian 
fit (red line). The FWHM of 1.13 μm equals the lateral resolution. (b) xz intensity 
profile along the centre of the xz reslice for the same particle with a Gaussian fit. The 
FWHM of 13.5 μm equals the axial resolution of the imaging path with stationary 
light-sheet and refocusing of the tunable lens.  

 

In addition, both the axial and lateral resolution can be used to calculate the effective 

NA of the imaging optics. According to chapter 2.2.2, a rearrangement of the formula 

will provide the effective NA of the system with the substitution of the measured 

lateral resolution. 
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𝑁𝐴 =  
0.61 𝑥 𝜆

𝐿𝑎𝑡𝑒𝑟𝑎𝑙 𝑟𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
=  

0.61 𝑥 0.51 μm

1.13 μm
= 0.275 

Equally the axial resolution formula can be rearranged for the estimation of the 

effective NA using the Abbe [137] equation below: 

𝑁𝐴 =  ඨ
2 𝜆

𝐴𝑥𝑖𝑎𝑙 𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛
=  ඨ

2 𝑥 0.51 μm

13.5
= 0.275 

The effective NA of the system agrees well between both resolution measurements. 

This is leading to the result that the imaging path numerical aperture is not in practice 

the same as specified for the imaging objective. This can be attributed to aberrations 

introduced by the optical quality of the low-cost objective. 

 

5.3.5 Imaging of Cell Slice  

Assessment of the imaging capabilities with the axially shifting LSFM is accomplished 

with the FluoCells™ Prepared Slide #1 by Thermofisher. The Slide contains a thin 

section of a BPAE cell where the F-actin is stained with Alexa Fluor™ 488 phalloidin. 

This will result in emission of 520 nm (peak wavelength) light from the F-actin areas 

when the sample is illuminated with the 488 nm light-sheet. The imaging analysis 

involves results of the three different scenarios analysed in 4.3.2. In the first example 

the light-sheet does not get shifted axially through the FOV, following by an example 

with the light-sheet translated to two symmetric focal position within the FOV and 

finishing with the FOV including three light-sheet focus positions. Additionally, an 

alternative approach to chapter 4.3.3 is presented for correcting anomalies in the z-axis 

spacing for a single stack accessible within Fiji. Finally, the ability to rotate the 

coordinate systems and access more effectively information for thin samples is also 

presented. All images presented in this chapter are recorded with the same properties 

for the camera and illumination settings. Specifically, the camera exposure time is set 

to 50 ms while the camera is used without binning. The laser power at the sample 

location is equal to 0.15 mW. The results presented are part of imaging stacks 

comprising of 201 figures for each z scan with the z step for each scan being equal to 

1.3 μm. Each step is a result of the combined actuation of the static MEMS angle and 
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the imaging ETL. The chosen step size is again based on the observations made in the 

previous chapter. The step size of 1.3 µm meets the Nyquist sampling criterion in z 

with a measured light-sheet width of 7.1 μm. The FOV is equal to 697 x 438 μm, as a 

result of the objective lens magnification and IDS camera used. The height of the FOV 

presented in the images is limited to 344 μm to ensure a more uniform light-sheet 

intensity throughout the imaged area. Additionally, the covered z range from the 

combined movement of the active elements is measured at 261.3 μm. The depth is 

addressed by using 30% of the ETL range and 80% of the available MEMS range for 

the static rotation. This results in total imaged volume of 697 x 344 x 261.3 μm³ (x,y,z).  

Similar to the imaging presented in chapter 4.3.3, the angled position of the thin slide 

sample provides the opportunity to present xy projections of single slices with the 

thickness information related to the thickness of the illuminating light-sheet. 

Specifically, Figure 79 illustrates the same slice for the three different stacks, the 

centre of the FOV is at position (x,z) = (161 μm ,104 μm). According to chapter 5.3.1 

this is the position where the light-sheet focal plane is in the scenario of having two 

light-sheet focal points. As a result, Figure 79 (b) shows the scenario with the thinnest 

sectioning at this point. The thickness of the sectioning is increased for the two 

remaining figures, with Figure 79 (a) having the widest section with the light-sheet 

focused 160 μm away from the centre of the shown FOV. Equally, Figure 79 (c) has 

the second-best sectioning for this example with the focusing of the light-sheet 

positioned 65 μm away from the centre of the FOV.  
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Figure 79. xy slices of the same sample position at (x,z) = (161μm ,104 μm) for three 
different stacks where the light-sheet focus position is at (a) x=0μm (b) x1= -160 μm 
and x2 = 160 μm (c) x1= -225 μm, x2= 0 μm and x3 = 225 μm. 

A maximum intensity projection for the same stack is presented in Figure 80 and 

allows observation of the full FOV imaged for the three different scenarios. As is 

expected in the case of the light-sheet focused at one position (Figure 80 (a)), the 

intensity and contrast are better along the centre of the maximum intensity projection 

and the image quality gradually decreases towards the edges. Equally in the scenarios 

where two (Figure 80 (b)) and three (Figure 80 (c)) focus points of the light-sheet occur 

within the FOV, the intensity and contrast are higher throughout the whole FOV. Since 

the maximum thickness of the stitched light-sheet is only 10% larger between the two 

cases, there is not noticeable differences in the imaging area. On the other hand, a 

noticeable intensity difference is present when the two reconstructed maximum 

intensity projections are compared with the maximum intensity projection with no 

axial shifting of the light-sheet. The estimated decrease in the maximum light-sheet 

thickness of 45% and 56% can justify this difference. Finally, a striping effect is visible 

in the two stitched images (Figure 80 (b), (c)) and is also illustrated in Figure 80 (d). 

The periodic striping observed at the edge of the presented field of view (FOV) is a 

result of undersampling caused by the non-linear relationship between the light-sheet 

scan and space. Sampling refers to the number of slices collected within a specified z-

range, which ideally should be equally spaced at intervals defined by the Nyquist 

criterion. The problem arises from the ET MEMS static angle that translates the light-
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sheet in z, as explained in section 3.2.2. A method to correct for this non-linear 

relationship was introduced in section 5.3.1; however, as demonstrated here, it only 

limits the effect rather than completely addressing it. The characterization curve of the 

MEMS static angle (Figure 19) showed that equal voltage step increases resulted in 

unequal angle increases. Specifically, near the 0-angle region (representing the centre 

of the FOV), the angle increases in smaller increments, whereas for larger angles, the 

incremental change is more substantial. This static angle response of the MEMS 

directly relates to the light-sheet scan in z within the system. Consequently, the 

incremental collection of images at each plane leads to non-linear z-spacing between 

the collected planes. The planes acquired near the centre of the FOV have denser 

sampling compared to the sparse sampling that occurs near the edges of the FOV. As 

a result, the central parts of the projection have a sampling rate satisfying the Nyquist 

limit, whereas this is not true for the edges of the FOV, leading to "dark" interval 

stripes between the acquired slices. 

The reason this effect is only apparent on one edge of the FOV is attributed to optical 

aberrations observed on the other edge. It is believed that the effect is present on both 

edges, but blurriness in the imaging, possibly due to the combination of the objective 

limitations and tunable lens orientation, obscures this issue on one side. 
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Figure 80. Maximum intensity projection (xy) for BPAE slide with the light-sheet 
focus at (a) x=0μm (b) x1= -160 μm and x2 = 160 μm (c) x1= -225 μm, x2= 0 μm and 
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x3 = 225 μm. (Projections shown in this figure have been processed to remove 
saturated areas in two locations from fluorescent particles, possible located either on 
the prism or on the cover slip. Original maximum projections are presented in 
Appendix A). Dashed lines show locations of light-sheet focus. (d) Zoomed in section 
of the maximum projection shown in the previous image, highlighting the observed 
striping artefacts. 

The xz reslice of the cell sample with spacing 1.3μm is presented in Figure 81 for the 

light-sheet at rest. The sigmoid response of the intensity over the depth of the imaged 

volume reveals that further processing is needed in order to correct the non-linearity 

of the MEMS angle response. The irregularity in this case is more prominent in the 

central areas where the MEMS is illuminating planes at a slower rate than the outer 

parts of the FOV. The projected straight line from the first imaged plane to the last 

imaged plane reveals the measured value of the imaging angle at 20°. Correction of 

this response is required to investigate both the striping artefacts of Figure 80, as well 

as, accessing a coordinate transformed image of to the microscope slide in its native 

coordinate system (x’,y ,z’).  

 

Figure 81. Maximum intensity projection (xz) of BPAE cell sample. Orange dashed 
line shows an ideal linear response of the MEMS for accessing equally spaced z planes 
in the sample volume. 

For the same purpose a process was introduced in chapter 4.3.3, with the shifting of 

pixel lines along a straight line being capable of correct the z spacing response. In this 

chapter an alternative method is presented for correcting this irregularity within Fiji 

by using the Straighten tool [138]. A segmented line is drawn along the length of the 

response for the xz stack (see Figure 82(a)), with a linewidth equal to 201 pixels. The 

straighten tool will correct the curve into a straight line parallel to the x axis (see Figure 

82 (b)). Using the Transform j: Rotate Function [139] and rotating the sample by 20° 
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in the z axis will transfer the response to its correct orientation with a linear response 

(see Figure 82 (c)). It is important to note that the pixel size needs to be adjusted at 

this point in order to account for the extended line length that occurred during the 

straighten transform. Scaling values are based on the fitting accuracy of the resulted 

straight line. Additionally, the transform j:Rotate fills the rotated area with pixels that 

need to be cropped before the scaling. For this example, the dimensions of the pixel 

are assigned at the final step in order to ensure that the x and z axis match the original 

dimensions.  

 

Figure 82. (a) Segmented line fit over xz stack. (b) Result of straight tool (c) Transform 
to original angle and scale to fit original dimensions. 

The same process is repeated for the three different stacks. The xy maximum 

projections of the stacks after the linear response correction can be seen in Figure 83. 
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The correction of the response has equalized the z distance of each slice but in the case 

of the overall image quality striping artefacts seem to be consistent throughout the 

edge of the FOV. As it was expanded earlier, the underlying reason for their 

appearance is due to a combination of experimental factors, and the post processing 

methods applied here cannot correct for it 
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Figure 83. Maximum intensity projections after fitting a linear response for the MEMS 
static angle slide with the light-sheet focus at (a) x=0μm (b) x1= -160 μm and x2 = 
160 μm (c) x1= -225 μm, x2= 0 μm and x3 = 225 μm. (Correction of saturated artefacts 
was performed in a similar way to Figure 81) Dashed lines show locations of light-
sheet focus. 

A coordinate transform of the stacks is suggested in order to collect the images of the 

thin BPAE cell sample in its original, microscope slide coordinate system. Conversely 
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to the angled resliced method used in chapter 4.3.3 for the same outcome, in this 

chapter the coordinate transform is accomplished with the Transform J : Rotate tool. 

The xz stack of Figure 82 (c) is rotated by 20 degrees with isotropic resampling, 

resulting in Figure 84. This will ensure that the voxel of the image is resampled during 

rotation with each dimension matching the dimension of the smallest value. In the case 

of the example the voxel size is 0.36 μm³. 

 

Figure 84.Result of xz stack Transform J:Rotate rotation by 20°. The resulted stack is 
now transformed to the x’z’ system. 

The resulting coordinate system is the x’z’ as it has also been presented in chapter 

4.3.4. The process is repeated for all three stacks. The x’y’ projection can be accessed 

by re-slicing the stack vertically. The maximum intensity projections (x’y) for the three 

stacks are shown in Figure 85. The results present an accurate representation of the 

monolayer BPAE actin network with the x/x’ ratio being defined by cos20=0.94 . The 

resulting new width of the FOV is extended to 741.7 μm while the height remains the 

same at 344.8 μm. Due to the nature of the sample it is not possible to estimate the 

thickness in the z’ direction as it is expected to be in the tenths of micrometers and 

well below the axial resolution of the system. 

In conclusion, the imaging of the cell slice in this case was accomplished for the three 

different scenarios representing the light-sheet focus position changes within the FOV. 

The results confirmed the belief that the method of axially scanning the light-sheet will 

benefit the image quality in terms of SNR. Additionally, the alternative methods shown 

for the correction of the MEMS non-linearity and coordinate transform may lead to 

more practical and efficient processing of such stacks. 
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Figure 85. Maximum projection of x’ y’ coordinates after the rotation of the original 
coordinate system. The three different figures correspond to the different scenariaos 
analyzed with the waist of the light-sheet being positioned at (a) x=0 μm (b) x1= -160 
μm and x2 = 160 μm (c) x1= -225 μm, x2= 0 μm and x3 = 225 μm. 

 



143 

 

5.4 Summary 

In this chapter, focus is given on designing an alternate version of a miniaturized 

LSFM. This version of the LSFM system focused on expanding on features that were 

considered limiting such as the maximum addressable imaged depth in the z-axis. For 

this reason, the electrothermal MEMS mirror was used instead of the PZ MEMS as it 

has been shown to have over two times the angular range in the respective axis. In the 

same spirit a set of changes were made in the equipment, that was believed to 

contribute to the overall imaging performance and capability of the LSFM system 

without the risk of significant size or cost increase. Those changes have to do with the 

camera that provides now a larger FOV than before and the tunable lens with an 

increased aperture capable of collecting more light from the illuminated sample. But 

one of the main features of this microscope is the inclusion of a tunable lens in the 

illumination path. The EL-3-10 was positioned right before the light-sheet focusing 

lens in a special coupled 3D printed holder and is able to change the beam waist 

position of the light-sheet along its propagation axis. In this way, the axial resolution 

along z is homogenized and does not suffer to the same extent by the Gaussian beam 

expansion. Specifically, three different scenarios were presented with the beam waist 

left in the original central position of the FOV, the beam being placed in two positions 

and the beam being placed in 3 different positions. The scenarios of the multiple beam 

positions required the acquisition of two and three stacks respectively that were later 

combined into one imaging stack for each scenario. The results showed a satisfactory 

level of contrast improvement in the edges of the FOV with the use of the axial scan 

that can be attributed to the homogeneity of the light-sheet while imaging speed has 

been reduced due to the requirement of acquiring up to 3 times as many images. 

Finally, an alternate practical approach is presented for the sigmoid response 

correction and the coordinate rotation, making use of Fiji tools and providing a simpler 

methodology of visualizing the sample in the microscope slide coordinates.  
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6 Discussion 

 

This chapter aims to discuss several key conclusions of the work that has been 

presented in the previous chapters. Specifically, key differences between the optical 

elements and optical setups, and methodologies that have been used in the two versions 

of miniaturized LSFM are analysed here.  

 

6.1 2D MEMS Mirrors 

The MEMS mirrors introduced in this work are considered the fundamental elements 

behind the operation of the LSFM system. The characterization chapters (3.1 3.2) 

focused on presenting the specification and capabilities of the devices. In this part, it 

is deemed useful to compare the key characteristics of the two MEMS as well as 

discuss on the possible limitations that they pose. 

Table 2. Comparison between piezoelectrically actuated MEMS (PZ MEMS) and 
electrothermally actuated MEMS (ET MEMS) 

MEMS 

mirrors 

Static 

TOSA 

max. (Two 

actuators) 

Resonant 

TOSA 

max. 

(Single 

actuator) 

Different 

actuation 

mechanism 

for the two 

axes 

Radius of curvature 

PZ MEMS ±1.5° 27° Yes 20 m 

ET MEMS ±4°  5.5°   No 65 mm 

 

As it is presented in Table 2 the two mirrors can be directly compared in several 

categories. The static angle of the MEMS is the more critical component when it comes 

to defining the maximum depth of the imaged volume as it directly relates to the 

parallel translation of the light-sheet in z. Here, the ET MEMS is the device that can 
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produce 2.6 times larger TOSA than the PZ MEMS. It is important to note that in the 

implementation of the two microscopy setups the tunable lens refocusing range was 

larger than the range of light-sheet translation for the same axis. This practically means 

that in this scenario the feature that solely defines the range is the static angle. Besides 

the addressable angle range it is equally important to consider how this range can be 

achieved. Ideally, the response between the voltage input and the angle output should 

be linear where each voltage step corresponds to the same increase in angle. 

Unfortunately, this hasn’t been the case for either the PZ MEMS and ET MEMS. As 

shown in 3.1.2 and 3.2.2 the response of the angle is non-linear in both cases around 0 

as the response rate changes with the variation of the input voltage. This nonlinearity 

has increased the complexity level of the system control during the implementation 

stage. In the second implementation of the setup the acquisition software attempted to 

correct for this, but even in the case of lookup table values and linear fitting of the 

response curve, small errors could still be noted and had to be corrected. The sigmoid 

response of the static angle in both cases can have an effect on the 3D imaging results 

as it was noted in 4.3.3 and 5.3.5 making it complicated to get direct information from 

the transform rotation and any other post processing task that is further needed in the 

3D space. The errors can be attributed to the accuracy of the fitting software and 

alignment tolerances of the mirror. A similar effort to the one made in chapter 5.3.2 

could be made but this time with higher resolution in terms of the lookup table points 

and possibly with active feedback where the user can manually recalibrate the response 

in a fast and efficient way. Those tasks could be implemented in future versions of the 

project and reduce the need of the timely post processing steps in Fiji. 

 On the other axis the resonant scan angle is the parameter that relates to the height of 

the light-sheet. In contrast here, the PZ MEMS is the one that can produce a larger 

angle, equal to 4.9 times of the maximum angle generated by the ET MEMS for single 

actuator use. It is important to note here that the light-sheet height should practically 

be tall enough to overcover the FOV that the imaging sensor defines along y. Any 

increase after that has no practical impact beyond reducing the illumination power in 

the useable FOV when the imaging optics and camera sensor remain unchanged. As it 

can be seen from the imaging results presented in chapter 4.3.3 the PZ MEMS 

resonance angle range has been large enough to produce a scanned light-sheet that 
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covers the FOV without actuating the device near its damage limit. Additionally, the 

decoupled static and resonant actuation means that the resonant angle remains the 

same, regardless of the static angle input, leading to a more stable overall operation 

off the device. In contrast, the ET MEMS demonstrates more complicated 

characteristics for its resonant operation. Specifically, the resonance response of the 

mirror varies significantly as the frequency increases above 2290 Hz. In this case the 

mirror changes its rotation along the desired axis, with offset movement from the 

vertical axis being a factor in the outcome. This can be noted in the results as a shift 

from a scan line to an oval pattern when the laser reflection of the scanning mirror is 

observed on a screen. The effect of the second axis can be attributed to the axis’ 

eigenfrequency being present around 2300 Hz. This in practice means that only up to 

60% of the actuating power of the mirror can be used for the generation of the scan 

line. Additionally, the behaviour of the rotation axis does not seem to be consistent 

when the static axis is enabled as it was noted in 3.2.2. The resonant frequency on one 

axis changes with the actuation of the static axis revealing possible cross-talk between 

the two device channels, a characteristic that is specific to the operation of this ET 

MEMS. Both of the two particularities had to be addressed in the implementation 

phase of the microscope. The use of both vertical actuators in resonance was chosen 

along with careful alignment and cropping in order to have uniform illumination over 

the full sample volume, as in the edges of the static movement range there is higher 

intensity that can affect the imaging result. This is due to the sinusoidal waveform 

input that can be applied with the use of the Arduino board. In the previous 

implementations these areas are purposely positioned outside of the FOV to not affect 

the imaging results, but with the limited maximum range that was available in the ET 

MEMS setup, it was not possible to implement this with ease. 

Finally, it is worth noting the difference in curvature of the surface between the two 

mirrors. The PZ MEMS is a flat mirror with a radius of curvature of 20 meters. In 

contrast the ET MEMS has a radius of curvature of 65 mm. In practical terms this 

means that the two mirrors cannot be used interchangeably in the same optical path 

design as beam reflection from the curved ET MEMS surface will cause a collimated 

beam to be focused whereas reflection of the PZ MEMS of the same beam will not 

affect its collimation. For this reason, the microscope set up of the ET MEMS 
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incorporated a correction approach with the curvature correction lens before the 

MEMS at a 2F distance to ensure that the beam is collimated before entering the 

telescope path. But the inclusion of curved optical components like the lens and 

MEMS as well as the angles that need to be introduced in order to implement this, can 

affect negatively the end result of the beam. This can be in the form of aberrations such 

as astigmatism that are likely present.  

It is safe to say that the regardless the plethora of advantages that the two MEMS 

devices bring to the design and implementation of the microscopy setups, they also 

pose a set of constraints that need consideration and further work. In some of the issues 

presented above, such as, the linearity of the static angle response for both MEMS or 

the nonlinear resonance response of the PZ MEMS, more focus can be given on further 

correction through control software approaches. This could minimize nonlinear 

behaviour of the MEMS in those cases. In cases where the imaging volume was limited 

by only the MEMS, further improvement could be achieved with exploring the use of 

another MEMS mirror that can follow both a bigger and a more linear angle response. 

It is important to remind here that none of the two devices were specifically designed 

for LSFM. This can explain certain limitations they pose either in their quasi-static or 

resonant response. At the start of the presented research work, the vast majority of 

MEMS mirrors were part of research projects and not commercially available. At the 

moment the field of MEMS mirror is getting a number of commercially available 

products to market in a range of packaging options. Companies like, Mirrorcle, 

Ultimems, Hamamatsu, Maradin, and Stanley have commercialized 2D MEMS 

mirrors capable of performing the tasks required for miniaturized LSFM. Additionally, 

off the shelf products like the 2D fast scanning mirror from Optotune can be used as 

an alternative option. Even though the device is not a MEMS in its strictly technical 

term, due to its comparatively bigger size, it retains a lot of the advantages such as 

being relatively inexpensive and capable of both a fast-resonant axis and a quasi-static 

actuation. 
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6.2  Implementing and Characterizing a Miniaturized LSFM 

Design 

The implementation of two versions of the miniaturized LSFM system can be used as 

a point of discussion and reflection of the achieved results and needs of each setup. 

Specifically, Table 3 summarizes the fundamental categories form comparison 

between the miniaturized LSFM and axially scanned miniaturized LSFM setups. 

Table 3. Comparison between the two microscopy setups 

Microscopy 

setup 

Imaging 

volume 

(Length x 

Height x 

Width) 

Lateral 

resolution 

Axial 

resolution 

(light-sheet 

thickness) 

Light-sheet 

width < 10.5 

μm over a 

length of  

Miniaturized 

LSFM 

435 x 140 x 

60 μm³ 

1.1 μm 3.8 μm 200 

Axially scanned 

miniaturized 

LSFM 

697 x 344 x 

261.3 μm³ 

1.1 μm 7.1 μm Up to 697 μm 

 

The imaging volume is an important specification of every 3D microscope, and as 

LSFM is traditionally used for bigger samples a respectively large FOV is often 

preferable. In that spirit, targeted effort was made to increase the imaging volume 

between the first and second design. The lateral parameters of the FOV (x,y) have been 

increased by a factor of 1.4 and 1.6 respectively. Since both setups use the same 20x 

objective, the increase of the FOV can be attributed to the different camera used 

according to equation of chapter 4.2.1. Specifically, the IDS camera has a larger sensor 

size allowing for imaging of a larger area. Furthermore, the fact that the same objective 

has been used in both setups results in the same lateral resolution for both microscopes 

at 1.1 μm. According to the theoretical value of resolution for the used objective and 
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wavelength of emission, the expected resolution value was in the sub-micron range. In 

reality this number can be increased by a few factors such as aberrations and overall 

quality of the microscope objective. We believe that the objective low-end price poses 

expected limitation in its quality and as a result affect the expected resolution.  

The axial resolution in both microscopes is defined by the light-sheet thickness since 

the depth of field of the imaging arm is measured at 13.5 μm and thus higher than the 

thickness of 3.8 μm and 7.1μm in both cases respectively. What it is important to focus 

on regarding the light-sheet thickness and axial resolution is how it is preserved in 

areas far away from the centre of the FOV where due to the Gaussian beam identity of 

the beam the thickness will increase. So, one has to consider the imaging needs and 

capabilities of the system to balance this trade-off. In other words, the “tighter” a beam 

is focused, the more drastic is the increase occurring away from the centre of the beam 

waist. In practice this can be observed in the first microscopy setup where the 

illumination path lenses have been chosen for a small thickness beam achieving a 

FWHM of 3.8 μm. The confocal parameter was measured 76 μm while the shift to the 

next order of magnitude is observed at 100 μm away from the centre of the beam waist 

in each direction where the FWHM of the beam jumps to 10μm, a factor of 2.6 

compared to the axial resolution at the centre. Achieving a more uniform light-sheet is 

always a balancing act, as based on the Gaussian equation the way to achieve this 

usually means sacrificing the beam waist thinness and is up to the microscope targeted 

characteristic to evaluate this compromise. In that spirit the imaging optics of the 

second microscopy set up were selected towards a more balanced approach resulting 

in a beam waist of 7.1 μm FWHM at the centre of the FOV. In this case the confocal 

parameter is extended to 210 μm (less than 1/3 of the FOV) which also roughly 

coincides with the range that the thickness of the light-sheet stays within the same 

order of magnitude. A dedicated feature is introduced in this microscopy setup that is 

predominantly managing to keep a uniform light-sheet and extend it throughout the 

entire FOV x axis. That includes the integration of the tunable lens and the 

methodology of acquiring 2 or 3 stacks where the light-sheet focused being “scanned” 

axially in each iteration as described in chapter 5.3.1. This approach signified the 

benefits of light-sheet thickness uniformity in the FOV even with an increased starting 

light-sheet thickness compared to the first microscopy setup. It is important to note 
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that this approach can pose its own limitations as the current implementation of the 

tunable lens scanning increases the time of acquisition. This would also be more 

prominent in the event of a tighter focused beam where the iterations of achieving a 

uniform beam would be even more leading to respective increase in acquisition time. 

A small correction to this would be the imaging of smaller ROIs of interest around the 

focused light-sheet and then a recombination of those ROIs to create the final stack, 

trying to mimic to an extent how the optimal solution of a rolling shutter camera could 

tackle this.  

Finally, it is important to note that the true benefits of the axial translation of the light-

sheet would be easier to appreciate with a sample of larger thickness as the information 

of the z slices would reveal imaging with better sectioning, with the increase of the 

focus points within the FOV. 
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7 Conclusions and Future Work 

 

This thesis has shown the development and characterization of two variations of a 

small foot-print MEMS mirror enabled LSFM setup that has all-optical beam scanning 

and can image microscope slide mounted samples. 

The development of the microscopy systems brought together a novel combination of 

active optical elements and custom 3D printed optical and mechanical components for 

a compact imaging solution. The use of 2D MEMS mirrors has been proposed for both 

the generation of the light-sheet and its z scan translation over the illuminated volume 

depth. The functionalities of the MEMS technology along with the small size factor 

proved to be highly beneficiary towards the purpose of the project. Specifically, the 

2D PZ mems mirror was introduced and characterized in terms of its design and 

operational characteristics. The 1.1 mm diameter mirror silicon/PZT MEMS chip, was 

capable of achieving a static TOSA of up to ±1.5° on one axis with a resonant TOSA 

of up to 27° on the vertical axis. Furthermore, another type of MEMS mirror has been 

presented in this thesis. The 2D ET MEMS is focusing on electrothermal actuation 

benefiting of the thermal properties of its silicon structure and custom suspension 

design. This mirror was capable of TOSA of ±4° and a resonant angle of up to 5.5° for 

single actuator use.  

Another active optical element found beneficial for the development of a compact 

LSFM system is the tunable lens, either as a refocusing element in the detection path 

of the microscope or as a varifocal axial scanner in the illumination path. Two tunable 

lenses by Optotune were presented in this thesis with their main difference lying in the 

aperture of the lens of either 3mm or 10mm. The electromagnetically driven mirrors 

were also capable of changing their curvature with their respective maximum optical 

power values reaching 100 dpt and 300 dpt respectively. 

Finally, the introduction to the fundamental optical elements was completed with the 

presentation of the 3D printed 30°/60° prism, and expended work that was facilitated 

within the 3D printing environment. A dedicated protocol was presented on how to 

fabricate the prism and post-process it to achieve glass-like surface quality. The use of 
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the 3D printed was also proved to be beneficial for the optical holders that house the 

miniature lenses of the system. The design focused on how to make the most of the 

limited space with a safe and stable custom lens frame design that fits into the Thorlabs 

half inch lens tube using the company’s retainer rings. 

The integration of the 2D PZ MEMS mirror and the 3mm tunable lens in an orthogonal 

optical design as it has been described in this thesis, formed the first iteration of the 

miniaturized LSFM setup. In this design the PZ electric MEMS is positioned at 45° 

angle before a 3-lens telecentric path. The fast scan of the mirror generates the light-

sheet where its minimum thickness is measured at 3.8 μm, equal to the axial resolution. 

Equally the quasi-static scan on the orthogonal axis, resulted in a 60 μm translation of 

the light-sheet along the depth of the imaged volume. The change of curvature of the 

tunable lens that is located behind the imaging objective in the detection path allows 

the imaging of each one of the resulted illuminated planes. Both elements were 

controlled by an Arduino code while their synchronization was accomplished within 

the LabVIEW environment. A user interface was also developed within the same 

environment to facilitate the imaging experiments. The device responsible for the 

capturing the information of each plane is the sCMOS camera. The imaging path optics 

resulted in a lateral resolution of 1.1 μm and a FOV of 435 μm x 246 μm. The 

microscope was evaluated for its performance using a microscopy slide as a test 

sample. The optimization of the imaging a microscope slide at an oblique angle was 

possible with the insertion of the 3D printed prism in the system that managed to 

significantly reduce optical aberrations. Imaging results of a microscope slide using 

submicrometric nanobeads confirmed the initial characterizations regarding the axial 

and lateral resolution of the microscope. Finally, the imaging of a cell slide was also 

presented. In this case a protocol was developed to explore the coordinate transform 

from the axis of the microscope to the coordinate axis of the slide, that was deemed 

more appropriate for the presentation of such results.  

The next part of the research focused on specific improvements that could be 

implemented on the features of the miniaturized LSFM system while keeping the cost 

in relatively similar sub 10000 GBP levels. The updated microscopy setup was 

developed on the same basis with the generation and translation of the light-sheet along 

the depth of the imaged volume being a result of a 2D MEMS mirror while the 
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corresponding change of focus to the illuminated plane being attributed to the use of a 

detection tunable lens. The uses of the ET MEMS mirror instead of the previously used 

MEMS assisted in increasing at 261.3 μm the illuminated volume depth that could be 

addressed as it could achieve a higher quasi-static angle. The FOV using a larger 

sCMOS camera chip device is increased to 697 μm x 344 μm. In an effort to increase 

the performance of the imaging system an electrical tunable lens with higher aperture 

was selected (diameter of 10 mm instead of 3 mm). Furthermore, the integration of a 

tunable lens was introduced in the illumination path. The purpose of the lens was to 

generate a homogenously thin light-sheet through the whole FOV. The performance 

of the lens in the imaging was evaluated with a methodology that used the repetition 

of the same z stack for multiple position of the light-sheet focus. The resulting stacks 

were cropped in predefined positions and recombined together in a way that the light-

sheet appeared homogenous in a recombined stack. The results focused on a 

comparison between the original central light-sheet focus and the recombined stacks 

of 2 and 3 light-sheet focus points within the FOV. The outcome of the use of the 

tunable lens in the illumination path was a light-sheet that remains homogeneous 

ranging from its minimum width of 7.1 μm to a maximum width of 10.5 μm for a range 

of x= 697 μm. It is important to note that this is also the axial resolution of the system. 

The respective lateral resolution remains consistent in the 1.1 μm range. In terms of 

the results presentation, again the stacks are processed to a transformation of the 

coordinate axis, and presented for the three different cases.  

In summary, the work presented in this thesis showed a promising set of results for the 

initial implementations of developing a miniaturized LSFM system. The main 

objectives of the research have been explored and met through a series of 

characterization and evaluation experiments that were documented in the previous 

chapters of this work. But it also opens an equally promising amount of future work 

that can rely on the current systems and experimental findings. As it has been 

suggested previously the setups can be benefited with the use of MEMS devices that 

recently have become available in the market and offer a more stable operation, with 

larger angle capabilities. Their availability as commercial products also can benefit 

their use as they can easily become available in case of a breakdown compared to 

custom made devices. In the field of possible hardware replacements, a direct upgrade 
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to the system can come with the integration of a camera with a rolling shutter mode. 

This camera, even though more expensive, can be used to synchronize its readout with 

the moving of the axial scanning tunable lens for homogenously thin light-sheet 

imaging in a faster manner than in the current implementation.  

Additionally, the system can be benefited by a change in the orientation of the 

orthogonal axis similarly to the work that has been presented by others [72], [112]. 

Such a configuration would allow for a more straightforward approach to sample 

mounting and possible use of sample immersion configuration with appropriate dish 

chambers with imaging medium. In fact, the small scale of the microscopy systems 

allows the physical rotation of the microscope as the individual components are 

mounted on a free-standing breadboard of the required footprint. This is usually a less 

flexible adjustment in most microscopy optical systems that are directly mounted on 

the optical table.  

Summing up, it is important to outline the system’s need to be used with a variety of 

samples. Even though the imaging of a sample is usually a result of a bigger research 

project, potentially with a collaborator form the field of life sciences, it is the ultimate 

goal for a microscope to be evaluated under such circumstances. In the project 

presented, the focus was given in the development of the technology with test samples. 

But as it has been mentioned in this thesis the design of the system allows a certain 

degree of flexibility with the types of systems that can be imaged. The resolution and 

FOV of the system would make it a solid choice for studies on cleared samples such 

us cleared embryonic organs that are being studied in developmental biology and gene 

expression studies or microfluidic devices used in disease modelling studies. In the 

field of live imaging and considering the suggested improvement the system could be 

used in zebrafish embryo studies. Of course, for any such study the microscope would 

have to be modified with environmental controls to keep the sample in stable condition 

and receive further optimizations in terms of its temporal resolution. Even though the 

microscope slide is the suggested option for the sample housing, the system could also 

be used with petri dish, or different types of containers considering the microscope 

assumes a change in orientation axis. These types of improvements and suggestions 

could potentially involve such systems in high-impact studies. As a result, they can 
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fulfill the aim of developing imaging instrumentation that enables the collection of 

data leading to ground-breaking scientific results. 
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Appendix A 

Maximum projections before saturated artefact correction and before application of 

magma lookup table for the three different scenarios that are shown in Figure 81 

respectively. 

 


