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Abstract

The spread of HIV and AIDS is a serious and increasing global problem with the sharing
of contaminated injection equipment a primary cause of HIV infection in the developed
world. Mathematical models of disease transmission allow us to assess the impact of

different epidemiological and behavioural assumptions on the long term behaviour of

disease.

Initially a simple deterministic model is examined which allows intravenous drug
users to progress through three different infectious stages after initial infection with
HIV and prior to the development of AIDS. This model is then developed to also allow
contaminated injection equipment to exist in three different states of infectivity. The
resulting model contains a number of parameters, which while potentially important,
are extremely difficult to estimate. In response to this, several special cases are exam-
ined which represent intuitive upper and lower bounds for the spread of disease. In each
case an equilibrium and stability analysis is presented. Later these special cases, to-
gether with a generalisation of them, are compared with a well established single stage
infectivity model to ascertain whether the inclusion of variable infectivity increases the
predicted spread of disease. We find that the impact of variable infectivity depends on
a number of factors and can lead to either an increase or decrease in the prevalence of
disease.

Testing drug users for the presence of HIV has been proposed -as a method of
reducing the incidence of HIV. Using the previously discussed upper and lower bound
variable infectivity models, we examine the effect of testing addicts for HIV using a
number of different infectivity assumptions. We find that under certain conditions
HIV testing can be an effective control strategy against the future spread of HIV.
This is followed by a short discussion of sensitivity analysis of these models. While
predominantly discussing deterministic models we conclude with a brief discussion of

stochastic models and demonstrate the behaviour of these models using simulation.
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Chapter 1

Introduction & Literature Survey

1.1 Introduction

This thesis is concerned with modelling the spread of the Human Immunodeficiency
Virus (HIV) and the subsequent Acquired Immune Deficiency Syndrome (AIDS) among
populations of intravenous drug users via shared injection equipment. Medical evidence
suggests that once an individual has been infected with HIV the level of virus in their
blood varies considerably over their infectious lifetime. Many existing models of the
spread of HIV via shared injection equipment assume that the infectivity of an addict
is constant throughout his or her infectious lifetime. This thesis explores the effect of
a three stage infectious period with different levels of HIV infectivity in each infectious
stage on long term prevalence levels of HIV and AIDS and whether control strategies
such as needle exchange programs need to be reassessed. In addition we examine the
testing of addicts for HIV as a potential control strategy. It has been suggested that
the effectiveness of such a strategy is closely linked to the varying levels of infectivity

which occur in an addict during the long AIDS incubation period.

In this first chapter we briefly outline the origins of epidemiological modelling and
the effects of some of the world’s worst epidemics. This leads us'on to discussing the

history and nature of HIV and AIDS. We then give a short summary of the state of the
AIDS pandemic at the start of 1999 and in particular the role played by intravenous

drug use. We then discuss some of the main modes of transmission of HIV and why
populations of intravenous drug users are particularly vulnerable to HIV infection. Next
we outline the main epidemiological characteristics of HIV infection before moving on

to a short review of the literature concerned with the sexual spread of HIV and AIDS.



We then review a number of published articles specifically concerned with modelling
the spread of HIV and AIDS among populations of intravenous drug users. Finally we

conclude with an overview of the material in Chapters 2-11.

1.2 Epidemics, Plagues and Other Scourges

Of the riders of the Apocalypse, the Fourth Horseman has been the busiest. Since the
beginning of history malaria has killed half of the men, women and children that have
died on the planet (Nikiforuk, 1992). It has outperformed all wars, all famines and
all other epidemics. The tiny proportion of Native Americans alive today is testament
to the huge devastation caused by smallpox. Syphilis introduced menace to sex and

people to the wig. With the plethora of sophisticated drugs available today it is easy to

forget our plague-ridden past, however the Fourth Horseman rides into our lives at his
convenience, with HIV and AIDS offering yet another poignant example that pestilence
never rests.

Nikiforuk (1992) puts forward the case that epidemics of infectious diseases are
brought about by changes in the lifestyles and habits of civilizations. For example the
development of agriculture created a common market of diseases by bringing together
all manner of viruses, fungi and bacteria in gardens, houses and villages. When the
dog became man’s best friend so too did measles; with the cow came tuberculosis

and diphtheria. Rhino-viruses (the common cold) probably came riding in on a horse.

Anthrax popped out of the soil. These biological collisions were probably a shock for

all species involved.

Throughout history many attempts have been made to contain the spread of in-
fectious disease, however invariably these attempts had little effect and some control
strategies while well intentioned only served to exacerbate an already poor situation.

The following extract is from Nikiforuk (1992) and is a good illustration of when a

seemingly sensible idea can go badly wrong.

Once DDT had established a reputation as the ‘atomic bomb’ of the insect
world, public health officials adopted the weapon with unquestioning fervor.
By the 1960’s when the World Health Organization’s anti-malarial campaign
peaked, 76,000 tons of DDT fell on 76 countries. Although the chemical

initially killed anopheles with clinical efficiency, it soon bred a stronger and

more resistant adversary. At least 57 mosquitoes can now swim in DDT and

2



other insecticides without suffering any ill effects. Gallons of DDT sprayed

randomly also produces a myriad of unforeseen health problems.

A typical case of good intentions gone awry occurred in Sarawak, part
of Borneo. Here the spraying of homes with DDT not only killed the
mosquitoes but cockroaches. Cats returned to the sprayed homes, ate the
poisoned cockroaches and died. Free of predators, the Malaysian field rat, a
carrier of plague and typhus, overran the mosquito-free villages. Fearing an
outbreak of plague, the WHO eventually asked the Royal Air Force to drop
cats by parachutes over the isolated villages. Fortunately for Sarawak’s
peasants, ‘Operation Cat Drop’ helped avert an epidemic of plague that

DDT and malarial control had invited into their villages.

Perhaps the most clear message we can take from the past history of epidemics is
that while the names and types of disease may change it seems inevitable that epidemics
will continue. This means that new challenges will continually present themselves to
both medical and biological researchers and the epidemiological modelling communities.
The most important recent challenge is of course the HIV/AIDS epidemic and it is this
challenge that the subsequent chapters of this thesis are concerned with. Before we
discuss the background and particular social and biological details of the HIV/AIDS

epidemic we now give a short outline of the origins of epidemiological modelling and

several of the early pioneering papers in this field.

1.3 Origins of Epidemiological Modelling

We now take a very brief tour of some of the founding articles and papers of epidemio-
logical modelling. A concise introduction to the history of epidemiology can be found
in Schwager et al. (1989). The first epidemiological model was presented by Daniel
Bernoulli in 1760 to the Royal Academy of Sciences in Paris. However the mathe-

matical theory of epidemiology made no significant advances until the work of Russian

physician P. D. En’ko published in 1889. En’ko constructed the first chain binomial
model (wrongly attributed to Reed, see Dietz, 1988 for further details). The key con-
cepts in the development of the mathematical foundations of theoretical epidemiology

derived from the work of Major Ronald Ross who spent half of his life trying to solve
“The Great Problem”: how malaria infected humans (Nikiforuk, 1992). In 1902 Ross

received the Nobel Prize when he identified the life cycle of the malaria parasite in birds,

3



and this work was described in Ross (1908), (1911) and (1915). Ross introduced the
assumption that the rate of new infections is proportional both to the number of sus-
ceptibles and to the number of infectious individuals (the so-called “mass-action law”),
developed the first mathematical model for the spread of vector-transmitted disease
(malaria), and concluded that to eradicate malaria it was sufficient to bring the vector
population below a threshold level. This was a revolutionary result in that it dispelled
the belief that to control malaria one had to eradicate the mosquito population (which
was an impossible task). McKendrick extended this result and in 1927 published the
famous threshold theorem with Kermack, in Kermack and McKendrick (1927), which
established that at least a threshold number of susceptible individuals must be present
in order for an epidemic to occur.

Ross was aware of the necessity of taking into account the effects of non-homogeneous
mixing, demography, geographical distribution and other factors in order to increase
the predictive and explanatory power and applicability of epidemiological models. This
level of detail could only be introduced by the stratification of a population into sub-
populations according to specified criteria and a detailed description of the mixing
between the various subpopulations. Elaboration of these ideas was greatly developed
during the 1960’s due to dramatic increases in venereal diseases and further expanded
in response to the AIDS epidemic (which we discuss in the following section). The first
mathematical model for the transmission of a venereal disease was developed by Cooke
and Yorke (1973). A model for gonorrhea with an arbitrary number of randomly (pro-

portionate mixing) interacting groups was formulated and analysed by Lajmanovich

and Yorke (1976), and Hethcote and Yorke (1984) introduced concepts such as satu-
ration and pre-emption, as well as the concept of a core subpopulation into gonorrhea
analysis. This idea of a core subpopulation has been extremely important in theoretical
epidemiology. Once HIV and AIDS was discovered the pace of research into modelling
the spread of infectious diseases was very rapid indeed and today represents a very
large body of work. Having given some background to the importance of infectious

diseases and briefly outlined some of the founding work in the field of epidemiological

modelling we now move on to discussing the diseases upon which this thesis focuses,

namely HIV and AIDS.



1.4 A Brief History of HIV and AIDS

Between October 1980 and May 1981, five young homosexual men were treated for
Pneumocystis carinii pneumonia in hospitals in Los Angeles, USA. These cases at-
tracted attention because Pneumocystis carinii pneumonia was known to be a disease
associated with immunodepression. Around the same time Kaposi’s sarcoma, a skin
tumour, was being diagnosed with increasing frequency in young men in New York City
and in California. These observations heralded the early stages of the emergence in the
USA of an apparently new disease, subsequently termed Acquired Immune Deficiency
Syndrome (AIDS), (Anderson and May, 1991). The word “acquired” was used to de-
scribe the disease because unlike other immune deficiency illnesses it appeared that
AIDS was an illness that you acquired from someone else as opposed to being some-
thing that happened to you, for example the taking of immuno-suppressant drugs after
an organ transplant. By the autumn of 1981 the United States Public Health Service
had begun efforts to try to define and understand this new disease. The hunt for a
transmissible agent rapidly narrowed down to a search for a virus. In 1984 an Interna-
tional Committee for the Taxonomy of Viruses named the Human Immunodeficiency
Virus (HIV) the aetiological agent of AIDS.

At the end of 1982 AIDS had been reported in fourteen nations worldwide. By
the end of 1983 this had increased to 33 countries and two years later AIDS had been
reported in 51 countries. By November 1987, 62,811 cases of AIDS had been oflicially
reported to the World Health Organisation (WHO) from 127 countries worldwide. By
the end of 1990 over 307,000 AIDS cases had been officially reported to the WHO with

the actual number estimated to lie closer to one million, (MAP, 1998).

In response to the rapidly growing AIDS pandemic the Joint United Nations (UN)
Programme on AIDS (UNAIDS) became operational in January 1996. UNAIDS was de-
signed to combine the AIDS work previously undertaken by the WHO Global Program
on AIDS, the UN Children’s Fund, the UN Population Fund, the UN Educational Sci-
entific and Cultural Organisation, the UN Development Program and the World Bank.
UNAIDS describes itself as “the main advocate for global action on HIV/AIDS”, “UN-
AIDS leads, strengthens and supports an expanded response aimed at preventing the
transmission of HIV, providing care and support, reducing the vulnerability of indi-

viduals and communities to HIV/AIDS, and alleviating the impact of the epidemic”,

(UNAIDS statement to UN General Assembly on Drugs, 1998).



Table 1.1: Figures from AIDS epidemic update:1998

Global Summary of the HIV/AIDS Epidemic
December 1998

People newly infected with HIV in 1998 5.8 million
No. of people living with HIV/AIDS 33.4 million

AIDS deaths in 1998 2.5 million
Total no. of AIDS deaths since 1980 13.9 million

Table 1.1 contains figures extracted from the AIDS epidemic update: December
1998 published on the Internet by UNAIDS (www.unaids.org). The figures in Table
1.1 describe unmistakably the seriousness of the AIDS pandemic. From the beginning
of the AIDS epidemic a total of 47 million people have been infected. Moreover there
is evidence that AIDS is becoming more widespread, for example the number of people
living with HIV/AIDS (33.4 million) at the end of 1998 has grown by 10% in just
a single year. The AIDS epidemic update: December 1998 (produced by UNAIDS)
states that “The [HIV/AIDS]| epidemic has not been overcome anywhere. Virtually
every country in the world has seen new infections in 1998 and the epidemic is frankly
out of control in many places”. In a speech made at The Hague on the 8th of February
1999 the UNAIDS Executive Director Peter Piot claimed that “AIDS is the single
greatest threat to continued global development”.

The seriousness of the AIDS pandemic is not only in the massive loss of life which
ensues from it but also the severe social and economic consequences. For example
UNAIDS estimates that in sub-Saharan Africa the life expectancy by 2010-2015 will
be approximately 47 years of age rather than the pre-AIDS estimate of 60 years of
age. In particular young people are now disproportionally affected by HIV/AIDS with
around half of all new HIV infections occurring in people aged 15-24. This has very

serious consequences for the prospects of future generations. The economic disrup-

tion from HIV/AIDS in developing areas such as Africa is particularly acute with the

economies of whole countries becoming decimated. The World Bank Internet site, at
www.worldbank.org contains a number of reports and papers on the serious economic

aspects of the AIDS pandemic.
There is little doubt about the seriousness of the HIV/AIDS global pandemic, how-



ever HIV/AIDS is spread very unequally around the world both in the context of the

total number of people infected and the different population groups which are worst af-

fected. We now examine more closely the differences between the spread of HIV/AIDS

in various parts of the world and in particular the significance of populations of intra-

venous drug users.

1.5 The AIDS Pandemic and the Role of Intravenous Drug
Use

We now outline the spread of HIV/AIDS in various parts of the world and summarise
the role of intravenous drug use. We first examine the epidemics in Africa, Asia and
Latin America before moving on to North America, Western Europe and finally Eastern
Europe. Statistics concerning the spread of HIV/AIDS throughout the world can be
obtained from the UNAIDS Internet site at www.unaids.com. This site contains many
reports and bulletins on the spread of HIV/AIDS, three which were of particular use
were: AIDS epidemic update: December 1998; Drug use and HIV/AIDS - UNAIDS
statement presented at the United Nations General Assembly Special Session on Drugs
on the 9th of June 1998 and Provisional Report from MAP (Monitoring the AIDS
Pandemic) entitled “The Status and Trends of the HIV/AIDS Epidemics in the World”,

dated June 26, 1998. All these documents are available in electronic form on the

Internet from www.unaids.org. It should be noted that these sources are UNAIDS
publications and as such have not been subject to an independent refereeing procedure.
However we use these publications as they provide a convenient snapshot of the current

global state of the HTV/AIDS epidemic and contain only observed statistics rather than

projections or model based predictions.

Africa

While no country in Africa has escaped the Human Immunodeficiency Virus some are
far more severely affected than others. The bulk of new infections are concentrated in

East and especially Southern Africa. Sub-Saharan Africa is home to 70% of all people
who became infected with HIV in 1998. During 1998 it was estimated that AIDS was
responsible for 2 million African deaths. However despite the scale of death there are

more Africans living with HIV than ever before: 21.5 million adults and a further 1

million children.



The vast majority of HIV infections in Africa are due to heterosexual contacts and
mother-to-infant transmission. However MAP does note that the rising availability of
injectable substances such as heroin, especially at new transit points for drug traflicking,

creates an additional risk for HIV spread in sub-Saharan Africa. MAP summarise the

spread of HIV in Africa as unabated, diverse and complex.

Asia

This region has over 60% of the world population and contains a wide diversity of
HIV-related risk environments in terms of behavioural, political and cultural factors.
While HIV/AIDS infection rates remain low relative to some parts of the world, well
over 7 million Asians are already infected, and HIV is clearly beginning to spread in
earnest through the vast populations of India and China. India alone has a population
of close to 1 billion, roughly half of them in the most sexually active age group of 15-49.
An estimated adult prevalence rate of about 0.6 to 1.0 percent translates to between
three and five million infected persons, a figure higher than any other single country.

However the distribution of HIV/AIDS in India is not uniform. For example 21 of
the 31 states taken together report only four percent of the total AIDS cases. The
major impact of the epidemic is being felt in Maharashtra, Tamil Nadu, Pondichery
and Manipur. While the epidemic is predominantly heterosexual in nature over most
of India the northeastern states have a severe epidemic among intravenous drug users.

In Manipur it is estimated that the infection rate among intravenous drug users 1s now

more than 70%.

Latin America and the Caribbean

HIV epidemics in Latin America and the Caribbean reflect the heterogeneity of HIV
epidemics worldwide: they differ from country to country and within countries. The
aggregate population of the forty-four countries in this region totals 476 million, 8.4
percent of the global population. An estimated 1.6 million people are living with

HIV/AIDS in Latin America and the Caribbean, equivalent to 5.4 percent of the total
number of people around the world living with HIV/AIDS as of January 1998 (MAP).

There are a number of transmission routes responsible for the HIV/AIDS cases in this
region. The dominant transmission route so far has been thorough homosexual contact

and intravenous drug use, however the rising rate in women suggests that heterosexual



contact is becoming more prominent. In general the epidemics are either in an early

phase or show slow growth, with several areas such as Honduras and Mexico having

more established epidemics.

North America and Western Europe

In North America and Western Europe new combinations of anti-HIV drugs continue
to reduce AIDS deaths significantly. However during 1998 no progress was recorded in
reducing the number of new infections. Over the last decade the rate of new infections
has remained stable rather than decreasing. During 1998 alone nearly 75,000 people
became infected with HIV bringing the total number of North Americans and Western
Europeans living with HIV to almost 1.4 million (890,000 in North America and 500,000
in Western Europe). UNAIDS states that while the epidemic is no longer out of control
in these countries it has clearly not been stopped.

In Western Europe the epidemic originally occurred predominantly among male ho-
mosexuals, however subsequently the number of cases of HIV/AIDS in intravenous drug
users has become dominant. UNAIDS suggests that this is due to the rapid and inten-
sive spread of HIV through injecting drug use in populations of south-western Europe,
particularly Spain, Italy and more recently Portugal. In North America and Western
Europe heterosexual contact accounts for an increasing proportion of HIV/AIDS cases

though this is still small in comparison to the number of cases in either homosexual

males or intravenous drug users.

Fastern Europe

Until 1995 Eastern European countries including the Asian republics of the former So-
viet Union reported few HIV cases, these were mostly amc;ng homosexual men. Since
1995 HIV has spread very rapidly among intravenous drug users in cities of several
countries including the Ukraine, Belarus, Moldova and the Russian Federation. Epi-
demics among drug users are also emerging in the Caucasus, the Baltic States and in
Kazakstan in Central Asia. UNAIDS and WHO estimates that the total number of
infections may have risen from less than 30,000 in 1995 to more than 270,000 in 1998.

According to MAP the main factors fueling the HIV epidemic among intravenous drug

users are increased drug demand and supply, migration and widespread local drug

production. It is estimated that Russia alone has over 1 million intravenous drug users.



Summary of the Importance of Intravenous Drug Use

To summarise we have that the truly massive number of HIV/AIDS cases in areas such
as sub-Saharan Africa and India arise from heterosexual contact. However in many
parts of the world injecting drug use is the major mode of HIV transmission. Moreover
UNAIDS claims that “injecting drug use plays a critical role in how and when the HIV
epidemic starts in a particular region and how it continues to unfold”. More than half
of all reported cases of HIV/AIDS in the Russian Federation have been in intravenous
drug users. The UNAIDS statement to the United Nations General Assembly Special
Session on Drugs (9th June 1998) claims that in the world today there are at least
0.0 million and possibly up to 10 million intravenous drug users, ranging across 128
countries and territories, up from around 80 six years ago. In the USA alone it is

estimated that 700,000 people inject illegal drugs intravenously, whilst Russia has seen

a massive 20-fold increase in the number of intravenous drug users since 1990 taking
the estimated total to 1 million users. In short the study of the spread of HIV and

AIDS among populations of intravenous drug users can easily be justified as relevant

and potentially important in helping combat the global spread of HIV and AIDS.

1.6 The Transmission Aspects of HIV

Before we discuss why drug users are a group at particularly high risk of infection from

HIV, we first outline the various ways in which HIV can be transmitted other than
through intravenous drug use. Other than drug related HIV infection there are three
main modes of HIV transmission, these are infection from receiving a contaminated
blood transfusion (or other related blood products such as plasma), infection through
sexual contact and infection from mother to infant (perinatal transmission). Some other
speculative forms of HIV transmission have appeared in the press, such as infection from
insects and close (non-sexual) personal contact. There is no evidence to suggest that
insects carry HIV or that close non-sexual personal contact carries any risk of HIV

transmission, (Friedland and Klein, 1987). We now briefly outline each of the three

main (non-drug related) modes of HIV infection.

Firstly we examine the transmission of HIV via the transfusion of blood and blood
products. Persons who have acquired AIDS through the transfusion of infected blood
or blood products represent a small but important proportion of the total number of

AIDS cases. Up to January 1987, 2 percent of adults and 12 percent of children with
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AIDS in the USA were believed to have acquired the disease in this manner (CDC,
1987). Transfusion related AIDS has provided a number of important insights into
HIV transmission. Arguably the most important of these is the information available
concerning the duration of the AIDS incubation period. This mode of transmission rep-
resents a single point in time of inoculation as opposed to probable repetitive exposures
over time characteristic of other modes of infection. HIV infection by transfusion can
therefore provide accurate information as to the likely length of the AIDS incubation
period. In response to the risk of transmission of HIV by blood and blood products,
the screening of donated blood and plasma for antibody to HIV began in 1985. This
reduced the risk of infection from blood transfusion and blood products to a very low
level, from between 1 in 100,000 to 1 in 1,000,000, (Friedland and Klein, 1987). Fried-
land and Klein argue that other methods of HIV transmission are not susceptible to

such simple technical solutions as blood screening.

HIV is fundamentally a sexually transmitted virus, which is transmitted by both
homosexual and heterosexual activity. The risk of acquiring HIV infection from a single
or several sexual encounters with an infected person is not known. However it is known
that other sexually transmitted diseases such as syphilis and gonorrhea carry a substan-
tial risk from a single encounter, which increases with repeated encounters. Available
information suggests that HIV is less easily transmitted and in studies of steady het-
erosexual partners the overall rates of infection ranged from 7 to 68 percent, Fischl
et al. (1987), Redfield et al. (1985), Kreiss et al. (1985) and Peterman et al. (1986).
Although the risk of transmission is substantial in all populations, most regular sexual
partners remain uninfected, (Friedland and Klein, 1987). However it is'interesting to
note that studies of heterosexual and homosexual communities (BMBR, 1987) reveal
an important difference between these two risk groups. There appears to be an eight
to twenty-fold difference in the average relative rate of acquisition of partners between

heterosexuals and homosexuals, (Anderson and May, 1991). Irrespective of the relative

magnitudes of other factors that determine the rate of transmission of HIV, this factor
by itself suggests that the spread of HIV in heterosexual communities in developed
countries will be much slower than that observed in homosexual communities.

The third main mode of HIV transmission is from a mother to her offspring. In the
USA, 80 percent of children with AIDS are known to have a parent who has AIDS or is
at risk of the disease and presumably infected with HIV (CDC, 1987). Since pediatric

AIDS is closely linked to maternal infection, it is not surprising that its demographic
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features in the USA parallel those of AIDS in women and are closely tied to intravenous
drug use. HIV may be transmitted from infected women to their offspring by three
possible routes: to the fetus in utero through the maternal circulation, to the infant
during labour and delivery by inoculation or ingestion of blood and other infected
fluids, and to the infant shortly after birth through infected breast milk, (Friedland
and Klein, 1987). Presumably in an infant infection may occur by any combination of
these routes, but the relative efficiency and frequency of each route is not known. The
final and arguably the most efficient route of HIV transmission is in an intravenous
drug using environment where infectious needles are shared among addicts. It is this

mode of transmission with which the models in this thesis are concerned and it is this

we now discuss.

1.7 Why Drug Users are at High Risk from HIV/AIDS

Having illustrated that the spread of HIV/AIDS among intravenous drug using popu-
lations is a widespread problem we now briefly discuss why this particular group are at
such a high risk of infection from HIV/AIDS. There are a number of ways in which HIV
can be transmitted from addict to addict in an intravenous drug using environment.
The most obvious method of transmission is when an addict infected with HIV uses
a needle and leaves a residue of HIV infected blood in the needle. The next user (or
sharer) of the needle is then exposed to this infectious blood and may become infected.
UNAIDS claims that of all the different ways that the HIV virus can be passed on,
directly injecting a substance contaminated with HIV into the blood stream is by far
the most efficient, much more so in fact than through sexual contact. This raises the

obvious question of why addicts share needles when the risks attached are so severe.

However it is not merely the direct sharing of needles which transmits HIV among
addicts, there are a number of related methods of infection concerned with preparing
the drug prior to injection which are often not perceived as risky by addicts but which
do carry the possibility of HIV infection, (Hunter et al., 1995). We now briefly discuss

why addicts share needles and what additional risks are associated with drug injection

practices.
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1.7.1 Needle Sharing

It is not clear why addicts share needles (Hay, 1999), however there are a number of

reasonable explanations, perhaps the most obvious of which is the lack of access to
sterilised needles. In many parts of the world, in particular much of the USA, it is
illegal to purchase or possess drug injecting equipment without a valid prescription,
and this is backed up by stiff criminal penalties. The motivation behind this policy is
to use legislation to decrease the availability of injection equipment, and thus prevent
people being able to inject drugs and therefore cause the size of the IVDU (intravenous
drug using) population to decrease. However it could be argued that there is a serious
Incompatibility between policies to control drug use and policies to control the spread

of HIV among intravenous drug users.

Intuitively it is not hard to see that restricting the supply of uncontaminated in-
jection equipment in this way could produce a vicious cycle in which the prevalence
of AIDS among the general population increases (and will continue to increase) as a
direct result of such a policy. Intravenous drug use is socially undesirable and not just
because of the AIDS issue. Drug use is often directly linked to crime, poverty and gen-
eral social deprivation. This provides motivation for governments to pass laws which
make possessing injecting equipment a serious crime in an effort to restrict the popula-
tion size of IVDUs. However the intravenous drugs used by addicts, such as heroin, are
highly addictive and therefore rather than reduce the size of the population all this may
achieve is to force addicts to share needles with greater frequency. With fewer needles
available, a needle is shared between more people and hence is more likely to become
contaminated with HIV as time progresses. Therefore the prevalence of HIV/AIDS in
the population of IVDUs increases and since the IVDU population interacts sexually
with the general population this causes an increased threat of HIV infection to soclety

at large. This in turn puts additional pressure on governments to decrease the IVDU

population by further restricting access to injecting equipment and so on.

The type of needle sharing environment which has emerged as a result of mak-

ing the possession of injection equipment illegal is particularly hazardous. Where the

possession of injection equipment is illegal it is common for drug addicts to frequent

“shooting galleries” to share needles. A “shooting gallery” is a place where drugs are

purchased and where drug injection equipment is sequentially rented to users (Kaplan,

1989a). This is a very hazardous environment as large groups of addicts inject with the
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same needles which are often used without effective cleaning and where the injection
equipment is not regularly replaced (Des Jarlais et al., 1987). Hay (1999) describes
various types of shooting galleries, such as the residential gallery where long and short
term residents share injection equipment with non residents. A particular danger of vis-
iting a shooting gallery is the lack of knowledge that addicts have about the behaviour
of each other, and it is quite possible that a number of the addicts who frequent the

gallery may be infected with HIV. It is commonly accepted that a shooting gallery is
one of the most dangerous environments for the spread of HIV among a population of
intravenous drug users. For example Kaplan and O’Keefe (1993) found that in a sam-
ple of needles taken from a shooting gallery in New Haven, Connecticut, USA, 44 out
of 48 needles tested positive for HIV. Hence it seems that a policy which restricts the
supply of sterilised needles can have a very serious effect on the spread of HIV among
an intravenous drug using population (by forcing the widespread sharing of needles).
A lack of availability is not the only reason why addicts share needles. Needle

sharing still occurs in areas where needles and injection equipment are freely avail-

able (Kretzschmar and Wiessing, 1998). A common type of needle sharing is called

“friendship networks”, these are where addicts share needles with close friends or sex-
ual partners. The addicts themselves do not class this as sharing and as such see no
risk of HIV infection from this behaviour (McKeganey and Barnard, 1992).- However
as with any needle sharing this behaviour does carry a real risk of HIV infection.

A further reason why addicts share needles may be because they do not recognise
the risks involved. This argument is perhaps less convincing in the late 1990’s than in
the early 1980’s when HIV was first diagnosed, since there has been an increased public
awareness to the dangers of HIV and AIDS in recent years. However that is not to say

that all new drug users (particularly young ones) recognise the risks of needle sharing.

1.7.2 Drug Preparation and HIV Infection

We now examine the risks of HIV infection associated with the manufacture and prepa-
ration of drugs prior to injection. Before heroin can be injected it must first be dissolved

in water. This can be done in small vessels such as bottle caps known as “cookers”
which are heated, (Friedland and Klein, 1987). Some users will place cotton in this
vessel to filter the dissolved drug. This filter may be used several times, hence if an

infectious needle has been used with this filter then the cotton may be infectious and
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a possible source of transmission of HIV. In addition when drug users want to share
drugs which have been jointly purchased, instead of dividing up the raw drug it may be
easier to divide up the dissolved solution. One method of dividing up this solution is
known as “front-loading”, (Grund et al., 1990). This involves drawing all the solution
into a single syringe then injecting some of the contents into other syringes. If the
initial syringe is infectious then there is a risk of contaminating subsequent syringes.

In Eastern European countries and the Russian Republics the probability of trans-
mission of HIV through intravenous drug use is particularly acute. In these areas most
intravenous drug users use home-made opiates, and HIV risk appears to depend on
specific drug preparation and distribution patterns (MAP, 1998). Needle sharing has
been reported from all categories of injecting drug users but MAP believes that the
use of home-made opiates is particularly risky. The reason for this is that home-made
opiates may be prepared with contaminated equipment and ready-made drugs are sold
In used and potentially contaminated syringes or other containers. In addition, accord-
ing to MAP, human blood is often added to the drug solution as a cleansing agent
during the production process (often coming from an HIV infected individual). These
factors together create a particularly hazardous environment for intravenous drug users
in Eastern Europe and the Russian Republics.

We have shown the importance of drug using populations in the spread of HIV/AIDS

and illustrated why these populations are so vulnerable. We now take a brief look

at some of the epidemiological characteristics of HIV infection which are relevant to

modelling the spread of HIV and assessing the public health issues involved in the AIDS

pandemic.

1.8 Epidemiological Characteristics of HIV Infection

We first give some biological background on HIV before discussing how it manifests
itself in humans. HIV is a retrovirus with morphological, molecular, and biological

characteristics that have led to its proposed classification with the pathogenic animal

lentiviruses (Anderson and May, 1991). Recent work has demonstrated that other
primate species, notably the African Green monkey, may be symptomless carriers of

a related retrovirus that can also infect humans, apparently without causing disease

(Kanki et al., 1985). Since the discovery of HIV in 1983, the progress of research at the

molecular and cellular levels of study has been very rapid indeed (Anderson and May,
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1991). However in sharp contrast to the current understanding of the genetic structure
and function of the virus, and the pathology induced by infection, comparatively little
is known concerning the epidemiological and transmission dynamics of HIV.

Once an individual is infected with HIV evidence suggests that the virus persists
for the life of the individual (Weiss, 1985). After the initial infection with HIV the
incubation period until the development of AIDS can be a few to many years with
median estimates at approximately 9.8 years (Longini et al., 1989). The duration of
the incubation period from initially being infected with HIV until the development of
AIDS has been subject to major changes in recent years due to combination therapy
drugs. For example UNAIDS reports that the death rate due to AIDS in the USA is the
lowest in a decade (UNAIDS AIDS epidemic update, 1998), this is due to the ability
of new combination drug therapies to substantially delay the onset of full blown AIDS,
perhaps indefinitely. This situation poses a new problem for public health policies since
the total number of people living with HIV has greatly increased in certain parts of the
world due to the lowering of the AIDS mortality rate. However it should be noted that
in terms of the global HIV/AIDS situation the proportion of infected individuals who

have access to these new combination drug therapies is tiny (< 5%) and they are very

costly.
Returning to the incubation period of AIDS, we find that after initial infection the

individual enters an incubation period prior to primary HIV infection. This may last
a few weeks before progressing to the primary HIV stage which may last a few days to
weeks. Next the infected individual enters a stage with no symptoms (the asymptomatic
stage) which may last a few to many years before entering the AIDS Related Complex
(ARC) stage. This is where the infected individual is classed as having a syndrome
of chronic unexplained lymphadenopathy and persistent depletion of T-helper cells.

This stage may last a few to many years, it is sometimes called the pre-AIDS stage of

infection. Finally the infected individual enters the stage of full blown AIDS in which
life expectancy is approximately 0.5-1.0 years (Anderson and May, 1991).

In studying the transmission dynamics of HIV infection it is important to ascer-

tain the relationship between the incubation period of the disease, and the duration
and intensity of infectiousness over this incubation period, (Anderson and May, 1991).
Anderson and May suggest that whilst data in this area is very sparse, a tentative
hypothesis from the studies which have been conducted suggests that there are two

phases of peak infectivity during the long incubation period of AIDS, one lasting for
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a few months to a year or more following initial infection, and the other just prior to

the onset of AIDS. In the intervening periods, infectiousness of the patient may well be

very low. This is a very similar situation to that found by Peterson et al. (1990) and

Seitz and Miiller (1994).

1.9 Review of Modelling HIV/AIDS

Having briefly examined several epidemiological aspects of HIV/AIDS we now turn
our attention to published literature concerned with modelling the spread of the dis-
ease. There are a vast number of articles relating to modelling the sexual spread of
HIV/AIDS. In this section we do not seek to provide a thorough review of all this liter-
ature, but rather provide a flavour of the kind of modelling work which has been under-
taken. Several extensive reviews of the literature concerned with modelling HIV/AIDS
can be found in Abrams (1987) and Schwager et al. (1989). The amount of published
work concerned with modelling the spread of HIV in populations of intravenous drug

users via needle sharing is much more sparse, and we review some of this work in detail

in the following section.

May and Anderson (1987) discuss the transmission dynamics of HIV. This paper
first reviews data on HIV infections and AIDS disease among homosexual men, het-
erosexuals, intravenous drug users and children born to HIV infected mothers. All
the information currently available (prior to 1987) concerning the distribution of in-
cubation times that elapse between HIV infection and the appearance of full blown
AIDS, the fraction of those infected with HIV who eventually develop AIDS, the time-
dependence patterns of infectiousness and the distribution in the rates of acquiring new

sexual or needle sharing partners is used by May and Anderson to develop models of

the transmission dynamics of HIV. They begin with deliberately oversimplified models

and progress (on the basis of understanding thus gained) to more complex models.

Later in this paper the degree to which sexual or other habits must change in order

to bring the basic reproductive number of HIV infections to below one is discussed.

May and Anderson conclude that the epidemiology of HIV has many unusual features,

and making accurate long term predictions about the prevalence of HIV and AIDS
within any particular group requires an understanding of the nonlinear dynamics of

HIV transmission and extensive reliable data. Given the current uncertainties about so

many of the biological and sociological aspects of HIV transmission, May and Anderson
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believe that it is sensible to begin by exploring relatively simple models that caricature
the transmission dynamics, with a view to understanding the qualitative features of
the HIV/AIDS epidemic.

Blythe and Anderson (1988a) explore the effect of the incubation period and infec-
tious periods in models of the transmission dynamics of HIV. A series of risk (or hazard)
functions are used to describe variation in the incubation and infectious periods of HIV.
Four forms of distribution are considered, namely, exponential, Weibull, Gamma and
rectangular. Models of the transmission dynamics of the virus encompassing different
assumptions concerning the distributed incubation and infectious periods are analysed,
and their properties compared by steady state and local stability analyses and numerical
methods. Blythe and Anderson find that which distribution should be used for the in-
cubation period of the disease depends mainly on three factors. Firstly the distribution
chosen should provide a general empirical description of the available epidemiological
data. Secondly the risk function should again be chosen to mirror additional biological,
immunological, or clinical data concerning the factors that determine progression to
the disease state of AIDS. Finally, the ease with which analytical and numerical results
can be obtained from the model containing the distribution should be borne in mind.
Each of the four distributions examined in this paper yielded very similar results with
respect to the steady state behaviour of the respective models and their local stability
properties. Moreover Blythe and Anderson find that the full nonlinear behaviour of the
different models was also not greatly different for the incubation period assumptions.

Hence they conclude that provided that the mean of the distributed incubation period

is fixed at the observed value then almost any distribution of approximately the right
shape will suffice.
Anderson (1988) examines two topics of particular relevance to the study of the

transmission dynamics of HIV, namely variability in incubation and infectious periods

and heterogeneity in sexual activity within homosexual and heterosexual communities
in the UK. Anderson et al. (1986) examined the important related issue of the relation-
ship between the infectious and incubation periods of AIDS. Anderson (1988) develops
simple deterministic models to describe two episodes of infectiousness during the long

and variable incubation period of AIDS. These simple models are used to address two
specific problems, firstly the extent to which the variability in infectiousness affects the
early stages of the epidemic, and secondly the measurement and analysis of heterogene-

ity in sexual activity (defined as the rate of sexual partner change per unit time) within

18



homosexual and heterosexual communities. The main conclusion of Anderson (1988)
is that much more research is needed, particularly in terms of collecting good quality
data before any firm conclusions can be drawn.

Blythe and Anderson (1988b) model the sexual transmission of HIV using a propor-
tionate mixing single sex model in which sexual activity (new partners per unit time)
is defined as a continuous variable in a set of integro-partial-differential equations.
A discrete activity class approximation model is developed by matching equilibrium
state and rate variables as closely as possible with the continuous variable model, and
consists of only ordinary differential equations. Blythe and Anderson examine the re-
lationship between the discrete and continuous variable models using both numerical
and analytical studies in order to evaluate the accuracy of the approximation.

In Isham (1988) mathematical modelling of transmission of infection in the context
of the AIDS epidemic is reviewed. This paper first develops a simple homogeneous
deterministic epidemic model which is adapted to follow the characteristics and pecu-
liarities of HIV/AIDS. This model contains only five parameters: the probability of
transmission from infective to susceptible per partnership; the rate of partner change;
the probability that an infective will develop AIDS; the mean incubation period for
AIDS patients and the mean infectious period for HIV infected patients. Isham shows
that this model is reasonably applicable to a homogeneous, highly active homosexual
community in the short term when the community can be assumed to be closed. This
model is then extended to allow for immigration and emigration, variation in the rate
of partner change and a non-exponential incubation period. This extended model is
then applied to a very heterogeneous heterosexual population. Isham notes that as

the model becomes more complex it becomes important to identify which sources of

variation are critical in their effect on the spread of infection, and those which can ef-
fectively be assumed to be constant in order to obtain a “bréad-brush” picture, which

1s the most that is needed for many practical purposes. Isham concludes with the

remark that due to the lack of reliable data available from which to estimate model
parameters, the main practical motivation for studying HIV/AIDS models is to gain

understanding of the most important factors influencing the spread of HIV infection

rather than predicting future HIV/AIDS trends.

Stanley and Hyman (1988) contains an extensive discussion of the use of mathemati-

cal models to understand the AIDS epidemic. This paper contains a justification of why

models which are constructed by curve fitting methods (such as regression models) can-
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not be used reliably for long periods of time, nor can they provide an understanding of
the interactions that lead to the spread of the epidemic. During the long asymptomatic
period after infection with HIV, changes in the environment of viral transmission occur
continuously, causing complex interactions. Stanley and Hyman argue that only mod-
els which are founded on the transmission mechanisms of HIV can show how the early
infection of high risk groups, behavioural changes, and future medical advances such
as treatments and vaccines will affect the future course of the HIV/AIDS epidemic.
Stanley and Hyman briefly discuss a number of important modelling factors such as
age, sexual activity and drug use as well as a number of other cofactors.

Kaplan (1989b) discusses models of sexual mixing and HIV transmission and in
particulé.r whether a simple model, while technically poor, can still provide useful in-
sight into potential control strategies for combating the spread of HIV and AIDS. An
important point which Kaplan draws attention to is that of how precise a model must
be to provide guidance for policy makers. Kaplan uses a highly tailored example of
a model which assumes random mixing, which while not an accurate assumption still
identifies useful control strategies. The main point Kaplan makes is that a model which
is oversimplistic may still contain enough of the basic features of the spread of disease
to point policy makers in the correct direction.

Kaplan and Lee (1990) examine HIV modelling assumptions in order to create a
model which offers a worst case scenario. Specifically they examine the maximum num-
ber of infections that could occur under any feasible mixing pattern. Such worst case
results are of special interest to decision makers who must prospectively evaluate the
consequences of planned public interventions. Kaplan and Lee derive upper bounds for
the maximum number of infected persons possible under endemic steady state condi-
tions within the workings of a heterogeneous mixing model of HIV transmission. Two
examples are presented that utilise this bound for a range of parameter values reason-

ably descriptive of HIV/AIDS. These examples show that the worst case number of

infected persons in the endemic steady state can be well within 10% of the number of

infected persons that would result from random mixing.

Thieme and Castillo-Chavez (1989) examine the eflects of infection-age-dependent
infectivity in the dynamics of HIV/AIDS. They discuss the epidemiological and be-

havioural factors crucial to the dynamics of HIV/AIDS and include long and variable

periods of infectiousness, variable infectivity, and the processes of pair formation and

dissolution. Models which explore the effect of a long AIDS incubation period are dis-
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cussed in Castillo-Chavez et al. (1989a), (1989b) and (1989¢). In Thieme and Castillo-
Chavez (1989) the role of variable infectivity in combination with a variable incubation
period is examined in a homogeneously mixing population. It is shown that if the basic
reproductive number is less than one then the disease dies out while if it is greater
than one then the prevalence of disease converges to or oscillates around a uniquely
determined nonzero equilibrium. Thieme and Castillo-Chavez observe that oscillations
about the nonzero equilibrium cannot be excluded in all cases and may occur if the
variable infectivity is concentrated at an early part of the AIDS incubation period.
Sattenspiel et al. (1990) discuss a model for the spread of HIV among a population
of male homosexuals. In this model the population is divided into five groups on the
basis of degree of sexual activity. Within each group the individuals are classified
as susceptible, infective or removed due to the development of full blown AIDS. The
infective individuals are further subdivided into four stages of infection. Analyses of this
model address two questions with regard to the spread of HIV: firstly how the sexual
activity of an individual affects their risk of infection, and secondly how assumptions
relating to how different population groups mix affect both the risk to individuals
and transmission through the population as a whole. Results from analyses using a
number of different parameter estimates show that increased levels of sexual activity
increase the likelihood that an individual will become infected. In addition the initial
spread of the disease is markedly changed by variation in the amount of contact among
individuals from different subpopulations. The steady state incidence of the disease is
not markedly changed by variation in the contact patterns, but the size of the steady-
state population and therefore the number of infected individuals in the population
does vary significantly with changes in the degree of mixing among subpopulations.
Sattenspiel and Castillo-Chavez (1990) explore the effect of the spread of HIV among
a male homosexual population with a specific view to determining the effect of envi-
ronmental context and social interactions. They split the homosexual population into
different groups according to sexual activity but additionally allow individuals to tem-

porarily take on characteristics of a different risk group (due to the current environment

entered into by the individual). This paper concludes that when the goal of modelling
is to increase understanding of the transmission system of HIV, then the decision to
incorporate context effects must be evaluated with reference to the focus of the par-
ticular model being used. Specifically models which focus on variability in parameters

that would be strongly affected by the conditions operating at the time of contact must
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consider the effects of context.

Lin (1991) examines a proportionate mixing model first developed and discussed by
Anderson et al. (1986) and subsequently extended by Castillo-Chavez et al. (1989a).
Lin’s model consists of a sexually active population divided into n subpopulations
where each subpopulation is re-divided into three epidemiological classes: susceptibles,
HIV infecteds and those with full blown AIDS. Lin shows that when the disease free
equilibrium is unstable the model can have multiple positive endemic equilibria. This
together with results from Castillo-Chavez et al. (1989b), Castillo-Chavez et al. (1989¢)
and Huang (1989) indicate that circumstances exist for which the stability of the dis-
ease free equilibrium cannot be chosen as a threshold condition, which is contrary to
the homogeneous mixing case. Lin shows that the proportionate mixing model is very
sensitive to the HIV transmission rates and considerable variation among the transmis-
sion rates could cause the model to have multiple endemic equilibria, in which case the
prediction of the spread of HIV/AIDS becomes very difficult.

Huang et al. (1992) discuss stability and bifurcation for a multiple group model
of the dynamics of HIV/AIDS transmission. A multi-group epidemic model is used
with a variable population size. They show that even in the case of proportionate
mixing, multiple endemic equilibria are possible. The basic reproductive number is
identified and it is shown that this governs the stability of the disease free equilibrium.
An interesting result of this paper is the importance of using a variable population
size in disease dynamics. Earlier models of sexually transmitted diseases assumed that
the population and the subpopulations under consideration had a constant number
of individuals. Under this assumption a very specific type of mixing is introduced, a
mixing that is independent of the population dynamics. Models with varying population
size make it possible to study the effects of mixing in population and disease dynamics
effectively. The results of this paper imply that even in the case of proportionate mixing
using a variable population size can generate multiple endemic equilibria. Huang et al.

suggest that multiple endemic equilibria may occur for realistic parameter estimates

and as such it seems possible that if this behaviour turns out to be generic then the
potential for the use of models similar to that discussed in this paper will be very

limited. Related work which discusses mixing and disease dynamics i1s Castillo-Chavez

(1989b), Anderson et al. (1989), Anderson et al. (1990) and Blythe et al. (1991).
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1.10 Review of Modelling HIV/AIDS in IVDU Popula-
tions

As mentioned in the previous section there are a considerable number of articles relating
to modelling spread of HIV/AIDS, however much of this work has focused on the sexual
spread of the disease rather than the spread via drug use. Literature on mathematical
modelling of the spread of HIV amongst injecting drug users (IVDUs) is much more
sparse, (Greenhalgh and Hay, 1997).

To our knowledge the first attempt at modelling the spread of HIV via needle
sharing among a population of intravenous drug users is due to Kaplan (1989a). This
Is a pioneering paper as the model featured in it has been the basis for much of the
literature on modelling the spread of HIV among intravenous drug users. Kaplan
examines the spread of HIV via shared drug injection equipment in “shooting galleries”.
As mentioned previously a shooting gallery is a place where addicts go to both purchase
and inject drugs. It is thought that the risk of HIV infection from needles in a shooting
gallery is particularly high.

Kaplan models the spread of HIV using a simple system of two coupled differential
equations. One differential equation models the fraction of infectious addicts in the
population, and the other the fraction of infected needles circulating in the population
(or equivalently the probability that a randomly chosen addict is exposed to HIV via
sharing injection equipment). This model depends on quantities such as the rate at
which injection equipment is shared, the ratio of addicts to injection equipment in the
population, the probability of transmission of HIV from using infectious injection equip-
ment, the likelihood that infectious equipment is rendered virus free by an uninfected

user and the duration of needle sharing activities by HIV infected addicts.

Kaplan first demonstrates that in order for the prevalence of disease to reach an
endemic equilibrium in the addict population, Ry, the number of secondary infections
from a single infectious addict (assuming an otherwise totally susceptible addict and

needle population) needs to be greater than unity. By a secondary infection we mean
addicts infected directly by needles infected directly by the given addict. Kaplan uses

his model to examine the effect of the “gallery ratio”, that is the ratio of addicts

to needles in a shooting gallery, on the long term prevalence of HIV in the addict

population. Kaplan demonstrates that the “gallery ratio” has no effect on the long

term prevalence of HIV but does have an effect on the speed at which HIV spreads
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among the addict population. He then extends his model to account for heterogeneity
in the frequency at which addicts share needles. Evidence suggests that the distribution
of addicts who visit shooting galleries is highly skew with a large number of addicts
visiting very infrequently and a small minority who visit with very high frequency (Page,
1990). Kaplan incorporates this effect into his model by introducing a further equation
which deals with the likelihood that any particular addict who attends a shooting
gallery at time t is HIV positive (this takes into account heterogeneity in the rate at
which addicts share needles or equivalently visit a shooting gallery). Kaplan notes that
an effect of introducing heterogeneity into the needle sharing rate (or shooting gallery
visiting rate) is to increase the basic reproductive number.

Kaplan next examines the effect of the cleansing of injection equipment. He looks at
the impact of needle cleansing after use and finds that this can have a significant effect
in lowering the long term prevalence of HIV in the population. With hindsight it is
rather strange to assume that addicts would clean a needle after use rather than prior
to use. Cleaning prior to use can make a possibly infectious needle virus free for the
addict to use now, whereas cleaning after use serves only to protect the next user. In
Caulkins and Kaplan (1991), the original model from Kaplan (1989a) is used as a basis
for assessing the impact of AIDS on the size of intravenous drug using populations in
the USA. This paper highlights the problem of assessing policies to reduce the number
of intravenous drug users in the USA in the light of deaths from AIDS. Caulkins and
Kaplan used their model to show that AIDS could reduce the size of drug injecting
populations by more than 50%. This has major implications for how policies designed
to reduce the number of intravenous drug users should be evaluated.

In Kaplan and O’Keefe (1993), Kaplan's original model is extended to incorporate
the impact of cleansing or bleaching of injection equipment prior to use and to allow
needles to be removed from the population and be replaced by unused (and obviously
uncontaminated) needles. In addition this model now assumes that an infectious needle

can never be rendered virus free after use by an uninfectious addict. Kaplan and

O’Keefe used their model to evaluate a pilot needle exchange program set up by the

New Haven Health Department in Connecticut, USA. This scheme was initially set

up after a survey of addicts found that the sharing of injection equipment was largely

due to the lack of availability of unused needles in New Haven. This needle exchange
program was set up to allow an addict to exchange a used needle for an unused needle

on a one-for-one basis. Each addict was registered anonymously with the scheme and on
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the first visit to the scheme received a single unused needle. To enable this scheme to be
evaluated Kaplan and Heimer (1992a, 1992b) developed a needle tracking and testing
system. This involved labelling all the program needles with serial codes so that it could
be ascertained how long needles remained in circulation in the population. In addition
when each needle was returned to the program it was tested for the presence of HIV.
By interviewing the participants of the needle exchange program (using self assessment
questionnaires) and using information from the needle tracking and testing scheme
Kaplan and O’Keefe could estimate the parameters in their model and thus examine
the long term effect of maintaining the pilot needle exchange program. Kaplan and
O’Keefe examined the decrease in long term prevalence of HIV in addicts in their model
when needles circulated among the addict population for approximately 17.8 days on
average (the post-needle exchange circulation time) compared to circulating indefinitely
(the assumed pre-needle exchange circulation time). This represented the effect of
introducing and maintaining a needle exchange program (whose primary purpose was
to lower the time a needle spends in circulation). Kaplan and O’Keefe’s model suggested
that the long term prevalence of HIV could be decreased by up to 33% by implementing
and maintaining a needle exchange program.

Kaplan and O’Keefe also conducted a survey of the intravenous drug using pop-
ulation to determine whether the introduction of the needle exchange program had
resulted in an increase in overall drug use (in other words increased recruitment from
the general population). This survey suggested that no increase in drug use had oc-
curred which was a particularly important result as this had been a major criticism
of introducing such a program. As a result of the evaluation study by Kaplan and
O’Keefe the pilot needle exchange program in New Haven was extended making this
scheme the first federally funded study of needle exchange in the USA and 20 months
later the purchase of hypodermic syringes was legalised in Connecticut. The success of
this study was (at least in part) responsible for altering legislation in New York City,

California and Massachusetts to allow needle exchange programs to be developed.

In a couple of later articles, Kaplan (1994, 1995) formulates a circulation theory

of needle exchange that highlights the impact such programs have on the behaviour

of needles. In essence Kaplan argues that the shorter the duration of time a needle
circulates in the population the less likely it is to become infectious. This is where

needle exchange programs play an important role by reducing the mean duration any

given needle spends in circulation. In these articles Kaplan uses a different modelling
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approach from his previous work in an effort to establish empirically the decrease in the
long term prevalence of HIV/AIDS caused by introducing a needle exchange program.

One of the potential flaws in the model used in Kaplan and O’Keefe (1993) was
that most of the parameter estimates required by this model could only be obtained
subjectively from the addicts themselves. For example this model requires an estimate
of the frequency at which addicts share needles and the proportion of times addicts
cleaned needles prior to use. These highly subjective behavioural parameters can only
be obtained by interviewing addicts, and Kaplan (1994) believes that parameter esti-
mates obtained in this way could be biased towards practices which are safer than those
actually undertaken (although there may also be a possibility of them being biased in
the other direction). To overcome this problem he devised a model of the behaviour of
needles which contained only three parameters, the rate at which an uninfected needle
becomes infected, the rate at which an infected needle becomes uninfected and the
average duration a needle spends in circulation. Each of these parameters could be
estimated objectively using data from the needle tracking and testing scheme. Kaplan
then used this model to estimate the reduction in the long term prevalence of HIV in
needles due to the decrease in needle circulation time caused by the introduction of a
needle exchange program. He found that the reduction in the long term prevalence of

HIV in needles was approximately 33% which suggests that the number of new infec-
tions (in addicts) from these needles will also be reduced by 33%. This is further good
evidence of the potential benefit of needle exchange programs.

While the model used in Kaplan (1994) makes very good use of the data available,
and contains arguably some of the most accurate parameter estimates in any HIV model
it is not without problems. For example the model assumes that the prevalence of HIV
in addicts is constant and hence examines only the behaviour of needles. This is very
unlikely since the prevalence of addicts and needles are inextricably linked. However
that said, the parameter estimates used by Kaplan suggests that his model reaches a
steady state very rapidly (in approximately one year). Also the timescale on which the
addicts inject, typically of the order of a few days, is very much smaller than that of the
other epidemiological and demographic processes involved, with the possible exception
of the needle exchange rate. Hence it could be argued that provided the epidemic is not

growing rapidly (and thus causing the prevalence of HIV in addicts to change rapidly)

then this model may be fairly reasonable.
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We have briefly discussed some of the work by Kaplan and whilst there is little
doubt of the important practical significance of this research there are a number of
shortcomings in the models which Kaplan uses. A number of papers have been devoted
to extending the original model by Kaplan (1989a) to reflect more realistically the
behaviour of a population of intravenous drug users. Several substantial extensions
have been investigated by Greenhalgh, and Greenhalgh and Hay and it is this work we
now discuss.

One of the major deficiencies in Kaplan’s, original model was that it assumed a
single homogeneous population of addicts and needles. As a first investigation into the
spread of HIV via shared injection equipment this is entirely reasonable, however a
more realistic assumption is that the drug using population contains many sub-groups,
each with different attributes and behavioural characteristics. For example in a large
metropolitan area such as New York City which has an estimated 200,000 drug users,
(Ginzburg, 1984 and Drucker, 1986), it is highly likely to be the case that many shooting
galleries exist, where each of these may have a different composition of drug users (in
terms of the frequency of sharing and needle cleansing). In addition it is unrealistic to
assume that each of the 200,000 addicts is equally likely to visit each shooting gallery
as it seems reasonable to expect addicts to visit mainly shooting galleries in their own
locality. Moving from Kaplan’s original model to the highly heterogeneous situation
just described is an extremely important step since this reflects much more accurately
the behaviour of drug using populations throughout the world.

Greenhalgh (1996) extends Kaplan’s original model to incorporate variability in the
rate at which addicts visit shooting galleries (or equivalently the frequency of needle
sharing), the choice of shooting gallery, and the probability that addicts clean needles
prior to injection. This model consists of a system of differential equations which
Greenhalgh analyses to investigate the conditions necessary for the disease to die out
or remain in the population. He found that (as implied by Kaplan’s original model) a
necessary and sufficient condition for HIV/AIDS to become endemic in the population

is that the basic reproductive number exceeds unity, moreover if By > 1 then the disease

will tend to a unique endemic equilibrium and if By < 1 then the disease will die out

in all addicts and all needles.

In Greenhalgh (1997) it is demonstrated that heterogeneous mixing of addicts and

needles (as modelled in Greenhalgh, 1996) can give rise to higher long term prevalence

levels of HIV/AIDS than homogeneous mixing. This is a potentially important result as
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Kaplan (1989a) argues that homogeneous mixing is always a conservative assumption
and overestimates the equilibrium prevalence of HIV amongst addicts. The results of
Greenhalgh (1997) imply that it may not be suitable (as previous thought) to examine
the spread of HIV among populations of drug users using simple homogeneous models.

In Greenhalgh and Hay (1997), the effect of more of the simplifications made in
Kaplan’s original model are investigated. Kaplan assumed that an infectious drug user
always leaves a needle infectious after use, and the probability that an infectious needle
is rendered virus free by an uninfectious addict is independent of the probability of
transmission of HIV from the needle to the susceptible addict. The former assumption
is very difficult to either verify or refute due to the lack of data on how addicts and
needles interact with each other. The latter assumption is also open to question given
that if an infectious needle is flushed (rendered virus free) by an initially uninfectious
addict then all the infectious contents must enter the bloodstream of the addict which
presumably increases the probability of HIV infection. Greenhalgh and Hay (1997)
extend Kaplan’s original model to allow infectious addicts to leave a needle virus free
after use and incorporated a joint probability distribution between the transmission
probability of HIV and the probability that a needle is flushed. In addition they also
allowed for the possibility that addicts who discover that they are HIV positive stop or
at least reduce their level of needle sharing. Greenhalgh and Hay found that assuming
a joint probability distribution between «, the probability that a susceptible addict is
infected with HIV in a single injection with an infectious needle and @, the probability
that a needle is flushed, made no difference to the long term prevalence of disease in
the population. The effect of allowing infectious addicts to leave a needle virus free
after use was difficult to assess due to a lack of data. They also found that if addicts
who discover that they are HIV positive reduce their rate of sharing needles, then the
long term prevalence of disease could be significantly reduced. This result suggests that
introducing HIV testing for intravenous drug addicts could be potentially important
as a control strategy, for example in conjunction with a needle exchange program.
Kretzschmar and Wiessing (1998) also examine the effect of testing addicts for HIV
and find that it is of very little benefit. However this result could depend heavily on the

assumptions made by Kretzschmar and Wiessing relating to the infectivity of addicts

during their infectious lifetime. We discuss this paper in detail later in this section.

So far we have discussed Kaplan’s basic model and realistic extensions to this model.
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We now discuss other work not directly based on Kaplan’s models. We have noted that
heterogeneous mixing in addicts is both more realistic and gives long term prevalence
results which differ from homogeneous models. Capasso et al. (1995) discuss a deter-
ministic model which assumes that addicts share needles in “friendship groups”, these
are as the name suggests groups of social acquaintances. They first deal with a single
group model derived from the basic single population SIR model. They show that for
the disease to become endemic in the population the basic reproductive number must
exceed unity. If the basic reproductive number is less than or equal to unity then the
disease will die out in all addicts and all needles. Later in Capasso et al. (1995) the

single group model is extended to cater for the multi-group case.

Gani and Yakowitz (1993) use a random allocation model to examine the spread of
HIV by needle sharing amongst small groups of intravenous drug users who are friends
or relatives (buddy-users). They use a Markov chain approach to track the increase in
the number of infectious drug users among stable groups of addicts. This model is used
to examine the effects of the probability that addicts share needles and the probability
of HIV transmission from an infectious needle to an addict in a single injection. Gani
and Yakowitz later incorporate the replacement of infectious addicts from the group by
uninfectious addicts from the general intravenous drug injecting population.

Yakowitz (1994) explores moving from a “microcosmic IVDU model to a macro-

cosmic HIV epidemic”, (where IVDU stands for intravenous drug user). He uses a

stochastic simulation approach to model the transmission of HIV among a population
of drug users who meet on a periodic basis to share needles and inject drugs. This
is the microcosmic mode! (which has similarities to the model discussed in Gani and
Yakowitz (1993)). Yakowitz then extends this situation to allow for the possibility that
IVDUs might circulate within an extended population, and be replaced by randomly

selected individuals from that population. This represents the move from a microcosmic

model to a macrocosmic model. He finds that this circulation model can exhibit a va-

riety of possible behaviours and considers that due to the appreciable variability in the
model it is not possible to find adequate deterministic approximations. Yakowitz finds
somewhat unusually that in his model the prevalence of HIV does not reach a quasi-

equilibrium steady state, this is contrary to the general behaviour of HIV/AIDS models
which usually tend to a globally stable endemic equilibrium (Blower and Dowlatabadi,

1994).
Allard (1990) discusses a mathematical model which describes the risk of infection
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from sharing injection equipment. He uses a probabilistic (as opposed to dynamic)
model which examines the risk of infection from HIV each time that an addict injects
with a shared needle. This model treats the risk of infection of HIV as a function of the
following variables: the number of needles shared by the current addict; the probability
that a needle is left infectious after use by an infectious addict; the probability of

transmission of HIV from needle to addict; the number of addicts who have previously

used each shared needle; the prevalence of HIV in the group from which the previous
users are drawn; the number of times each needle has been used by each previous
user and finally the number of times the current addict uses the needle. Allard claims
that this model suggests that when each needle has been used previously by only one
addict, the number of addicts with whom needles are shared is more important than
the number of needles shared, and that the reverse is true when a needle has been used
previously by many people.

Rather than construct a model of the spread of HIV via needle sharing from first
principles, an interesting and possibly useful analogy can be made between the spread
of HIV via sharing infected needles and the spread of malaria via infected mosquitoes
biting humans. Massad et al. (1994) explore this connection and develop a new ap-
proach for the estimation of the basic reproductive number for HIV among IVDUs. This
approach is based on an adaptation of the models proposed by Ross (1915, 1916) and
Macdonald (1950, 1952, 1953) for vector-borne infections. However there are several
obvious differences between the behaviour of needles and the behaviour of mosquitoes,

for example only a fraction of infected mosquitoes are considered to be infective and

mosquitoes have an incubation period before becoming infective. In contrast it is
assumed that all needles which are infected are infective and there is no intrinsic incu-
bation period of HIV in needles. Massad et al. adjust their model to take account of
these behavioural differences so as to reflect how HIV is spread amongst a homogeneous
addict population. One disadvantage of using this mosquito analogy is that whilst the
model can be adjusted to fit the behaviour of needles, the interpretation of the pa-
rameters in this model is not as clear as in Kaplan’s original model. For example it is
convenient to be able to explicitly feature the probability that a needle is cleaned prior
to use or flushed during use. Later in Massad et al. (1994) the model is extended to

cover the possibility that a needle is not left infectious after use by an infectious addict

and allows for addicts to inject at different rates. They also look briefly at interactions

between distinct communities of IVDUs.
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Blower et al. (1991) use a data-based mathematical model to assess the epidemiolog-
ical consequences of heterosexual, intravenous drug use and perinatal transmission in
New York City, USA. This is a complex model which consists of 34 ordinary differential
equations and a large number of behavioural parameters. They use a scenario anal-
ysis of this model to examine the relationship between heterosexual and intravenous
drug use transmission and provide a qualitative and quantitative insight into the HIV
epidemic in New York City. They find that the behaviour of IVDUs has important
knock-on effects for the heterosexual transmission of HIV. The model was used to pre-
dict the future number of adult and pediatric AIDS cases, however due to uncertalnties
in the parameter estimates in the model the confidence intervals of these predictions
were very wide. An interesting result of this work is that Blower et al. claim that
of the thirty or more variables in their model only a few of these were significant in
contributing to the AIDS case prediction variability. The model suggests that accurate
long term estimates of future numbers of AIDS cases will only be possible once accurate
estimates of the key parameters are available.

Blower and Dowlatabadi (1994) use the complex deterministic model in Blower et
al. (1991) as an example of carrying out a sensitivity and uncertainty analysis in a
complex model of disease transmission. Uncertainty analysis may be used to assess the
variability (prediction imprecision) in the outcome variable that is due to the uncer-
tainty in estimating the input values. A sensitivity analysis can extend an uncertainty
analysis by identifying which parameters are important in contributing to the predic-
tion imprecision. Blower and Dowlatabadi travel around the sample space of the input
parameters of their model using a Latin Hypercube sampling scheme. This 1s an ex-
treme version of a Latin Square experimental design. Once the input parameters have
been chosen the model in Blower et al. (1991) is simulated and the partial rank correla-
tion coefficient (PRCC) between each input parameter and the output parameter (the
value we wish to predict) is estimated. The size of the PRCC gives an indication of the

relative importance of each parameter in the model in aflecting the outcome variable.

The sensitivity analysis suggests, perhaps not surprisingly, that the HIV transmission

probability for intravenous drug users is one of the most influential model parameters.
An interesting theoretical feature of this paper is the decision to use a Latin Hyper-
cube sampling scheme as this design assumes that the eflect of each input parameter

. is independent of the values of all other model parameters. This seems rather unlikely

in a complex non-linear model.
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All the articles we have discussed so far have explored the effects of behavioural
changes on the spread of HIV/AIDS, such as the rate at which addicts share needles,
the frequency at which needles are cleaned prior to use and the different social groups in
which addicts share needles. Whilst these effects are important (and the need for more
work in this area is reflected in the current MAP provisional report recommendations)
they ignore the potential importance of epidemiological effects such as the three stages
of infectivity which addicts progress through during the AIDS incubation period. As
noted in Section 1.8 this is an area which is suggested by Anderson and May (1991)
as important in studying the dynamics of HIV infection. However work in this area
is very sparse with many researchers simply ignoring this effect (Seitz, 1998, personal
communication). Several articles which do explore the efiect of variable infectivity over
the lifetime of drug users are Peterson et al. (1990), Seitz and Miiller (1994), Tan and
Tang (1993) and Kretzschmar and Wiessing (1998).

Peterson et al. (1990) use a complex Monte Carlo simulation model to investigate
both behavioural and epidemiological effects of HIV infection in populations of intra-
venous drug users. Their model consists of three interacting sub-models: a model of
HIV disease progression within an infected individual; a model describing the hetero-
geneity of intravenous drug use within needle sharing injecting communities; and a
model of the social networks describing the pattern of needle sharing in drug addicts.

The stochastic model of HIV progression is based on the work of Longini et al. (1989)
who used a four state Markov model to estimate the distribution of duration in each

phase of HIV infection. The four stages in this model were Acute Infection, Asymp-

tomatic, Pre-AIDS Symptoms and AIDS. This is in agreement with the assertion of
three infectious stages during the incubation period of AIDS by Anderson and May
(1991). Using data on viral antigen recovery and epidemiological data from blood
transfusion recipients, (Ward et al., 1987), Peterson et al. estimate that the relative
infectivity of addicts in the stages: Acute Infection: Asymptomatic: Pre-AIDS Symp-
toms is approximately 5:1:3. The second sub-model deals with the different sharing
rates of addicts. This sub-model assumes that the lifecycle of an intravenous drug user
starts from recruitment from the non-drug using population at large and then progresses
sequentially into monthly, weekly and daily drug use. The final sub-model examines

the social network that describes the relationships of people with whom a drug addict

shares needles. This sub-model has three distinct types of needle sharing experiences:

acquaintance sharing in small groups, random sharing with individual strangers, and
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pooled sharing, resulting from the use of common injection equipment in a shooting
gallery setting.

Peterson et al. put these three sub-models together to create a stochastic simulation
model of how HIV spreads among a population of intravenous drug users. Using a
variety of parameter estimates and simulations they report several interesting findings.
Firstly they suggest that it is imperative that prevalence studies of HIV accurately
report which type of drug addict is being surveyed: a heavy user or an occasional user.
The model used by Peterson et al. suggests that the difference in prevalence between
these two user groups can be very large indeed. Hence to get a balanced estimate of the
prevalence of HIV in any given drug addict population care is required in differentiating
between these two types of users. Peterson et al. also find that the initial “seeding”
in their model has a large effect on the confidence interval of long term prevalence in
the population. In other words how the disease initially progresses seems to play an
important part in the long term level of disease in the population.

Whilst Peterson et al. incorporate a three stage infectious period in HIV positive
addicts they do not directly compare the effect of moving from a constant infectious
period to three stage infectivity. This effect is explored by Seitz and Miiller (1994) who
model the spread of HIV in the population at large (including drug addicts, heterosexual
and homosexual population groups). Seitz and Miiller assume that the infectivity in an
HIV positive individual has a so-called “bath-tub” shape. They justify this by arguing
that at the onset of infection, during the first several weeks before the body develops
an immune response, the virus is free to replicate unabated. In advanced states of the
disease, the immune system becomes increasingly impaired and viral replication again
accelerates. Both phases bear directly on HIV transmission because HIV infectivity
1s thought to be related to the viral load in the infected individuals bodily fluids,
(Osmond, 1990). Hence the “bath-tub” effect represents the higher infectivity of an
HIV positive individual at the start of the AIDS incubation period and during the final

full blown AIDS stage.

Seitz and Miiller use a deterministic simulation model to examine the effects of mov-
ing from the conventional assumption of constant infectivity to three stage infectivity.
The model used is highly complex and uses many biological and behavioural parame-
ters. A particularly interesting feature of this model is that the incubation period of
AIDS is increased once the simulations reach 1987 to reflect better drug therapy. One

perhaps dubious assumption in this model is that the “bath-tub” infectivity assumes
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that the second rise in infectivity occurs at the onset of full blown AIDS (also called
frank AIDS). This seems sensible in terms of the infectivity of an individual, however
AIDS epidemic modellers usually assume that people with frank AIDS, who are usu-
ally aware of their condition, do not continue to share needles or engage in unprotected
sexual activity (Kaplan, 1995, Kaplan, 1989a, Anderson and May, 1991).

Seitz and Miller incorporate three stages of infectivity by assigning relative infec-
tivity factors to individuals according to how much time has elapsed since the initial
infection with HIV. It is important to note that these infectivity factors do not only ad-
just for the differing viral load in infected persons but also their lifestyle and behaviour.
For example it is assumed that the infectivity of heterosexual men is 169 times greater
after initial infection with HIV than in the later Asymptomatic stage, similarly at the

onset of frank AIDS the infectivity is 25 times greater than in the Asymptomatic stage.
The infectivity factor of 25 at the onset of frank AIDS is justified as a combination of

increased viral load but decreased sexual activity through choice and reason of illness.

Seitz and Miller simulate their model for a number of different scenarios (parameter
choices) and compare the results with the case where the infectivity of an individual
is constant during their infectious lifetime, and importantly where the cumulative in-
fectivity over the infectious lifetime is the same as in the three stage infectivity case.
The results of these comparisons are interesting in that three stage infectivity resulted
in a greatly increased incidence of HIV and AIDS in the total population. In addition
it appears that the dynamics of the epidemic is different under three stage infectivity
with a large wave of HIV incidence occurring at the start of the epidemic which dies
out as time progresses. In the constant infectivity case the disease progresses much
more slowly among the population. This work by Seitz and Miuller suggests that mov-
ing from constant (single stage) stage infectivity to three stage infectivity could have a
large effect on the long term prevalence of HIV and AIDS in the population. A slight
criticism of this work is that there is a lack of transparency in the model used by Seitz

and Miiller (which is probably due to the considerable complexities of the model). It

would have been interesting to examine more closely the efiects of three stage infectivity

in individual population groups (such as intravenous drug users) to assess more clearly

why such a large increase in long term prevalence was observed and what particular

assumptions were made relating to the behaviour of each population group.

Tan and Tang (1993) develop a stochastic model for the HIV epidemic involving

both sexual contact and intravenous drug use. Their model is formulated in terms
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of a chain multi-nomial model which is used to derive the expected sizes of different
population classes throughout the course of an HIV epidemic. Tan and Tang divide the
population up according to whether individuals are susceptible, infectious with HIV
or have developed full blown AIDS, in addition a class is reserved for individuals who

have been infected but are not yet infectious. The class of infectious individuals is
also partitioned into k sub-stages to allow for varying levels of infectivity during the

infectious lifetime. The model also contains separate subgroups according to the sex-
ual and drug use behaviour of individuals. Tan and Tang initially consider a discrete
time stochastic model before moving on to the analogous continuous time situation.
An interesting aspect of this work is that the expected numbers of susceptible, latent,
infectious and AIDS infected individuals in the population under the stochastic model
can differ markedly from the deterministic equivalent of this model. The paper con-
cludes with a simulation study of the model using a variety of parameter estimates. The
relative infectivity of infectious individuals and the duration of each infectious stage
was determined by using data on clinical observations of HIV infection (Redfield and
Burke, 1988). Tan and Tang chose a latent period of 1.25 months duration followed by a
five stage infectious period where these stages have duration 7 months, 4.17 years, 1.67
years, 1.67 years and 1.67 years respectively. It was assumed that the infectivity of an
individual monotonically increases with time during the first infectious stage reaching
a maximum infectivity after four months, after which the infectivity of an individual
decreases to a very low level prior to entering the second infectious stage. Infectivity
remains very low during stage two before again increasing monotonically throughout
stages three, four and five towards the AIDS infectivity stage.

Kretzschmar and Wiessing (1998) examine the spread of HIV among a population of

drug users using a stochastic simulation model. The main aspects of addict behaviour

which they examine are the social networks in which addicts share needles and the
frequency with which needles are shared. Kretzschmar and Wiessing construct their
model by examining the behaviour of two different populations of addicts in Holland.

The model used distinguishes between two different types of needle sharing: “buddy”
sharing and “stranger” sharing. When addicts share needles with a sexual partner or

friend this is classed as “buddy” sharing, whereas when addicts visit shooting galleries
this is classed as “stranger” sharing. Kretzschmar and Wiessing claim that the majority
of sharing in Holland is “buddy” sharing but there does exist a small core of high

risk users (those who have a high sharing rate with “strangers”). Their simulation
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model allows addicts to join and leave “buddy” relationships over the course of their
sharing lifetime and allows addicts to share needles at different rates in the different
relationships. In addition to modelling the type of needle sharing undertaken by addicts
the model also incorporates variability in the infectivity of addicts who are infected with
HIV. They assume that an infectious addict progresses through two distinct phases of
infectivity until the addict develops full blown AIDS (at which stage they are removed
from the sharing population). Kretzschmar and Wiessing assume that during the first
60 days after initial infection the probability of transmission is 0.5 per contact (in other
words sharing a needle with an addict in this stage carries a 50% risk of infection). After
00 days the infectivity of an infectious addict then drops to 0.001 per contact. The
mean sojourn time in the population is taken to be ten years. They ensure that the
mean infectivity of an infectious addict in their model is the same as that estimated
by Kaplan and Heimer (1992a), namely 0.01 per contact. It is argued that the state
of health of an addict once the viral load starts to increase prior to the developmenf;
of full blown AIDS is such that sharing does not occur, hence a two stage infectious
period is used rather than a three stage infectious period.

Kretzschmar and Wiessing use their model to examine a number of prevention
strategies. The strategies used consist of lowering the frequency at which various groups
of addicts share needles, in particular several strategies examine the effect of testing
addicts for HIV. If an addict tested positive then his or her frequency of sharing was
reduced. After studying the output from their model they find that reducing sharing
with “stranger” users is more effective than reducing the overall frequency of sharing.
They also find that there is a threshold sharing frequency below which the epidemic
never takes off. A particularly interesting finding is that the model suggests that per-
forming an HIV test on 10% of addicts or even 50% of addicts a year has no appreciable
effect on HIV incidence (a positive HIV test results in the future frequency of sharing
being reduced by a factor of 0.5). They find that the only effective prevention strategies
are those that reduce sharing frequencies in the entire population. It should be noted
that, as acknowledged by Kretzschmar and Wiessing, these results depend heavily on
the infectivity assumptions in their model, in particular the very low infectivity of an
addict after the first 60 days of infection. For example as far as the HIV testing strat-
egy is concerned, a reason for this strategy being ineffective is that by the time most
addicts are tested they have already reached the low infectivity period and as such are

of limited importance in spreading the epidemic compared to newly infectious addicts.
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A smaller difference in the infectivity of addicts in the two infectious stages (or if the

model included a third infectious stage as in Peterson et al. (1990)) may make HIV

testing a more attractive prevention strategy.

Hay (1999) examines a number of mathematical models of both a deterministic and
stochastic nature. He first discusses a deterministic model due to Kaplan (1989a) and
then converts this into a stochastic model. This stochastic model allows for injection
equipment to have a varying (time dependent) level of infectivity. Hay examines the
effect of moving from the assumption that injection equipment has a constant infectivity
to three different infectivity assumptions. Firstly the infectivity of injection equipment
1s assumed to decrease over time according to an exponential distribution, then it is
assumed that infectivity decreases linearly and finally that injection equipment remains
infectious for a fixed number of days after which infectivity drops to zero. In addition
Hay also examines the case where infectivity is split into three distinct stages in a
similar fashion to Seitz and Miiller (1994). He finds that assumptions relating to the

infectivity of injection equipment have a significant effect on the dynamic behaviour of

an HIV epidemic.

1.11 A Basic Needle Sharing Model

All the models we discuss in this thesis are extensions of the basic needle sharing model
due to Kaplan and O’Keefe (1993). The modelling assumptions in this basic model
are discussed in detail in the following chapter. For the moment we simply give a brief

description of this model and state its equations together with some comment as to its
main properties.

Firstly we assume that the population amongst whom the disease is spreading is
of size n, where n is large; the random variability in the fraction of infected addicts
and needles at time ¢ is sufficiently small to be ignored; and that addicts who leave
the population for any reason are immediately replaced by susceptible addicts. We also

assume that all addicts and needles mix randomly and behave according to independent
Poisson processes. We suppose that addicts inject with shared needles at rate A per unit

time, leave the population for non disease related reasons at rate y per unit time and

that infected addicts develop AIDS at rate d per unit time (at which point they leave the

sharing, injecting population). We also assume that a needle is always left infectious

after use by an infectious addict and the probability of HIV transmission from an
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infectious needle to a susceptible addict in a single injection is a. In addition we suppose
that a susceptible addict can flush (render uninfectious) an infectious needle during the
injection process with probability . Finally addicts successfully clean needles prior to
use with probability ¢ and each needle in the population is exchanged for an uninfectious
needle at rate 7 per unit time.

Using these assumptions and letting w(t) and S(t) respectively denote the fraction
of addicts and needles that are infected with HIV at time ¢, and defining the ratio of

addicts to needles by v = n/m, the following differential equations describe the spread

of the disease:

T = (1-ma(l - ¢) - (s +9) (L)
and O W-prm-pal-mA-(-00-¢)-pr.  (12)

Equation (1.1) states that the prevalence of infectious addicts will increase when an
uninfectious addict injects with an infectious needle which is not cleaned prior to use
and HIV transmission occurs, and decrease when an addict develops full blown AIDS
or leaves the sharing, injecting population for other reasons. Equation (1.2) states that

the prevalence of infectious needles will increase when an infectious addict injects with

a previously uninfectious needle, and decrease when a previously infectious needle is

used by an uninfectious addict and is either cleaned or flushed during injection, or the

needle i1s exchanged.

An endemic solution is possible in this model if and only if the parameter Ry exceeds

unity, where

_Aall—9) | (1.3)
(4 + 6)(0 + 7)

Here § = 1 — (1 — 6)(1 — ¢) and # = 7/(M\y). As usual, Ry has a natural biological

interpretation: it is the total expected number of secondary infections caused by a single

Ry =

infectious addict during his or her entire infectious lifetime, after entering a population
of uninfectious needles and otherwise susceptible addicts. In the following chapters we

extend the model in eqns (1.1)-(1.2) to more realistically reflect the spread of HIV via

needle sharing.
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1.12 Summary and Comments

From our previous review we can draw several important points. Firstly it is apparent
that infection from HIV is a serious global problem. However the actual method of
infection varies around the world, the disease is mainly spread via heterosexual contact
in the developing countries in sub-Saharan Africa, and mainly through intravenous drug
use and homosexual contact in the developed countries of Western Europe and North
America.

The discovery of AIDS in the early 1980’s was followed by a large amount of research
into both the biological nature of the disease and epidemiological modelling aspects.
However twenty years on there is comparatively little interest in HIV and AIDS as in the
developed world the disease has failed to take hold among the heterosexual population
at large, contrary to some of the early doomsday predictions. Indeed HIV and AIDS
1s in some ways unique in that in the developed world it has so far only really affected
minorities such as homosexual men and intravenous drug addicts. However while high
risk populations such as intravenous drug users are comparatively small in number, it
seems likely that if HIV was to begin to take hold among the population at large then it
would stem from one of these minority groups. This is particularly true in some areas
of post-communist Europe where the number of people participating in intravenous
drug use has increased dramatically. Therefore an in-depth study of the transmission
of HIV among populations of intravenous drug users seems a potentially important area

of research.

We have previously discussed a number of articles which either deal solely with the
spread of HIV through the sharing of contaminated injection equipment, or where this
is contained in part of the model. There are a number of important heterogeneities

involved in modelling the spread of HIV via needle sharing. For example addicts ex-
hibit a wide range of needle sharing rates and the efliciency of needle cleansing is
highly variable. This is a common feature examined in many of the articles previously
discussed. Much less common is the study of how addicts and needles interact, for
example examining the consequences of whether infectious addicts always leave needles
infectious after use and uninfectious addicts always leave previously infectious needles

uninfectious after use, and the impact the latter has on the probability of HIV trans-

mission. As discussed by Greenhalgh and Hay (1997) these interaction assumptions

play an important part in the disease dynamics.
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As previously mentioned medical evidence suggests that the infectivity of an in-
fectious addict may vary substantially throughout his or her infectious lifetime. This
agaln is a feature not commonly examined in the literature and moreover those articles
which do examine this use a wide variety of different assumptions. In particular we are
unaware of any articles which incorporate addicts of different levels of infectivity and
also make any reference to how these respective addicts interact with either uninfec-
tious needles or needles of different levels of infectivity. It is difficult to see how one
could adequately examine the effect of a three stage infectious period (for example)

while not including these possibly crucial interaction assumptions. This brings us to

the focus of the work in this thesis.

1.13 Thesis Overview

A main aim of this thesis is to establish whether the inclusion of a three stage infec-
tious period into existing models of the spread of HIV via needle sharing affects their
behaviour. For example we wish to determine whether moving from a single stage to
a three stage infectious period increases the long term level of disease among the pop-
ulation. Alternatively we could ask whether the extra complexity required to model a
three stage infectious period produces sufficiently different behaviour to warrant inclu-
sion into a parsimonious model of HIV transmission via needle sharing. A related issue
which we examine is the effectiveness of testing addicts for HIV as a method of reducing
the spread of disease. We expect that an addict who knows he or she is infectious will
reduce their level of needle sharing. Intuitively this control strategy should be directly
affected by assumptions made relating to the infectivity of addicts. For example this
strategy may be less effective if addicts are highly infectious after initial infection and

then their infectivity decreases until their removal from the population, than if their

infectivity continually increases during the AIDS incubation period.

There are several common themes throughout this thesis. First and foremost we

try to keep the work practically focused since the motivation for studying models of
disease transmission is to provide insight and practical guidance into the management of
infectious diseases. Secondly whenever possible we try to adopt an analytical approach

supported by numerical or simulation methods. The main motivation for this is that in
the models we study there is generally a lack of good quality data from which to estimate

some of the model parameters. This is particularly true when trying to estimate how
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addicts and needles interact since we are unaware of any data to assist with this.

In Chapter 2 we discuss and extend the model due to Kaplan and O’Keefe (1993) to
allow addicts to progress through three stages of infectivity. We refer to this model as
the Simple Model. We conduct a stability analysis of this model and a short simulation
study to validate our analytical results. The Simple Model assumes that while addicts
have three different classes of infectivity, needles are still only classed as either infectious
or not infectious.

In Chapter 3 we extend the Simple Model to also allow needles to exist in three
infectious classes where each class corresponds to a class of infectious addict. In order
to split the class of infectious needles into three infectious sub-classes 1t 1s necessary to
make assumptions relating to how addicts and needles in the various infectious classes
interact with each other. These assumptions are referred to as addict-needle interaction
assumptions. In extending the Simple Model it was decided first to assume that any
needle (whether infectious or not) adopts the infectivity characteristics of the current
user. This is a rather extreme addict-needle interaction assumption and this model
represents a lower bound of the spread of disease under three stage infectivity. We
refer to this model as the Optimistic Model. We conduct a stability analysis of this
model and a short simulation study to validate our analytical results.

In Chapter 4 we extend the Simple Model to again allow needles to exist in three
infectious sub-classes where each class corresponds to a class of infectious addict. This
time we extend the model by assuming that a needle always adopts the more infectious
class between that of the needle prior to use and that of the current user. As in the
Optimistic Model this is a rather extreme addict-needle interaction assumption but in
this case our model represents an upper bound of the spread of disease under three
stage infectivity. We refer to this model as the Pessimistic Model. We again conduct a

stability analysis of this model and a short simulation study to validate our analytical

results.

In Chapter 5 we develop a generalisation of the extreme Optimistic and Pessimistic

Models which uses a general probability structure to define the outcome of each addict-

needle interaction. This model is referred to as the General Model. We then show

a number of analytical results relating to the behaviour of this model and a short
simulation study to explore the behaviour which could not be shown analytically. In

Chapter 6 we discuss extending the Simple Model and the General Model to incorporate
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mortality due to AIDS and the recruitment of new (susceptible) drug users from the
population at large. In previous chapters we have assumed instead that the drug
addict and needle populations maintain a constant size. Several local stability results
are shown followed by a short discussion on the effect of AIDS mortality and a number
of simulations showing both the effect on the population size of an HIV/AIDS epidemic
and the long term prevalence level of HIV in addicts.

In Chapter 7 we discuss the practical implications of allowing addicts and needles to
exist in three states of infectivity. In short we explore whether our three stage models
can offer new insight into the spread of HIV via needle sharing among intravenous drug
users. This chapter compares the long term prevalence of HIV in the three stage models
with single stage equivalents (such as the model used in Kaplan and O’Keefe (1993)).
We are specifically interested in determining whether the long term prevalence of HIV
is higher as a result of three stage infectivity (as suggested by Seitz and Miiller (1994)).
In addition the eflect of control strategies such as needle exchange programs in the
three stage models is examined along with the effect of improved needle cleaning.

In Chapter 8 we move away from investigating the effect of a three stage infectious
period and examine the effect of testing addicts for the presence of HIV. We first extend
the original model due to Kaplan and O'Keefe (1993) and then perform a stability
analysis on this model. We then compare the effect of HIV testing in this model with
that of a simpler model discussed by Greenhalgh and Hay (1997). We finally extend the
Optimistic and Pessimistic Models to incorporate HIV testing and examine the impact

that different relative infectivity assumptions have on the effectiveness of this control

Imeasure.
In Chapter 9 we discuss a method of sensitivity analysis suggested by Blower and

Dowlatabadi (1994). Using the HIV test model from Chapter 8 as an example, we
show that the sampling scheme used in this paper can produce misleading results. In
Chapter 10 we examine stochastic equivalents to the deterministic models discussed
in previous chapters and use simulation to ascertain whether the long term behaviour
of these models is comparable. We also briefly look at a stochastic threshold theorem
for the Kaplan and O’Keefe model. The thesis concludes with Chapter 11 containing

a discussion and summary of the work in Chapters 2-10. We also discuss several

suggestions for future work.
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Chapter 2

The Simple Model

2.1 Introduction

In this chapter we develop and investigate the basic model that we shall use to describe
the spread of HIV among a population of intravenous drug users. We first describe
in detail the modelling assumptions used by Kaplan and O’Keefe (1993), and extend
these to allow addicts to progress through three different stages of infectivity prior to
the onset of AIDS. We then derive a system of differential equations based on this
extended set of assumptions. Next we derive an expression for the basic reproductive
number, 'Ry, and move on to investigating the behaviour of our model. In particular
we are interested in the conditions necessary for the disease to die out or to persist
in the population. We finally examine numerical simulations of our model in order to

validate our previous mathematical results before concluding the chapter with a short

summary of the main findings.

2.2 Kaplan and O’Keefe Model

Kaplan and O’Keefe (1993) describe a model which is itself an extension of a model

due to Kaplan (1989a). The model featured in the later paper is significant in that it
incorporates a needle exchange program. Such programs have been demonstrated to

be an important measure in reducing the spread of HIV among intravenous drug users.
Greenhalgh and Hay (1997) discuss in detail the model due to Kaplan (1989a). Kaplan
describes a deterministic model for the spread of HIV amongst intravenous drug users,

and it was assumed that the population amongst whom the disease is spreading is of

size n, where n is large. He makes the following assumptions:
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1. All sharing of drug injecting equipment occurs in shooting galleries. In the model
a shooting gallery is defined as a location where addicts sequentially rent the

same drug-injection equipment. There are m shooting galleries (or equivalently m
“kits” of drug-injection equipment are in circulation) and addicts select shooting

galleries (or “kits”) at random. All addicts inject once per visit to a shooting

gallery.

2. Each addict visits shooting galleries in accordance with a Poisson process with

rate ), independently of the actions of other addicts:

3. Injection equipment always becomes infectious if it is used by an infected addict.
When infectious injection equipment is used by an uninfected addict the act of
injecting will replace the infectious blood in the needle with uninfectious blood
from the addict with probability 8. When this occurs the needle is said to have

been “flushed”. Any uninfected addict who uses infectious injection equipment

is considered to be exposed to HIV.

4. Given exposure to HIV an addict becomes infected with probability a; a is the
infectivity of HIV via shared injection equipment. Sharing injection equipment is

the only means by which addicts may become infected.

5. Infectious addicts develop full blown AIDS according to a Poisson process with

rate 4, at this stage addicts leave the sharing, injecting population. These addicts

are immediately replaced by susceptible addicts.

6. Infectious addicts depart the population for reasons other than developing full

blown AIDS (for example due to death, treatment with methadone, or relocation)

at rate 4 and are immediately replaced by susceptible addicts.

7. The random variability in the fraction of infected addicts and needles at time ¢

is sufficiently small to be ignored.
The Kaplan and O’Keefe extension to Kaplan (1989a) additionally assumes that:

8. An addict effectively cleans (or bleaches) the injection equipment immediately

prior to use with probability ¢.

9. Each needle is exchanged (or renewed) for an uninfected needle according to a

Poisson process with rate 7.
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As previously discussed it has been demonstrated by Peterson et al. (1990) and
Anderson and May (1991) that once an individual is infected with HIV, the viral load
of HIV in the blood varies considerably over the lifetime of the individual. The viral
load can be interpreted as the amount of HIV virus per unit volume of blood, hence
viral load is a measure of the infectivity of an individual. The variability in viral load
can be approximated into three distinct sequential stages: stage one - Acute Infection,
stage two - Asymptomatic and stage three - Pre-AIDS symptoms. The Pre-AIDS

stage is where the addict is classed as having AIDS Related Complex (ARC), following
this stage an addict develops full blown AIDS (at which point they leave the needle

sharing, injecting population). We now incorporate the Acute Infection, Asymptomatic

and Pre-AIDS stages into Kaplan and O’Keefe’s model by replacing Assumption 5 with

the following model assumptions:

5a. Immediately after the initial infection an addict is defined to be Acutely Infectious

and enters the Asymptomatic stage according to a Poisson process with rate 0;.

5b. Asymptomatic addicts enter the Pre-AIDS stage according to a Poisson process

with rate 4.

5¢c. Pre-AIDS addicts enter the full blown AIDS stage according to a Poisson process
with rate d3, at this point addicts leave the sharing, injecting population.

2.3 Model Derivation

We now derive the differential equations which define the spread of HIV among an
intravenous drug addict population where addicts progress through three stages of in-
fectivity prior to the onset of AIDS. We derive four equations, one for each stage of

infectious addict and one for infectious needles.

The number of stage one infected addicts at time ¢ + At

= {number of stage one addicts at time ¢}
+{(number of uninfected addicts at time ¢)
x (fraction of addicts who inject in [¢,t + At) with an infectious

needle which is not cleaned prior to use and where transmission of

HIV occurs in a single injection)}
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—{number of stage one infected addicts who progress into stage two

infectivity or leave the sharing, injecting population in [¢,¢ + At)}.
Thus

nm(t+ At) = nm(t) +n(l — m(t) — m2(t) — m3(2))AALB(t)a(l - ¢)
—nm (t)At(p + 1) + o( At).

Subtracting nm;(t) from both sides, dividing by nAt and letting At — 0 we deduce

that

3
T = (1= m)Ma(l - §) — (s +61)m.

The number of stage two infected addicts at time ¢ 4 At

= {number of stage two addicts at time ¢}

+{number of stage one addicts who enter the stage two infectious

class in ¢, + At)}

—{number of stage two addicts who enter the stage three infectious

class or leave the sharing, injecting population in [¢,t + At)}.

Thus
nmwe(t + At) = nmo(t) + nmy(t)d1 At — nma(t)(u + d2) At + o(At).

Subtracting nmo(t) from both sides, dividing by nAt and letting At — 0 we deduce

that

'(%2' = 0171 — (p + d2) 2.
Similarly

dma

- = dgma — (1 + 93) 3.

The number of infected needles at time ¢ + At

= {number of infected needles at time ¢}

+{(number of uninfected needles at time t) x (fraction of

needles used by infected addicts in [t,f 4 At))}

—{(number of infected needles at time £) x (fraction
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of infected needles used by uninfectious addicts in [t, ¢ + At)

and left in an uninfected state)}

—{number of infected needles exchanged in [¢,t + At)}.

Thus

mp(t+ At) = mp(t) +m(l - B(t))AAty(mi (2) + ma(t) + m3(?))
—mB(t)AALy(1 — my(t) — mwa(t) — m3(2)) (1 — (1 — ¢)(1 — 0))
—mpB(t)TAt + o(At).

Subtracting mfB(t) from both sides, dividing by mAt and letting At — 0 we deduce
that

dﬂ 3 3
Q=B (Em) = a(1-3 m)1 - (1-0)(1-¢) - Br.
=1

di t=1

Hence the system of differential equations which describes the spread of the disease is:

3
g (1—‘_zzlm))\ﬁa(l—é)—(u+51)7r1, (2.1)
% = &1m — (4 + d2)m, (2.2)
%7-? = damy — (p + d3)ms, | (2.3)
dﬂ 3 3
awd = (=AM (Xm) =B (1- Xm)d - (-0~ 9) -7 (24)

with suitable initial conditions: 0 < m1(0), 72(0), 73(0), 8(0) and 71 (0) + 72(0) + 73(0),
B(0) < 1.

2.4 The Basic Reproductive Number

The basic reproductive number is commonly defined as the expected number of sec-
ondary infections caused by a single newly infectious individual entering a totally sus-

ceptible population at equilibrium (Diekmann et al., 1990). This number is a function

of the model parameters and is denoted by Rp. In many epidemiological models the
value of Ry is of fundamental importance, in particular Ry = 1 is commonly a threshold

value which when crossed causes radically different behaviour in the model concerned.
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When Ry < 1 we expect the disease to die out, whereas if By > 1 we expect the disease

to take off. We now derive an explicit expression for Ry based on the model defined by

equations (2.1)-(2.4).

Considering a single newly infected addict entering a population containing only
susceptible addicts and uninfectious needles at the disease-free equilibrium, the initial
infection process can be broken down into two distinct phases. Firstly the disease
passes from our single infectious addict to an uninfectious needle, secondly this needle
(which is now infectious) passes on the disease to a susceptible addict. We wish to find
the expected number of needles a single addict will infect during his or her infectious
lifetime and the expected number of addicts each of these needles will infect. The
product of these expected values is Ry.

Addicts progress through three infectious stages. During each stage an addict will
leave needles infectious. Addicts inject at rate A per unit time and spend on average
1/(p + 61) time units in stage one. An addict progresses from stage one to stage two
with probability d; /(s + 61) and spends on average 1/(u + d2) time units in this stage.
Similarly an addict progresses from stage two to stage three with probability d; /(4 d2)

and spends on average 1/(u + 63) time units in this stage. Hence on average an addict

infects

A N A01 4 Ad102
p+d  (p+a)(p+02)  (p+01)(p+02)(p+d3)

needles during his or her entire infectious lifetime.

We now determine how many infections are caused by each needle until it is rendered
virus free. Consider a single infectious needle, we want to find E'(addicts infected by
this single needle), the expected number of addicts infected by this needle. To find
this value we first condition on the outcome of the next event, that of a needle being
rendered virus free before the next user injects with it. We partition this event into
two, either the needle is rendered virus free before the next injection or it is not. Let Y

denote the number of addicts infected by a single needle, let X; denote the event that

the needle is rendered safe before the next injection, and let X9 denote the event that

the needle is still infectious at next injection. Therefore we have that
E(Y) = E(Y|X1)P(X1)+ E(Y|X;)P(Xa).

If the needle is rendered safe prior to the next injection then the infected needle has

infected zero addicts, thus E(Y | X1) = 0. The event X, corresponds to the needle
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being neither cleaned nor exchanged prior to use. The probability of this event is

AY(1 = ¢)/(Ay + 7), hence

A1 = ¢)
M+T

We now explore F(Y | X2) by conditioning on the next event, that of a susceptible

E(Y) = E(Y | X2)

addict injecting with an infectious needle. This event has four outcomes. An addict
may be infected by the needle or still remain susceptible, in addition the addict may
leave the needle infectious or flush the needle during use. Independence of the events
that an addict is infected by the needle and the needle is flushed is not necessary
(Greenhalgh and Hay, 1997). Also it is not realistic either as if the needle is flushed
the addict is more likely to be infected.

Consider the event that a susceptible addict injects with an infectious needle, each
of the four outcomes mentioned previously are possible and each outcome has different
implications for the number of addicts infected by this needle. Suppose that the addict
flushes the needle, this means that the needle cannot infect any other addicts. If the
addict becomes infected then the total number of addicts infected from the needle is
one, if the addict is not infected then the total number of addicts infected from the
needle is zero. Suppose that the addict does not flush the needle, this means that the
needle is still infectious after the addict has used it and now awaits the next user. If
the needle is not flushed the infection process has been renewed, the needle is in the
same state as before but now has either one or zero infections to its credit depending
upon whether the susceptible addict was infected or not. In the former case the needle
will infect E + 1 addicts where E = E(addicts infected by a single needle), similarly if

the addict was not infected then the needle will infect £ addicts. We can express this

as
E = %'%)ﬁ [P(sus. addict infected and needle left infectious)(1 + F)
T
+ P(sus. addict infected and needle left virus free)
4+ P(sus. addict not infected and needle left infectious)E],
= (1= )My [P(sus. addict infected) + P(needle left infectious)E],
AY+T
_ (1-¢)Ay
= s la+ (1 - 0)E].
Solving for FE gives
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p={1-9
740
where 7 = 7/Ayand 6 =1 — (1 — ¢)(1 — 6).

We now have the expected number of addicts infected by a single needle, multiply-

?

ing this by the expected number of needles an addict infects during his or her entire

infectious lifetime gives Ry. Hence,

__Aa(l-¢) 51 5,62
o= (#+51)(f’+9ﬁ) [1+ 4+ 02 N (ﬁ+52)(p+§3)] ' (2.5)

We now move on to investigate the properties of our model and in particular we are

interested in what role Ry plays in determining long term behaviour.

2.5 Analytical Results

We now turn our attention to the behaviour of our model and use analytical results
to illustrate key properties. We are primarily interested in the properties of the equi-
librium solutions, in particular how many steady state solutions the model possesses
and whether these solutions are stable or unstable. We place two restrictions on the
values of the model parameters, firstly we assume that all parameters with the excep-
tion of ¢, the probability that an addict successfully cleans a needle prior to use, are
strictly positive; this is necessary to avoid complications such as dividing by zero. We
allow ¢ to take on the value zero as this represents the practically important situation
where addicts do not practice any kind of preventative cleaning prior to injecting with
a shared needle, we also assume that ¢ is strictly less than unity. If ¢ = 1 then HIV
transmission is impossible and the model is meaningless (note also that ¢ = 1 implies
that Ry = 0).

Define the region D in R* by D = [0,1]*. The system defined by differential
equations (2.1)-(2.4) starts in the region D. The right-hand sides of these equations
are differentiable with respect to m, w2, 73 and 8, with continuous derivatives, and the

corresponding vector points into the region D on its boundary except at the origin,
which is clearly an equilibrium point. It is straightforward using standard techniques

(Hale, 1969) that equations (2.1)-(2.4) with initial conditions in D, have a unique

solution that remains in D for all time.

Theorem 2.1 If Ry <1 the system of equations (2.1)-(2.4) has a unique equilibrium
solution where the disease has died out in both addicts and needles. If Ry > 1 then there

o)



1s still the equilibrium where the disease has died out, however there is also a unique

endemic equilibrium.

Proof.

Suppose that n7, 73, 73 and 8* denote respectively the equilibrium values of 7,

79, w3 and B, and ® = 7 + 72 + w3. From equations (2.2) and (2.3) we have that
w5 = (0177)/(p + 02) and 73 = (d273)/(p + 03), so #* = 7y + 75 + 73 = w7 L, where

1 N 0102

L=1+ _ 010
p+d2  (p+02)(n+ 83)

From eqn (2.1) we find that
v ™ptd)
B = L(1—-n*)a(l - ¢) (2.6)

From eqn (2.4) we find that
*

. T
_ — 2.7
P 7*+(1—-7*)0+7 ( )

Equating (2.6) and (2.7) and dividing by 7* (assuming that z* # 0) gives us

s AL (1 + 61)(7 + 6)
T Tt a1 —0) +ra(l - ¢)L (1 Aa(l — @) L"‘") - (2.8)

We now know #*, 8* is found by substitution into (2.6), hence

«_ 1 ~ (p+8)(F+6)
P =177 (1 Aa(l - ¢)L ) | (2:9)
Using the expression for Ry in eqn (2.5) we find that
. oEy Aa(l — @)L Ry —1 1 (Ry-1 9
P = ((n+51)(1—9“)+,\a(1—¢)1, ( Ry )’1+-s= ( Ry )) (2.10)

It is obvious that there can only be two equilibrium solutions, the disease-free

solution where 7* = 0 and 8* = 0 and a strictly positive solution. From eqn (2.10) we

see that if Ry < 1 then the only solution is the disease-free solution, if By > 1 then we

also have a unique positive solution. This completes the proof.e

Theorem 2.2 If Ry <1 then whatever the initial state the disease will die out in both

addicts and needles.

Proof.
The key stage in the method of the proof is to show that lim;, ., 71 (t) = 0. We

prove this result in several stages. Let 71(t) = supg>¢ m1(£), this is monotone decreasing

in £. For all ¢ we have that m1(t) < 71(t). Hence, given € > 0 there exists ¢;(€) such
that m;(t) < 7$° + ¢ for all £ > ¢,(¢) where #{° = limsup,_, ., 71(t) = lim;_,00 71(t). We

need the following results:
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Lemma 2.1 If 78° = limsup;_, ., m2(t) then

00 51 ﬂ-?o
Uy’
p+ 02

Proof.
From eqn (2.2) we have

d
= [m2expl(u +6:)t]] = mdiexpl(n+ 821,
< (71° +€)0rexpl(s +d2)t], Vi > ti(e) for any € > 0.

Integrating over [t;(¢), t] gives

ma(t) < ma(ta(€)) exp[~(u -+ &)t ~ 1(6))] + B +) |-

o0
< e+ -(-s-l—%r-:_—é_l—_-fl, Vit > ta(e), for some ta2(€) > t1(¢) sufficiently large.
2

Hence
_ 01(7° + €)
To(t) < e+ Vit 2> tafe).

2( ) -— ”+52 ' — 2( )
Letting ¢ = oo we have

01 r§° g+ 01+ 02
0 < 1 here €; = ( )
TS e T AR NP

Suppose that 75° > (d;#$°)/(u + d2). Since € is an arbitrary positive constant we can

choose €1 = 3 [7$° — (6175°)/(1s + 82)]. This provides a contradiction and completes

the proof.e

Corollary 2.1 If n$° = limsup;_,., 73(t) then

01027{°
S R A EU—
"3 =+ 02) (i + 03)

Proof.
Using eqn (2.3) and following the method of Lemma 2.1 we find that

The result follows directly.e

Corollary 2.2 If B = limsup,_,., B8(t) then
710 + w5° + mao

o<
g 0+ 7

INA
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Proof.

Using eqn (2.4) we find that

s

dt

hence 4 [ﬁ exp[(M0 + 7) t]]
dt

Ay(m1 + w2 + 73) — ﬁ(f\’)’é + 1),

IA

Xy(my + w2 + m3) exp[(M0 + 7)1,

IA

M (7 + 7L + 75° + €) exp[(My8 + 7)t], for t > t3(e).

IN

The result now follows using the method of Lemma 2.1.¢

We now use Lemma 2.1, Corollaries 2.1 and 2.2 together with eqn (2.1) to bound

m1° above. Suppose that a7° > 0. Given € > 0,

am

o S (1 ~m)ABa(l — ¢) — (p + d1)m1,
o0 00 00
< (1-m)ra(l ~ ¢) (“—l—ﬂéi;-“ﬂ‘—if) — (s + 81)m1,
0+ 7
Vt > t4(e) using Corollary 2.2,
< (1=m)(p+d)(Ro+e)np° — (b + 61)m,
where e = M,
(0 +7)(ps + 61)mp°
< (p+61)[(Ro + e2)np” — mi(1 + Romy)].
Hence
d
— [7r1 (t) exp[(u + ;1) (1 + Rm'r{”)t]] < (p-+d1)(Ro + e2)ny” exp[(pu + d1)(1 + Romy°)1]
Vi > ts(e)
Following the same method as in Lemma 2.1 we find that
00 00

14+ Ror® 14 Rom{®

where €3 is an arbitrarily small positive constant and

n 7r1°°€2
M=STIF Ry

When 1 > Ry > 0 we have that 7$° + Ro(n°)? > Ron{°. This implies that

o Romf®

T “1+R07rfo > (.

However since €3 and €9 are arbitrary positive constants we can choose

o (e B
2\l 14+ R/’
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This provides a contradiction and hence #§° = 0 provided that 1 > Ry > 0.

Let liminf; ,oo m1(t) = 7m0 and note that #x{° > Tioo = 0. This implies that
T, = Mo = 0, and hence lim;_ o m1(t) = 0. By Lemma 2.1, Corollary 2.1 and
Corollary 2.2 #{° = 0 implies that 75° = 73° = f° =0 and 7200 > 0, T30 = 0 and

Poo 2 0. It follows directly that
tl—l}%lo mo(t) = t!i%lo m3(t) = tE?oB (¢)=0.

This completes the proof of global stability of the disease-free equilibrium when 1 >
Ry 2 0.e

S0 far we have examined the behaviour of our model when Ry < 1, and as we might
have expected we have found that this is a necessary and sufficient condition for the
eradication of disease. We now investigate the behaviour of our model when Ry > 1.
This is more difficult to deal with analytically and our results are less complete. We
first demonstrate that increasing past the threshold of Ry = 1 causes the disease-free
equilibrium to become unstable. We then use this result to show that disease will now

persist among the population indefinitely. We next show that the endemic equilibrium

is locally asymptotically stable when Ry > 1 and unstable when Ry < 1.

Theorem 2.3 If Ry > 1 then there ts still the equilibrium where the disease has died

out and this equilibrium ts unstable.

Proof.
Consider the linearised system of eqns (2.1)-(2.4), evaluated at the disease-free

equilibrium. This system can be represented in matrix form as

-i—]; = JX,
where x' = (m, m9, 73, 8) and
—(p + 61) 0 0 Aa(l ~ @)
7 01 —(p + 02) 0 . 0
0 42 ~ (1 + 33) 0
Ay Y AY —~ (M0 + 1)

We wish to show that at least one eigenvalue of J has a strictly positive real part. Using

the Routh-Hurwitz conditions (May, 1973) it is sufficient to show that the constant
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term, aq4, in the characteristic equation of J, w* +ajw? + aow? + asw+ a4 = 0, is strictly
negative. It is straightforward to show that
as = (p+61)(p+68)(u+d)(M0+7)

(1 + 1) (1 + 82) (1 + 383) (Av0 + 7) ’

(1 + 61) (1 + 62) (1 + 83) (M8 + 7)(1 — Ry).

Hence if By > 1 then a4 < 0 and the result follows.e

Theorem 2.4 If Ry > 1 and either n(0) > 0 or B(0) > 0 then there ezists a fized

€ > 0 depending only on the model parameters and not the snitial conditions such that

for somen >0

T > €my, Wy > €5, T3 > €n3 and B > €67, Vi 1. (2.12)

The proof of this result requires a number of steps. The intuitive argument is that

71 is the dominant component of (w1, 72,73, 8) in the sense that if m; becomes small

then this causes all of the other components to become small. We shall show that this
is indeed the case. From Theorem 2.3 we know that the disease-free equilibrium is
unstable when Ry > 1, we shall further show that m; cannot become arbitrarily close to
zero, and from this we shall deduce that no component can become arbitrarily small.
Let 71(¢) = infes¢m1(€), this is monotone increasing in ¢. Hence given € > 0 there

exists t5(€) such that m;(t) > m 00 — € for all £ > t5(€) where mp o = liminf;_, o0 m1(2).

Lemma 2.2 If m3 o = liminf; o m2(t) then

Proof.
From eqn (2.2) we have that

d

— [‘~zr 2exp((p + 52)t]]

7 T101 exp[(p +52)t],

> (71,00 — €)01 exp[(ps + 2)t] Vi > t5(e), for any € > 0.

Integrating over [t5(e),t] gives
mo(t) > malts(e))exp | — (u + 82)(t — t5(e))]

00



s+ 02 ’
> Ome0 —€) _ e Vi2> tg(e) for some tg(e) > t5(e)
- @+ 92 — ’
sufficiently large.
Hence for all ¢ > ts(€)
_ 01 (7"1 00 5)
t) > : — €.
71‘2( ) ~ r + 52 €

Letting t = oo we get

017100 6!51+52+E!
> ! e - h p—n .

Suppose that 7200 < (8171,00)/(1s + d2). Since € is an arbitrary positive constant we
can choose €; = (1/2)[((6171,00)/ (1t + 62)) — 72,00)- This provides a contradiction and

completes the proof of Lemma 2.2.¢

Corollary 2.3 If w3 00 = liminf; o, m3(t) then

S 010271 o0
300 = i+ 82)(u+&3)

Proof.
Using eqn (2.3) and following the method of Lemma 2.2 we find that

and the result follows using Lemma 2.2.e

Corollary 2.4 If B, = liminf;_, o 5(t) then

Proof.
Using eqn (2.4) we find that
s

Ay — BAym — ﬁ/\'yé + ﬁ/\757r - BT,
Aymy — B[Ay(1 + é) + 7].

dt

Y

Hence we have that
d R n
= [B exp ([/\7(1 + 0) + T]t)] > AYT) €Xp ([A'Y(l +0) + T]t)r

and the result follows similarly to Lemma 2.2.e
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Lemma 2.3 Provided that at least one of w1(t), w2(t), w3(t) and B(t) is strictly positive
at t = 0 then m(At) > 0, mo(At) > 0, 73(At) > 0 and B(At) > 0 for At small and

strictly positive.

Proof.

We need to consider four separate initial conditions:

1. Suppose that 8(0) = 0. Hence #(0) > 0. Using a Taylor expansion about { = 0
and equs (2.1)-(2.4) we find that

B(At) = =n(0)AyAt+ o(At) > 0,
and n(At) = n(0) — (un(0) + 6373(0))At 4+ 0o(At) > 0 (for small At).

Let 9y =1 — 7, hence

Y — —yBa(l — ) + (1 - ¥) + sl

If w(0) < 1 we must have 9(0) > 0, hence ¥(At) > 0 for small enough At > 0, if
7(0) = 1 then 9(0) =0 and

Y(At) > un(0)At + o(At) > 0.

Hence by choosing At > 0 small enough and starting at { = At instead of t = 0
(if necessary) we can assume that 7(0) > 0, 4(0) > 0 and B(0) > 0. If m;(0) =0
then m(At) = ¥(0)AB8(0)a(l — ¢)At + o(At) > 0, if At > 0 is small enough.
Hence again by starting at ¢ = At if necessary we can also assume that m;(0) > 0.
If m(0) = O then my(At) = dym1(0)At + o(At) > 0, if At > 0 is small enough.
Hence we can also assume that m2(0) > 0. Similarly if 73(0) = 0 then w3(At) =
6ama(0)At + o(At) > 0, hence we can also assume that x3(0) > 0.

2. Suppose that w(0) = 0. Hence 8(0) > 0. Following the same method as in the

previous case we find that

n(At) = AB(0)a(l — ¢)At + o(At) > 0, (for small At),
B(At) = B(0) — (B(0)M8 + B(0)T)At + o(At) > 0, (for small At),
and ¥(At) = 1-28(0)a(l — ¢)At+ o(At) > 0, (for small At).

Hence by choosing At small enough and starting at { = At we can assume that

7(0) > 0, B(0) > 0 and 9(0) > 0 and as in the previous case we can also assume

without loss of generality that 71(0) > 0, w2(0) > 0 and =3(0) > 0.
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3. Suppose that 7 (0) > 0, 8(0) > 0, and ¥(0) > 0. This case is trivial and follows

directly as in Case 1.

4. Suppose that 7(0) > 0, 8(0) > 0, and %(0) = 0. This implies that 7(0) = 1, and

hence

Y(At) > pAt 4+ o(At) > 0, for At small and strictly positive.

Thus it follows directly that by starting at time ¢ = At we can assume that
7(0) > 0, (0) > 0 and 7(0) > 0 and the result follows by Case 1.

This completes the proof of Lemma 2.3.¢

From Lemma 2.3 we have that there exists fixed € where 1 > € > 0 such that if At
is small enough 7;(At) > en? for ¢ = 1,2,3 and B(At) > ¢8*. Now either 71 o, > %ew’f
or else my oo < 2671'1 Suppose first that 7 o > zearl Then there exists 73 such that
fort > Ty, m 2 Zfﬂl: by the definition of 7} oo. Then by Lemma 2.2

1 e 1
017100 > 2 gt = ~end.

p+d T 2u+ 52 2
S0 arguing similarly to above there exists T3 such that for t > T3, my > %ewg. Similarly

2,00 >

using Corollary 2.3 we have that there exists T3 such that for ¢ > T3, w3 > zl-ewg and

using Corollary 2.4

1 __ %
1,00 5€T 1 *
D —— D —fm—— = —€) sa,
Poo 2 140+7 " 14+0+7 2 s 4
e 7Y
where — €6 = —
: 1+0+78*

Hence there exists T such that fort > Ty, f > %61 B*. Hence if T = max{T1,15%,T3,T4}
and € = min{-;}e, %61} the results of (2.12) hold with e replaced by e.

Now suppose that 7 o < %eﬂ'f, in which case there exists {( > At where m1({) <
%ew’f. Let o = inf{¢ > At, m1(¢) < %Eﬂ"f}, and ¢; = inf{¢ > o, m(¢) > %fﬂ"f}: where
e is fixed and positive. By the definition of ¢y we have that m;(fg + v) < %ew’f if v is

small and positive, hence ¢; > ty. By continuity 71 () = m1(¢;) = %ewf, and therefore

71 is less than %ewi" in (£p,%1) and greater than %Cﬂ"f just after £;. We now show that

if m; becomes small then w9, 73 and § must become small also.

Lemma 2.4 There ezists a time Ty > 0 such that if to +T) < t; then for all t €
[to+T1,t1], 0 < mp < (5 + A)nhe, where A and € are small and Ty depends only on the

model paramelers, A and e.
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Proof.
In [to,?1] we know that m; < (1/2)en}, hence using eqn (2.2) we have that

T < (Y Dentsi ~ (u+ G},
and -g-t-[?rg expl(u + 52)t]] < (1/2)emyd1 exp[(i + d2)t]-

Integrating over [tg,t] gives

2 exP[(ﬂ + 52)t] — 9 (tU) exp[(p + 52)t0] < l 67!"1"51
- 2 H -+ 52
1

= -é-e:r;( exp{(u + d2)t] — exp[(u + 52)to]),

m2 < mo(to) exp[~ (s + &)t — to)]
+ems (1 - expl=(u + )¢ - to)]),
m2 < expl—(u + 52)(¢ — to)] + gen.

(expl(u + 82)1] - expl(u + &2)to]),

Hence if A is small and positive and ¢ is sufficiently large, say ¢ > ¢y + T3 where
to + Ty < t; then the result follows.e

We have shown that if ry is small then this causes w9 to also become small, we now

show similar results for 3 and B.

Corollary 2.5 There ezists a time Ty > 0 such that if to + Ty + T < t; then for all
tefto+Ti+Tot1],0< 3 < (% + 2A)n%e, where A and € are small and T, depends

only on the model parameters, A and e.

Proof.

Similar method to Lemma 2.4 starting with

dm 1 *
._a..;_‘. < (-2- + A) empdy — (p + d03) 73,

and integrating over [to + T, ).

Corollary 2.6 There ezists a time T3 > 0 such that if tg+ Ty +To + T3 < t1, then for
allt € [to+Ty +To+Ts,t1), 0 < B < (5 +3A)B%1, where e = (Myn* + My(1 — 7*)0 +
T)e/(My0+7), A and € are small and T depends only on the model parameters, A and

€.
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Proof.

Similar method to Lemma 2.4 starting with

dg

dt A77r — ﬂ(/\']’e + T):

IA

1 N _ -
< Av (5 + 2/‘_\) en” — B(Av0 + 1), for t 2 tp + 11 + 1,

and integrating over [to + 71 + Tb,t]. For t > to + T) + T, sufficiently large, say
t > to+ Ty + Ty + T3 we find that
1 %
B() < A (5 -|:3A)61T |
A7+ T
However it is not necessarily true that 8(t) < (% + 3A)efB* since

* *
Ay < AYT

- Mr* + (1 =a*)0+7 = MO+1

ﬁ*

If we now define ﬁ
_ [yrt - Ay(1 — )0+ T]e
M0+ T

(note that €¢; > ¢€) then we can again obtain a bound of the required type as our

argument shows that 8(t) < ((1/2) +3A)e8* for t > to+T1 + T + T3.e

€1 '

We have shown that if m; approaches zero then all components must also approach
zero. We now show that m; cannot become arbitrarily small. We do this by showing that

t1 can be bounded above by a fixed finite value dependent only on the model parameters,
e and A. Hence m is not below fen} long enough to become arbitrarily close to zero.
Now either m; is below %ew’f long enough for all components to become small or m
increases past %ewf before all components become small. Hence we have that either ()
t1 > to+max[Dh, Ty + T, Ty + T + T3), or (1) t1 < to +max[Ty, Ty + T, Ty + To + T3).
We wish to show that ¢; < T where T is a fixed finite value dependent only on the
model parameters, € and A. If case (i¢) is true then we are finished. Case (%) is where

all components become small before time ¢; and it is this situation we now deal with.

Since the disease-free equilibrium is unstable we can use this to show that w; cannot

stay small indefinitely. The following two results deal with this issue:

Corollary 2.7 Let Fj(w,€) be an n'* degree polynomial in w and e. Denote the (possi-
bly complez) roots of Fi(w,€) =0 by wj(e) for j =1,...,n. Then each w;(e) is defined

and continuous in € in a neighbourhood of € = 0.
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Proof.

F)(w, €) is a polynomial and therefore it is analytic in a neighbourhood of (0,0), the

result follows directly from Corollary 6.6 in Chow and Hale (1982).e

Our next Lemma is a key point in the argument. As previously stated we use the
instability of the disease-free equilibrium to show that w; cannot stay small indefinitely

and In fact rises again to %ear’f by a time which is finite and depends only on A, ¢ and

the model parameters.

Lemma 2.5 If m1(t) drops to below en} at time to then my(t) returns to jent by at
least time t'f' = to + max[Tl,Tl + Tg,Tl + To 4 T3, 15 + T4] where ti" — 1o s finite and

depends only on A, e and the model parameters.

Proof.
Suppose that € is real and positive and 1 > €2 > 0 and consider the matrix
— (1 + 01) 0 0 Aa(l — ¢)(1 - €2)
d1 —(u + 02) 0 0
J(e2) =
0 d2 —(p + d3) 0
AY Ay AY —(Ay(e2 +6) +7)

When €3 = 0, J(0) = J, the linearised stability matrix about the disease-free equilib-

rium as used in the proof of Theorem 2.3. Denote the eigenvalues of J(e2) by wi(e2),
wo(€z), wi(ez) and wy(eg). For M large and positive we have that J(e2) + M1 is a
non-negative irreducible matrix. Using Lemma 2.1 from Nold (1980), (the Perron-
Froebenius Theorem), the characteristic equation of this matrix has a simple root
equal to its spectral radius. The eigenvalues of J(e2) + M1 are M +wj(e2), M +wa(ez),
M +ws3(e2) and M + wy(e). Hence if M + wi(e2) is the spectral radius of J(ez) + M1
then M +w; (e2) is real and all other eigenvalues of J(e2) + M1 have strictly smaller real
parts. Hence w;(e2) is real and the other eigenvalues of J(ez) have strictly smaller real
parts. In particular this is true for e = 0. Moreover from Coroilary 2.7 we have that
the roots of the characteristic equation of J(ez) are continuous functions of €3, hence
wi(ez) = wy(0) as e = 0. From the proof of Theorem 2.3 we know that w;(0) > 0
if Ry > 1. Therefore by choosing €2 small enough we can ensure that w;(e2) > 0.

Without loss of generality we can assume that 1 > €2 > 0. We can choose € small

enough such that

1
-;-Eﬂ’f + (_;_ + A) egr; + (-2- + 2A) e'n'g < €9.
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Hence using Lemma 2.4 and Corollary 2.5 for ¢; > t > t9 + Ty + T5 we have that
M+ 72+ 73 < €2. Let & =inf{(: fort; >t >ty + (, 7(t) < €2}, and hence either
t2 = 0 or w(tp 4+ t2) = €2 and ¢y + ¢2 is the last time before £; that m(t) > €2 and note
that to < Ty +Ts. If t; < to+ T, +T5 then we have the desired result. Now we consider
the case where t; > t > to + 11 + T5. From equations (2.1)-(2.4) we have that for

1 >t>tg+ T+ T

dn
= 2 (1-e)\Bo(l-¢) = (u+8)m,
d
—;—? = J171 — (p + d2) 72,
d
—;—?—' = damy — (p + d3)ms,
df A
and = > My(my + 72 +73) — (Ay(e2 +0) 4+ 7)8.
Hence
ax > J(eg)x
At €2)X,

where x = (m, 72, 73, 5)¥. From Lemma 2.1 in Nold (1980), J(e2) has a strictly positive

left eigenvector, e = (e, e2, €3, €4) corresponding to its spectral radius w;(e2). Hence

e %? > eJ(e)x = wi(ez) ex.

Thus integrating over [tg + 2, %] gives

e.x(t) > e.x(to+ t2) explwy(ez)(t — to — £2)],
> (exmi(to +1t2) + eama(to + t2) + esms(to + 1) ) explwi (e2) (¢ — to — t2)],
> w(to + t2) min(ep, eq, e3) exp[wy(e2)(t — Lo — £2)],
= e min(e;, ez, e3) explw;(e2)(t — to — 2)], if t2 > 0,
{ > sem}min(ey, ez, e3) exp[wi (€2)(t — 2o — t2)], if £ = 0.

Therefore after a time £y + 2 + Ty and provided that ¢; > ¢y + o + T4 we have that
1

e.x(t) > e. (-%e'?r’l", (% + A) €75, (% + ZA) €T3, (§ + SA) elﬁ*) : (2.13)

where Ty depends only on €;, €, A and the model parameters. We have also shown that
provided that ¢y < t < ¢{; then after a time ty + max[Tl,Tl +T5, Ty + T + Tg] we have
that my(t) < genf, ma(t) < (1 + A)eny, m3(t) < (3 + 2A)ens and B(t) < (3 +3A)e18*.
Hence

e.x(t) < e (%Eﬂ'f, (%— +- A) €75, (-;— + ZA) €T3, (% + 3A) €1 5*) :
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Therefore if £ > £ + ma.:-:[f‘l, Ty +To, Ty + T +T5,t0 + T'4] we have a contradiction to
eqn (2.13) and hence ¢; < ¢y + max[T}, T} + T3, T} + T5 + T3,t3 + T4). This concludes
the proof of Lemma 2.5.e

We have shown that the first time m; drops below Jen} it must return back to this
level after a duration of at most T = max[Tl,Tl + 0, Ty + T + T3,t2 + T4] later. By
shifting the time origin it is easy to see that the argument can be extended to cover any
time m; drops below ienf. Hence if m; drops below zen} at ¢y then for ¢ € [to,p + T]

we have that

d7r1
-1 5 _ ,
Integrating we deduce that T, > -zl-ew‘f exp[—(u + 1) (¢ — )],
1
> —emy exp[—(u + 61)T),

2

where T is a fixed duration dependent only on ¢, €2, A and the model parameters. Since
(1/2)ent exp[—(u+61)T] is strictly positive we have that m; o, > 0. Hence by the remark
on p.58 (2.12) is true and therefore by reducing € we have that there exists a fixed lower
bound € > 0 and > 0 such that for all £ > n, m1(t) > €, m2(t) > €, 73(t) > € and
B(t) > e. This completes the proof of Theorem 2.4.e

Theorem 2.5 The endemic equilibrium (n3, 73,73, 5*) is locally stable if Ry > 1.

Proof.

The Jacobian matrix for our model evaluated at the endemic equilibrium (#j, 73, 73,
B*), is
~(u+61)=A8*a(1-¢) —AB*a(l-¢)  =—AB*c(1-¢) (1-7*)Aa(1-¢)
61 —(u+62) 0 0

0 d2 —{(u+903) 0

(1-g*(1-0ry  (1-8*(1-0)xy (1-B*(1-0))\y —(§+(1—G)x*+7)\v

If the characteristic equation of J is denoted by wt 4+ a1w? + asw? + azw + ag = 0 then
using the Routh-Hurwitz conditions for a quartic polynomial we require to show that
a; > 0 for 1 = 1,2,3,4, and ajaza; > a5 + afas. This is straightforward but requires a

considerable amount of algebra, see Appendix A for details.e
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2.5.1 Comments on Global Stability

We have been unable to show that when Ry > 1 and disease is initially present our model
tends to the endemic equilibrium. However we can use our previous persistence result

to derive additional sufficient conditions for global stability. The current coordinate
system of our model is (7, wo, 73, 8). We do not consider this system directly. Instead
we use a translated form of the original coordinate system where the origin in this new

system corresponds to (n}, 5,73, *) in the original form. This translation gives us a

new set of model equations,

TL = (1-m)Ma(l - ) - FNall - ¢) — (u+ )i, (219
T = i+ 82) (2.15)
%? = Oafty — (1 + 03)73, (2.16)
and -‘;Lf- = [1 - B* + B*0yit — Byl + (1 = B)x] - B, (2.17)

where 8 = 8 - 8%, #; = m; — « for ¢ = 1,2,3, and & = 7y + 72 + #3. In this new
system we wish to show that (7, i’rz,ii"g,ﬁ) — (0,0,0,0) as t — oo, which is equivalent
to (my,m2,m3,B) = (af,n3,n3,8*) ast = oo. We can write the system represented
by eqns (2.14)-(2.17) in matrix form as d%/dt = V(x)X, where xT' = (71, m9,73,8),

iT = (7?117?2:7?3:['}) and

—(utd1)-MBa(l-¢) —MBa(l—¢)  =ABa(l-¢)  (1-7*)Aa(1-¢)

01 —~(p+02) 0 0

V(x)
0 42 —{u+03) 0

(1-B*+B8*)\y  (1-F*+B8*O\y  (1-B*+B*O)y  —(6+(1-6)m+1)xy

When x = 0 we have that

—(p+61) 0 0 (1—-7*)Aa(l1—¢)
) —(p+62) 0 0
V(0) = ‘ (+03 ,
0 &2 —(u+4d3) 0
(1-B*+8*0)Ny  (1-B*+B*®)y  (1-B*+B*O)\y ~(0+7) Ny

where the only strictly negative entries are on the leading diagonal. We are also inter-

ested in an additional coordinate system, that of (7,72,73,8). This system is easily

obtained from the (7, 72, 73, ) system by adding eqns (2.14)-(2.16) and replacing 7
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with & — @3 — 3. Thus we have that dy/dt = W(y)y, where yT = (7, 7, 73, B),

iT — (ﬁ-’ ﬁ2: 7?315) and

—pu—-ABa(l—¢) 0 -~J3 (1=-7*)2a(1-¢)
W(y) = 61 —(u+62+441) -d1 0
0 02 —(u+03) 0
(1-8*+8*0) Ay 0 0 —(0+(1-0)x+7) My

Notice that in W () the variables n(t) and S(t) appear only on the leading diagonal.

The two matrices V(x) and W(y) have different structures each with its own useful

property. The V(x) form has non-negative entries except on the leading diagonal when

x = 0. The W (y) form has constant entries except on the leading diagonal. These two

matrices share an important property shown in the following lemma.

Lemma 2.6 V(x) and W(y) have the same eigenvalues.

Proof.
y = JX where
1 110
0100
J =
0 010
0 0 01

It is straightforward to verify that V(x) = J"'W(y)J. Thus if e is a right eigenvector

of V(x) with corresponding eigenvalue w we must have that Je is a right eigenvector
of W(y) with corresponding eigenvalue w. Similarly if f is a right eigenvector of W (y)

with eigenvalue w, J™!f is a right eigenvector of V(x) with the same eigenvalue. Hence

V(x) and W(y) have the same eigenvalues.e

Using Theorem 2.4 we can replace the variables n(t) and B(t) in W(y) with a

constant lower bound, ¢. Hence if we define

—p=Aa(l-g)e 0 -3 (1-7*)Aa(l-¢)
01 ~(u+01+032) -0 0
Wt = :
0 02 ~(u+63) 0
(1-B8*+8*6) Ay 0 0 —(0+(1-0)e+7) )y
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then note that for ¢t > n W(y) < W+. We can write W+ as W(0) — €E where

Aa(l—¢) 0 0 0
0 0 0 0
E =
0 0 0 0
0 0 0 Ay(1-8)

From Lemma 2.6 the eigenvalues of W(0) are the same as those of V(0). Moreover if M
i1s large enough V(0)+ M1, (where I is the identity matrix) is an irreducible matrix with
non-negative elements and has a unique strictly positive eigenvector (n7,#3,n3,5%).
From Lemma 2.1 in Nold (1980) we find that the eigenvalue corresponding to the
eigenvector (n7,n3,73,0*) is a simple eigenvalue and is also the spectral radius of
V(0) + MI. Hence all eigenvalues of V(0) + M1 lie in a circle centered on the origin
with radius M. Thus all eigenvalues of V(0) and hence W(0) lie in a circle centered
on (—M,0) with radius M. Moreover zero is a simple eigenvalue of W(0).

Consider the characteristic equation of W+ = W(0) — €E, this is of the form
w? + a;(e)w® + az(€)w? + az(€)w + as(e) =0, (2.18)

where aj(e€), az(e€), as(e), as(€) are continuous functions of €. After some algebra we

find that
ag(e) = (u+ra(l - @)e)(My(0 + (1 = 6)e) +7)[(d1 + &2 + ) (d3 + 1) + 6152]

4618283 (0y(0 + (1 — 0)e) + )
~(1 = 7*)Aary(1 - §)[1 — B* + B*0)[(81 + b2 + 1) (83 + p) + 6182).  (2.19)

When € = 0 we have that W+ = W(0) and we know that zero is an eigenvalue of
W(0). Let the roots of eqn (2.18) be denoted by {w;,ws,ws,ws}. When € = 0 three
eigenvalues w;, w9 and w3 say, have real parts which are strictly negative and the fourth
eigenvalue wy is real and lies at the origin. Now consider € > 0. From Corollary 2.7 we
know that the eigenvalues are continuous in € in a neighbourhood about the origin. By
continuity w;, we and w3 must still have strictly negative real parts for € small. Now
suppose that w4 has a non-negative real part for ¢ small. Hence w4 must be real and
ag = wiwawswy < 0 for small €, however this is impossible since a4(0) = 0 and a4(e)
is increasing in €. Hence for € small and positive all eigenvalues of W have strictly
negative real parts. So all eigenvalues of w+7 also have strictly negative real parts.

The well known theorem of Lyapunov (1892) states that all the eigenvalues of a

matrix A have negative real parts if and only if there exists a symmetric positive
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definite matrix P such that AP + PAT is negative definite. Hence we have that there
exists a symmetric positive definite matrix P such that WH'P + PW+ = —Q where
Q) is a positive definite matrix. This result is not sufficient for us to show global stability

of the endemic equilibrium although we can do so if P has the form

P11 0 0 0
0 Poa Pa3 0
P = :
0 Ps32 P33 0
0 0 0 P4

where P;; and Py are strictly positive. If P is of this form then v = yIPy is a
Lyapunov function for our system since v is always positive and

dv
dt

(W) TP +PW(y))y,

yT(WHTp + PW)y, due to the form of P,

FAN

_HTQii

< _wmin(Q)Iilz’

where wpnin(Q) is the smallest (strictly positive) eigenvalue of Q,
wmin(Q)

....T —~
< —Bn M eTpy

where wmax(P) is the largest (strictly positive) eigenvalue of P,

- wmin(Q)
Wmax(P)

and wpin(Q) and wnax(P) are both strictly positive. Hence

OEUSU(O)exp[—SEP’—((%-;—t] —0 as t— o0

v,

S0 as
1

~ 12
<
Iyl T Wmin(P)

where wpin(P) is the smallest (strictly positive) eigenvalue of P. In particular we have

y' Py, y—>0 as t— oo,

global asymptotic stability when for some positive definite matrix Q we can choose P

a positive diagonal matrix. Therefore we require the (generally stronger) property that

W is diagonally stable rather than Lyapunov stable.

Barker et al., (1978) discuss various stability type conditions on a matrix A related

to the consistency of the Lyapunov equation AD + DAT = Q where D is a positive
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diagonal matrix and Q is positive definite. In particular they show that such a D exists

for any matrix A = (a;;) where A has a positive diagonal and M(A) is a nonsingular

M-matrix where
Iaijl ift = j:

—lag;] ifi# .

Recall that a nonsingular M-matrix is a matrix whose off diagonal entries are less than

M,:j =

or equal to zero and all its principal minors are strictly positive (Barker et al., 1978).

By considering the matrix S = ~W+! we find that

p+ra(l—¢)e ~0d1 0 —(1=8*+B8*6)\y
0 p+61+92 -8 0
M(S) =
—43 -4 p+03 0
—(1-7*)Aa(1-¢) 0 0 (6+(1-8)e+7) A7y

We now require to show that all the principal minors are strictly positive. After some

algebra we find that sufficient conditions for this are that det M(S) =

{ (1 + Aa(1 = )e) (@ + (1 — e +7) — (1 - B* + B*6)(1 ~ 7*)Aa(l - )

X Ay [(}J + 01 + 82) (s + d3) — 5152]} - 515253(5 + (1 — é)t’ +7)Ay >0, (2.20)

and (u + 07 + 62)(u + 03) — 0162 > 0. This second condition is satisfied for most
parameter values in the literature. It will always be true if 43 > d2 or é3 > J;. Hence
if these conditions are satisfied then there exists a positive diagonal matrix D such
that W'D + DW+ is negative definite and therefore if disease is initially present the
system will tend to the endemic equilibrium. However unlike the sufficient condition of
as(€) > 0 (shown in eqn (2.19)) for Lyapunov stability of W, the inequality (2.20) is
not satisfied near e = 0 (but could be satisfied for € larger). In particular when §; =0
W is both Lyapunov and diagonally stable. However when é; = 0 our model simplifies
down to the original model discussed by Kaplan and O’Keefe (1993). Intuitively we

expect that the lower bound on € will be close to zero for Ry close to one which suggests

that our argument, while not strong enough to show that the disease tends to the unique

endemic equilibrium if it is initially present for all values of Ry > 1, may hold true for

larger values of Ry.
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2.6 Simulation Study of the Simple Model

In the previous section we discussed in detail key theoretical properties of the Simple
Model. We used mathematical results to analyse the long term behaviour of this model
and established the conditions necessary for the disease to die out in the population or
become endemic. We now demonstrate the behaviour of the Simple Model graphically
using simulation. Simulation allows us to validate our previous theoretical results
and puts our model onto a more practical footing by demonstrating how the disease
progresses through the population over time.

We now use the SOLVER numerical integration package to produce estimates of
the prevalence of disease over time given by eqns (2.1)-(2.4). However we first need
to estimate the parameters mentioned in Assumptions 1-9. For example we require an
estimate of the shared injection rate and the probability with which addicts successfully
clean needles prior to use. Table 2.1 contains a summary of the parameter estimates

we use to simulate our current model. Justifications for each of these estimates can be

found in Appendix B.

Table 2.1: Summary of Parameter Estimates

246.22 per year

0.90797
0.00601 per shared injection

0.1333 per year
0.64

0.0

15.531 per year
4.6154 per year
0.2281 per year

0.1920 per year

We are interested in demonstrating two key properties of the Simple Model. Firstly,
if the parameter estimates are such that Ry > 1 then provided that disease is initially
present in at least one individual addict or needle, then HIV will spread among the

population until a steady state is reached where a fraction n* of all addicts and a
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Figure 2.1: System Tends to Endemic Equilibrium when Ry > 1
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fraction 8* of all needles are infected with HIV. Secondly, if the parameter estimates
are such that Ry <1 then the disease will die out in both addicts and needles and the
system will approach the disease-free steady state. To illustrate these two properties we
use two sets of parameter estimates, the first set gives rise to a value of Ry = 3.596 > 1
and in the second Ry = 0.903 < 1. The first set of parameter estimates are as shown
in Table 2.1 and the second set are the same as the first except that ¢, the probability
that an addict successfully cleans a needle prior to use, is increased from 0.64 to 0.887.

This reduces reduces Ry from 3.596 to 0.903. We now investigate the behaviour of the

Simple Model for these two sets of parameters.

Parameter Set One - Ry = 3.596

We now simulate the Simple Model using a set of parameter estimates where Ry =

3.596. Figure 2.1 shows the Simple Model simulated over forty years. At time zero

we have assumed that one percent of the total population of addicts are in stage one

infectivity, at this time no other addicts or needles are infectious. The lower three lines

on the figure show the behaviour over time of the three stages of infectivity among the

addict population, the uppermost line represents the total fraction of needles infected

with HIV. It is clear that the fraction of addicts infected in each stage eventually
reaches a steady state as does the fraction of infected needles. We can also observe

that the fraction of addicts in stage one infectivity reaches a steady state first with the
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other stages reaching a steady state later. The approximate steady state values are
(73,73, 7%, 6*) = (0.027,0.355,0.249,0.675), which correspond to 7* = 0.6326.
Figures 2.2-2.4 examine the behaviour of the Simple Model using the same set of

parameters as in Figure 2.1 but with six sets of different initial conditions. The six
starting conditions of the system were (0.3,0), (0.7,0), (1.0,0.3), (0.7,1.0), (0.3,1.0) and
(0,0.3), where (z,y) means that 7(0) = z and B(0) = y. In the case of the addicts it was
assumed that all initially infectious addicts were in stage one infectivity, (i.e. 7(0) = 0.3
means that 71(0) = 0.3). Each plot shows the progress of the total fraction of infected

addicts and the total fraction of infected needles as time progresses for each of the

different initial conditions. It is clear that in each case the level of disease in both
addicts and needles reaches a steady state value and moreover this value is the same for
each of the six initial conditions. Hence these simulations suggest that for the current
set of parameter estimates the total long term prevalence of disease in addicts and
needles is 0.6326 and 0.675 respectively. An interesting feature of these simulations is
the very similar behaviour of the fraction of infected needles and the fraction of infected
addicts. It turns out that whatever the initial conditions the prevalence of disease in
needles appears to very quickly reach a quasi-steady state relationship determined by
the prevalence of disease among addicts. This is a useful property which we discuss in
the following chapter. In summary our simulations (together with others not illustrated)

suggest that if disease is initially present then the model will tend to the unique endemic

equilibrium.

Parameter Set Two - Ry = 0.903

We now simulate the Simple Model using a set of parameter estimates where Ry =
0.903. Figure 2.5 shows the Simple Model simulated over 120 years. At time zero we

have assumed that the population is in an endemic steady state where 2.7% of the total
population of addicts are in stage one infectivity, 35.5% are in stage two infectivity and

24.9% are in stage three infectivity. We also assume that 67.5% of needles are infected

with HIV. These values correspond to the endemic steady state shown in Figure 2.1.

We suppose that at time zero Ry has been reduced from 3.596 down to 0.903 (achieved
by increasing ¢ from 0.64 to 0.887). As in Figure 2.1 each line on the figure represents
the spread of the various stages of infectivity among the addict populatio