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Abstract 

 

Ribonucleic acid (RNA) analysis presents a unique, novel opportunity to answer a 

wide range of questions in forensic science.  The dynamicity of the transcriptome has led to 

it being suggested as a novel source of diagnostic information in forensic pathology.  

However, RNA is exceptionally labile.  This research has characterised the post-mortem 

degradation behaviour of tissue RNA in an animal model, the laboratory mouse; with the 

aim of identifying a post-mortem interval during which gene expression analysis provides 

informative and reliable results.  It was extremely encouraging that over the three day post-

mortem interval examined, the yield of RNA from skeletal muscle, kidney, liver and heart 

tissue did not fall to such a level that it became unanalysable.  Interestingly, individual RNAs 

were found to exhibit unique decay behaviour during the post-mortem interval; some 

significantly more stable than others.  In the tissues of mice decomposed at room 

temperature, RNAs remained stable for at least the first 12 hours post-mortem; after which 

the observed differential decay skewed their expression profiles.  This poses an 

interpretational obstacle for gene expression data where an extended time lag exists 

between death and sampling, and highlights the requirement for future work to consider 

novel data normalisation strategies.  Overall, it is suggested that using RNA degradation as 

an indicator of post-mortem interval is fraught with difficulties: such as its dependence on 

the environmental conditions (specifically ambient temperature), differential RNA decay 

behaviour between tissue types and storage media, and inherently strong variability 

between replicates. 
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Chapter 1: Introduction 

 

1.1 Thesis overview 

 Ribonucleic acid (RNA) analysis presents a new and unique opportunity to 

answer a range of as yet, unanswered questions in forensic science.  Some of the 

potential applications of RNA analysis are summarised in Table 1.1 (1).  Of these, 

this thesis is focused on the following research themes: detection of cell-specific 

gene expression, reactive changes in gene expression and quantification of RNA 

degradation.   

 

Table 1.1: Potential applications of gene expression analysis in forensic science.  
Table reproduced from (1). 

Type of RNA assessment Application(s) 

Detection of cell-specific gene 
expression 

Identification of body fluid/tissue type 
of biological samples recovered in 
casework 

Functional status of organs and tissues 
Diagnosis of the cause and mechanism 
of death 

Reactive changes in gene expression 
Wound age determination 
Determination of vitality and survival 
time 

Quantification of RNA degradation 

Ageing biological stains 
Determination of the post-mortem 
interval 

 

 

Identification of RNAs with expression associated with a specific tissue type 

could potentially provide forensic scientists with a novel tool for identification of 

the biological origin of crime scene specimens (2).  This will be explored in Chapter 

3, specifically regarding the development and validation of assays for identification 

of menstrual blood, vaginal secretions and contact traces in casework samples (3).   
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It is postulated that most external events to which an organism is exposed 

will leave a ‘mark’ on the transcriptome, reflected in the type and relative 

abundance of expressed RNAs (4).  As a result, transcriptome analysis of post-

mortem tissues has been proposed as a novel source of information regarding the 

cause and circumstances of death in cases where these cannot be determined using 

conventional methods (4).  However, RNA is known to be a labile molecule.  In fact, 

some research groups have suggested that quantification of tissue RNA degradation 

may serve as a novel measure of the post-mortem interval (5, 6).  Unfortunately, 

little is known about what happens to RNA in tissues after death; information which 

is absolutely critical for correct interpretation of gene expression data.  This will be 

explored in more detail in Chapters 5 through 7, with the aim of enhancing our 

current understanding of RNA decay behaviour.  Initially, a protocol was devised 

and validated to permit characterisation of post-mortem tissue RNA degradation; 

the outcomes of which are presented in Chapter 4.   

Because of the practical and ethical issues surrounding the use of human 

autopsy material, RNA degradation behaviour has been assessed in the tissues of 

mice decomposed for up to 72 hours.  Three techniques were implemented: total 

RNA quantification by UV-visible spectrophotometry; total RNA quality analysis on 

the Bioanalyzer 2100 platform; and amplification of a panel of endogenous control 

RNAs by RT-qPCR.  In addition, two post-mortem interval variables have been 

considered to identify their effect on tissue RNA.  Ambient temperature during the 

post-mortem interval was altered, to determine whether this affected the time 

span during which RNA can be successfully analysed (Chapter 5).  Secondly, the 

validity of an alternative ex vivo decomposition simulation was considered in 

Chapter 6, to establish whether data generated under this experimental design is 

directly comparable with gene expression data from tissue samples decomposed in 

vivo.  Finally, in an attempt to characterise the nature and progression of the 

degradation of individual RNAs, Chapter 7 applied qPCR assays with specific design 

features to RNA extracts from partially decomposed tissues.   
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1.2 Molecular biology of RNA 

1.2.1 Structural nature of RNA 

RNA is an important cellular biomolecule with involvement in a diverse 

range of biological processes within the cell, often (but not always) in concert with 

deoxyribonucleic acid (DNA).  RNA, like DNA, is a polymer of repeating monomer 

units called ribonucleotides (Figure 1.1) linked into linear chains by phosphodiester 

bonds (7).  Each ribonucleotide is composed of a base (one of four incorporating 

uracil, cytosine, guanine or as featured in Figure 1.1, adenine), a ribose sugar and a 

phosphate group.  RNA molecules are formed by linking adjacent ribonucleotides 

into long chains via phosphodiester bonds, which connect the 3ʹ and 5ʹ carbons of 

ribose sugars on adjacent ribonucleotides through the phosphate group.  This gives 

the RNA molecule directionality; termed “5ʹ to 3ʹ” (7).  Unlike the ribose and 

phosphate group, the base is not directly involved in the linear conformation of RNA 

but plays an important role in instigating the interaction between RNA and other 

nucleic acids, in the form of hydrogen bonds (7).  
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Figure 1.1: (A) Structure of a ribonucleotide and (B) Structure of the four bases in 
RNA.  (A) Ribonucleotides are linked into chains via a phosphodiester bond linking 
the 3ˈ and 5ˈ carbons of two adjacent entities.  The base is attached to the ribose 
sugar via a β-glycosidic linkage.  (B) The base can be one of four: adenine, guanine, 
uracil or cytosine.  Illustration drawn in ChemBioDraw v14. 

 

The sequence of ribonucleotides determined by the bases at each position in 

the chain constitutes the primary structure of an RNA molecule.  Much like proteins, 

RNA often possesses higher levels of structure (secondary, tertiary) making the 

molecules more globular in shape; mediated by intramolecular hydrogen bonding 

(7).  RNAs can form a wide array of folded structures and may associate with 

numerous RNA binding proteins.  Structure is one of the key distinguishing 

characteristics between the different classes of RNA existing in the cell. 

 

  

(A) 

(B) 

Base Ribose sugar 

Phosphate 
group 

Adenine Uracil 

Guanine Cytosine 



5 
 

1.2.2 The main classes of RNA 

Despite having the same characteristic primary structure (i.e. nucleotide 

base sequence) different RNAs perform a diverse range of activities within the cell, 

summarised in Table 1.2.  RNA classes can be differentiated based on their length, 

3D configuration, function and half-life (4, 8).   

 

Table 1.2: Different classes of RNA.  The messenger, transfer and ribosomal RNAs 
are involved directly in the manufacture of proteins based on DNA sequence data.  
Adapted from (4). 

RNA type Function 

Messenger RNA (mRNA) 
Template for transfer of sequence data from nuclear 
DNA to the ribosome for translation 

Transfer RNA (tRNA) Amino acid carrier during translation 

Ribosomal RNA (rRNA) 
Ribosome structural component, comprising ~96% total 
cellular RNA 

Small nuclear RNA 
(snRNA) 

Component of the spliceosome, functioning in pre-
mRNA processing in the nucleus 

Small nucleolar RNA 
(snoRNA) 

Functions in processing of pre-rRNA in the nucleus 

Small interfering RNA 
(siRNA) 

Regulation of gene expression 
microRNA (miRNA) 

Anti-sense RNA (asRNA) 

Piwi-interacting RNA 
(piRNA) 

 

This research will focus primarily on messenger RNA (mRNA), which acts as 

the molecular intermediate between DNA and protein.  Subsequent paragraphs will 

therefore detail the metabolism of mRNA in the cell: how it is synthesised, 

processed and exported to the cytoplasm; the function that it performs; and its 

degradation and how this is controlled.  Essential to this overall process also are the 

transfer (tRNA) and ribosomal RNAs (rRNA), which work in concert with mRNA in 

the transfer of the genetic sequence to direct protein assembly (7).  Out with these 

three primary RNA classes, other smaller non-coding RNAs exist and are involved in 

numerous other activities in the cell.  These small RNAs will not be discussed in any 
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great detail; suffice to say that they exist and play important roles in RNA 

metabolism (7). 

 

1.2.3 mRNA transcription, post-transcriptional processing and translation 

Although mRNA comprises only approximately 3-5% of cellular RNA (4, 9), it 

plays an essential role in protein synthesis by acting as an intermediate between 

DNA and protein.  This involves the transfer of genetic information from the nucleus 

to the cytoplasm whereby the ribosome can use it to assemble proteins.  

Transcription is the process by which RNA is synthesised from a template molecule 

of DNA.  This is catalysed by the enzyme RNA polymerase II, which is recruited to 

transcribe a gene of interest into RNA by transcription factors.  Using nucleotide 

triphosphates (NTPs) as an initial substrate, RNA polymerase II constructs mRNA 

oligonucleotide chains by catalysing the formation of new phosphodiester bonds 

between the 5ˈphosphate of a new NTP and the exposed 3’-OH of the terminal 

nucleotide on the nascent mRNA strand (7). 

 However, a significant proportion of eukaryotic genes comprise alternating 

coding (exonic) and non-coding (intronic) sequences, meaning that transcription in 

this manner results in the synthesis of a long precursor pre-mRNA molecule (7).  A 

large macromolecular complex known as the spliceosome is able to remove the 

unwanted intronic sequences by splicing, to obtain a contiguous open reading 

frame.  Subsequent to splicing, the 5’ and 3’ ends of the mRNA molecule are 

modified structurally to protect it against enzymatic attack (7).  The 5’ terminal 

ribonucleotide is covered by the addition of a guanosine triphosphate via a 5’-5’ 

linkage, forming the 7-methylguanosine cap (m7G) (7).  At the opposite end, most 

eukaryotic mRNAs undergo polyadenylation – addition of a sequence of tens to 

hundreds of adjacent adenosines (As) creating a structure known as the poly (A) tail 

(7).  The resultant mature mRNA molecule exhibits a structure as illustrated in 

Figure 1.2. 
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Figure 1.2: Structure of a mature mRNA molecule.  The open reading frame 
contains the nucleotide sequence translated into protein by the ribosome – 
beginning with the start codon AUG and finishing with one of three stop codons: 
UAA, UAG or UGA.  This coding sequence is flanked by the non-coding 3’ and 5’ 
untranslated regions (UTRs).  The ends of the mRNA molecule are protected by the 
3’ poly (A) tail and 5’ 7-methylguanosine (m7G) cap.  Information adapted from (7). 

 

 Following transcription, splicing and post-transcriptional processing the 

mature mRNA molecule exported into the cytoplasm, where it is used as a template 

for translation.  mRNAs are transported through the nuclear envelope into the 

cytoplasm with the assistance of the nuclear pore complex (10).  RNAs diffuse 

passively through the cytoplasm and can dock into the ribosome via their 5’ m7G 

cap.  The ribosome is a protein-rRNA structure able to ‘read’ an mRNA, utilising the 

sequence of its open reading frame to direct polypeptide synthesis.  Amino acids 

are delivered to the ribosome on the acceptor stem of a tRNA and positioned based 

on the complementarity between the anti-codons of tRNA and codons of the mRNA 

template.  As the mRNA translocates through the ribosome, it catalyses the 

formation of peptide bonds between adjacent amino acids to form a polypeptide 

which is subsequently released. 

 

1.2.4 Physiological mRNA degradation mechanisms and mRNA stability 

Unlike DNA, mRNA is not a permanent fixture of the cell.  The synthesis of 

mRNA occurs in response to transcription factor signals (7), and the mRNAs 

themselves only exist for a short period before degradation (11).  This period varies 

between mRNAs most likely as a result of the functionality of the encoded protein: 

with mRNA half-lives ranging from as little as 15 minutes for the c-Fos transcript to 

well over 24 hours for that encoding β-globin (11).  As the quantity of protein which 

can be produced from an mRNA molecule is a function of its biological half-life and 

transcription rate, it is hypothesised that the most stable mRNAs correspond to 
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constitutively expressed genes (12, 13).  Such genes encode for proteins involved in 

essential, ubiquitous ‘housekeeping’ functions in the cell such as respiration, 

nucleotide synthesis and protein metabolism (7, 14).  For example, the mRNA 

encoding for the cytoskeletal protein β-actin can be translated as many as 1,000 

times before the degradation machinery takes hold (15).   

Short lived mRNAs on the other hand, are thought to encode genes of 

regulatory significance (13).  The short half-life of mRNAs is physiologically 

important to the cell and key in the control of gene expression – permitting much 

faster up- or down-regulation of genes in response to the cell’s physiological needs 

(14).  Interestingly, the half-life of some mRNAs is not static; and can be modified by 

physiological or environmental signals promoting either stability or decay (16-19).  

Precise control over the rate of mRNA degradation is important, given that this 

governs the quantity of mRNA available as a template for protein translation. 

RNA is physiologically destroyed by enzymes which possess ribonuclease 

activity (RNases) (20).  These can be of two types: exoribonucleases, which 

sequentially remove nucleotides from the free ends of the RNA molecule either in 

the 3’ to 5’ or 5’ to 3’ direction; or endoribonucleases, which cleave RNA internally 

(Figure 1.3) (21, 22).   

 

 

 

  

Figure 1.3: Two key mechanisms of mRNA decay.  Messenger RNAs can either be 
disassembled in the 5’ to 3’ or 3’ to 5’ direction; mediated by exoribonucleases.  
Other endoribonucleases or chemical agents can attack the RNA molecule from 
within, at random points or within specific sequence motifs. 

 

Random fragmentation Directional fragmentation 
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Immediately after transcription and their release into the cytoplasm, mRNAs 

start to undergo progressive deadenylation – shortening of the poly (A) tract at the 

3ˈ end of the molecule (20).  Deadenylation is proposed to be the rate limiting step 

in mRNA decay (11). Nuclease complexes with poly (A) specific 3’-exonuclease 

activity in eukaryotic cells include PAN2/PAN3, CCR4/NOT or poly (A) specific 

ribonuclease (PARN).  Deadenylated mRNA can either undergo degradation from 

the exposed 3’ end, or most commonly removal of the m7G cap (‘decapping’) and 5’ 

to 3’ decay (Figure 1.4) (11).    

 

 

Figure 1.4: Overview of eukaryotic mRNA decay mechanisms.  mRNA initially 
undergoes deadenylation, after which it may undergo two pathways: 3ˈ to 5ˈ 
degradation by the exosome, or decapping and 5ˈ to 3ˈ degradation by the 
exonuclease XRN1.  Illustration from (23). 

 

3’ to 5’ degradation of deadenylated mRNA is performed by the exosome, a 

large ring-shaped protein complex present both in the cytoplasm and nucleus 

(Figure 1.4).  This however, is postulated to be a secondary mechanism of 

physiological RNA decay.  In most instances, deadenylation is followed by hydrolysis 

of the m7G cap by the DCP1/DCP2 decapping complex.  This leaves an exposed 5’ 

monophosphate nucleotide, which can be acted upon by the 5’ exonuclease XRN1 

to degrade the rest of the transcript (Figure 1.4) (11, 20, 22).   
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 Controlling the rate of mRNA translation and degradation plays an important 

role in regulating gene expression.  All sections of an mRNA molecule – the open 

reading frame, 3’-UTR, 5’-UTR, poly (A) tail and 7-methylguanosine cap – can confer 

stability to an mRNA molecule.  However, a majority of known sequence elements 

influencing mRNA stability are located in the 3’ untranslated region (3’-UTR), such 

as the AU-rich element (ARE) (24, 25).  The half-life of a particular mRNA transcript 

is not fixed, but can vary in response to developmental, nutritional, hormonal, 

pharmacological and environmental (e.g. hypoxia, temperature/heat shock, UV, 

diurnal variation) stimuli (19, 24).   

 

1.3 Applications of RNA in forensic science 

 As described in Section 1.1, this thesis is concerned with two applications of 

RNA analysis in forensic science: for identification of the tissue origin of a biological 

specimen, and to study the transcriptional changes in tissues after death.  The 

following sections will provide a brief overview of the current state of the literature 

in these two areas. 

 

1.3.1. Cell specific RNA expression: Body fluid and tissue origin identification 

1.3.1.1 Cell specific RNA expression: Background 

Nowadays, it is a matter of routine for DNA profiles to be obtained from 

biological samples recovered from a crime scene to identify an individual (1, 26).  

Some of the biological specimens encountered in a forensic context include blood, 

semen, saliva, menstrual blood, lacrimal fluid, sweat, vaginal secretions and skin cell 

deposits (4, 27).  Establishing a DNA profile match provides a spatial link between 

an individual and a location of interest to a criminal investigation, but no 

information regarding the origin of the biological material (28).  In many cases, 

correct identification of the tissue type from which genetic material originated can 
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be of immense value to a forensic investigation; most notably in cases of sexual 

assault (8, 29-31).   

There are currently a plethora of methods commercially available for body 

fluid identification in forensic casework, including: biochemical colour change tests, 

enzymatic assays, immunoassays, crystal tests, microscopic tests, alternate light 

sources and spectroscopic analyses (32-39).  However, these techniques have many 

inherent problems: most are labour intensive and time consuming, waste or 

damage biological samples, have poor specificity and their technological diversity 

prevents multiplex analysis (26, 40, 41).  Moreover, there are a number of biological 

samples for which no effective, confirmatory identification technique exists, e.g. 

vaginal secretions and menstrual blood (8, 42, 43).  In many forensic laboratories 

tissue origin identification is being bypassed solely for operational efficiency (26, 

44). 

This is the problem that mRNA profiling seeks to solve.  Terminally 

differentiated cells take the form that they do following a developmentally 

regulated cellular program, in which specific genes are transcriptionally active 

(turned ‘on’) while others have their transcription suppressed (turned ‘off’) (26).  As 

a result, each cell type has its own unique pattern of gene expression defined by the 

presence and relative abundance of mRNAs encoding for specific functional genes.  

It is proposed that characterisation of the mRNAs present in a biological specimen 

permits identification of its tissue origin.   

Since the first article identifying menstrual blood specific mRNA markers was 

published in 1999 (45), many groups have contributed to the ever-expanding 

database of mRNA markers suitable for the identification of blood, menstrual blood, 

saliva, semen, vaginal secretions and skin cell deposits.  A selection of important, 

well researched, tissue specific mRNA markers is included below in Table 1.3. 
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Table 1.3: A selection of body fluid specific RNA markers utilised for the 
identification of blood, saliva, semen, menstrual blood and vaginal fluid in 
forensic casework specimens.  Information collated from (2, 27, 29, 31, 40, 46-49). 

Body fluid Gene/mRNA marker Protein function Site of expression 

Blood 

Haemoglobin A/B 
(HBA/B) 

α/β subunits of haemoglobin, 
involved in oxygen transport 

Blood –  
erythroblasts 
(erythrocyte 
precursor) 

Aminolevulinic acid 
synthase (ALAS2) 

Enzyme in haem biosynthesis 
pathway 

Blood –  
erythroblasts 
(erythrocyte 
precursor) 

Saliva 

Histatin 3 (HTN3) 
Involved in non-immune defence 
against pathogens in the oral 
cavity 

Saliva –  
salivary glands 

Statherin (STATH) 
Inhibits calcium precipitation in 
oral cavity 

Saliva –  
salivary glands 

Semen 

Kallikrein 3/ 
Prostate specific 
antigen (PSA) 

Serine protease enzyme, liquefies 
semen to facilitate movement of 
spermatozoa 

Semen –  
seminal plasma/ 
prostate gland 

Protamine 1/2 
(PRM1/2) 

‘Histone-like’ proteins, involved 
in chromatin condensation to fit 
into small spermatozoa 

Semen –  
spermatozoa 

Menstrual 
blood 

Matrix 
metalloproteinases 7, 
10 and 11 
(MMP7/10/11) 

Endopeptidase enzymes, function 
to break down the extracellular 
matrix during tissue remodelling 
in menstruation 

Menstrual blood – 
endometrium 

Vaginal 
secretions 

Mucin 4 (MUC4) 

Glycosylated membrane protein, 
functions in vaginal lubrication 
and protection of the vaginal 
epithelium against microbial 
invasion 

Vaginal secretions –  
vaginal epithelium 

Skin Keratin 9 (KRT9) 

Intermediate filament protein, 
found in terminally differentiated 
skin cells in the palms of hands 
and soles of feet only 

Skin –  
palms and soles of 
feet only 
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1.3.1.2 Cell specific RNA expression: Evaluation 

mRNA based body fluid identification overcomes many of the limitations of 

traditional protein-based identification procedures.  As a result of their similar 

molecular structures, DNA and RNA can be co-extracted from biological specimens 

preventing sample wastage (41), and the analysis procedure mirrors that of DNA 

profiling (48).  Unlike biochemical or serological tests, mRNA analyses can be 

multiplexed – i.e. in a single reaction tube, one can simultaneously test for a full 

panel of body fluids/tissue types (29, 50, 51).  For some biological specimens such 

as menstrual blood, vaginal secretions and skin cell deposits, mRNA analysis 

presents the first method by which they can be reliably identified (43, 52-54).  It can 

even allow the discrimination of semen from vasectomised males (55), and the 

identification of solid tissues (51).  Unlike most current techniques, mRNA profiling 

has the potential to confirm the presence of a particular body fluid/tissue type 

rather than being solely ‘presumptive’ in nature (40).   

Somewhat surprisingly,  several studies have shown that despite the 

perceived instability of RNA tissue specific RNAs can still be successfully detected by 

PCR in biological specimens after storage periods of 2, 6, 15, 16, 23 and 28 years 

(50, 56-59).  This instability has also formed the basis of several quantitative RNA 

assays for ageing biological specimens, e.g. those developed by Bauer et al. (56) and 

Anderson et al. (28, 60).     

The panel of markers applicable to biological specimens is not only limited to 

mRNA.  Several studies have also identified the presence of tissue specific miRNAs 

(61-63) and bacterial RNAs for strains of Lactobacilli specific to the vagina (43, 64).   

In terms of sensitivity, mRNA technology has been shown to perform 

comparably to conventional biochemical, enzymatic or immunological body fluid 

identification methods (8).  As each mRNA target exhibits its own unique basal 

expression level, the sensitivity of each body fluid identification assay is strongly 

variable and depends on the markers implemented (26, 65).  Sensitivity also varies 

by body fluid type; e.g. with markers consistently amplified in 0.1 µL blood (65),  

0.5 µL saliva, 0.5 µL semen (66) and 1/64th of a vaginal and menstrual blood swab 
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(3).  It has been suggested that implementation of real time PCR rather than 

endpoint PCR improves sensitivity up to 40-fold (67).  Haas et al. (8) were able to 

demonstrate the comparable sensitivity of their 3 blood, 2 saliva and 2 semen 

specific markers to four commonly used presumptive tests (Figure 1.5A).   

 

   

 

Figure 1.5: Sensitivity and specificity of mRNA profiling for body fluid 
identification.  (A) Shows the sensitivity of three blood, two saliva and two semen 
specific markers compared to conventional presumptive tests with respect to the 
input volume of the body fluid required to always give a positive result (dark grey) 
or give a positive result in 1 or 2 of 3 replicates (light grey).  (B)  Shows minimal 
cross-reactivity of mRNA markers with body fluids other than that with which they 
should be associated (shaded light grey).  Illustrations adapted from (8). 

 

 Similarly, the specificity of mRNA profiling for tissue identification (i.e. the 

rate of false positives) is dependent on the RNAs targeted (8) (Figure 1.5B).  Good 

human specificity has been demonstrated for blood, saliva and semen specific 

mRNAs – with cross-reactivity only significant for primate species (65, 66).  

Identifying tissue specific RNAs is more challenging for some tissue types than 

others; e.g. the high biochemical and histological similarity between the oral and 

vaginal mucosae makes marker cross-reactivity more likely (43, 68).  In fact, 

researchers have struggled to identify markers specific to vaginal secretions, with 

(A) 

(B) 
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many of the biomarkers such as MUC4 and HBD1 detected often in saliva (44, 54, 

69, 70).   

 The cost and labour intensive nature of mRNA profiling is likely to hinder its 

universal roll out to all forensic laboratories (71).  Implementation of RNA profiling 

in forensic casework however, goes way beyond only the laboratory technique.  A 

fundamental problem with the use of mRNA profiling for tissue origin identification 

is in the interpretation of the results.  There are no approved, systematic strategies 

currently in use for unbiased data analysis and the reporting of mRNA evidence in 

the courtroom.  These issues present the next developmental challenge for RNA 

analysts (33, 50, 71).  Correct interpretation is particularly challenging where the 

results are negative or where the RNA profile is ‘partial’ for a particular tissue type.  

It is accepted that mRNAs exposed to the environment are subject to degradation 

by RNases (both endogenous and microbial), chemical agents, heat, 

UV/luminescent light irradiation or mechanical shearing (30, 42, 48).  Therefore, the 

‘drop-out’ of mRNA markers is expected, and few inferences can be made regarding 

the tissue type of a biological specimen in light of a negative result (30). 

 Chapter 3 of this thesis will present the outcomes of validation work 

performed to assess the efficacy of RNA profiling for the identification of menstrual 

blood, vaginal secretions and skin cells; using the RNA markers recommended by 

the European DNA Profiling (EDNAP) group.  The key aim of this project was to 

examine a number of ‘blind’ mock casework specimens to try to correctly identify 

whether they contained menstrual blood, vaginal secretions and skin cells. 
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1.3.2 Transcriptome analysis in forensic pathology 

For too long, the informative value of RNA in forensic medicine was ignored 

under a false perception that it is too unstable, and thus too short-lived to be worth 

investing attention in.  Samples of human tissue recovered after a routine autopsy 

do not usually become available before a period of at least five to ten hours has 

passed; after which it was believed that all RNA would have been destroyed (72).  

Ribonuclease (RNase) enzymes are ubiquitous to the environment and can rapidly 

destroy RNA upon exposure.  Almost every article considering the forensic 

applications of RNA introduce this topic with a statement professing the extreme 

instability of RNA, usually with no experimental evidence to back this up.   

This notion has been quashed by the publication of material by Phang et al. 

(73) as far back as 1994, in the first article to illustrate successful RNA recovery from 

human post-mortem kidney and cardiac muscle.  Using tissue samples stored in a  

-20 oC freezer for between three and eight months, Phang et al. were able to 

successfully demonstrate the recovery of total RNA and amplification of β-myosin 

mRNA, and make a primitive assessment of the quantity and quality of RNA 

recovered.   

  Successfully demonstrating the recovery of intact RNA suitable for analysis 

from post-mortem tissues formed the initial step in a long journey towards the 

application of gene expression profiling in forensic pathology.  It is likely that this 

research has acted as a platform from which other research has stemmed and the 

field is slowly gaining momentum.  Prior to discussing the potential applications of 

gene expression analysis in forensic pathology, it is necessary to briefly review 

current practice to provide context and highlight the areas for improvement. 
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1.3.2.1 Current methodology for the investigation of suspicious deaths 

 On presentation of a body to the forensic pathologist, two key questions 

which their examination aims to answer are: 

 Time of death 

 Cause and circumstances of death 

 Accurate estimation of the time of death is imperative for crime scene 

reconstruction, forming the centre of a timeline which can be used by investigators 

as a starting point; e.g. identifying or disregarding potential suspects (74).  However 

in practice, it is exceedingly difficult to achieve despite more than a century’s worth 

of intensive research towards this aim.  Most techniques adopted are based on the 

rate of physicochemical changes which occur in the body immediately or shortly 

following death.  A selection of techniques suggested as indicators of the post-

mortem interval are included in Table 1.4; not all of which are routinely applied in 

casework. 

In temperate climates such as in Scotland the single most informative 

indicator is algor mortis: the reduction in core body temperature which occurs over 

approximately the first day post-mortem (75).   Cadaver cooling is the single most 

thoroughly researched topic in forensic pathology with publications stretching as far 

back as 150 years (66).  One of the most respected methods for post-mortem 

interval estimation is Henssge’s nomogram, based on an algorithm which takes into 

account rectal temperature, ambient temperature and the subject’s weight to 

estimate the time elapsed since death (76). 
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Table 1.4: Properties of the body which may serve as indicators of post-mortem 
interval.  Information collated from (66). 

Physical property of 
the body 

Principle Application 

Algor mortis 

Based on the reduction in 
core body temperature on 
cessation of 
thermoregulation and heat 
generation at death 

Useful in the first 24 hours 
from death 
Most commonly 
implemented method 

Rigor mortis 

Depletion of oxygen and 
energy in muscle fibres 
causes development of 
muscle rigidity 

Can provide information 
over the first 36 hours from 
death 

Livor mortis 
Stagnant blood pools under 
the force of gravity causing 
skin discolouration 

Not usually implemented for 
time of death, unless 
particularly early 

Vitreous humour 
potassium 
concentration 

Potassium diffuses through 
the retina into vitreous 
humour on loss of cell 
membrane selectivity to 
small molecules and ions 

Not usually implemented, 
but can be informative after 
the first 24-48 hours, after 
which other methods fail 

Electrical muscle 
stimulation 

The muscular response to 
electrical stimulation can be 
graded, reducing with post-
mortem interval 

Not usually implemented, 
but can be informative in 
first 24 hours 

Stomach contents 
examination 

Examination of the digestion 
state of the last meal 

Relatively uninformative, but 
may provide an indication as 
to the time interval between 
the last meal and death 

State of 
decomposition and 
insect invasion 

Sequential changes in the 
body due to bacterial and 
insect invasion can be 
categorised as a gross 
measurement of post-
mortem interval 

Only method available for 
longer post-mortem 
intervals 

 

Despite extensive efforts to improve accuracy, all of the methods above are 

able at best to provide a window for the time of death.  The results that they 

provide are confounded by numerous uncontrollable and unpredictable variables 

specific to each case.  For example, post-mortem interval estimations made based 

on core temperature measurements are modified significantly by factors such as 

ambient temperature, humidity, air circulation, body mass/surface area ratio, 
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posture, starting body temperature, clothing/coverings etc. (66).  The poor outcome 

of research to try to improve the accuracy of time of death estimations using these 

current technologies suggests that a change of tack is required in order to solve this 

problem.  In recent years, quantification of nucleic acid degradation over the post-

mortem interval has been considered as a potential solution (5, 6).  The state of 

current literature with regard to this is discussed in subsequent sections. 

In addition to pinpointing the time of death, it is of prime importance to 

determine accurately the mode, cause and circumstances of death.  These three 

features have slightly different definitions in forensic pathology: the mode being the 

physiological basis of death e.g. heart failure; the cause an external event or existing 

pathology leading to death; and the manner implying whether death was natural, 

accidental, suicidal or homicidal (66).   

The exact examination procedure employed by a forensic pathologist 

depends wholly on the circumstances of each individual case.  However, Table 1.5 

provides an insight into the sequence of methods currently used routinely: from an 

external and internal examination of the body in the autopsy theatre through to 

ancillary investigations requested in some instances such as histology, biochemistry, 

toxicology and molecular genetic tests.  It has been estimated that despite this full 

battery of methods, an answer regarding cause of death can be established with 

relative certainty in 90-95% of cases (77).  Gene expression analysis is currently 

being considered as a novel tool for determination of the cause of death.  There is a 

significant gap between sophisticated molecular genetics analyses and the still very 

traditional way of conducting a forensic post-mortem examination in an autopsy 

theatre (1).  The potential of this technology will be considered in a review in 

subsequent sections.   
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Table 1.5: Examination procedures routinely employed for determination of the 
cause of death in forensic examinations.  Table adapted from (77). 

Diagnostic level Substrate for examination 

External examination Intact body 

Autopsy 

Organ systems 
Organs 
Injuries 
Macroscopic organ changes 
Diseases and disease related changes of 
organ systems 

Histology and immunohistochemistry Changes at a tissue and cellular level 

Post-mortem biochemistry 
Disturbances of homeostasis e.g. diabetes 
mellitus, uraemia, water-electrolyte 
metabolism 

Toxicology 
Substrates (drugs, poisons, toxins) 
Metabolites 
Quantification and distribution 

Microbiology Pathogen identification and quantification 

Molecular pathology 
Viral genetic material 
Genetic mutations 

 

 

1.3.2.2 Potential applications of RNA in forensic pathology 

1.3.2.2.1 RNA stability analysis and estimation of the post-mortem interval 

The post-mortem interval can be described as the time period spanning 

from physiological death to discovery of the body, autopsy and tissue collection (4).  

As discussed, current techniques for estimation of the post-mortem interval are 

limited and subject to inaccuracy (Section 1.3.2.1, Chapter 1).  This problem has 

long since plagued forensic pathologists and despite research in this area spanning 

over a century, no significant breakthroughs have been achieved; suggesting that a 

change of approach is necessary (66). 

 Of interest is the study of the relationship between RNA decay and the post-

mortem interval.  For many decades the informative value of RNA in forensic 

science was ignored under a false perception that it was too unstable (Section 1.2.4, 

Chapter 1).  However, this acknowledged susceptibility of RNA to degradation could 
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potentially prove to be informative in itself.  It has been proposed that the 

fragmentation state of RNA recovered from post-mortem tissues could be utilised 

as a novel measure of the time elapsed since death (5, 6).   

This was first investigated in 2003 by Bauer et al. (5), who designed a 

multiplex PCR assay to try to track and quantify the post-mortem degradation of 

FASN mRNA by amplifying four target regions spaced along the transcript’s length.  

Their use of the oligo (dT) priming technique during reverse transcription meant 

that in all FASN mRNAs reverse transcribed into cDNA the 3ˈ poly (A) tail would be 

present, and under-representation of the 5ˈ end implied partial degradation.  The 

ratio of the quantity of each amplicon to the 3ˈ proximal target amplicon was used 

as a measure of the degree of degradation.  This assay was applied to the blood and 

brain tissue of cadavers with a post-mortem interval ranging between 0 to 145 

hours.  Bauer et al. were able to demonstrate a significant, time dependent 

reduction in the ratio of FASN1/FASN4 (the most 3’ and 5’ proximal amplicons 

respectively) in both blood and brain samples (Figure 1.6).  

 

 

Figure 1.6: Decline in the ratio of FASN1/FASN4 in (A) blood and (B) brain over the 
first 145 hours post-mortem.  Confidence and prediction intervals are also 
depicted.  Illustration from (5).   

 

This research shed a positive light for the first time on the potential 

application of mRNA expression profiling in forensic medicine.  However, the 

outcomes have been criticised as the confidence and prediction intervals obtained 

using this technique are much too wide, i.e. that it would only be possible to 

(A) (B) 



22 
 

estimate large time ranges for the post-mortem interval, as is already possible with 

conventional techniques.  Until this can be improved, it hinders its realistic 

application in casework (77).   

Using the mouse as an animal model, Sampaio-Silva et al. similarly 

demonstrated a linear relationship between the degradative state of the 

transcriptome and the post-mortem interval over the first 11 hours following death 

(6).  Animals were sacrificed and samples of heart, lung, spleen, skeletal muscle, 

liver, stomach, pancreas and skin collected immediately following death and 

decayed ex vivo (in a tube) at 21°C for up to 11 hours.  They were able to illustrate a 

significant linear correlation between the RNA quality index (RQI) and post-mortem 

interval for RNA recovered from heart, skeletal muscle and liver tissue (Figure 1.7).   

 

 

Figure 1.7: Quality of RNA extracted from (A) heart, (B) skeletal muscle and (C) 
liver tissue, over an 11 hour post-mortem interval.  A significant linear correlation 
exists between the RNA quality index (RQI) and post-mortem interval in all three 
tissue types over this short duration.  It can be seen that the drop in RQI over the 
period is most pronounced in liver tissue, indicating that RNA is least stable in this 
tissue type.  Illustration from (6). 

 

  In addition to the RNA quality index (RQI), Sampaio-Silva et al. (6) were able 

to illustrate a significant linear relationship between the post-mortem interval and 

the measured quantity of a number of mRNA transcripts in skeletal muscle and 

liver.  Six endogenous control RNAs exhibited a linear decline in their detected 

quantity over time (relative to that of Rps29) – Actb, Gapdh, Ppia and Srp72 in 

skeletal muscle, and Alb and Cyp2E1 in liver (Figure 1.8).  Rps29 was selected upon 

(A) (B) (C) 
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which to normalise this data by the authors who claim it to be stable in both 

skeletal muscle and liver tissues.   

 

 

Figure 1.8: Expression level of six RNAs in mouse (A) skeletal muscle and (B) liver 
tissue, over an 11 hour post-mortem interval.  The raw CT obtained upon RT-qPCR 
amplification of all six transcripts (Actb, Gapdh, Ppia, Srp72, Alb and Cyp2E1) has 
been normalised to that of Rps29 by means of the ΔCT.  Illustration from (6). 

 

Unfortunately, there are several issues with the experimental design 

adopted by Sampaio-Silva et al. (6) which affect the reliability of these outcomes.  

All tissue samples examined were recovered from the animal at the time of death 

and allowed to decompose ex vivo.  Once tissue is removed and the integrity of the 

body is disturbed, RNA becomes exposed to external RNases and other agents.  As a 

result, it may be expected that RNA in tissues ex vivo exhibits different decay 

behaviour to those still encased within the body.  Additionally, natural 

decomposition exhibits a degree of inherent variability between individuals, and it is 

reasonable to expect that this variability is significantly reduced when 

decomposition is performed in a test tube separate from surrounding organs and 

organ systems.  Obviously, this does not truly reflect the situation in vivo, where the 

corpse is allowed to decay as a whole as would occur in a practical setting.  This 

issue will be considered in more detail in Chapter 6.  Sampaio-Silva et al. have 

attempted to address this issue, by analysing a very small number of tissue samples 

decomposed in vivo and matching them up somewhat successfully with the results 

presented within the study.   
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In addition, the normalisation of real time PCR data in post-mortem tissues 

to a single endogenous control gene (Rps29, Figure 1.8) is a somewhat debatable 

procedure, given that natural degradation/decomposition is expected to affect all 

RNAs.  Even studies using pristine clinical samples have expressed doubt over the 

existence of a ‘universal’ endogenous control gene for normalisation (78, 79).  

Sampaio-Silva et al. pertain that this data analysis method was suitable for their 

data set, and that Rps29 exhibited a high level of reproducibility across the 11 hour 

post-mortem interval investigated.  However, this method is extremely unlikely to 

be acceptable long-term, and new methods of gene expression data normalisation 

need to be explored which are more appropriate to degraded post-mortem tissue 

RNA. 

Li et al. (80) took a different approach to post-mortem interval 

determination by quantifying the decay of 18S rRNA and microRNA 1 (miR-1) in rat 

tissues over the first 7 days following death.  They propose that during the first 48 

hours following death, the detected quantity of 18S rRNA increases (Figure 1.9A) as 

a result of ribosome degradation (particularly the structural proteinaceous 

component) and 18S rRNA release.  Following this, 18S rRNA was visibly degraded 

resulting in a parabolic relationship between the detected quantity of 18S rRNA and 

post-mortem interval.  On the contrary, miR-1 was found to be relatively stable, 

especially over the first 96 hours following death (Figure 1.9B).  Li et al. suggest that 

the extremely short length of miRNAs (21-25 nt) makes them more robust and less 

prone to degradation than other RNA types such as mRNA or rRNA (80).  This makes 

them good candidates for data normalisation purposes when working with poor 

quality post-mortem RNA samples.   

This parabolic relationship between RNA expression and post-mortem 

interval identified by Li et al. (80) is in stark contrast to the linear relationship 

presented by Sampaio-Silva et al. (6).  In addition, this approach of using miRNAs 

seems to have more merit than Sampaio-Silva et al.’s approach of using a single 

mRNA for normalisation, which is already known to be fraught with issues (6).  

However, significantly more work is required to study the degradation of miRNAs in 

post-mortem tissue.  There is much less published material evaluating the use of 
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miRNAs as endogenous controls in clinical samples.  As such, it is essential that the 

expression profiles of these miRNAs is deemed to be stable and uninducible, even in 

response to different causes of death. 

 

 

Figure 1.9: Expression of (A) 18S rRNA and (B) microRNA 1 (miR-1) in rat heart 
tissue over a 7 day (168 hour) post-mortem interval.  A parabolic relationship 
between the quantity of 18S rRNA and miR-1 and the post-mortem interval was 
established.  It can be seen that the quantity of 18S rRNA increased significantly 
during the first 48 hours post-mortem, manifesting in a reduction in CT. 

 

These three key studies have all shed a positive light on the use of RNA as an 

indicator of post-mortem interval.  However, the literature in this area is not always 

optimistic and a number of studies conducted on human material have expressed 

difficulty in making a correlation between the post-mortem interval and RNA 

quality.  One such study is that of Koppelkamm et al. (81), who examined the quality 

of RNA (defined by the RNA integrity number, RIN) recovered from human brain, 

heart and skeletal muscle tissue over a 42 hour post-mortem interval.  They were 

only able to illustrate a significant linear correlation between the post-mortem 

interval and RNA quality in cardiac muscle tissue samples; not in brain or skeletal 

muscle (Figure 1.10).  

  

(A) (B) 
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Figure 1.10: Relationship between the post-mortem interval (PMI) and RIN in 
human brain, cardiac and skeletal muscle samples.  Only cardiac muscle 
demonstrated a significant correlation between PMI and RIN; no such relationship 
could be illustrated in either of brain or skeletal muscle.  Illustration from (81). 

 

Similarly, Heinrich et al. (72) were unable to make a correlation between the 

quantity of five endogenous control RNAs (ACTB, B2M, CYPA, TBP and UBC) and 

post-mortem interval (up to 118 hours) in human brain, heart and muscle.  In a 

parallel study, Heinrich et al. (82) were also unable to demonstrate a correlation 

between the quantity of GAPDH mRNA and post-mortem interval (up to 118 hours) 

in any of human brain, heart, skeletal muscle, liver, kidney or spleen tissue.  Using 

microarray technology, Preece et al. were unable to ascribe a significant 

relationship between the post-mortem interval and the quantity of intact ACTB 

mRNA in human brain tissue (83).   Finally, Miller et al. (84) were unable with 

human brain tissue samples to illustrate a correlation between post-mortem 

interval and the results of RT-qPCR analysis for four endogenous control gene RNAs.  

In none of these studies were the authors able to pinpoint an exact reason for the 

strong variability in their data. 

 These outcomes clearly highlight that it is not the mere time span between 

death and sampling that determines the quality of the transcriptome, and that 

other factors must be in play influencing the rate of RNA degradation.   When 

working with human samples, one has to accept their inherent heterogeneity with 

regard to: subject age, gender, BMI, ethnicity, diet/malnutrition, drug 
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administration, trauma, cause of death, and ambient conditions during the post-

mortem interval (72).   

Some of these factors have already been demonstrated to have a profound 

effect on RNA degradation.  For example, Koppelkamm et al. (81) demonstrated 

that in the skeletal muscle of subjects with a BMI > 25 kg/m2 (classified as 

overweight), post-mortem RNA quality was significantly reduced.  This was 

proposed to be a product of the insulation provided by subcutaneous fat which 

slows the rate of cadaver cooling in the hours following death, contributing to 

increased RNase activity.  Tissue type has been shown in a number of studies (6, 81, 

85, 86) to be a strong indicator of RNA quality.  Skeletal muscle and heart tissue 

consistently prove to be sources of intact, high quality RNA; whereas RNA in liver, 

pancreas and skin tends to be more heavily fragmented.  This is proposed to be due 

to the high RNase content of these tissue types (liver in particular), relative to the 

fibrous nature of skeletal and cardiac muscle (6). 

 It is already accepted that the ambient conditions during the post-mortem 

interval strongly influence the rate of decomposition, including factors such as 

temperature, humidity, sunlight/UV and exposure (e.g. clothing, wrappings, burial 

or submersion in water).  As such, it is expected that they too will have a significant 

effect on the rate of post-mortem RNA degradation.  Elevated ambient temperature 

has been shown by Kuliwaba et al. (87) to accelerate RNA degradation in surgical 

bone samples stored in saline, at 4 °C and 37 °C. 

 It is impossible when working with autopsy tissue samples in research of this 

nature to keep these factors constant.  As a result, the use of animal models for 

preliminary research has been advocated because of the ease with which these 

variables can be reduced/eliminated.  This will be discussed in detail where it 

becomes relevant in subsequent chapters. 
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1.3.2.2.2 Gene expression analysis towards determination of the cause of death 

The complement of RNAs present in a cell, referred to as the RNA ‘pool’ or 

the transcriptome, reflects the portion of a person’s DNA which is actively in use to 

fulfil cell function.  The transcriptome is not static but is a dynamic, constantly 

changing feature of the cell, affected for example by: cell type, cellular 

development, pathology, nutrition, drug intake, hormonal influences and 

environmental factors such as oxygen availability and temperature.  Gene 

expression is tightly regulated at several levels; the rates of transcription and 

translation and also the turnover of specific mRNA transcripts modified in response 

to extracellular or intracellular stimuli.  This flexibility in the transcriptome is 

essential for the sustenance of life as it allows the demands of the body to be met 

rapidly at a cellular and molecular level.  Consequently, it is reasonable to conclude 

that most external events to which an organism is exposed will leave a ‘mark’ on 

the transcriptome, reflected in the type and relative abundance of expressed RNAs 

(4).  This is anticipated to be much more sensitive to small-scale changes in cell 

physiology than conventional methods employed during an autopsy, which rely on 

the manifestation of these changes at such a level that they can be detected under 

a microscope or with the naked eye.  If it were possible to fully characterise the 

effect of an ‘event’ on the transcriptome with reference to the expression level of 

specific RNA markers known to function in its response pathway, it may be possible 

to extrapolate back from a gene expression profile to identify the original unknown 

‘event’ leading up to death. 

As the induction and transcripion of new RNAs is an active process requiring 

energy input, it should cease relatively shortly after death.  It is proposed that if the 

transcriptome is preserved in cells and tissues after death, RNA analysis at the point 

of a post-mortem examination should provide an insight into the activity of tissues 

and the conditions to which they were exposed at the time of death.  Development 

of genetic profiling in this manner to supplement the conventional post-mortem 

examination has been termed loosely a ‘molecular autopsy’.  To the forensic 

pathologist, clearly the most attractive application of gene expression profiling is in 

diagnosis of the cause of death, particularly in cases where conventional post-
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mortem procedures are unsuccessful (88).  Research considering the application of 

gene expression analysis to cause of death determination is in its infancy, but so far 

has suggested that the method holds promise.   

Much of the literature available to date considers the use of transcriptome 

profiling for the diagnosis of death by asphyxiation (89-94).  Asphyxia is a loose term 

used to describe deaths resulting from disturbance to oxygen supply, e.g. due to 

suffocation, smothering, strangling or choking.  There are few universally applicable 

diagnostic features of asphyxial deaths, making confirmatory diagnosis difficult.  

mRNA analysis presents a novel means by which to assess the tissue response to 

oxygen deprivation at the transcriptional level.  Several mRNA transcripts have been 

targeted and studied in both humans and animal models for this purpose, most 

selected on the basis of their involvement in the adaptive response to cellular 

hypoxia.  Genes already shown to be up-regulated in response to hypoxia include: 

hypoxia inducible factor 1 (HIF-1), vascular endothelial growth factor (VEGF), 

erythropoietin (EPO) and glucose transporter 1 (GLUT-1); the immediate early genes 

c-fos and c-jun; the brain and atrial natriuretic peptides (BNP/ANP) and pulmonary 

surfactant associated proteins A1 and A2 (SPA-1/SPA-2) (89-96).   

The identification of markers specifically expressed in the skin of mice killed 

by neck compression also displays promise that mRNA transcription also occurs 

during the supravital reaction; the short period between death of the organism and 

death of the individual component cells/tissues (97).  Supravital transcription of 

mRNA would permit more prolonged gene regulation in response to the death 

‘event’.  Additionally, some other works have identified the gene expression 

response of tissues to contusion stress (98, 99) and acute versus chronic drug (100, 

101) and alcohol (102) administration.  The long-term goal for this type of research 

would lie with construction of a gene expression database for diagnostic screening 

purposes (88).  
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1.3.2.2.3 Reactive gene expression analysis for wound ageing 

 Wounds can be inflicted on the body by a wide range of means, including 

blunt and sharp force trauma, burns, strangulation or suffocation (103).  During the 

post-mortem examination, it is commonplace for wounds to be removed from the 

body for microscopic examination with the aim of estimating the age of the wound 

– i.e. the time interval between infliction of the wound and death (103).  Wound 

healing is a complex but highly organised and controlled process, requiring the co-

ordination of a number of inflammatory cell types in addition to growth factors, 

cytokines and adhesion molecules (76, 104).  All of these contributors to the wound 

healing process are expressed at the wound site in a temporally-specific manner, 

and can be identified and quantified to try to estimate the age of the wound and 

also identify whether the wounds were pre- or post-mortem, and the order of their 

infliction (1).   

Traditionally, this has been performed by immunohistochemistry (76).  

However, mRNA expression analysis poses a much more sensitive and quantitative 

tool by which this can be achieved (1).  In the tissue surrounding the wound, new 

mRNAs encoding for proteins involved in the tissue response to injury are 

transcribed.  A wide range of cytokine and growth factor mRNAs have been subject 

to analysis for this purpose.  Those demonstrating up-regulation of their expression 

in wounded tissue include: interleukins 1α, 1β, 6, 8 and 10 (104, 105); basic 

fibroblast growth factor (105-107); keratinocyte growth factor (107); tumour 

necrosis factor 1α (104, 105, 108); transforming growth factors β1 and β3 (105); 

macrophage inflammatory proteins 1 and 2 (108); and tissue type plasminogen 

activator (109).  Each has been demonstrated to exhibit its own unique time line of 

expression during the wound healing process.  Characterisation of the temporal 

expression of these mRNAs and other, as yet uncharacterised RNAs lends itself to 

the development of a novel tool for wound age estimation and determination of 

survival time.  
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1.4 Practical analysis of RNA 

 Gene expression analysis is performed in exactly the same way regardless of 

whether the biological substrate is a body fluid sample, contact trace, or 

human/non-human solid tissue sample.  Initially, RNA is extracted from the 

biological sample and its concentration can be quantified and its quality assessed.  

Following this, RNA is reverse transcribed into cDNA and the cDNA amplified either 

by endpoint or quantitative PCR.  The following section provides background 

technical information on each of these stages in gene expression analysis. 

 

1.4.1 Extraction and purification of RNA from biological samples 

Prior to any nucleic acid analyses, body fluids and solid tissues must undergo 

extraction to obtain an extract of pure RNA (or DNA) with which to work.  This 

extraction process has three main stages (9): 

1. To liberate RNA-containing cells from a solid substrate (e.g. a swab) or to 

homogenise solid tissue samples to release their individual constituent 

cells 

2. To break open the cell membrane, releasing RNA into solution 

3. To remove unwanted components of the biological material, such as 

proteins and lipids 

 

1.4.1.1 Extraction and purification of RNA: Silica column technology 

A wide range of extraction techniques have been developed for this purpose 

and of these, silica column-based RNA purification is the most widely used in a 

forensic context due to its ease and speed of use, automatability and minimal 

reagent toxicity (110).  This method is currently an accepted standard in published 

forensic RNA research, for example being adopted and recommended in research 

validation exercises arranged by the RNA branch of the European DNA Profiling 

Group (EDNAP) (C. Haas, personal communication) (3, 111).   
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As with all nucleic acid extraction protocols, under this system biological 

specimens first undergo lysis to solubilise RNA.  For samples dried onto a surface 

such as a swab or swatch of fabric, the cells must be released into liquid 

mechanically by vigorous vortexing.  Solid tissue samples on the other hand must be 

homogenised, using a device such as a rotor-stator disperser.   

Both are achieved in a lysis buffer containing sodium dodecyl sulfate, 

guanidinium thiocyanate, and β-mercaptoethanol.  Collectively, these dissolve the 

phospholipid-based cell and organellar membranes allowing the cell contents – 

including RNA – to be released.  Additionally, they denature proteins such as 

DNases, RNases and other damaging enzymes to preserve nucleic acids (9, 112, 

113). 

The resultant cell lysate can then be passed through a silica membrane 

comprised of microscopic glass fibres, onto which RNA is captured (114).  This 

process is facilitated by the chaotropic salt guanidinium thiocyanate, which forms 

hydrated ions with water.  This disrupts the shell of hydration around both RNA and 

the silica membrane, making it more energetically favourable for RNA to adsorb to 

the silica.  The actual molecular basis of this interaction is poorly understood, but it 

has been proposed that the guanidinium ions form a bridge between the negatively 

charged RNA and silica to permit their interaction by ionic bonding (112).  Silica 

columns containing adsorbed RNA can be washed repeatedly with ethanol to 

remove non-nucleic acid impurities, and pure RNA subsequently eluted into water 

(9). 

 

1.4.1.2 Extraction and purification of RNA: Liquid-liquid extraction 

Rather than using a solid phase for immobilization of RNA, this method is a 

liquid-liquid extraction system which relies on the partition of nucleic acids into 

aqueous solvents and proteins and lipids into organic solvents (115, 116).  TRI 

Reagent® is a proprietary mixture containing primarily phenol, Tris buffer and 

guanidinium thiocyanate, a potent protein denaturant and RNase inhibitor.  Initially, 

TRI Reagent® is added to cells/tissue along with 1-bromo-3-chloropropane or 
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chloroform.  Upon centrifugation the mixture separates into a biphasic emulsion: 

RNA partitioning in the aqueous phase and proteins and lipids into the organic 

phase.  At an acidic pH, DNA partitions at the interface between the two, as 

demonstrated in Figure 1.11. 

Upon removal of the aqueous phase, RNA can be precipitated out of 

solution in isopropanol and centrifuged into a solid pellet, as illustrated in Figure 

1.11.  This pellet of RNA is rinsed in ethanol to reduce any contamination and re-

dissolved in water in pure, clean form. 

 

 

Figure 1.11: Purification of RNA using the TRI Reagent® protocol.  Tissue samples 
are first homogenised in TRI Reagent®.  RNA partitions into the aqueous phase, and 
can be precipitated out of solution with isopropanol, washed, and resuspended in 
water.  

 

 This technique is highly regarded in molecular biology due to its very 

efficient tissue lysis, resulting in high yield and high molecular weight RNA (117, 

118).  Silica column based methods tend to cause RNA loss due to repeated 

‘washing’ and induce shearing of RNA into smaller fragments, making organic 

extraction favourable in instances where this may pose a problem (118).  However, 

the laborious nature of the procedure, subjectivity (caused by manual phase 

separation) and the extremely toxic nature of chemicals such as phenol (which is 

flammable and strongly corrosive) make this method wholly impractical for routine 

use in forensic laboratories; hence the high uptake of column based systems (118).  
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1.4.2 Quantification of RNA: UV-visible spectrophotometry 

It is important that the concentration of RNA present in a sample is 

quantified to ensure the success of downstream analyses.  UV-visible 

spectrophotometry is a simple and rapid technique for gross examination of the 

quantity and purity of total RNA in an extract.  Nucleic acids (incorporating both 

DNA and RNA) have a characteristic absorbance spectrum in the wavelength range 

from 220 to 350 nm, as illustrated below in Figure 1.12.  

 

 

Figure 1.12: Absorption profile of an RNA sample in the wavelength region 220 to 
350 nm.  Absorption maximum of RNA occurs at 260 nm; in this case corresponding 
to an RNA concentration of 1148 ng/µL, an A260/280 of 2.00 and an A260/230 of 2.00.  
Graph illustrates the raw data output from a Nanodrop-1000 spectrophotometer. 

 

Photons of UV light are absorbed by the conjugated π-systems present in 

the aromatic rings of the bases (adenine, guanine, cytosine and uracil) of each 

nucleotide in the RNA strand (119).  These photons are absorbed as they match the 

energy required for an electronic transition within the molecule, allowing an 

electron to be promoted from the highest occupied molecular orbital to the lowest 

unoccupied one.  As a result, each nucleotide base possesses its own unique 

absorption spectrum (119).  However as a whole, RNA absorbs UV light maximally at 
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~260 nm wavelength, illustrated by the absorption peak at this wavelength in Figure 

1.12 (120).   

The absorbance of a nucleic acid sample is directly proportional to the 

number of absorbing molecules in the light beam, i.e. the RNA concentration.  

Unfortunately, the absorbance profile of RNA is practically indistinguishable from 

that of DNA (121) meaning that RNA extracts must be treated with DNase to 

remove DNA contamination prior to RNA quantification by UV-visible 

spectrophotometry (122).  This concentration of an RNA sample can be calculated 

using the Beer-Lambert law based upon its absorbance at 260 nm (114): 

𝐴 = 𝑙𝑜𝑔10 (
𝐼𝑜

𝐼
) =  𝜀 𝑐 𝐿 

Where A represents the absorbance of the RNA sample at 260 nm (in optical 

density units, or mL cm-1), Io is the incident light intensity, I the transmitted light 

intensity, ε the extinction coefficient for RNA (40 ng cm mL-1, or 8,500 M-1 cm-1), c 

the concentration of the RNA sample (in ng/µL) and L the light path length through 

the sample (both 1 mm and 0.2 mm measured).  Although the extinction coefficient 

of RNA varies by base composition and is also affected by base pairing (which 

significantly reduces absorbance), 40 ng cm mL-1 is typically used as a standard 

value for ε for most molecular biology applications (119, 121, 123, 124). 

Many other organic molecules besides nucleic acids absorb UV light in this 

wavelength range 220 to 350 nm, because of their strongly conjugated structures.  

This is useful, allowing us to make a crude assessment of RNA sample 

contamination by examining its larger UV spectrum.  Proteins absorb strongly at 280 

nm, particularly the amino acids tryptophan, tyrosine and cysteine (125).  Thus, an 

A260/A280 absorbance ratio of 2 ± 0.1 suggests a sample with little protein 

contamination (114, 126-128).  In addition, contaminants such as phenol and 

chaotropic salts, remnants of the extraction protocol, can be identified by their 

absorbance at 230 nm (128).   

UV-spectrophotometry however, is not able to make an assessment of the 

integrity or amplifiability of RNA, only to define the concentration (5, 129).  The 
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absorbance of an RNA sample is primarily defined by the concentration of 

nucleotides, which occurs similarly in both intact and fragmented RNA.  The 

absorbance of a nucleotide is known to be affected by neighbouring nucleotides 

(both those to which they are hydrogen bonded and those covalently attached in 

the RNA strand) (123). 

For this research, RNA concentration has been estimated using the 

Nanodrop ND-1000 UV-visible microspectrophotometer (Thermo Scientific) (130).  

This method is favoured due to its low sample consumption, with only 1-2 µL of 

RNA extract required for quantification.  The RNA sample is applied to a small 

pedestal and the instrument uses a pulsed xenon flash lamp light source to deliver 

UV light through it (in the wavelength range 220 to 350 nm).  The transmitted light 

is then delivered through a fibre optic cable to a linear CCD array for assessment of 

the proportion of absorbed/transmitted light.  The instrument computes the RNA 

concentration (in ng/µL) using the Beer-Lambert law, presenting this alongside the 

A260/280 and A260/230 ratios to give a straightforward and convenient results read-out. 

 

1.4.3 Quality analysis of RNA: The RNA integrity number algorithm 

RNA is rapidly degraded by RNase enzymes which are ubiquitous to tissues, 

bodily fluids and the general environment (Section 1.2.4, Chapter 1) (131).  This 

fragmentation compromises our ability to reliably quantify the expression level of 

individual RNAs; the primary goal for most clinical and forensic analyses.  It is 

therefore standard practice to make an assessment of the fragmentation state of a 

total RNA sample prior to more specific gene expression analysis.  This is achieved 

by targeting the ribosomal RNAs (rRNAs) which form a major structural component 

of the ribosome and comprise more than 90% of cellular RNA.   

Traditionally, assessment of RNA fragmentation has been performed using 

standard slab gel electrophoresis to separate out the RNA molecules in a mixed 

sample according to their length in bases (114).  The progressive fragmentation of 

RNA is reflected in a gradual shift towards smaller fragment sizes.  However, the low 

reproducibility, interpretational subjectivity and poorly quantitative nature of gel 
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electrophoresis has fuelled the development of more robust measures of RNA 

quality (131).  Although several methods are available, one of the most widely used 

and trusted is the Bioanalyzer 2100 (Agilent Technologies) (131).   

The Bioanalyzer 2100 is an automated, microfluidic electrophoresis system 

permitting voltage-induced size separation coupled with laser induced fluorescence 

detection of nucleic acids (132).  Its miniaturised scale permits analysis of the 

degradation state of as little as 200 pg of RNA.  RNA samples, acrylamide gel (mixed 

with a nucleic acid intercalating dye) and electrophoresis run buffer are loaded into 

separate wells on a microfluidic chip, as illustrated in Figure 1.13A below (132). 

 

 

Figure 1.13: Structure of Bioanalyzer 2100 RNA electrophoresis chip.  (A) The RNA 
sample, acrylamide gel and electrophoresis run buffer are placed into three distinct 
wells of the RNA 6000 Pico chip.  (B) The microfluidic lanes of the chip are primed 
with acrylamide, and both buffer and the sample injected from their respective 
wells.  Illustration from (133). 

 

The chip is initially ‘primed’ with acrylamide gel using a syringe.  The 

acrylamide gel is mixed with a proprietary intercalating dye, which inserts itself into 

the RNA structure to permit its indirect visualisation by laser induced fluorescence 

detection.  During the run, individual electrodes are inserted into all RNA sample 

wells (of which there are 12) to create the current required for the separation of 

(A) (B) 
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RNA.  RNA samples are electrophoresed sequentially, with each completed in 70 

seconds.   

A typical Bioanalyzer 2100 electropherogram output for an RNA sample is 

illustrated in Figure 1.14.  Three primary peaks are visible in each electropherogram, 

the first of which is the marker: a 25 nucleotide long fragment of RNA added to all 

wells for quality control purposes.  The two main peaks pertaining to the RNA 

sample are those of the 18S and 28S ribosomal RNAs, which together constitute 

over 90% of eukaryotic RNA (7, 9). 

 

 

Figure 1.14: Features of the RNA electropherogram utilised by the Bioanalyzer 
during calculation of the RNA integrity number (RIN).  The most notable features 
are the 18S and 28S rRNA fragments.  mRNA degradation state can also be assessed 
with the baseline background level.  For a detailed review of how the RIN algorithm 
works, read (131) from where this illustration was derived. 

 

Using the features of this electropherogram output, the 2100 Bioanalyzer 

Expert Software defines the quality of an RNA sample using an algorithm known as 

the RNA integrity number (RIN) (131).  The RIN is a predictive model measuring the 

quality of an RNA sample on a numerical scale between 1 (poor quality, completely 
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degraded RNA) and 10 (excellent quality, intact RNA) (131, 134).  Although RNA 

degradation is a continuous process, the RIN algorithm aims to objectively and 

reproducibly quantify its severity and place the RNA sample into this numerical 

spectrum.  The features of the electropherogram expected at different levels of 

RNA quality and the spectrum of estimated RIN values are illustrated in Figure 1.15. 

 

 

Figure 1.15: Illustration of the spectrum of RNA degradation using the RNA 
integrity number (RIN) algorithm.  At the high quality end of the scale with a RIN of 
10, the 18S and 28S rRNA peaks appear very distinct, with strong signal intensity 
and the baseline is flat.  As the RNA quality reduces and thus the RIN, the rRNA 
peaks reduce in intensity and degraded RNA appears as a rugged or elevated 
baseline, and a shift to the left.  Illustration from (131). 
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The basis of the RIN algorithm lies within a Bayesian artificial neural network 

which assesses a number of specific features within the RNA electropherogram, 

selecting those which permit the most efficient distinction between the RIN 

categories (131).  Seven of the key features of the electropherogram used to 

compute the RIN of an RNA sample are summarised in Table 1.6.   

 

Table 1.6: Seven primary features of the RNA electropherogram used to compute 
RIN.  The 28S and 18S rRNA peak heights and/or areas are arguably the most 
important indicators of RNA quality, since they represent undegraded rRNA.  
Information collated from (131). 

 Feature 

1 Total RNA ratio: 28S + 18S rRNA peak area / total RNA area 

2 28S region area / 28S peak height 

3 28S area ratio 

4 28S + 18S area / fast region area 

5 Linear regression value at the end point of the fast region 

6 Number of detected fragments in fast region 

7 Presence or absence of 18S peak 

 

Based on their structure and function in the cell, it is expected that different 

types of RNA (such as rRNA, mRNA, tRNA and the small RNAs) degrade at different 

rates in the cell.  Although the RIN describes primarily rRNA because of the ease 

with which it can be managed (resulting from its high abundance), research has 

shown that the RIN is very closely correlated with the results of downstream 

quantitative RT-PCR targeting mRNA (81, 128) and is able to robustly identify very 

small changes in RNA integrity (135).   
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1.4.4 Reverse transcription of RNA into cDNA 

The first step in gene expression analysis is reverse transcription, where RNA 

is converted into DNA.  This type of DNA is known more specifically as 

complementary or ‘copy’ DNA (cDNA).  This process is very similar to PCR in that, 

the reverse transcriptase enzymes which perform this step like DNA polymerases 

require an oligonucleotide primer on which to build the new cDNA strand 

complementary to the RNA template.  Three priming strategies are commonly used 

for reverse transcription; all of which are described in Table 1.7. 

 

Table 1.7: Priming strategies used during reverse transcription of RNA into cDNA.  
Information collated from (134, 136). 

Priming strategy Characteristics of primers Anneals to 

Random 
Mixture of heterogeneous primers, 

usually 6-9 nucleotides in length 

Wide range of target 
sequences in the total 

RNA population 

Oligo (dT) 
Primer consists of a tract of only 
nucleotides with thymine base 

Poly(A) tail of mRNA 

Gene specific 
Designed using gene sequence 

databases similarly to PCR primers, 
to RT only specific RNA sequences 

Only specific RNAs of 
interest 

 

The choice of primer has a profound effect on the yield of cDNA, but there is 

no optimal priming strategy to use in all experimental designs (136).  Random 

priming is most commonly implemented as it gives a more balanced covering of the 

entire transcriptome and improved cDNA yield (137).  However, the ‘randomness’ 

of primer annealing commonly results in the production of more than one cDNA 

product length per RNA target – as primers of this type (hexamers – nonamers of 

indiscriminate sequence) can anneal anywhere along the length of the RNA 

molecule.  Random priming is somewhat recommended when working with poor 

quality RNA samples (12, 137).  Oligo (dT) priming is much less forgiving of RNA 

fragmentation, as it relies on the poly (A) tail of an RNA molecule remaining intact 

(138).  In addition, it is unsuitable for analysis of ribosomal RNAs (such as the 18S 
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rRNA commonly used as an endogenous control RNA) which lack a poly (A) tail in 

their structure. 

 During the reverse transcription procedure, RNA is incubated with dNTPs, a 

reverse transcriptase enzyme (and the necessary buffer to provide optimal 

conditions for reverse transcriptase activity) and the primer type of choice.  After 

primer annealing at low temperature (commonly 25 °C), reverse transcription of 

RNA into cDNA is initiated at ~37-50 oC and after a long period of primer extension, 

the reaction is terminated by heating at 85 oC to denature the reverse transcriptase.  

The process is not cyclical like PCR, but involves long periods of incubation.  The 

outcome is that RNA is largely reverse transcribed into cDNA, which can be 

recognised by the Taq DNA polymerases employed in subsequent endpoint and real 

time PCR. 

 The efficiency of RNA to cDNA conversion during reverse transcription is 

extremely variable, influenced strongly by the characteristics of the reverse 

transcriptase type implemented and the quantity of RNA to be reverse transcribed 

(137).  Some reports have suggested that the RNA to cDNA conversion efficiency 

can vary up to 100-fold, with typical measurements ranging from as little as 20% 

(139) up to 110% (137) for the Moloney murine leukaemia virus (MMLV) reverse 

transcriptases most commonly contained within commercially available kits (139).  

Despite the extremely poor understanding of this process, the conversion of RNA 

into cDNA is an essential step in gene expression studies and reverse transcription 

remains the only tool by which this can be achieved.   

 

1.4.5 Gene expression analysis with the polymerase chain reaction 

1.4.5.1 cDNA amplification by endpoint PCR and capillary electrophoresis 

 The polymerase chain reaction (PCR) is an enzyme-mediated process 

permitting in vitro replication of a specific DNA target sequence (140, 141).  The 

boundaries of this target DNA sequence are defined using a pair of oligonucleotide 
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primers, which anneal to the template DNA and are extended with dNTPs by a 

thermostable Taq DNA polymerase (142).   

The process is cyclical, controlled by raising or lowering the temperature of 

each PCR tube.  Initially, DNA sequences are denatured into single-stranded form by 

heating the reaction mix to approximately 96 °C.  Subsequently, the tubes are 

cooled to 55-70 °C to mediate the annealing of two oligonucleotide primers to the 

target sequence.  At approximately 72 °C, the Taq DNA polymerase may replicate 

the target DNA, by extending the primers with dNTPs to form a contiguous DNA 

product.  These three temperature steps are cycled often 20 to 40 times generating 

billions of copies of the original DNA target sequence, which can range in length 

from around 60 to thousands of bases.  In this conventional format, PCR is termed 

‘endpoint’ as the DNA products generated can only undergo further analysis after 

all PCR cycles have been completed.  Endpoint PCR is not sufficiently quantitative 

and is generally only used as a presence/absence test for a particular DNA target.  In 

the field of gene expression analysis, PCR is performed on the cDNA products of 

reverse transcription as Taq polymerase is specific to DNA; not RNA.   

In order to analyse the resulting products of an endpoint PCR reaction they 

can be resolved by electrophoresis – more specifically, capillary electrophoresis – 

which separates out the amplified DNA fragments according to their length in 

bases.  All data presented throughout this thesis has been generated using the 

Applied Biosystems 3130 Genetic Analyzer capillary electrophoresis platform.  On 

this platform, PCR products are electrokinetically injected into a 50 µm glass 

capillary filled with uncrosslinked dimethylacrylamide (more commonly known as 

POP™) and separated through it by the application of an approximately 15 kV 

voltage across the capillary (143).  The PCR products are detected and identified by 

laser induced fluorescence detection: labelled with a fluorescent dye on the 5ʹ end 

(e.g. 6-carboxyfluorescein (6-FAM), 6-carboxy-4’,5’-dichloro-2’,7’-

dimethoxyfluorescein, succinimidyl ester (JOE), 6-carboxytetrametylrhodamine (6-

TAMRA)) which is covalently bound to the oligonucleotide primer.  These 

fluorophores are excited with an Ar+ laser and the emitted fluorescence detected 

with a CCD camera.  The result is an electropherogram in which each fluorescently 
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labelled PCR product features as a peak of a specific length in nucleotides (Figure 

1.16).   

 

 

Figure 1.16: Multiplex endpoint PCR result using RNA extracted from a blood, 
saliva, semen, menstrual blood and vaginal secretion mixture on a single swab.  
RNA marker peaks can be seen representing all five body fluid types: SPTB and 
PBGD represent blood, STATH, HTN3 and HTN1 represent saliva, PRM1 and PRM2 
represent semen, MMP-7 represents menstrual blood, and MUC4 and HBD1 
represent vaginal secretions.  Three fluorescent dyes have been used for detection 
of the PCR products, designated in blue, green and black.  Illustration reproduced 
from (47). 

 

1.4.5.2 cDNA amplification by real time PCR 

Reverse transcription quantitative PCR (RT-qPCR) is currently the method of 

choice for most gene expression applications, forensic or otherwise (144).  The 

kinetics of the endpoint PCR reaction do not allow for reliable quantification of the 

starting quantity of a nucleic acid target in a biological sample – only the presence 

or absence of a cDNA corresponding to a particular RNA marker (145).  Real time 

PCR is different in that it monitors the accumulation of an amplicon throughout the 

duration of the PCR reaction, rather than only at the end.  ‘Monitoring’ the progress 
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of a PCR reaction can be achieved using several reporting chemistries.  Through this 

thesis two approaches have been used: the non-specific DNA binding dye SYBR® 

Green I, and the use of TaqMan® hydrolysis probes. 

In real time PCR with SYBR® Green I, reactions are set up in an identical 

manner to endpoint PCR except that the SYBR® Green I dye is added to the PCR 

mixture (134).  SYBR® Green I intercalates with double stranded DNA (dsDNA) by 

inserting itself in between the base pairs of the minor groove, stabilised by 

electrostatic interactions and van der Waals forces (146).   As the PCR proceeds and 

dsDNA products are generated by Taq DNA polymerase, multiple SYBR® Green I dye 

molecules can intercalate within each PCR product as illustrated in Figure 1.17 

(134).  When unbound from dsDNA, SYBR® Green I has a low level of fluorescence.  

However, the dsDNA-SYBR® complex is strongly excited by light of wavelength 497 

nm which matches the energy required for an electronic transition in the molecule, 

and emits at 520 nm.   

 

Figure 1.17: Mechanism of SYBR Green I in monitoring the accumulation of PCR 
products.  Initially, SYBR® Green I is in unbound form, when no dsDNA has been 
generated.  As DNA polymerase extends the forward primer, SYBR® Green I dye 
intercalates with the newly formed dsDNA.  The resultant DNA-SYBR® Green I 
complex is excited by light of wavelength 497 nm, and emits light of wavelength  
520 nm.   

 

At the end of every PCR cycle, samples are illuminated by a lamp within the 

real-time PCR instrument.  In the case of the Stratagene Mx3005P available for this 
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Excitation 

Emission 
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research, the light source is a quartz tungsten halogen lamp.  Monitoring the 

emission of light of wavelength 520 nm by SYBR® Green I is used to quantify the 

accumulation of PCR products (147).   

On the converse, the key distinguishing characteristic between conventional 

PCR assays and the TaqMan® assay (144) is in the addition of a dual labelled non-

extendible hybridisation probe, generally 20 to 30 bases in length, to the reaction 

mix (148).  This probe has two dyes covalently linked to/near the ends: a 5ʹ proximal 

reporter dye, and a 3ʹ proximal quencher dye (145, 149).  As with SYBR® Green I, the 

reporter dye (6-FAM) can be excited by light of a specific wavelength generated by 

the real time instrument.  When the probe is intact, this energy is transferred by 

fluorescence resonance energy transfer (FRET) to the quencher dye (6-TAMRA), 

whose absorption wavelength matches the emission wavelength of the reporter 

dye.  The quencher dye emits this energy as light of a higher wavelength (144) 

(Figure 1.18).  Quenching is dependent on the close proximity between the two 

dyes, assisted by secondary structure adopted by the probe (149). 
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Figure 1.18: Mechanism of Förster/fluorescence resonance energy transfer (FRET).  
(A) Light of a specific wavelength is absorbed by the reporter dye, as this matches 
the energy required for an electronic transition in the molecule.  In the case of 6-
FAM, the excitation wavelength is 494 nm.  6-FAM’s emission wavelength (518 nm) 
matches the excitation wavelength of the quencher dye, 6-TAMRA.  (B)  Prior to 
amplification and probe digestion, energy absorbed by the reporter dye is 
transferred to the quencher (6-TAMRA) which emits it as light of higher wavelength.  
(C)  Digestion of the probe by Taq polymerase during amplification of a target 
sequence of DNA abolishes this FRET linkage between the two dyes, and 
fluorescence of the reporter dye can be detected.  

 

  

(A) 

(B) 

(C) 
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During the annealing step of PCR, this probe is designed to hybridise to 

cDNA between the forward and reverse primer binding sites, as illustrated in Figure 

1.19.   As the primer is extended by Taq polymerase during the extension step of 

PCR, its inherent 5ʹ-exonuclease activity (150-152) cleaves the 5ʹ terminal of the 

TaqMan® probe in a nick-translation reaction, progressively releasing the probe as 

mono- and di-nucleotides ((150, 152, 153) (Figure 1.19).  This removes the FRET 

connection between the reporter and quencher dyes, permitting emission of light 

of a specific wavelength determined by the reporter dye (in the case of 6-FAM, at 

518 nm) (Figure 1.18).  The emission of light by the reporter and quencher dyes is 

monitored at the end of every PCR cycle (154).   

 

Figure 1.19: Overview of real time PCR with TaqMan® 5ʹ nuclease assay.  
Amplification of the target DNA (thin black line) results in digestion of the TaqMan 
probe, so that the reporter and non-fluorescent quencher dyes are separated, and 
‘quenching’ of fluorescence ceases.  This gradual increase in fluorescence is 
detected by the real time PCR equipment after every cycle of amplification.  
Illustration reproduced from TaqMan® Universal PCR Mastermix Handbook (155). 
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The process of ‘monitoring’ is exactly the same, whether real time PCR is 

performed with SYBR® Green I or with a TaqMan® probe.  Samples are illuminated 

by a quartz tungsten halogen lamp during the elongation phase of qPCR, and the 

real time PCR instrument measures the fluorescence emission spectrum with the 

use of a CCD camera (148).  The fluorescence signal emitted accumulates as the PCR 

reaction progresses in a manner proportional to the quantity of amplification 

products (145).  Amplification plots are typically sigmoidal in shape, as illustrated in 

Figure 1.20.  During the initial cycles, no PCR product is detected as their 

concentration is below the detection threshold.  This is followed by a period of 

exponential amplification, linear amplification and a final plateau phase in which 

the reaction is ‘exhausted’ and no significant product accumulation takes place.  

The threshold fluorescence is always set during the exponential phase, meaning 

that quantity measurements will be unaffected by limited reaction components 

during the plateau (156). 

Quantification of the starting template of cDNA is achieved by setting a cycle 

‘threshold’ (CT) or cycle of quantification (CQ) – an arbitrary fluorescence value 

above which the fluorescence signal is recognised as due to accumulation of the 

cDNA target and not as a result of background fluorescence (134, 156, 157).  Several 

methods have been described for determination of the fluorescence threshold 

(157).  All data described in this report has been generated using a threshold 

fluorescence level set automatically by the real time PCR instrumentation at ten 

times the standard deviation of the baseline fluorescence variation over PCR cycles 

5 to 9. 

The CQ is the number of cDNA amplification cycles required for the 

fluorescence plot to cross this threshold level.  The CQ is inversely proportional to 

the starting quantity of the cDNA template of interest, permitting extrapolation 

back from the CQ to an unknown starting cDNA concentration by comparison to a 

standard curve (148).  The higher the initial copy number of the target nucleic acid 

the lower the number of cycles required to reach threshold and thus the further left 

the amplification plot (Figure 1.20). 
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Figure 1.20: Accumulation of qPCR products.  This illustration represents a standard 
curve of mouse cDNA ranging from 200 ng/µL to 0.001 ng/µL, assayed for the 18S 
rRNA reverse transcript.  The fluorescence threshold line is denoted in orange.   

 

One particularly unique feature of real time PCR with SYBR® Green I is that 

after all PCR cycles have been completed, the specificity of the PCR reaction can be 

assessed using a ‘melt’ or dissociation curve to ensure that only a single PCR 

product has been generated (158).  The temperature of dissociation of the two 

strands of a dsDNA PCR product is strongly dependent on its length and sequence 

(particularly the GC-content).  As such, by progressively heating the PCR mixture, 

the PCR product will eventually ‘melt’ at a specific temperature, causing a drastic 

reduction in SYBR® Green I fluorescence (158).  For PCR amplifications where a 

single dsDNA product has been generated as is desired, the dissociation curve 

should be characterised by a single ‘spike’ in SYBR® Green I fluorescence.  An 

example dissociation curve is included in the quality control data presented in 

Appendix 1, Figure A1.4, for illustrative purposes.  It is standard protocol to 

generate a dissociation curve for all qPCR assays used with SYBR® Green I as part of 

strict quality assurance. 

CQ 
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RT-qPCR in this form is a strongly favoured technique for gene expression 

analysis as a result of its impressive sensitivity, specificity, reproducibility and wide 

quantification range (72, 128, 134).   

 

1.4.5.3 RT-qPCR data interpretation and normalisation 

There are two key approaches to the analysis of gene expression data: 

absolute and relative quantification.  Absolute quantification involves the 

calculation of the cDNA (and ultimately RNA) copy number present in a sample for a 

given target; by comparison to a standard curve generated using a serial dilution of 

cDNA standards (159).  However, the absolute copy number of an RNA is not 

necessarily of direct interest in most gene expression analyses.  When conducting 

RT-qPCR experiments, it is difficult to directly compare samples because of 

differences in the input quantity of tissue/cellular material, its transcriptional 

activity, RNA extraction efficiency, RNA to cDNA reverse transcription efficiency, 

and qPCR efficiency (79).  The extremely high sensitivity of RT-qPCR to minute 

fluctuations in gene expression means that experimentally-induced variation can be 

easily misconstrued as due to biological activity (160).  Several methods have been 

suggested for the normalisation of RNA expression data, summarised in Table 1.8 

(79). 

Throughout this study, four of the five potential normalisation strategies 

have been implemented to try to minimise variation in RT-qPCR data.  Wherever 

possible, the quantity of cells or solid tissue has been standardised using its mass.  

Once the RNA was extracted from tissues and contaminating DNA removed, the 

RNA concentration was normalised to 100 ng/µL.  Relative quantification was 

performed using both ribosomal and messenger RNAs. 
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Table 1.8: Methods for normalisation of RNA expression data.  Information 
collated from Huggett et al. (79). 

Normalisation 
strategy 

Details Advantages Disadvantages 

Similar 
sample size 

Use similar sample 
volume or tissue 

mass 
Easy to do 

Can be difficult to 
accurately estimate, 

e.g. on a balance 
Differences in cell 
type and cellular 

content still cause 
unavoidable 

variation 

Total RNA 
quantity 

Use similar RNA 
input, as measured 

by UV-vis 
spectrophotometry 

Easy to do 
Ensures similar RT 

behaviour, prevents 
overloading 

Doesn’t control for 
error at the RT and 

qPCR stages 
Mainly based on the 

quantity of rRNA, 
which comprises  

> 90% of RNA 

Reference 
RNAs: rRNA 

Normalisation of 
CQ values to that of 

18S rRNA 

18S rRNA is an 
internal control, so 

is subject to the 
same RT and qPCR 

influences 
Measured using the 

same method,  
RT-qPCR 

Must be first 
validated to ensure 

rRNA stability 
Resolution is defined 

by the error and 
variability in 18S 
rRNA expression 

Reference 
RNAs: mRNAs 

Normalisation of 
CQ values to that of 

endogenous 
control mRNAs 
such as Gapdh, 

Actb, B2m 

Internal controls, so 
are subject to the 
same RT and qPCR 

influences 
Measured using the 

same method,  
RT-qPCR 

Must be first 
validated to ensure 
endogenous control 

mRNA stability 
Resolution is defined 

by the error and 
variability in 

endogenous control 
RNA expression 

‘Spiked’ in 
RNA 

Normalisation of 
CQ values to that of 

an exogenous 
control, a piece of 

synthetic RNA 
introduced to 

samples during the 
RNA extraction 

stage 

Internal controls, so 
are subject to the 
same RT and qPCR 

influences 
Measured using the 

same method,  
RT-qPCR 

Must first be 
designed and qPCR 

assays designed and 
tested 

Is not extracted 
from cells of interest 
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Relative quantification calculates the fold-change in the expression level of a 

cDNA target by normalisation to an endogenous control gene transcript.  Most 

commonly, this is expressed as the difference (ΔCQ) (161) or ratio (relative 

expression ratio or ‘RER’) (156) between two RNAs: the endogenous control RNA 

and the target RNA of interest (145).  An endogenous control gene RNA is defined 

by a number of inherent characteristics in its expression: it is an RNA that is thought 

to be ubiquitously expressed in all nucleated cell types as the function of the 

encoded protein is essential for cell survival; and it is thought not to be induced in 

response to any physiological or pathological conditions (156, 161, 162).  

Endogenous control RNAs commonly implemented in published gene expression 

studies include 18S rRNA, glyceraldehyde-3-phosphate dehydrogenase (Gapdh) 

mRNA, β-actin (Actb) mRNA, and β2-microglobulin (B2m) mRNA (161).  Usually, the 

expression of these endogenous control genes is assumed to be stable and thus acts 

to normalise the input quantity of RNA.  However this assumption is particularly 

controversial following the publication of a number of studies illustrating up- or 

down-regulation of these RNAs in particular cellular conditions (163-166). 

Under the experimental design followed in Chapters 4 through 7 the input 

quantity of tissue and/or RNA generated for each sample could not be confidently 

standardised; making absolute quantification an inappropriate data analysis 

technique.  Therefore, the data presented herein describes the results of relative 

quantity analysis using the 2-ΔΔCQ method described by Livak et al. (161).  The 2-ΔΔCQ 

method is able to provide an estimate in the fold-change in the quantity/expression 

of one RNA relative to another.  It assumes a 100% qPCR efficiency for all assays 

used during gene expression analysis.  RNAs are analysed in pairs, and the 

difference between the raw CQ values for each of the two RNAs calculated for every 

sample individually.   

Using the RT-qPCR data presented in Figure 1.21 as an example, the 

difference between the measured CQ (ΔCQ) for glyceraldehyde-3-phosphate 

dehydrogenase (Gapdh) mRNA and hydroxymethylbilane synthase (Hmbs) mRNA 

was calculated for each of the 6 time points under investigation.   
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Figure 1.21: Expression of Gapdh and Hmbs in mouse skeletal muscle tissue, raw 
CQ data.  The difference in CQ between the two genes is calculated for all six time 
points (Hmbs – Gapdh) – referred to as the ΔCQ.  The difference between the ΔCQs 
calculated at two time points (the ΔΔCQ) gives an indication of the change in the 
relative expression level over the intervening time interval.  This can be converted 
into the linear scale to describe the fold-change in the expression of Gapdh relative 
to Hmbs using the 2-ΔΔCQ formula. 

 

The ΔCQ at time point 1 represents the ‘control’ point, prior to the onset of any RNA 

degradation.  The ΔCQ is then calculated for all later time points or ‘experimental’ 

groups, as displayed in Equations 1 and 2.  RNA #1 and RNA #2 in this example are 

Gapdh and Hmbs: 

𝛥𝐶𝑄𝑇1 = 𝐶𝑄𝑇1 (𝑅𝑁𝐴 1) − 𝐶𝑄𝑇1 (𝑅𝑁𝐴 2)   Equation (1) 

𝛥𝐶𝑄𝑇𝑥 = 𝐶𝑄𝑇𝑥 (𝑅𝑁𝐴 1) − 𝐶𝑄𝑇𝑥 (𝑅𝑁𝐴 2)   Equation (2) 
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From these two equations, the ΔΔCQ can be calculated as displayed in Equation 3, 

to measure the relative change in ΔCQ in the duration from the control time point to 

any other time point, denoted “𝑥”: 

𝛥𝛥𝐶𝑄 =  𝛥𝐶𝑄𝑇𝑥 −  𝛥𝐶𝑄𝑇1     Equation (3) 

 

However, CQs are related to RNA/cDNA quantity by an exponential relationship.  

The ΔΔCQ can be converted into an estimated fold-change in the relative expression 

level of the two gene targets using the following formula: 

𝐹𝑜𝑙𝑑 𝑐ℎ𝑎𝑛𝑔𝑒 =  2−𝛥𝛥𝐶𝑄      Equation (4) 
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1.5 Research objectives 

RNA analysis presents a unique opportunity to answer a wide range of as 

yet, unanswered questions in forensic science.  This thesis focuses on two related 

research themes – detecting cell-specific RNA expression for identification of 

biological specimens, and quantifying RNA degradation in post-mortem tissues.   

 Different cell types possess their own unique transcriptome, 

characterisation of which is postulated to permit identification of their tissue origin 

(Section 1.3.1).  Chapter 3 explored the use of this principle towards identification 

of menstrual blood, vaginal secretions and skin cell deposits.  The work presented 

describes the development of an analytical protocol for manipulation of RNA and its 

application to dried biological specimens, to interpret whether or not ‘blind’ mock 

casework samples contained traces of menstrual blood, vaginal secretions or skin 

cell deposits.  This research was carried out in collaboration with the RNA branch of 

the European DNA Profiling (EDNAP) group (3, 66), with the aim of validating the 

reliability and reproducibility of cell-specific RNA detection as a means of identifying 

biological specimens. 

As well as exhibiting tissue type specificity, the dynamic nature of the 

transcriptome has led to it being suggested as a novel source of diagnostic 

information in forensic pathology (Section 1.3.2).  Unfortunately, RNA is a labile 

molecule and is subjected to constant attack during the post-mortem interval.  Prior 

to its application in any diagnostic assay, it is imperative that the degradation of 

RNA in tissues after death is thoroughly characterised.  Chapters 5 through 7 of this 

thesis look at the decay behaviour of RNA in post-mortem tissues with the aim of 

determining for how long after death tissue RNA remains analysable; and after what 

point it becomes so degraded that the reliability of gene expression data is likely to 

be compromised.  Because of the heterogeneity of human autopsy samples and 

legal difficulties incurred working with them, an animal model was used for this 

research in the form of the laboratory mouse (Mus musculus). 

Initially, an experimental design was developed and tested; the outcomes of 

which are presented in Chapter 4.  This appraised a number of potential protocols 
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for the preparation of RNA from mouse skeletal muscle, kidney, liver and heart 

tissue.  Use of the preservative RNAlater® was evaluated, to determine its efficacy 

at halting tissue RNA degradation upon storage for up to 8 weeks.  Two RNA 

purification protocols (TRI® Reagent and RNeasy®) were directly compared, to 

assess which provided high quantity, high molecular weight, pure RNA for 

downstream analysis.  The optimum protocol was selected, and implemented into 

subsequent chapters assessing RNA decay behaviour in mouse tissues. 

RNA decay behaviour was assessed in the skeletal muscle, kidney, liver and 

heart tissue of mice decomposed for up to 72 hours (Chapters 5 through 7).  This 

work aimed to identify for how long after death RNA could be successfully extracted 

from tissues and analysed using three techniques: total RNA quantification by UV-

visible spectrophotometry; total RNA quality analysis on the Bioanalyzer 2100 

platform; and amplification of a panel of six endogenous control RNAs by RT-qPCR 

(18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc).  The relationship between post-

mortem interval and the RNA expression data generated with each of these three 

strategies was characterised.   

In addition, two post-mortem interval variables have been considered to 

assess their effect on tissue RNA.  It was postulated that reducing the ambient 

temperature during the post-mortem interval would preserve tissue RNA, extending 

the time span during which RNA remains viable.  To investigate this, mouse corpses 

were decomposed at each of 10, 22 and 30 °C for up to 72 hours prior to tissue RNA 

analysis (Chapter 5).  Secondly, many studies opt for using the more practical ex 

vivo decomposition simulation under which tissues are excised from the corpse and 

left to degrade in a test tube.  The validity of this approach was considered in 

Chapter 6, to assess whether data generated under this experimental design is 

directly comparable with gene expression data from tissue samples decomposed in 

vivo. 

In an attempt to characterise the nature and progression of degradation for 

individual RNAs, Chapter 7 applied qPCR assays with specific design features to RNA 

extracts from partially decomposed tissues.  The quantity of sequences proximal to 
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the 3’ end, 5’ end and centre of target endogenous control RNAs (Hmbs, Sdha and 

Psmc4) was measured by RT-qPCR in an attempt to identify whether post-mortem 

RNA degradation is random in nature (suggestive of endoribonuclease or chemical 

attack) or whether RNA transcripts have a tendency to be disassembled from one 

end.  Finally, the use of target amplicons of differing length and position was 

considered to identify whether this lends itself to development of an assay for 

quantification of the post-mortem interval.   
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Chapter 2: Materials and Methods 

 

2.1 Identification of tissue origin by RNA profiling: Overview 

 Analysis of the RNA profile of a biological specimen recovered from a crime 

scene can potentially be used to estimate its tissue origin.  This section describes 

the protocol for generation of an RNA profile from blood, saliva, semen, menstrual 

blood, vaginal secretions and skin cell deposits.  This research was undertaken in 

collaboration with the RNA branch of the European DNA Profiling (EDNAP) research 

group.   The following procedure describes a number of key steps: from the 

extraction of DNA and RNA from the aforementioned specimen types; through 

reverse transcription, cDNA amplification, DNA amplification and identification of 

the PCR products by capillary electrophoresis.  This protocol pertains to all data 

presented in Chapter 3. 

 

2.1.1 Acquisition and preparation of ‘mock’ crime scene specimens and controls  

 Samples of semen, saliva, blood, menstrual blood, vaginal secretions and 

skin cell deposits were prepared or received for analysis.  All human body fluid 

samples were acquired in accordance with guidelines set forth by the University of 

Strathclyde’s Ethics Committee.  Simultaneously through all four research exercises 

extraction blank (dry swab), reverse transcription blank (substituting RNA for 

nuclease free water) and PCR blank (substituting cDNA for nuclease free water) 

samples were also run; the results of which can be assumed negative unless further 

discussed. 
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2.1.1.1 EDNAP exercise four: Saliva, blood, semen and menstrual blood samples 

Human saliva, blood, semen and menstrual specimens were received from 

the co-ordinating laboratory (Institute of Legal Medicine, University of Zurich, 

Switzerland) (3).  They consisted of four dilution series: saliva (25, 5, 1 and 0.2 µL on 

swabs), blood (1, 0.1, 0.01 and 0.001 µL on swabs), semen (5, 1, 0.2, 0.04 µL on 

swabs) and menstrual blood stains (1/4, 1/8, 1/16, 1/32 and 1/64 on cotton fabric).  

In addition, 8 stains of unknown origin (numbered 1 to 8) were received for 

analysis.  Five other specimens were prepared in house.  Menstrual blood was 

collected from two healthy volunteers using a MoonCupTM device on days 1 and 2 of 

their menstrual cycle.  For the purposes of extraction, 10 µL of each liquid 

menstrual blood sample was utilised and blotted on a cotton swab.  A fifth 

circulatory blood sample, dried on cotton tissue, was utilised from the GEDNAP 

2011 accreditation exercise.  All samples were stored at 4 °C prior to processing. 

 

2.1.1.2 EDNAP exercise five: Samples of vaginal secretions 

Samples of human vaginal secretions were received from the co-ordinating 

laboratory (Institute of Legal Medicine, University of Zurich, Switzerland) (3).  They 

consisted of a vaginal secretion dilution series (1/4, 1/8, 1/16, 1/32 and 1/64 

cuttings of cotton swabs) and eight questioned stains of unknown origin (numbered 

9 to 16).  In addition, 3 other specimens were prepared in house: a vaginal swab, a 

buccal swab and a swab of an undetermined quantity of saliva, collected from a 

single volunteer.  All samples were stored at 4 °C prior to processing. 

 

2.1.1.3 EDNAP exercise six: Skin cell deposits 

 A number of specimens were received from the co-ordinating laboratory 

(Institute of Legal Medicine, University of Zurich, Switzerland) for the analysis of 

RNAs associated with skin cells.  These consisted of a dilution series of cultured skin 

cell RNA on cotton swabs ((200, 50, 12, 3 and 0.8) ng) and eight questioned 
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specimens of unknown origin (numbered 17 to 24); including for example a single 

key from a computer keyboard, a glass slide and a piece of paper. 

In addition, seven other ‘touch’ samples were prepared in house by 

swabbing: a tablet computer screen, touchscreen mobile phone screen, mug 

handle, steering wheel, computer keyboard, computer mouse, and the surface of an 

individual’s hand.  All swabs were dampened with 25 µL nuclease free water 

(Ambion, Life Technologies, Paisley, UK) prior to specimen collection, and stored at 

4 °C until processing. 

 

2.1.2 Extraction and purification of RNA from ‘mock’ crime scene samples 

2.1.2.1 AllPrep® (Qiagen) DNA/RNA co-isolation procedure 

For the co-isolation of DNA and RNA from human saliva, semen, blood, 

menstrual blood and vaginal fluid, the AllPrep® DNA/RNA Mini Kit was employed 

(Qiagen, Crawley, UK) (167).  Each whole stain/swab was incubated in 350 µL RLT 

buffer (pre-prepared 100:1 with β-mercaptoethanol) for 3 h at 56 °C to solubilise 

nucleic acids.  The lysate was applied to an AllPrep® DNA column, and passed 

through by centrifugation in a microcentrifuge at 10,000 rpm for 30 s.   

To the flow through was added 1 volume of 70% ethanol (Sigma Aldrich Ltd., 

Gillingham, UK) and the resultant mixture applied to an RNeasy® column.  This 

lysate was passed through the column by centrifugation at 10,000 rpm for 15 s.  

Under similar centrifugation conditions, the column was washed once with 700 µL 

buffer RW1, twice with 500 µL buffer RPE, and the column dried by centrifugation 

for 1 min at 10,000 rpm.  RNA was eluted into 50 µL RNase-free water by 

centrifugation for 1 min at 10,000 rpm. 

The DNA column was then washed with 500 µL buffer AW1 followed by  

500 µL buffer AW2, in between centrifuging for 15 s at 10,000 rpm, and the column 

subsequently dried by centrifugation for 2 mins at 13,000 rpm.  DNA was eluted 

into 80 µL buffer EB.  Both DNA and RNA were transferred to -20 °C for storage. 
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2.1.2.2 RNeasy® (Qiagen) RNA extraction procedure 

 For the isolation of RNA only from human semen specimens, the RNeasy® 

Mini Kit (Qiagen) was implemented (168).  Each whole stain/swab was incubated in 

350 µL RLT buffer (pre-prepared 100:1 with β-mercaptoethanol) and 20 µL 0.1 M 

dithiothreitol for 3 h at 56 °C.  This cell lysate was applied directly to an RNeasy® 

column.  RNA precipitation, binding, clean-up and elution were performed as 

detailed in Section 2.1.2.1.  RNA extracts were transferred to -20 °C for storage. 

 

2.1.2.3 Arcturus® PicoPure® RNA isolation procedure 

 RNA was recovered from skin cell deposits using the high sensitivity 

Arcturus® PicoPure® RNA Isolation Kit (Applied Biosystems, Life Technologies, CA, 

USA) (169).  Swabs/stains were incubated in 100 µL extraction buffer for 30 mins at 

42 °C, and the buffer recovered in total from the swab by centrifugation in a spin 

basket.  Meanwhile, the RNA purification column was pre-conditioned by 

incubation for 5 mins at room temperature with 250 µL conditioning buffer, and 

centrifuged in a microcentrifuge at 13,000 rpm for 1 min. 

Recovered RNA was precipitated by the addition of 100 µL 70% ethanol to 

the cell extract, and the mixture applied to an RNA purification column.  RNA was 

bound by centrifugation for 2 mins at 1,220 rpm to disperse the sample through the 

membrane, followed by 1 min at 13,000 rpm.  The column was washed by 

centrifugation for 1 min at 11,000 rpm with 100 µL wash buffer 1, followed with 

two repeats of 100 µL wash buffer 2.  The column was subsequently dried by 

centrifugation for 3 min at 13,000 rpm.  RNA was eluted into 14 µL elution buffer, 

with 1 min centrifugation at 4,000 rpm followed by 2 mins at 13,000 rpm.  RNA 

extracts were transferred to -20 °C for storage. 
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2.1.2.4 Removal of contaminating DNA 

RNA extracts were treated with DNase to destroy any carry-over of genomic 

DNA using the TURBO DNA-free® Kit (Ambion, Life Technologies, Paisley, UK) 

following the manufacturer’s guidelines (122).  To each RNA extract was added 0.1 

volume 10X TURBO DNase buffer and 1 µL TURBO DNase, and the RNA incubated 

for 30 mins at 37 °C.  To this, 0.1 volume DNase inactivation reagent was added and 

incubated at room temperature for five mins.  The DNase inactivation reagent was 

pelleted out by centrifugation in a microcentrifuge at 13,000 rpm for 3 mins and the 

supernatant (clean, DNA-free RNA extract) stored at -20 °C. 

 

2.1.3 Reverse transcription of RNA into cDNA using SuperScript® III 

Reverse transcription of RNA into cDNA was performed using the 

SuperScript® III First Strand Synthesis System (Invitrogen, Life Technologies, Paisley, 

UK), according to the manufacturer’s protocol (170).  2 µL of RNA was reverse 

transcribed per reaction, with 1 µL random primers, 0.5 µL 10 mM dNTPs and 2 µL 

nuclease free water.  This mixture was denatured at 65 °C for 4 mins, snap cooled, 

and to it added 1 µL 10X RT buffer, 2 µL 25 mM MgCl2, 1 µL 0.1 M dithiothreitol, 0.5 

µL RNaseOUT™ and 0.5 µL of either reverse transcriptase (RT+ control) or 0.5 µL 

nuclease free water (RT- control).  All samples were reverse transcribed in 

duplicate, giving a RT+ and an RT- control to monitor for gDNA contamination. 

Temperature regulation was achieved using either the Veriti® Thermal 

Cycler with a 0.1 mL VeriFlexTM block or the 2720 Thermal Cycler (Applied 

Biosystems, CA, USA).  Primers were annealed by incubation at 25 °C for 10 mins, 

followed by 50 mins at 50 °C to permit cDNA synthesis.  The reverse transcriptase 

enzyme was then was then denatured at 85 °C for 5 mins.  0.5 µL RNase H was 

added to each tube and incubated at 37 °C for 20 mins to facilitate RNA removal.  

cDNA RT products were then transferred for storage at -20 °C. 
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2.1.4 Amplification of tissue type specific markers by endpoint PCR 

2.1.4.2 EDNAP exercise four: Amplification of menstrual blood specific markers 

Amplification of human saliva, blood, semen and menstrual blood cDNA 

samples was performed using nine sets of PCR primers, targeting: 

 Six menstrual blood-specific RNAs/cDNAs: MMP11, MMP7, MMP10, MSX1, 

LEFTY2 and SFRP4 

 Three endogenous control gene RNAs/cDNAs: B2M, UBC and UCE 

These were divided into three multiplex PCR assays: the matrix metalloproteinase 

(MMP) 3-plex, the menstrual blood (MB) 3-plex, and the ‘housekeeping’ gene  

3-plex.  Details of each of the RNA/cDNA markers targeted, the PCR primer 

sequences and PCR product lengths are described in Tables 2.1 and 2.2.  Primers 

were purchased and prepared by the organising laboratory. 

PCR amplification of cDNAs with the MMP, MB and housekeeping gene 

triplexes was performed using the Multiplex PCR Kit (Qiagen, Crawley, UK) (171), in 

a total reaction volume of 12.5 µL.  Each reaction contained 1 µL cDNA along with 

6.25 µL 2x Multiplex PCR MasterMix, 1.25 µL Q-Solution, 1.25 µL of the relevant 

primer triplex and 2.75 µL of water.  Amplification was performed on a Veriti® 

Thermal Cycler using a 0.1 mL VeriFlex™ block (Applied Biosystems, CA, USA) with 

the following cycling conditions: denaturation at 95 °C for 15 mins, followed by 35 

cycles of 94 °C for 30 s, 55 °C (increasing by 0.2 °C per cycle) for 90 s and 72 °C for 

40 s, and final elongation at 72 °C for 30 mins. 
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Table 2.1: Six RNA/cDNA markers amplified for the identification of human 
menstrual blood: MMP11, MMP7, MMP10, MSX1, LEFTY2 and SFRP4.  Primers 
were designed and prepared by the co-ordinating laboratory.  Forward primers 
were labelled with the 6-FAM™ fluorophore to allow PCR product detection.  
Information collated from (3). 

Multiplex 
RNA marker 

identity 
Primer sequence and 

concentration  

cDNA 
amplicon 

length (nt) 

Matrix 
metalloproteinase 

(MMP) 3-plex 

Matrix 
metalloproteinase 

11 (MMP11) 

F: GGT GCC CTC TGA GAT CGA C 
R: TCA CAG GGT CAA ACT TCC AGT 

2 µM 
92 

Matrix 
metalloproteinase 

7 (MMP7) 

F: CAT GAG TGA GCT ACA GTG GGA 
ACA GGC 

R: CTA TGA CGC GGG AGT TTA  
ACA TTC CAG 

2 µM 

161 

Matrix 
metalloproteinase 

10 (MMP10) 

F: TCA CAG GGT CAA ACT TCC AGT 
R: CTG GAG AAT GTG AGT GGA GT 

2 µM 
230 

Menstrual blood 
(MB) 3-plex 

Msh homeobox 1 
(MSX1) 

F: CCC CGT GGA TGC AGA GCC CCC G 
R: GCT TAC GGT TCG TCT TGT GTT  

TGC GGA G 

5 µM 

96 

Left-right 
determination 

factor 2 (LEFTY2) 

F:GCC CAC GTG AGG GCC CAG  
TAT GTA GT  

R: GGT GTG TGC TGG TGG  
CCT CCG ACG C 

 2 µM 

130 

Secreted frizzled 
related protein 4 

(SFRP4) 

F: GCG ACG AGC TGC CTG TCT ATG ACC 
R: CAG TCA ACA TCA AGA GGC CTT 

 TCC TGT AC 

5 µM 

136 
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Table 2.2: Three ‘universal’ RNA/cDNA markers amplifiable from all human tissue 
types and body fluids: B2M, UBC and UCE.  Primers were designed and prepared by 
the co-ordinating laboratory.  Forward primers were labelled with the ATTO550 
fluorophore to allow PCR product detection.  Information collated from (3). 

Multiplex RNA marker identity 
Primer sequence and 

concentration 

cDNA 
amplicon 

length 
(nt) 

‘Housekeeping’ 
gene 3-plex 

β2-microglobulin (B2M) 
F: GGC ATT CCT GAA GCT GAC A 

R: AAA CCT GAA TCT TTG GAG TAC G 

0.2 µM 
120 

Ubiquitin C (UBC) 
F: GGG TCG CAG TTC TTG TTT GT 
R: TCC AGC AAA GAT CAG CCT CT 

0.2 µM 
186 

Ubiquitin conjugating 
enzyme UBCH5B (UCE) 

F: AAT GAT CTG GCA CGG GAC C 
R: ATC GTA GAA TAT CAA GAC  

AAA TGC TGC 
1 µM 

241 

 

 

2.1.4.3 EDNAP exercise five: Amplification of vaginal fluid specific markers 

Amplification of human vaginal fluid cDNA samples was performed using 

seven sets of PCR primers, all targeting vaginal fluid specific RNAs/cDNAs: MYOZ1, 

CYP2B7P1, MUC4, Ljen, Lcris, Lgas and HBD1.  These were divided into two 

multiplex PCR assays and a singleplex: the vaginal 3-plex, the Lacto 3-plex, and the 

HBD1 singleplex.  Details of each of the RNA/cDNA markers targeted, the PCR 

primer sequences and PCR product lengths are described in Table 2.3.   
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Table 2.3: Seven RNA/cDNA markers amplified for the identification of human 
vaginal secretions: MYOZ1, CYP2B7P1, MUC4, Ljen, Lcris, Lgas and HBD1.  Primers 
were designed and prepared by the co-ordinating laboratory.  Forward primers 
were labelled with the 6-FAM™ fluorophore to allow detection.  Information 
collated from (3). 

Multiplex RNA marker identity 
Primer sequence and 

concentration 

cDNA 
amplicon 

length (nt) 

Vaginal  
3-plex 

Myozenin 1 (MYOZ1) 
F: GGG TTG GTG AGA CAG GAT CA 
R: GGG TTG GTG AGA CAG GAT CA 

2 µM 
81 

Cytochrome P450 family 
2, subfamily B, 

polypeptide 7 pseudogene 
1 (CYP2B7P1) 

F: TCC TTT CTG AGG TTC CGA GA 
R: TTT CCA TTG GCA AAG AGC AT 

2 µM 
198 

Mucin 4 (MUC4) 

F: GGA CCA CAT TTT ATC AGG AA 
R: TAG AGA AAC AGG GCA  

TAG GA 
2 µM 

235 

Lacto  
3-plex 

Lactobacillus jensenii 16S-
23S rRNA intergenic 
spacer region (Ljen) 

F: AAG TCG AGC GAG CTT GCC 
TAT TGA AAT 

R: CGC CTT TTA AAC TTC TTT CAT 
GAG AAA GTA GC 

2 µM 

171 

Lactobacillus crispatus 
16S-23S rRNA intergenic 

spacer region (Lcris) 

F: GAG AGC AGG AAT GCT  
AAG AG 

R: CCG GAT CAT TGC TTA CTT AC 
2 µM 

292 

Lactobacillus gasseri 16S-
23S rRNA intergenic 
spacer region (Lgas) 

F: ATG ATG GAG AGT GCG AGA GC 
R: CCG GAT CAT TGC TTA CTT AC 

2 µM 
311 

HBD1 
singleplex 

Human beta-defensin 1 
(HBD1) 

F: CCT GGG TGT TGC CTG CCA  
GTC GC 

R: CAG GTG CCT TGA ATT TTG GT 
2 µM 

200 

 

PCR amplification of cDNAs with the vaginal and Lacto 3-plexes was 

performed using the Multiplex PCR Kit (Qiagen, Crawley, UK) (171), in a total 

reaction volume of 12.5 µL.  Each reaction contained 1 µL cDNA along with 6.25 µL 

2x Multiplex PCR MasterMix, 1.25 µL Q-Solution, 1.25 µL of the relevant primer 

multiplex and 2.75 µL of water.  Amplification was performed on a 2720 Thermal 

Cycler (Applied Biosystems, CA, USA) with the following cycling conditions: 

denaturation at 95 °C for 15 mins, followed by 35 cycles of 94 °C for 30 s, 55 °C 

(increasing by 0.2 °C per cycle) for 90 s and 72 °C for 40 s, and final elongation at 72 

°C for 30 mins. 
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PCR amplification of cDNAs with the HBD1 singleplex was performed instead 

using the Taq polymerase AmpliTaq Gold® in a reaction volume of 12.5 µL.  Each 

reaction contained 2.5 µL cDNA along with 1.25 µL GeneAmp® dNTP Blend, 1.25 µL 

10x AmpliTaq® Gold Buffer II, 1.5 µL 25 mM MgCl2, 0.2 µL AmpliTaq Gold® DNA 

Polymerase (all Applied Biosystems, CA, USA), 1 µL primers and 4.8 µL water.  

Amplification was performed on a 2720 Thermal Cycler with the following cycling 

conditions: denaturation at 95 °C for 11 mins, followed by 35 cycles of 94 °C for 20 

s, 55 °C for 60 s and 72 °C for 45 s, and final elongation at 72 °C for 30 mins. 

 

2.1.4.4 EDNAP exercise six: Amplification of skin cell specific markers 

 Amplification of cDNA originating from skin cell deposits was performed 

using eleven sets of PCR primers, targeting: 

 Eight skin-specific RNAs/cDNAs: LCE1C, IL1F7, LCE1D, LCE2D, CCL27, LOR, 

KRT9 and CDSN 

 Three endogenous control gene RNAs/cDNAs: B2M, UBC and UCE 

These were divided into three multiplex PCR assays: the skin-1 5-plex, the skin-2 3-

plex, and the ‘housekeeping’ gene 3-plex.  Details of each of the RNA/cDNA markers 

targeted, the PCR primer sequences and PCR product lengths are described in 

Tables 2.2 and 2.4.  Primers were purchased and prepared by the organising 

laboratory.
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Table 2.4: Eight RNA/cDNA markers amplified for the identification of skin cell 
deposits: LCE1C, IL1F7, LCE1D, LCE2D, CCL27, LOR, KRT9 and CDSN.  Primers were 
designed and prepared by the co-ordinating laboratory.  Forward primers were 
labelled with the 6-FAM™ fluorophore to allow detection.   

Multiplex 
RNA marker 

identity 
Primer sequence and concentration 

cDNA 
amplicon 

length (nt) 

Skin-1  
5-plex 

Late cornified 
envelope 1C 

(LCE1C) 

F: GCT GAA GGA CCC TGT GCT 
R: CAG GAC ATC TTG GTG GCG 

1 µM 
56 and 58 

Interleukin 1-F7 
(IL1F7) 

F: CCA GTG CTG CTT AGA AGA CC 
R: TCA CCT TTG GAC TTG TGT GAA 

2 µM 
92 

Late cornified 
envelope 1D 

(LCE1D) 

F: CCT GTG CTG CCT GTG ACT 
R: GGC ACT TAG GGG GAC ATT TA  

2 µM 
142 

Late cornified 
envelope 2D 

(LCE2D) 

F: TCT GTG CTT TTG CAT GTG AC 
R: GGA CCA CAG CAG GAA GAG AC 

2 µM 
193 

Chemokine ligand 
27 (CCL27) 

F: AGC ACT GCC TGC TGT ACT CA 
R: TTC AGC CCA TTT TCC TTA GC 

2 µM 
254 

Skin-2  
3-plex 

Loricrin (LOR) 
F: CTC CTC ACT CAC CCT TCC TG 

R: CCA GAG GTC TTC ACG CAG TC 
8 µM 

114 

Keratin 9 (KRT9) 
F: GCT CCT GGC AAA GAT CTC AC 
R: GAC TGC ACC TCC TGA CCA CT 

8 µM 
155 

Corneodesmosin 
(CDSN) 

F: CCT GAG CTG CCA TCA GTC AG 
R: TGC TTA GGG GAG GTG ATA CG 

8 µM 
196 
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PCR amplification of cDNAs with the skin-1 5-plex, the skin-2 3-plex and the 

‘housekeeping’ gene 3-plex was performed using the Multiplex PCR Kit (Qiagen, 

Crawley, UK) (171), in a total reaction volume of 12.5 µL.  Each reaction contained 1 

µL cDNA along with 6.25 µL 2x Multiplex PCR MasterMix, 1.25 µL Q-Solution, 1.25 

µL of the relevant primer triplex and 2.75 µL of water.  Amplification was performed 

on a 2720 Thermal Cycler (Applied Biosystems, CA, USA) with the following cycling 

conditions: denaturation at 95 °C for 15 mins, followed by 35 cycles of 94 °C for 30 

s, 55 °C (increasing by 0.2 °C per cycle) for 90 s and 72 °C for 40 s, and final 

elongation at 72 °C for 30 mins.  The starting annealing temperature for the skin-1 

5-plex was increased to 58 °C, similarly with an increment of 0.2 °C per cycle. 

 

2.1.5 Quantification of human DNA yield 

Quantification of human DNA was performed using the Investigator® 

Quantiplex Kit (Qiagen, Crawley, UK), following the manufacturer’s protocol in a 

reduced 12.5 µL reaction volume (172).  Each reaction was set up with 5.75 µL each 

of reaction mix and primer mix, with 1 µL human DNA.  Thermal cycling was 

performed on the Stratagene Mx3005P real time PCR platform (Agilent 

Technologies, CA, USA) with the following temperature conditions: 95 oC for 1 min 

activation step, followed by 40 cycles of 95 oC for 5 s and 60 oC for 32 s.  

Fluorescence threshold and standard curves were plotted by the internal MxPro 

software and used for automatic calculation of DNA concentration. 

 

2.1.6 Amplification of human DNA STR loci 

Amplification of STR loci in genomic DNA was performed with the 

Investigator® Decaplex SE PCR Assay (Qiagen, Crawley, UK).  Reactions were set up 

and amplified as stipulated by the manufacturer (173), with a reduced 12.5 µL 

reaction volume.  Each reaction was set up with 2.5 µL reaction mix, 1.25 µL primer 

mix, 0.2 µl Taq polymerase and up to 8.55 µL human DNA, diluted in nuclease free 

water (Ambion, Life Technologies, Paisley, UK).  Thermal cycling was performed on a 
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2720 Thermal Cycler (Applied Biosystems, Life Technologies, Paisley, UK) using the 

following temperature conditions: 94 °C hot start for 4 mins, 5 cycles of 96 °C for 30 

s, 62 °C for 2 mins, 72 °C for 1 min 15 s; 25 cycles of 94 °C for 30 s, 60 °C for 2 mins 

and 72 °C for 1 min 15 s; 1 h at 68 °C to permit polyadenylation; followed by a hold 

at 4 °C.  PCR products were stored at 4 °C prior to electrophoresis. 

 

2.1.7 Separation of PCR products by capillary electrophoresis 

Separation and detection of PCR products was achieved using a 3130 

Genetic Analyzer (Applied Biosystems, Life Technologies, CA, USA).  For separation 

of amplicons generated with the RNA/cDNA multiplexes, 1 µL of each PCR product 

was added to 10 µL of a 1:80 GeneScan-500 LIZ internal lane standard to HiDi® 

Formamide mix (both Applied Biosystems).  The electrophoresis conditions were 

programmed as follows: 10 s injection time, 3 kV injection voltage, 15 kV run 

voltage, 60 oC oven temperature, 21 min run time, and dye set G5.  The results were 

analysed on GeneMapper v3.2, using a peak height threshold of 100 rfu.   

For separation of human DNA amplicons generated with the Decaplex SE 

STR amplification system, 1 µL of each PCR product was added to 10 µL of a 1:24 

BTO internal lane standard (Qiagen, Crawley, UK) to HiDi® Formamide mix.  The 

electrophoresis conditions were programmed as recommended by the 

manufacturer (173), and the results analysed on GeneMapper v3.2 using a peak 

height threshold of 50 rfu. 
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2.2 Analysis of RNA in solid tissues: Overview 

Much of the research presented in this thesis concerns the analysis of RNA 

in solid tissues, to track the degradation of RNA after death.  When using solid 

tissues as a substrate for RNA recovery, the protocol is subtly different to that 

described previously for body fluid specimens.  The increased RNA yield from solid 

tissues widens the scope for more thorough analysis of the transcriptome.  

Additionally, it was important when fulfilling the aims of this study that quantitative 

PCR was implemented as a substitute for endpoint PCR.  The following Section 2.2 

therefore provides a detailed protocol for the recovery and analysis of RNA from 

solid tissue samples. 

 

2.2.1 Collection of animal tissue samples 

 All experimental steps involving live animals were performed in accordance 

with the ethical guidelines set out by the Biological Procedures Unit within 

Strathclyde Institute of Pharmacy and Biomedical Science.  All animals utilised were 

12 week old, male C57/BL6J laboratory mice. 

 A number of methods are currently permitted for euthanizing rodents under 

Schedule 1 of the Animals (Scientific Procedures) Act 1986 (174).  For the purposes 

of this work, death by cervical dislocation was selected as being the quickest 

method and as having the least likely impact on gene expression; compared to 

death by injection of an anaesthetic overdose or by exposure to carbon dioxide gas 

in rising concentration.       
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2.2.2 Preservation of RNA in biological specimens using RNAlater® 

 Following excision from the body, all animal tissue samples were shredded 

with a scalpel to less than 0.5 cm in any dimension and immediately immersed in at 

least 5 to 10 volumes (usually 1 to 2 mL) of RNAlater® (Ambion, Life Technologies, 

Paisley, UK).  After refrigeration at 4 °C overnight to permit penetration of the 

solution through tissues, samples could be frozen at -20 °C for longer term storage; 

though not longer than 8 weeks in any instance. 

 

2.2.3 Extraction and purification of RNA from solid tissues 

2.2.3.1 RNeasy® (Qiagen) RNA extraction procedure 

Extraction and purification of RNA from a variety of RNAlater® preserved 

tissue types was performed using the RNeasy® Mini Kit (QIAGEN, Crawley, UK), 

following the manufacturer’s standard guidelines (168).  Up to 20 mg tissue was 

shredded and homogenised in 600 µL buffer RLT (prepared 1:100 with β-

mercaptoethanol (GE Healthcare, Little Chalfont, UK)) using an IKA T10 basic ULTRA-

TURRAX® disperser with attached S10N-5G dispersing element (IKA, Staufen, 

Germany).  Any remaining solid tissue debris was pelleted and removed by 

centrifugation at 13,000 rpm for 3 mins.   

To the homogenate was added and mixed 1 volume (approx. 600 µL) 70% 

ethanol (Sigma Aldrich Ltd., Gillingham, UK) and the resultant mixture applied to an 

RNeasy® column.  The tissue lysate was run through the column by centrifugation at 

10,000 rpm for 15 s.  Under similar centrifugation conditions, the column was 

washed once with 700 µL buffer RW1, twice with 500 µL buffer RPE, and the column 

dried by centrifugation for 1 min at 10,000 rpm.  RNA was eluted into  

50 µL RNase-free water by centrifugation for 1 min at 10,000 rpm. 
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2.2.3.2 RNeasy® (Qiagen) RNA extraction procedure: Incorporating proteinase K 

treatment for fibrous tissue types 

Extraction and purification of RNA from RNAlater® preserved skeletal muscle 

samples was performed using the RNeasy® Mini Kit (QIAGEN, Crawley, UK) following 

the manufacturer’s guidelines for fibrous tissue types (175).  Up to 20 mg skeletal 

muscle tissue was shredded and homogenised in 600 µL buffer RLT (prepared 1:100 

with β-mercaptoethanol (GE Healthcare, Little Chalfont, UK)) using an IKA T10 basic 

ULTRA-TURRAX® disperser with attached S10N-5G dispersing element (IKA, Staufen, 

Germany).  To the homogenate was added and mixed 1,180 µL RNase-free water 

(Ambion, Life Technologies, Paisley, UK) and 20 µL proteinase K (Sigma-Aldrich Ltd., 

Gillingham, UK).  Samples were incubated at 55 oC for 10 mins to facilitate 

proteinase K breakdown of the abundant proteins in fibrous muscle tissue samples.  

Any remaining solid tissue debris was pelleted and removed by centrifugation at 

13,000 rpm for 3 min.   

To this lysate was mixed ½ volume (approx. 900 µL) of 96-100% ethanol 

(Sigma-Aldrich Ltd.) and the resultant mixture applied to an RNeasy® spin column.  

The tissue lysate was run through the column by centrifugation at 10,000 rpm for 

15 s.  Under similar centrifugation conditions, the column was washed once with 

700 µL buffer RW1, twice with 500 µL buffer RPE, and the column dried by 

centrifugation for 1 min at 10,000 rpm.  RNA was eluted into 50 µL RNase-free 

water by centrifugation for 1 min at 10,000 rpm. 

 

2.2.3.3 TRI Reagent® RNA extraction procedure 

Extraction of RNA from a variety of RNAlater® preserved tissue types was 

performed using the TRI Reagent® protocol following the manufacturer’s guidelines 

(Sigma-Aldrich Ltd., Gillingham, UK) (176).  Less than 100 mg tissue was 

homogenised in 1 mL TRI Reagent® and 3 µL polyacryl carrier (Molecular Research 

Center, Cincinatti, USA) using an IKA T10 basic ULTRA-TURRAX® disperser with 

attached S10N-5G dispersing element (IKA, Staufen, Germany).   
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To the homogenate was added and mixed 100 µL 1-bromo-3-chloropropane 

(Sigma-Aldrich Ltd.).  After a 3 min incubation period, the mixture was centrifuged 

at 13,000 rpm at 4 oC for 15 mins, to partition the aqueous and organic phases.  The 

aqueous phase was removed and to it added 500 µL isopropanol (Sigma-Aldrich 

Ltd.) to precipitate out RNA.  Precipitated RNA was pelleted by centrifugation at 

13,000 rpm at 4 oC for 10 mins, the supernatant discarded, and the RNA pellet 

washed in 1 mL 75% ethanol (Sigma-Aldrich Ltd.).  RNA was re-pelleted by 

centrifugation at 10,500 rpm at 4 oC for 5 mins.  The RNA pellet was re-suspended in 

50 µL RNase-free water (Ambion, Life Technologies, Paisley, UK) and heated to 55 °C 

for 10 mins to facilitate RNA solubilisation.  For liver tissue samples which provided 

a particularly high RNA yield, the re-suspension volume was increased from 50 to 

200 µL. 

 

2.2.3.4 Removal of contaminating DNA  

RNA extracts were treated with DNase to destroy any carry-over of genomic 

DNA using the TURBO DNA-free® kit (Ambion, Life Technologies, Paisley, UK) 

following the manufacturer’s guidelines (122).  To each RNA extract was added 0.1 

volume 10X TURBO DNase buffer and 1 µL TURBO DNase, and the RNA incubated 

for 30 mins at 37 oC.  To this, 0.1 volume DNase inactivation reagent was added and 

incubated at room temperature for 5 mins.  The DNase inactivation reagent was 

pelleted out by centrifugation at 13,000 rpm for 3 mins and the supernatant (clean, 

DNA-free RNA extract) stored at -20 oC. 

 

2.2.4 Quantification of RNA by UV-visible spectrophotometry 

RNA concentration was measured with the Nanodrop-1000 UV-vis 

spectrophotometer (Thermo Scientific, Loughborough, UK).  The instrument was 

first blanked with a sample of RNase-free water (the same solvent as all eluted RNA 

samples), and 1.5 µL of sample used for calculation of RNA concentration, A260/280 
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and A260/230.  All RNA extracts were quantified both before and after treatment with 

DNase, to assess the level of genomic DNA contamination within the RNA sample. 

 

2.2.5 RNA quality analysis using the Bioanalyzer 2100 

RNA quality was measured using the Bioanalyzer 2100 instrument coupled 

to the RNA 6000 Pico kit (Agilent Technologies, Wokingham, UK), following the 

manufacturer’s instructions (132).  The RNA 6000 Pico kit has an input range of up 

to 5 ng/µL total RNA, making it the most sensitive chip available for RNA integrity 

number (RIN) determination.   

1 µL of Pico dye concentrate was added and mixed into 65 µL filtered Pico 

gel matrix and centrifuged for 10 mins at 13,000 rpm.  The Pico chip was primed 

with 9 µL gel-dye mix in triplicate and 9 µL conditioning solution.  Samples were 

denatured prior to use at 70 oC for 2 mins, and 1 µL added to the chip wells with 5 

µL Pico marker.  The fully prepared chip was vortexed for 1 min at 2,400 rpm on a 

chip vortex mixer (IKA, Staufen, Germany) prior to insertion into the instrument. 

 

2.2.6 Reverse transcription of RNA into cDNA using the High Capacity cDNA 

Reverse Transcription Kit 

Tissue RNA extracts were reverse transcribed into cDNA using either the 

High Capacity cDNA Reverse Transcription Kit or the High Capacity cDNA Reverse 

Transcription Kit with RNase inhibitor (Invitrogen, Life Technologies, Paisley, UK), 

following the manufacturer’s guidelines (177).  RNA extracts were usually reverse 

transcribed in a volume of 20 µL although in some instances, this was factored up to 

30, 80 or 120 µL depending on the volume of cDNA required for downstream 

analysis.   

Following the standard protocol for reverse transcription with random 

priming, each 20 µL reaction incorporated: 2 µL 10X RT buffer, 0.8 µL 25X dNTP mix, 

2 µL 10X random primers, 1 µL reverse transcriptase, 4.2 µL RNase-free water and 
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10 µL RNA sample.  Alternatively, following the High Capacity cDNA Reverse 

Transcription Kit with RNase inhibitor protocol 1 µL of RNase-free water was 

substituted with 1 µL RNase inhibitor.  For a limited number of applications oligo 

(dT) priming was instead adopted for reverse transcription, in which case each 20 µL 

reaction incorporated: 2 µL 10X RT buffer, 0.8 µL 25X dNTP mix, 1 µL oligo (dT)(20) 

(50 µM) primers (Invitrogen, Life Technologies, Paisley, UK), 1 µL reverse 

transcriptase, 5.2 µL RNase-free water and 10 µL RNA sample.   

The thermal cycling parameters are summarised in Table 2.5 below.  

Temperature controlled steps were performed on a 2720 Thermal Cycler (Applied 

Biosystems, Life Technologies, Paisley, UK).  Prior to storage at -20 oC, all cDNA 

samples were diluted in RNase-free water (Ambion, Life Technologies, Paisley, UK), 

to minimise interference of reverse transcription components carried over into 

subsequent real time PCR.  This dilution ranged from 1:1 to 1:12, as discussed in 

more detail in the relevant sections. 

 

Table 2.5: Temperature conditions used for reverse transcription using the High 
Capacity cDNA Reverse Transcription Kit, with either random or oligo (dT) priming. 

 Random priming Oligo (dT) priming 

Primer annealing 10 mins, 25 °C N/A 

Primer extension 2 h, 37 °C 2 h, 37 °C 

Reverse transcriptase 
denaturation 

5 mins, 85 °C 5 mins, 85 °C 
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2.2.7 Gene expression analysis by RT-qPCR 

All cDNA samples were amplified in duplicate or triplicate using some or all 

of a large panel of TaqMan® assays.   Reactions were set up using 5 µL TaqMan® 

Universal PCR Master Mix (Applied Biosystems, Life Technologies, Paisley, UK),  

0.5 µL of the selected inventoried TaqMan® assay, 2.5 µL water and 2 µL cDNA.  

Thermal cycling was performed on a Stratagene Mx3005P real time PCR instrument 

(Agilent Technologies, CA, USA), with the following temperature conditions: 2 mins 

at 50 oC to permit uracil-N-glycosylase mediated degradation of qPCR carryover 

contamination; 10 mins at 95 oC to activate Taq polymerase, and 40 cycles of 95 oC 

denaturation for 15 s and 60 oC elongation for 1 min.  The threshold fluorescence 

level was set using the baseline threshold method, following which it is defined as 

10 times the standard deviation of fluorescence during cycles 5 through 9 of qPCR. 

Raw CQ data was analysed in Microsoft Excel 2010, Minitab v17 (Minitab 

Inc.) and GenEx Pro v5.4.3 (MultiD Analyses).  Microsoft Excel 2010 was used for 

basic data presentation, bar charts, line graphs, etc.  Minitab v17 was utilised for 

more detailed statistical analyses such as the Student’s t-test, Anderson-Darling’s 

test of normality, analysis of variance (one-way ANOVA), linear/non-linear 

regression and hierarchial cluster analysis.  Assessment of endogenous control RNA 

stability was performed using the geNorm (178) and NormFinder (179) data analysis 

packages interent to GenEx Pro v5.4.3 (Chapter 5).   
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Chapter 3: RNA profiling of evidentiary material: Towards 

identification of the tissue origin of forensic specimens  

 

3.1 Introduction: The European DNA Profiling (EDNAP) Group 

The detection of RNAs with spatially restricted expression profiles can be 

used for identification of the tissue origin of a biological specimen recovered in 

casework (Section 1.3.1, Chapter 1).  This field has incurred an explosion of research 

in recent years, with groups all over the world contributing to the database of tissue 

specific mRNA markers utilisable for the identification of blood, semen, saliva, 

menstrual blood, vaginal secretions and skin cell deposits (1, 2, 8, 26, 27, 29, 30, 43, 

44, 48, 53, 54, 67, 68, 180-183).   

The European DNA Profiling (EDNAP) Group, a division of the International 

Society of Forensic Genetics (http://www.isfg.org/EDNAP) have taken an interest in 

this field by co-ordinating a number of collaborative research exercises concerning 

the practical application of RNA analysis onto biological specimens.  To date, six 

research exercises have been devised, distributed and published by the Institute of 

Legal Medicine at the University of Zürich in collaboration with distinguished 

research groups from all over the world, including the University of Strathclyde (3, 

40, 41, 65, 66).  These have involved the application of singleplex and multiplex PCR 

assays for identification of blood, semen, saliva, menstrual blood, vaginal secretions 

and skin cell deposits.  A summary of the experimental design of the six research 

exercises completed to date is compiled in Table 3.1. 

  

http://www.isfg.org/EDNAP
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Table 3.1: Summary of the six research validation exercises co-ordinated by 
EDNAP since 2011.  In addition to all tissue specific mRNAs listed, exercises 3, 4, 5 
and 6 have included assays against the endogenous control mRNAs B2M, UBC and 
UCE.  The manuscript for EDNAP exercise six is currently submitted for publication 
(C. Haas, personal communication). 

EDNAP research 

exercise [reference] 

Biological 

specimen(s) 

targeted 

PCR assays 

designed 

mRNA markers 

targeted 

1  

[Haas et al.  

(2011) (41)] 

Blood 

Assay for three 

blood mRNAs by 

singleplex PCR 

HBB, SPTB, PBGD 

2  

[Haas et al.  

(2011) (65)] 

Blood 

Assay for seven 

blood mRNAs with 

two multiplex PCR 

assays 

1) HBA, HBB 

2) ALAS2, CD3G, 

ANK1, PBGD, SPTB 

3  

[Haas et al.  

(2012) (66)] 

Saliva and 

semen 

Two assays for a 

total of 8 mRNA 

markers specific 

to saliva and 

semen 

Saliva: STATH, 

HTN3, MUC7 

Semen: PSA, 

PRM1, PRM2, 

SEMG1, TGM4 

4  

[Haas et al.  

(2014) (3)] 

Menstrual 

blood 

Two assays for a 

total of 6 mRNA 

markers specific 

to menstrual 

blood 

1) MMP11, 

MMP7, MMP10 

2) MSX1, LEFTY2, 

SFRP4 

5  

[Haas et al.  

(2014) (3)] 

Vaginal 

secretions 

Three assays for a 

total of seven 

mRNA and rRNA 

markers specific 

to vaginal 

secretions 

1) MYOZ1, 

CYP2B7P1, MUC4 

2) Ljen, Lgas, Lcris 

3) HBD1 

6 Skin 

Two assays for a 

total of eight 

mRNA markers 

specific to skin 

1) LCE1C, IL-1F7, 

LCE1D, LCE2D, 

CCL27 

2) LOR, KRT9, 

CDSN 

 

 

 



81 
 

 Through this work, EDNAP’s primary objective is in the validation of RNA 

profiling as a reliable method for application in future forensic casework.  This aligns 

well with the research strategy of this thesis.  Each research exercise tested the 

robustness, specificity and sensitivity of the RNA profiling method; when carried out 

by different and sometimes inexperienced laboratory operators using a wide range 

of analytical strategies.  Research of this nature is essential if the outcomes of RNA 

analysis are to be accepted by the international scientific community as acceptable 

forensic evidence for the courtroom.  The Scientific Working Group on DNA Analysis 

Methods (SWGDAM) has a list of published guidelines for developmental validation 

of a new genetic analysis method – summarised in Table 3.2.  The EDNAP 

collaborative research exercises aim to fulfil a number of these validation 

requirements, namely: species specificity testing, sensitivity testing, repeatability 

and reproducibility, applicability to casework samples and mixture analysis.  It is 

likely that the outcomes of these studies will be cited in the first cases worldwide in 

which RNA is utilised as a source of evidence for the courtroom, to demonstrate 

and strengthen its admissibility. 

Of the six aforementioned research exercises, the author has contributed 

practical research to four in order to assist EDNAP in validating the use of RNA 

profiling for the identification of menstrual blood, vaginal secretions and skin cell 

deposits under the SWGDAM guidelines.  The objectives of this research will be 

described in subsequent sections. 
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Table 3.2: The SWGDAM developmental validation guidelines for new DNA 
analysis methods. All of the required elements marked with an asterisk (*) were 
assessed in the RNA collaborative research exercises.  Information summarised 
from (184).   

Scientific Working Group on DNA Analysis Methods (SWGDAM) 
Developmental validation guidelines for new DNA analysis methods 

 Characterise genetic markers 

 Assess species specificity* 

 Sensitivity testing* 

 Stability testing (to environmental/chemical insult)* 

 Assess precision and accuracy 
                 Repeatability – same laboratory, operator, equipment* 
                  Reproducibility – different laboratory, operator, equipment* 

 Applicability to casework samples* 

 Population studies 

 Mixture studies* 

 PCR studies 
                                 Primer sequences 
                                 Reaction conditions 
                                 Effects of primer multiplexing 
                                 PCR controls 
                                 Detection/measurement criteria 

 

 

3.2 Experimental design, aims and objectives 

The aim of this work was to devise and implement an analytical protocol 

permitting the identification of menstrual blood, vaginal secretions and skin cell 

deposits in ‘mock’ casework samples by characterisation of their RNA expression 

profiles.  This analytical protocol was developed in accordance with EDNAP’s 

guidelines and included all steps in RNA analysis: RNA extraction and purification, 

removal of DNA contamination, reverse transcription of RNA into cDNA, PCR 

amplification of cDNA and product separation by capillary electrophoresis.  A 

number of RNAs were identified from the forensic literature with expression 

previously demonstrated to be strongly associated with specific tissue types.  Six 

RNAs linked to menstrual blood, seven to vaginal secretions and eight to skin cell 

deposits were assayed for by RT-PCR, using the protocol described in Section 2.1, 

Chapter 2.  The identity of these RNAs is revealed in Table 3.3. 
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Table 3.3: Body fluid identification mRNAs with expression profiles associated 
with menstrual blood, vaginal secretions and skin cell deposits.  All markers have 
been previously reported in the literature.  Functional information collated from (3, 
51, 53, 68, 181, 185-196). 

Target 
biological 
specimen 

RNA marker 
identity 

Marker protein function 
Previous 
marker 

reference 

Menstrual 
blood 

Matrix 
metalloproteinases 

7, 10 and 11 
(MMP7/10/11) 

Zinc-dependent endopeptidase 
enzyme, functions in to break 
down the extracellular matrix 
during tissue degradation and 
remodelling in menstruation 

(2) 

Msh homeobox 1 
(MSX1) 

Transcriptional repressor, 
involved in cell signalling 

required for embryo 
implantation in the 

endometrium 

(33) 

Left-right 
determination 

factor 2 (LEFTY2) 

Growth factor, thought to play 
an important role in 

endometrial bleeding 
(33) 

Secreted frizzled 
related protein 4 

(SFRP4) 

Inhibits proliferation and 
stimulates apoptosis of the 

endometrium during 
menstruation 

(33) 

Vaginal 
secretions 

Myozenin 1 
(MYOZ1) 

Intracellular binding protein, 
tethers calcineurin to the 

sarcomere 
(68) 

Cytochrome P450 
family 2, subfamily 

B, polypeptide 7 
pseudogene 1 

(CYP2B7P1) 

Non-coding RNA transcribed 
from a pseudogene; function 

unknown 
 

(68) 

Mucin 4 (MUC4) 

Glycosylated membrane 
protein, involved in protection 
of epithelium against microbial 
invasion and vaginal lubrication 

(182) 

Human beta-
defensin 1 (HBD1) 

Small peptides secreted by 
neutrophils and epithelial cells, 

involved in protection of 
epithelium against microbial 

colonisation 

(182) 
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Vaginal 
secretions 

Lactobacillus 
jensenii 16S-23S 
rRNA intergenic 

spacer region (Ljen) 

Lactobacilli are bacteria present 
in the vaginal tract, and the 
intergenic spacer region is a 

section of RNA between the 16S 
(small) and 23S (large) rRNA 

subunits (which are transcribed 
as a polycistronic RNA), used for 

microbial identification 
 

(64) 

Lactobacillus 
crispatus 16S-23S 
rRNA intergenic 

spacer region (Lcris) 

(43) 

Lactobacillus 
gasseri 16S-23S 
rRNA intergenic 

spacer region (Lgas) 

(43) 

Skin cell 
deposits 

Late cornified 
envelope 1C 

(LCE1C) 

Protein family involved in 
epidermal cornification, the 

formation of a protective layer 
of dead keratinocytes on the 

surface of the skin 

(181) 

Interleukin 1-F7 
(IL1F7) 

Cytokine involved in the skin’s 
adaptive immune response, 

particularly skin hypersensitivity 
(181) 

Late cornified 
envelope 1D 

(LCE1D) 

Protein family involved in 
epidermal cornification, the 

formation of a protective layer 
of dead keratinocytes on the 

surface of the skin 

(181) 

Late cornified 
envelope 2D 

(LCE2D) 
(181) 

Chemokine ligand 
27 (CCL27) 

Cytokine involved in the skin’s 
innate inflammatory response, 

specifically recruitment of T-
cells 

(181) 

Loricrin (LOR) 

Key structural component of the 
cornified cell envelope, a tough 

and insoluble barrier formed 
inside the plasma membrane in 

stratified squamous epithelia 
that make up the stratum 

corneum 

(53) 

Keratin 9 (KRT9) 

Cytoskeletal intermediate 
filament protein, found only in 

terminally differentiated 
epidermal cells in the palms of 
the hands and soles of the feet 

(53) 

Corneodesmosin 
(CDSN) 

Epidermal adhesion molecule, 
reinforcing cell-cell adhesion in 

the upper epidermis and 
stratum corneum  

(53) 
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Using the devised protocol, a total of 24 ‘blind’ stains were analysed to try 

and identify whether or not they contained menstrual blood, vaginal secretions and 

skin cells.  To prevent any bias, these ‘blind’ stains were prepared and shipped by 

EDNAP’s co-ordinating laboratory, and their identity only revealed upon submission 

of the results and completion of the study.  These ‘blind’ stains were designed to 

mimic real life casework including both fresh and environmentally compromised 

samples, and a wide range of biological specimen types (not restricted only to 

menstrual blood, vaginal secretions and skin cell deposits).   

For each of menstrual blood, vaginal secretions and skin cells a dilution 

series was also analysed to try to identify the minimum input required for successful 

identification by RNA profiling – i.e., the sensitivity of the protocol described in 

Section 2.1, Chapter 2.  For both menstrual blood and vaginal secretions, the 

difficulty of obtaining liquid samples meant that the two dilution series were 

prepared on cotton swabs: 1/4, 1/8, 1/16, 1/32 and 1/64th of a swab.  For skin 

samples, a dilution series of RNA extracted from cultured human skin cell lines was 

prepared: 200, 50, 12, 3 and 0.8 ng of RNA.   

Furthermore, a number of mock casework stains were prepared in-house 

onto which the protocol was applied, including: 

 Menstrual blood stains (10 µL liquid menstrual blood spotted onto cotton) 

 Circulatory blood stains 

 Vaginal swabs 

 Buccal swabs 

 Liquid saliva, spotted onto a swab 

 Swabs of ‘touched’ items – a tablet computer screen, touchscreen mobile 

phone screen, computer keyboard, computer mouse, mug handle, car 

steering wheel and a simple swab of the surface of the hand 
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It is standard practice when working with RNA to assay for the presence of 

‘housekeeping’ or endogenous control gene RNAs.  These are RNAs that, based on 

their known function in the cell, are thought to be permanently and ubiquitously 

expressed in all cell types, necessary for cell survival.  Such RNAs include those 

which encode for the following proteins: 

 β2-microglobulin (B2M), a structural component of the major 

histocompatibility class I complex, present on all nucleated cells to permit 

the presentation of foreign antigens to provoke an immune response to 

invasion 

 Ubiquitin C (UBC), which is ‘tagged’ onto damaged/old proteins for 

degradation by the proteasome and recycling 

 Ubiquitin conjugating enzyme UBCH5B (UBCH5B, referred to by EDNAP as 

UCE), which catalyses the ubiquitination of damaged/old proteins to target 

them for degradation and recycling by the proteasome 

The assumed ‘universal’ expression of these RNAs means that they are commonly 

used as a positive control to confirm the presence of intact RNA in a biological 

specimen; irrespective of its origin.   

 The expression of these three RNAs was examined in known stains of blood, 

semen, saliva, menstrual blood and skin cell deposits to assess their efficacy as 

endogenous positive controls in these sample types and to determine the minimum 

input of each body fluid type required for their successful identification.  Moreover, 

they were assayed for in ‘blind’ samples to mimic how endogenous controls would 

be used in a casework scenario as positive controls and how their results are 

interpreted. 

 This study incorporated RNA profiling into the standard DNA profiling 

workflow for biological casework specimens.  By doing this, it was hoped to 

ascertain whether expanding the genetic analyses to include both RNA and DNA 

would compromise the quality of DNA profiles output.  Clearly, any observed 

reduction in the success rate of DNA profiling would demerit the potential benefits 

that RNA profiling could bring to a forensic investigation. 
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Overall, the objectives of this chapter are three-fold – summarised for clarity 

in Box 3.1 below. 

 

Box 3.1: Objectives of Chapter 3 

To develop a protocol for successful extraction, reverse transcription and 

amplification of RNA from dried biological specimens. 

To apply this protocol to identify a range of ‘blind’ mock casework specimens 

prepared by the organising laboratory – specifically to identify whether they express 

RNA markers associated with menstrual blood, vaginal secretions and skin cell 

deposits. 

To assess the sensitivity of RNA markers (both tissue specific and endogenous 

controls) expressed in dilution series’ of blood, saliva, semen, menstrual blood, 

vaginal secretions and skin cells. 

 

In contrast to the rest of this thesis, this chapter presents the outcomes of 

research into the expression of RNAs in body fluids and contact traces as opposed 

to solid tissues.  However, irrespective of the biological substrate onto which RNA 

analysis is applied, the experimental workflow remains the same.  The bulk of this 

work was conducted very early during thesis preparation and contributed strongly 

towards early protocol development and testing.  In addition, the collaborative links 

maintained with EDNAP researchers have proven invaluable for guidance and 

support.  The outcomes of this work have been published in two journal articles (3, 

66) and another is currently under review by Forensic Science International: 

Genetics. 
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3.3 Method 

All aspects of the method have been described in detail in Section 2.1, 

Chapter 2.  Initially, this includes a description of the preparation of all biological 

specimens, followed by a detailed protocol for: 

 Extraction and purification of RNA 

 Treatment of RNA with DNase to remove DNA contamination 

 Reverse transcription of RNA into cDNA 

 PCR amplification of cDNA: including Taq polymerases, primer sequences, 

concentrations and thermal cycling parameters 

 Extraction and purification of DNA 

 Quantification of DNA 

 PCR amplification of DNA STRs 

 Separation of cDNA/DNA PCR products by capillary electrophoresis 
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3.4 Results and discussion 

3.4.1 EDNAP exercise four (I): Identification of endogenous control gene mRNAs 

3.4.1.1 Results 

 The presence of three endogenous control gene RNAs – B2M, UBC and UCE 

– was assayed for in dilution series of semen (0.04 to 5 µL), blood (0.001 to 1 µL) 

and saliva (0.2 to 25 µL); the results of which are presented in Table 3.4.  These 

results are incorporated into Table S7 of Haas et al. (2014) (3).   

 

Table 3.4: Results after amplification of a dilution series of semen (0.04 to 5 µL), 
blood (0.001 to 1 µL) and saliva (0.2 to 25 µL) for the presence of three 
endogenous control gene RNAs.  The absence of a specific mRNA marker is denoted 
‘-‘, and no result upon DNA typing with ‘NR’.  Peak heights were designated by the 
GeneMapper v3.2 software. 

  
Electropherogram peak  

height (rfu) 

 

Sample type Volume (µL) B2M UBC UCE 
DNA profile 

result 

Semen 

5 - 10631 1667 Full profile 

1 - 4868 2920 Full profile 

0.2 - - - Full profile 

0.04 512 - - Partial profile 
(2/10 full loci) 

Blood 

1 8719 9112 5767 Full profile 

0.1 9152 5168 1265 Partial profile 
(6/10 full loci) 

0.01 - - - NR 

0.001 - - - NR 

Saliva 

25 4219 9215 - Full profile 

5 810 3181 - NR 

1 - 798 - NR 

0.2 - - - NR 
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As illustrated in Table 3.4, these RNAs were diluted out in the lowest volume 

samples.  None of the endogenous control RNAs could be detected in 0.2 µL semen, 

≤ 0.01 µL blood and 0.2 µL saliva, and only a partial RNA profile from 5, 1 and 0.04 

µL semen and 25, 5 and 1 µL saliva.  Only for large blood stains could a full, 3 

marker RNA profile be obtained.  All samples were reverse transcribed in duplicate 

(RT+ and an RT- control), with all RT- controls blank with the exception of one 

contaminating 1367 rfu peak at the B2M locus for the RT- 0.01 µL blood sample.  

This illustrates that the B2M, UBC and UCE primers are RNA/cDNA specific and do 

not amplify genomic DNA.   

Additionally, the results obtained upon DNA profiling are presented adjacent 

in Table 3.4.  This demonstrated that DNA could be detected more sensitively than 

RNA in semen; with a full DNA profile obtained from only 0.2 µL semen.  In blood 

and saliva the converse was true; a full DNA profile only obtained from 1 µL blood 

and 25 µL saliva. 

 

3.4.1.2 Discussion 

 The purpose of adding endogenous control gene RNAs to a body fluid 

identification assay is to confirm the presence of human RNA, irrespective of its 

origin.  Ideally, the endogenous control gene RNAs would prove more sensitive than 

the body fluid specific assay to permit the correct interpretation of negative results 

(33).  In this research however, EDNAP did not specifically request that body fluid 

specific assays be applied for comparative purposes. 

 The outcomes of this study suggest that these three endogenous control 

gene RNAs are not particularly sensitive markers for the detection of semen and 

saliva (Table 3.4).  B2M was poorly expressed in high volumes of semen; and 

similarly UCE poorly expressed in saliva.  Problems with the amplification of 

endogenous control gene RNAs in these two body fluid types have been previously 

reported.  Gene expression in semen is relatively low, deemed to be due to the very 

small spermatozoa cytoplasm volume and low ribosome count (8).  The 
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desquamated mucosa lining the oral cavity has virtually no metabolism, resulting 

also in reduced transcription and translation of RNAs (29).   

 Some other mRNAs such as GAPDH and ACTB have been examined as 

potential endogenous control genes, with the same difficulties presented upon 

examination of semen and saliva (71).  It has been suggested that 18S rRNA might 

act as a more sensitive marker for difficult body fluid types, as rRNA constitutes 

more than 90% of cellular RNA (51).  However, the extremely high abundance of 

18S rRNA relative to other mRNAs makes it difficult to incorporate into a multiplex 

assay.  As yet, no universally effective endogenous control gene exists for 

incorporation into forensic assays of this nature (33).  This work clearly highlights 

that more research is required to develop an endogenous control RNA panel 

applicable to all body fluid types; the ideal scenario.  Failing this, endogenous 

controls could potentially be identified which are particularly applicable to specific 

biological specimen types. 

 

3.4.2 EDNAP exercise four (II): Identification of menstrual blood specific RNAs 

3.4.2.1 Results 

 Eight ‘blind’ samples (numbered 1 through 8), a dilution series of known 

menstrual blood (1/4 to 1/64th of a menstrual blood swab) and a number of 

menstrual blood and circulatory blood samples prepared in-house were examined 

to try to identify within them six menstrual blood specific RNAs and three 

endogenous control RNAs.  The outcomes of this analysis are displayed in Table 3.5; 

data presented in Tables 2, 3 and S2 of Haas et al. (3).  A sample electropherogram 

illustrating the results for Stain 3 can be viewed in Figure A2.1 in Appendix 2. 
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Table 3.5: Results after amplification of a menstrual blood dilution series (1/4, 1/8, 1/16, 1/32 and 1/64th of a swab), four known menstrual 
blood samples, eight stains of unknown identity and a blood stain for the presence of six menstrual blood specific RNAs and three 
endogenous control RNAs.  Those samples which failed to amplify are denoted ‘-‘.  Stains 2 and 5, marked with an asterisk (*) did not contain 
menstrual blood. 

  Electropherogram peak height (rfu)  

  Matrix metalloproteinase 
assay (3-plex) 

Menstrual blood assay  
(3-plex) 

Endogenous control RNA 
assay (3-plex) 

 

Sample type MMP11 MMP7 MMP10 MSX1 LEFTY2 SFRP4 B2M UBC UCE DNA profile result 

Men blood 1/4 929 - 5784 531 - - 9920 10514 10507 Full profile 

Men blood 1/8 1367 868 5360 - - 237 10251 10218 10471 Full profile 

Men blood 1/16 355 222 1946 - - - 10353 10164 9508 Full profile 

Men blood 1/32 235 - 1286 - - - 10285 10261 8123 Full profile 

Men blood 1/64 - 289 - - - - 10450 10550 4984 Full profile 

Men blood day 1A  - - - - - - - - - Full profile 

Men blood day 1B 2963 8702 3961 1642 - - 9015 9094 5307 Full profile 

Men blood day 2A 875 191 8894 - 1953 - 8925 9151 9120 Full profile 

Men blood day 2B - 234 4832 - - - 8156 9197 8156 Full profile 

Stain 1 7310 3271 9237 503 4413 - 9414 10679 1042 Full profile 

Stain 2* - - 683 - - - 9659 10366 10349 Full profile 

Stain 3 7126 8097 8733 7721 8024 8422 9374 10231 10176 Full profile 

Stain 4 8644 293 9077 625 1868 320 9738 10557 8572 Full profile 

Stain 5* - 2181 - - - - 10084 9914 10377 Full profile 

Stain 6  1620 - 1150 1525 451 - 10183 10097 8930 Full profile 

Stain 7 - - - - - - 9098 3694 - Full profile 

Stain 8 - - - - - - 10297 10306 7260 Full profile 

Circulatory blood stain - - - - - - 4331 - 2089 Full profile 
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Table 3.5 illustrates that DNA profiling does not appear to have been 

compromised in any way; a full DNA profile being obtained from all samples, even 

the smallest dilution sizes of menstrual blood.  All extraction blank and RT- controls 

gave negative results (data not shown).  The three endogenous control gene RNAs 

were consistently detected in almost all menstrual blood and unknown stains, with 

the exception of one (menstrual blood, day 1A sample).  In the menstrual blood 

dilution series, the three matrix metalloproteinase mRNAs (MMP11, 7 and 10) were 

detected much more frequently and consistently than those belonging to the 

menstrual blood assay (MSX1, LEFTY2 and SFRP4), which exhibited particularly poor 

sensitivity.  None of the samples in the menstrual blood dilution series gave a full 

mRNA marker profile; with between 1 and 4 of the 6 menstrual blood specific 

markers detected.   

Of the unknowns, only stains 3 and 4 returned a full, 6 marker menstrual 

blood profile.  Stains 7 and 8 returned no results, despite amplification of the 

endogenous control gene RNAs to confirm the successful extraction and reverse 

transcription of RNA.  As desired, the non-menstrual blood stain returned no results 

for the menstrual blood specific markers. 

 

3.4.2.2 Discussion 

 In the case of an alleged sexual assault, it is crucial to characterise the origin 

of blood recovered from evidentiary items – i.e., whether the source was circulatory 

(from an injury) or menstrual in nature.  Menstrual blood is comprised of 30-50% 

circulatory blood, with the rest made up of endometrial and vascular smooth 

muscle (33, 182).  Several methods have been previously described for the 

distinction of menstrual blood, such as by microscopic identification of endometrial 

cells, lactate dehydrogenase isoenzyme analysis and identification of fibrin 

degradation products such as D-dimers (197).  However, all of these methods are 

poorly sensitive to small and degraded samples. 

As can be seen in Table 3.5, the MMP markers exhibited much higher 

sensitivity for menstrual blood than MSX1, LEFTY2 and SFRP4, as demonstrated with 
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a dilution series of menstrual blood swabs.  This result was confirmed across all 

participating laboratories in the EDNAP study, and with a set of four ‘in house’ 

prepared menstrual blood stains.  At least one MMP marker could be detected by 

70% of operators even in 1/64th of a menstrual blood swab.  On the contrary, only 

MSX1 could be detected by > 50% of operators in the largest samples: 1/4 and 1/8 

menstrual blood swabs.  LEFTY2 and SFRP4 required significantly higher input 

quantities for consistent detection, which presents a serious limitation for their 

practical use in casework.  In addition, they have been shown to drop out earlier in 

the menstrual flow (by day four of the menstrual cycle) than MMPs (3).   

 Following submission of all experimental data from the participating 

laboratories to EDNAP, the identity of the eight unknown stains was revealed; 

summarised in Table 3.6.  Two non-menstrual blood samples were included (stains 

2 and 5) to examine the assay specificity.  Both were found to return a result for 1 

of the 6 mRNA markers; MMP10 for a blood swab (stain 2), and MMP7 for a vaginal 

swab (stain 5).  Only sporadic markers were detected for the blood stain, by a small 

number of operators in the EDNAP study.  MMP7 was detected by 50% of operators 

in the vaginal swab.  The presence of menstrual blood specific RNAs in a vaginal 

swab is not particularly surprising.  Menstrual blood presents a novel challenge for 

the development of gene expression assays, since it relies not only on the 

identification of RNAs expressed in a spatially restricted manner, but also 

temporally during menstruation (182).  Although some authors have reported the 

exclusivity of MMP expression only to menstrual blood (50), others have claimed 

that the MMPs are still detectable in vaginal swabs during the non-bleeding days 6 

through 28 of the menstrual cycle; albeit at a significantly lower level than during 

menstruation (8). 

Stains 7 and 8 were incorrectly identified as negative for the presence of 

menstrual blood, despite successful identification of endogenous control RNAs.  

This result was supported by the data submitted by other participating laboratories; 

with only one marker detected by > 50% of operators in stains 7 and 8.  The reason 

for this identification failure is unclear for stain 8, but for stain 7 is most likely as a 

result of the small size and age (stored for approximately 5 to 6 years) of the 
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menstrual blood swab.  Stains 1, 3, 4 and 6 all correctly returned a partial or full 

profile of menstrual blood specific RNAs, and were accurately identified. 

 

Table 3.6: Identity of the eight unknown ‘mock’ casework stains prepared by 
EDNAP, subjected to analysis for identification of menstrual blood specific RNAs. 
(C. Haas, personal communication). 

Stain number Stain identity 

1 Menstrual blood on sanitary towel, collected 2011 

2 1/4 swab with EDTA-preserved blood 

3 1/4 menstrual blood swab, collected 2011 

4 Menstrual blood on sanitary towel, collected 2007 

5 1/4 vaginal swab, collected 2011 

6 1/4 menstrual blood swab, collected 2007 

7 1/12 menstrual blood swab, collected 2007 

8 1/4 menstrual blood swab, collected 2012 

 

All samples analysed returned a full profile upon subsequent DNA profiling, 

indicating that DNA/RNA co-extraction appears not to have had any compromising 

effect on the quality of the DNA results obtained.  This is clearly a beneficial 

outcome: obtaining a DNA match to a suspect/victim will always be of primary 

importance in a criminal investigation with RNA analysis providing supportive, 

reconstruction-led data (198). 

 In summary, the outcomes of this work are mixed regarding the efficacy of 

this method for correct identification of menstrual blood in mock casework 

specimens.  All 24 participating laboratories were able to successfully implement 

their own experimental design and obtain concordant results.  The three 

endogenous control RNAs (B2M, UBC and UCE) and the matrix metalloproteinase 

RNAs (MMP11, 7 and 10) exhibited reasonably good sensitivity, allowing correct 

identification of even small and aged menstrual blood stains.  However, it has 

become clear that MSX1, LEFTY2 and SFRP4 are poorly sensitive markers of 

menstrual blood and their use should be reconsidered.  This work has also 

highlighted the issues of correctly interpreting negative results, with false negatives 
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obtained for two true menstrual blood stains despite successful identification of 

their endogenous positive controls. 

 

3.4.3 EDNAP exercise five: Identification of mRNAs specific to vaginal secretions 

3.4.3.1 Results 

Eight ‘blind’ samples (numbered 9 through 16), a dilution series of known 

vaginal secretions (1/4 to 1/64th of a vaginal swab) and a number of vaginal and 

non-vaginal samples prepared in-house were examined to try to identify within 

them the presence of seven vaginal fluid specific RNAs.  The outcomes of this 

analysis are displayed in Table 3.7; data presented in Tables 2, 3 and S2 of Haas et 

al. (3).  A sample electropherogram illustrating the results for 1/16th of a vaginal 

swab can be viewed in Figure A2.2 in Appendix 2. 

It can be seen from Table 3.7 that all samples analysed returned a full DNA 

profile.  The vaginal fluid specific RNA markers proved extremely sensitive except 

Lgas, as demonstrated with a dilution series of vaginal swabs.  MYOZ1, CYP, MUC4, 

Ljen and Lcris were all detected even in 1/64th of a vaginal swab.  Lgas was only 

sporadically detected in a small number of vaginal fluid samples.  Analysis of the 

eight unknown stains permitted the identification of at least one RNA marker in 

each; with all seven RNAs detected in stains 12 and 14.  It was possible to 

sporadically detect some RNAs in a buccal swab (MYOZ1, MUC4 and Ljen) and in a 

saliva sample (Ljen). 
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Table 3.7: Results after amplification of dilution series of vaginal swabs (whole, 1/4, 1/8, 1/16, 1/32 and 1/64th of a swab), eight stains of 
unknown identity and a buccal swab and saliva sample for the presence of seven mRNAs specific to vaginal secretions.  Those samples which 
failed to amplify are denoted ‘-‘, and three DNA profiles were not done (ND).  Those stains marked with an asterisk (*), the buccal swab and 
saliva sample did not contain vaginal secretions. 

  Peak height (rfu)  

  Vaginal 3-plex Lacto 3-plex HBD1  

Sample type MYOZ1 CYP MUC4 Ljen Lcris Lgas HBD1 DNA profile result 
Vaginal swab 3704 8595 7821 - 7935 - 5714 ND 
Vaginal swab 1/4 7248 8408 8190 5940 8177 - 5013 Full profile 
Vaginal swab 1/8 3630 8372 8410 5742 8251 - 3007 Full profile 
Vaginal swab 1/16 4097 8724 8763 5289 8588 830 2609 Full profile 
Vaginal swab 1/32 873 8638 8703 5614 9046 - - Full profile 
Vaginal swab 1/64 1683 8783 7948 6136 8983 - 905 Full profile 
Stain 9 8394 7928 8299 - 7364 - 8876 Full profile 
Stain 10 - 2029 146 6270 8859 758 3337 Full profile 
Stain 11* - - 2169 5772 2397 552 - Full profile 
Stain 12 7759 8460 7585 314 7412 7681 2470 Full profile 
Stain 13 6088 8366 9126 2396 7262 - 3379 Full profile 
Stain 14 2359 8639 8049 6200 7560 6175 1318 Full profile 
Stain 15* - - - 8159 175 - - Full profile 
Stain 16 - - - - 2633 - - Full profile 
Buccal swab 481 - 3043 5579 - - - ND 
Saliva - - - 8239 - - - ND 
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3.4.3.2 Discussion 

 Having the ability to definitively identify vaginal secretions on evidentiary 

items would significantly simplify the investigation of alleged sexual assaults.  Often, 

a defence stance to the presence of a victim’s DNA on an item is that the contact 

was non-sexual in nature, i.e. that the source of DNA was the victim’s skin rather 

than their vaginal epithelium.  This problem is exacerbated by the fact that methods 

for identification of vaginal epithelial cells are scarce.  One of the only methods 

published to date is that of Randall, who suggested that vaginal epithelial cells could 

be identified by acid-Schiff staining and microscopy (199) – a method which is 

poorly sensitive and unspecific. 

 Unfortunately, the vaginal epithelium has proven to be a difficult substrate 

for which to identify RNAs with a restricted expression pattern.  The high 

physiological and functional similarity between the vaginal and oral epithelia has 

made the distinction of vaginal secretions from saliva difficult (31).  A number of 

RNA markers have been suggested as being indicative of the presence of vaginal 

secretions.  Researchers have been creative with their methods to try to overcome 

this; for example by identifying novel RNA markers with unknown functions by 

whole transcriptome sequencing, or by incorporating vagina-specific bacterial RNA 

targets into their assays (43).  The seven RNA markers selected by EDNAP for their 

fifth RNA research exercise, involving the identification of vaginal secretions, 

includes both human and bacterial specific markers as illustrated in Table 3.7. 

As Table 3.7 shows, MYOZ1, CYP, MUC4, Ljen, Lcris and HBD1 exhibited 

extremely high sensitivity when assayed for in a dilution series of vaginal swabs.  

Lgas on the other hand, could only be sporadically detected.  This is concordant 

with the results obtained by other operators; with Lgas amplified only in around 9% 

of vaginal swab fragments.  The use of Lactobacillal markers for the identification of 

vaginal secretions was first reported by Fleming and Harbison (43), in an attempt to 

circumvent issues regarding the cross-reactivity of the conventional vaginal fluid 

markers with saliva.  Some authors have reported the Lgas rRNA marker to be 

detectable in as little as 0.08 ng total RNA (54).  However, a number of factors have 
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been shown to affect colonisation of the vagina with Lactobacilli, including health 

status, age, smoking, ethnicity and vaginal pH (43, 54).  It seems likely that since all 

swabs used in this study were collected from a single volunteer, some of these 

factors are in play affecting the type and relative abundance of Lactobacilli between 

individuals. 

 In addition, Lactobacillus jensenii (Ljen) rRNA was amplified in an extraction 

negative control prepared with a blank cotton swab (data not shown).  This was 

reported by one other operator taking part in the EDNAP study (C. Hüls and M. 

Vennemann, personal communication).  This may be indicative of background L. 

jensenii contamination in the laboratory environment or even in the PCR reagents 

provided by the organising laboratory, and commands further investigation (3).  

Ljen rRNA was also amplified from one RT- sample (that of stain 14).  However, this 

does not present any major issues since amplification of L. jensenii genomic DNA 

(rather than RNA) is still indicative of the presence of the bacterium. 

 Similarly to EDNAP exercise four, the identity of the eight unknown ‘mock’ 

casework stains was revealed following submission of data to EDNAP (Table 3.8).   

 

Table 3.8: Identity of the eight unknown ‘mock’ casework stains prepared by 
EDNAP, subjected to analysis for the identification of vaginal fluid specific RNAs. 
(C. Haas, personal communication). 

Stain number Stain identity 

9 ¼ vaginal swab, collected 2010 

10 5 x 5 mm cutting of a white worn underpant, collected 2012 

11 ½ swab urine, collected 2012 

12 ½ swab of vaginal secretions from a pregnant female, collected 

2012 

13 ¼ vaginal swab, collected 2007 

14 ½ vaginal swab, collected 2012 

15 ½ buccal swab, collected 2012 

16 5 x 5 mm cutting of sanitary towel, collected 2012 
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Two non-vaginal fluid samples were included to assess the specificity of the 

assay (stains 11 and 15), in addition to a buccal swab and a saliva sample prepared 

in house.  In the urine sample (stain 11) it was possible to amplify four of the seven 

vaginal fluid specific markers; an outcome which was not wholly unexpected due to 

cross-contamination between the two body fluids.  It was possible however, to 

amplify several markers in the buccal/saliva samples, including MYOZ1, MUC4, Ljen 

and Lcris.  This result was concordant with the data submitted by other operators – 

with MYOZ1, MUC4, Ljen and HBD1 detected in > 25% of buccal swabs (stain 15).  

The specificity of these markers to vaginal secretions is a contentious issue.  

Because the epithelia of the vagina and the inside of the mouth perform very 

physiologically similar functions (i.e. protection against infection, 

secretion/transport, sensation) the identification of RNAs with exclusivity to one or 

the other in their expression is difficult (68).  Several authors have published data 

demonstrating the cross-reactivity of MUC4 and HBD1 with saliva (33, 44, 54, 70, 

183), an outcome which is contested by others (50, 182).  This study suggests that 

data pertaining to MYOZ1, MUC4, Ljen and Lcris should be interpreted with caution 

due to cross-reactivity with saliva. 

 Five of the eight ‘mock’ casework stains provided results consistent with the 

presence of vaginal secretions (stains 9, 10, 12, 13 and 14).  Six of the seven vaginal-

fluid specific markers could be amplified even from stain 13, which had been aged 

for approximately 5-6 years.  The survival of RNA in vaginal secretions has been 

doubted as a result of the high microbial load and enzyme content relative to other 

body fluids (such as blood or semen) (42, 44), but this outcome lends support to the 

long-term persistence of RNA.  Unexpectedly, stain 16 (a cutting from a sanitary 

towel), returned a peak only for Lcris.   

 RNA analysis presents one of the only means by which vaginal secretions can 

be identified in forensic specimens.  The outcomes of this work suggest that all but 

one of the RNAs examined are extremely sensitive indicators of the presence of 

vaginal secretions, even for small and aged samples.  The expression of Lgas was 

extremely poor.  It should be investigated whether this was as a donor-specific or 

assay-specific issue.  However, some of the RNAs were not exclusively expressed in 
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vaginal secretions and exhibited cross-reactivity with buccal swabs and saliva; 

highlighting the requirement for a thorough search for new markers (70). 

 

3.4.4 EDNAP exercise six: Identification of mRNAs specific to skin cell deposits 

3.4.4.1 Results 

Eight ‘blind’ samples (numbered 17 through 24), a dilution series of cultured 

skin cell RNA (200, 50, 12, 3 and 0.8 ng total RNA) and a number of ‘touch’ samples 

prepared in-house (swabs of a tablet computer, touchscreen mobile phone, mug 

handle, car steering wheel, computer mouse, computer keyboard and a direct swab 

of the surface of an individual’s hand) were examined to try to identify within them 

the presence of eight RNAs associated with skin cells and three endogenous control 

RNAs.  The outcomes of this analysis are displayed in Table 3.8.  These results have 

been submitted in a manuscript to Forensic Science International: Genetics 

(September 2014).  A sample electropherogram illustrating the results for 200 ng 

skin RNA can be viewed in Figure A2.3 in Appendix 2. 
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Table 3.9: Results after amplification of a dilution series of skin RNA (200, 50, 12, 3 and 0.8 ng), eight stains of unknown origin, and a series 
of ‘in-house’ swabs for identification of eight skin-specific RNAs and three endogenous control RNAs.  Those samples which failed to amplify 
are denoted ‘-‘.  Those stains marked with an asterisk (*) did not contain skin cell deposits. 

 Peak height (rfu) 

 Skin 1 5-plex Skin 2 3-plex 
Endogenous control RNA 

3-plex 
Sample type LCE1C IL1F7 LCE1D LCE2D CCL27 LOR KRT9 CDSN B2M UBC UCE 

Skin RNA 200 ng 7591/7703 8869 2495 2804 9054 8873 - 5767 8817 9160 9339 
Skin RNA 50 ng 7508/7754 8724 3301 8893 9348 8474 - 9078 8714 9113 9228 
Skin RNA 12 ng - - - - - - - - - - - 
Skin RNA 3 ng - - - - - - - - - - - 
Skin RNA 0.8 ng - - - - - - - - - - - 
Stain 17 686/430 - - - -    - - - 
Stain 18 - - - - - - - - - - - 
Stain 19 - - - - - - - - - - - 
Stain 20 - - - - - - - - - - - 
Stain 21* - - - - - - - - - - - 
Stain 22 8201/5439 - - - - - - - 8946 - - 
Stain 23* - - - - - - - - - - - 
Stain 24 7301/7348 8901 3974 8970 5064 7730 - 9032 8725 9247 9063 
Tablet screen 1100 - - - - - - - 1261 - - 
Mobile phone 1209 - - - - 3060 - - - - - 
Mug handle - - - - - - - 2503 - - - 
Car steering wheel 2376 820 - - - - - - - - - 
Comp. keyboard 1337 - - - - - - - - - - 
Computer mouse 8444 - - - - 4367 - - - - - 
Surface of hand 7842 2497 2066 1025 - 8725 - 436 - 971 - 
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It can be seen from Table 3.9 that no samples returned a full, 11 marker RNA 

profile.  KRT9 failed to amplify in all samples; even in those with the highest input 

quantity.  LCE1C often returned a split peak as its mRNA exists in two alternative 

isoforms, amplified as two PCR products of lengths 53 and 55 nucleotides.  10 of the 

11 mRNAs were detected in ≥ 50 ng skin RNA.  Below this input quantity, it was not 

possible to characterise any of the skin-specific markers or endogenous control 

RNAs.   

RNA could only be amplified from three of the eight ‘unknowns’ – stains 17, 

22 and 24.  All of the ‘touched’ objects prepared in house (swabbings of a tablet 

screen, mobile phone, mug handle, car steering wheel, computer keyboard and 

mouse) permitted detection of between 1-2 skin-specific mRNAs.  The nature of the 

extraction system used in this study did not permit co-extraction of DNA, and thus 

DNA profiling was not performed.  All extraction blank and RT- controls returned 

negative results (data not shown), indicating that the assay did not detect genomic 

DNA or any other form of contamination. 

 

3.4.4.2 Discussion 

 Technology has advanced so far in recent years that it is often possible to 

identify the presence of ‘touch’ DNA, i.e. that deriving from the limited number of 

skin cells and sweat deposited on an item through direct contact which can be 

recovered by swabbing or tape-lifting (200, 201).  Unfortunately, there are currently 

no methods available to identify the source of skin cell deposits, perpetuating the 

‘mystery’ often associated with this type of invisible evidence (52).  Many methods 

for fingerprint visualisation are detrimental to DNA analysis (50).  mRNA profiling 

presents the first method by which this could potentially be achieved.  A number of 

mRNAs have been identified as having expression restricted to the outermost layers 

of the skin.    

Surprisingly, the eight skin-specific markers exhibited poor sensitivity upon 

examination of a dilution series of skin RNA (total RNA purchased from human skin 

cell lines) as demonstrated in the top half of Table 3.9.  It was not possible to detect 
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any of the skin markers in less than 50 ng RNA.  This outcome was not concordant 

with the data submitted to EDNAP from other operators.  More than 50% of the 19 

participating laboratories could successfully amplify at least four of the eight RNA 

markers from 0.8 ng skin RNA.  Hanson et al. have illustrated that LCE1C, IL1F7, 

LCE1D, LCE2D and CCL27 are sporadically detectable in as little as 5-25 pg RNA 

(181).  It is undeniable that assay sensitivity could have been improved by 

increasing the input volume of cDNA into PCR – from 1 µL (the volume 

recommended in EDNAP’s standard protocol) up to a maximum of 3.75 µL per 12.5 

µL reaction.  Due to time and reagent constraints, samples were not subjected to 

repeat analysis by the author to try to obtain improved quality profiles. 

In fact, the results presented in Table 3.9 are those obtained upon 

examination of a second dilution series of skin RNA swabs on behalf of EDNAP.  The 

first set of five swabs provided (200, 50, 12, 3 and 0.8 ng RNA) returned no results, 

despite being processed in a single batch alongside a successful positive control (a 

swab of the hand surface).  The reason for this complete failure of analysis is 

unknown, but is most likely attributed to an error in the EDNAP preparatory 

laboratory.   

Of the eight ‘unknowns’, only stains 17, 22 and 24 returned a result 

indicating the presence of skin RNA.  Following the submission of all experimental 

data to EDNAP, the identity of the eight ‘unknowns’ was revealed; summarised in 

Table 3.10.  Stains 17 and 22 were prepared by directly swabbing the palm of the 

hand, and 24 by taking a skin scraping.  Therefore, it appears only to have been 

possible to detect skin RNA in these high input samples; not in stains 18, 19 and 20 

where skin cells were indirectly recovered by swabbing an intermediary object 

(Table 3.9).   This was unexpected, as Hanson et al. (181) claim a 50% success rate 

for the amplification of some/all of LCE1C, IL1F7, LCE1D, LCE2D and CCL27 on 

touched objects; and Visser et al. (53) reported a 100% success rate for detection of 

some/all of LOR, KRT9 and CDSN in single fingerprints.   
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Table 3.10: Identity of the eight unknown ‘mock’ casework stains prepared by 
EDNAP, subjected to analysis for the identification of skin cell specific RNAs. (C. 
Haas, personal communication). 

Stain number Stain identity 

17 Small swab of the palm 

18 Hand print on a sheet of glossy paper 

19 1 key from a computer keyboard 

20 Finger print on a glass slide 

21 Small swab of urine 

22 Small swab of the palm, mixed with 1 µL blood 

23 Small swab of saliva 

24 Scraping of skin cells from the back of the hand 

 

Stains 21 and 23 were the only samples analysed that did not directly 

contain skin cell deposits.  Neither returned a result upon amplification of the skin 

specific RNAs.  This outcome demonstrates the strong specificity of these RNA 

markers for skin and confirms previous reports by Hanson et al. (181) and Visser et 

al. (53); neither of whom were able to demonstrate false positives for skin upon 

examination of the expression of these eight markers in non-skin samples (including 

blood, semen, saliva, vaginal secretions and menstrual blood). 

It was possible to characterise at least one skin RNA marker in all of the 

‘touched’ objects prepared in house.  LCE1C was the most consistently detected 

marker, present in all but one of the samples – a swab of a mug handle.  This 

outcome mirrors a previous report by Hanson et al., who demonstrated LCE1C to be 

the most abundantly expressed and easy to detect skin marker (181).  By 

comparison, the success rate in identifying skin RNAs in these samples was much 

better than in the ‘unknowns’ provided by EDNAP.  Potentially, this could be an 

artefact of the storage and shipping conditions of the EDNAP samples.  However, 

previous work has illustrated no reduction in results quality upon the first 6 months 

of fingerprint storage (53). 

Similarly to the skin-specific RNAs, B2M, UBC and UCE exhibited poor 

sensitivity – only detectable in ≥ 50 ng skin RNA and sporadically in a small number 

of ‘touch’ samples (Table 3.9).  Other reports have suggested that ACTB (53) and 
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18S rRNA (50) may serve as more sensitive and effective endogenous control 

markers for skin cell deposits, and these should be considered in EDNAP’s future 

work. 

This work clearly highlights the inherent difficulty in working with skin cell 

deposits as a source of RNA.  Similar to low template DNA analysis, this method 

suffers from poor sensitivity and marker drop-out.  Hanson et al. rightly advocate 

that skin identification assays should incorporate a large number of mRNA targets, 

as they acknowledge their detection in low template skin cell deposits to be 

inconsistent and sporadic (181).  In this work, only LCE1C RNA could be consistently 

detected in ‘touched’ objects.  More work is required to improve the sensitivity of 

these existing assays, e.g. by further optimising PCR conditions and reducing PCR 

amplicon lengths, or by identifying novel skin-specific markers with a higher basal 

level of expression.  The perceived strong specificity of these assay systems for skin 

cell deposits is however encouraging for their potential future application. 
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3.5 Summary and conclusions: Cell specific gene expression profiling 

 The guidelines set by the Scientific Working Group on DNA Analysis Methods 

(SWGDAM) provide the minimum criteria for developmental validation of new 

genetic tests in forensic science.  Although originally devised for DNA analyses, 

these same principles have been adopted by RNA researchers in their attempt to 

improve the credibility of evidence generated through RNA analysis.  The research 

exercises co-ordinated by EDNAP are focused on demonstrating that RNA evidence 

meets these stringent criteria.   

On the whole, the outcomes of this work have been positive regarding the 

use of RNA for identification of the origin of biological specimens, but they have 

highlighted the requirement for more work in some areas.  A number of the assays 

have demonstrated excellent sensitivity to their respective tissue type, e.g. RNA 

markers could be successfully detected in 1/64th of a menstrual blood and 1/64th of 

a vaginal swab (EDNAP 4 and 5).  On the contrary, assays for skin RNA were found to 

be poorly sensitive and markers were only sporadically detected (EDNAP 6).  The 

skin identification assay (EDNAP 6) exhibited excellent specificity, with no cross-

reactivity detected in non-skin samples.  Some cross-reactivity was observed for the 

menstrual blood assay (EDNAP 4) with circulatory blood and vaginal swabs.  In 

addition, a number of markers for vaginal fluid (EDNAP 5) were amplified from 

saliva, buccal swabs and urine. 

When using these assays, the input quantity of RNA is critical in order to 

balance sensitivity and specificity.  However at present, no technology exists 

allowing quantification of human RNA.  Techniques such as UV-visible 

spectrophotometry, the Bioanalyzer 2100 and the use of RNA-intercalating dyes 

such as RiboGreen® are no use in a forensic setting because samples tend to be low 

quantity, low quality and contain a significant proportion of microbial RNA (e.g. 

especially saliva and vaginal swabs) (41, 55) (42).  At too low an RNA input, peaks 

corresponding to tissue specific markers are lost.  Excessive RNA input can actually 

be inhibitory to PCR, or can cause the appearance of electropherogram artefacts 

such as saturation peaks; which are clearly visible in some of the raw data 
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presented in Appendix 2.  To try to overcome this problem, some laboratories have 

adopted a method based upon amplification of serial dilutions of cDNA but this is 

cumbersome, time consuming and open to bias and subjectivity. 

 This work also highlights issues with the use of B2M, UBC and UCE as 

endogenous control RNAs.  Although they could be satisfactorily detected in blood 

and menstrual blood (EDNAP 4), their expression was low or undetectable in even 

high inputs of semen, saliva (EDNAP 3) and skin (EDNAP 6).  Ideally, endogenous 

controls should be detected more sensitively than the tissue-specific RNAs to 

permit their use as a positive control for successful RNA purification and reverse 

transcription into cDNA.  As this was not the case in semen, saliva or skin, the use of 

B2M, UBC and UCE as universal endogenous controls is discouraged and more work 

is required to try to identify alternative RNA targets for this purpose.   

 Significantly more work is required to bring the results of RNA analysis and 

their interpretation on par with DNA profiles.  As can be seen from the raw 

electropherograms in Appendix 2, the PCR assays developed by EDNAP are fraught 

with artefacts; i.e. additional peaks other than those corresponding to an RNA 

marker such as dye blobs, uneven baseline and saturation peaks (65).  Investment is 

required in optimising these PCR assays to improve the quality of their output thus 

simplifying their interpretation, to reduce error and subjectivity.  This is made much 

more challenging by the differential basal expression level of RNAs in a multiplex 

assay, compared with DNA which for every locus always exists 2 copies per cell (71).  

 The number of published articles in the forensic literature regarding the use 

of RNA analysis for identification of the tissue origin of a biological specimen is 

expected to move into the hundreds in the coming months.  Most of these articles 

identify novel RNA targets and examine sensitivity and specificity to their respective 

body fluid.  The next challenge that EDNAP and the RNA community faces is with 

the interpretation of RNA data – particularly with regard to partial RNA profiles, 

negative results and statistical evaluation of the data.  This theme will be continued 

throughout the rest of this thesis, focusing strongly on the interpretation of gene 

expression data pertaining to post-mortem tissues. 
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Chapter 4: Analysis of RNA in post-mortem tissues: Method 

development 

 

4.1 Introduction 

 In accordance with the objectives outlined in Section 1.5, Chapter 1, the 

primary aim of this thesis was to examine the degradation behaviour of RNA in 

tissues after death using mice as a decomposition model.  Research in this field is 

very much in its infancy with few published works; meaning that reliable, 

recommended experimental protocols and data analysis strategies are not available 

thus far.  The exception to this is where commercially available kits/reagents have 

been implemented: for example, during reverse transcription and real time PCR.    

It was therefore necessary to initially devise and test an effective 

experimental strategy; particularly with regard to tissue sample collection, the early 

stages of sample processing and for data analysis and presentation.  This chapter 

reports upon the outcomes of three short experiments conducted during initial 

experimental design and testing.   

 

4.1.1 Assessment of RNA stability on the bench 

RNA is perceived to be an unstable molecule in vivo and ex vivo, in both 

settings being subjected to degradation by ribonucleases (RNases).  In biological 

specimens such as solid tissues and body fluids, RNAs are disassembled into their 

constituent ribonucleotides rapidly by endogenous, intracellular RNases (202).  

However, exogenous RNases are also ubiquitous to the environment.  The human 

body secretes RNases as a protective mechanism against infection, meaning that 

they are present in mucus, tears, saliva, skin oils and sweat, shed skin and hair 

(202).  Exogenous RNases also can be sourced back to microbes such as bacteria 

and fungi.  As a result, human and non-human RNases are omnipresent in our 

surroundings.   
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RNases are extremely robust (12), and can recover their activity even 

following autoclaving and repeated freeze-thaw cycles (9, 12).  Therefore, it is 

necessary to take precautions when working in the laboratory with RNA to protect 

precious samples against RNase contamination.  Such precautions include (12, 202): 

 Regular changes of gloves and wearing face masks 

 Having a dedicated set of clean, RNA-only pipettes 

 Using only RNase-free plasticware and reagents – such as pipette tips, 

microcentrifuge tubes, PCR tubes, water, chemicals 

 Having a dedicated ‘RNA-zone’ in the lab 

 Cleaning down work surfaces and instrumentation with chemicals to remove 

RNase contamination, such as with RNaseZap® (203) 

It was necessary to modify the analytical set up of the laboratory to implement 

some of these precautions for the first time.   

 The first stage of experimentation involved a brief study to test the 

effectiveness of these precautions within the current study.  As the aim was to 

assess and quantify RNA degradation in tissues after death, it was important to 

initially establish that RNA could be successfully manipulated in the laboratory 

without inducing further, unwanted degradation.  Detectable fragmentation of RNA 

on the bench would clearly be detrimental to the outcomes of this work.  The 

stability of RNA (in pure form, suspended in RNase-free water) at room 

temperature (22 °C) was analysed, by leaving it untouched on the bench for the 

following time intervals: 0, 10 and 30 mins, and 1, 3, 6, 8, 24, 48, 72, 96 and 168 h.   

Total RNA quality was assessed using the Bioanalyzer 2100 and RNA integrity 

number (RIN) algorithm.  A panel of four RNAs was selected for quantification of 

their expression level by RT-qPCR – 18S rRNA, B2m, Gapdh and Fos.  Of these, 18S 

rRNA, B2m and Gapdh were selected as three of the most commonly implemented 

endogenous control RNAs in published gene expression analyses (204).  Fos on the 

other hand, is a member of the immediate early gene family and represents a 

transiently expressed, rapidly turned over RNA molecule (100). 
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4.1.2 Assessment of RNAlater® efficacy for stabilisation of RNA in post-mortem 

tissue samples 

 In addition to the aforementioned bench top precautions, a number of 

products are available on the market to safeguard the integrity of RNA in biological 

specimens; improving the practicality of RNA analysis.  One such product is 

RNAlater® RNA Stabilisation Solution (205).  Use of RNAlater® has been reported 

widely in both the forensic and clinical literature for the protection of RNA in solid 

tissues, body fluids, bacterial suspensions, cultured cells and plants (6, 51, 205-209).   

RNAlater® is an aqueous storage reagent able to permeate cells and solid 

tissues, protecting RNA against the intracellular RNA degradation machinery.  The 

primary constituent of RNAlater® is ammonium sulfate, which inactivates proteins 

such as RNases through a process known as salting out (210).  Ammonium sulfate is 

extremely water soluble and exists in RNAlater® at high concentration; unofficial 

sources estimating it works best for the preservation of nucleic acids at 

approximately 4 M (210).  When added to tissues at such a high concentration, 

ammonium sulfate induces the precipitation of proteins.  Naturally, the charged, 

hydrophilic amino acids on the surface of proteins will form hydrogen bonds with 

surrounding water molecules in the aqueous cellular environment.  Ammonium 

sulfate acts as a competitor in this process, reducing the availability of water to the 

proteins for hydrogen bonding.  As a result, proteins tend to aggregate together, 

through the formation of hydrophobic interactions.  The precipitation and 

inactivation of proteins such as RNases in this manner is reversible and has a 

minimal long-term effect on protein function (211). 

According to the manufacturer, RNA in biological specimens can be 

completely stabilised in RNAlater® for up to 3 days at 37 °C, 1 week at 25 °C, 4 

weeks at 4 °C or indefinitely at both -20 °C and -80 °C for long term storage.  Tissue 

samples immersed in RNAlater® can be thawed and re-frozen without any 

significant effect on the integrity of RNA.  It is stated that the preservation of 

biological specimens in RNAlater® is compatible with most downstream RNA 
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purification strategies, including the popular silica column and organic extraction 

protocols utilised throughout this thesis (205). 

After death, it is expected that RNA is degraded by enzymes and chemicals 

present in decomposing tissues.  To achieve the overall aim of this thesis to examine 

and quantify post-mortem degradation, an experimental design was devised 

involving the excision of tissue samples from mice at post-mortem intervals ranging 

from minutes to hours.  This included skeletal muscle, kidney, liver and heart tissue, 

from which RNA was extracted.  As the protocol involved the excision of tissue 

samples in quick succession, it was impractical for all samples to immediately 

undergo RNA extraction.  The use of RNAlater® significantly simplified sample 

processing, allowing tissue samples to be stored until a convenient time for RNA 

extraction.   

Although RNAlater® is used by RNA researchers across the fields, it was 

extremely important for the purposes of this study to ascertain the long-term 

efficacy of RNAlater® with regard to the stabilisation of RNA in mouse skeletal 

muscle, kidney, liver and heart tissue.  In order to accurately quantify the 

fragmentation state of RNA at a specific post-mortem interval, it was imperative 

that RNAlater® halted further RNA degradation from occurring after tissue excision.  

The feasibility of using RNAlater® in the experimental design was initially 

investigated, to ascertain whether the storage of tissue samples in RNAlater® for 

extended periods of time would influence RNA quality.   

Three mice were sacrificed and immediately following death, samples of 

skeletal muscle, kidney, liver and heart tissue were excised and immersed in 

RNAlater®.  The quantity and quality of RNA recovered from these four tissues was 

examined after their preservation in RNAlater® for five time intervals: <1, 7, 14, 28 

and 56 days.  All tissue samples examined throughout this thesis were processed 

within 8 weeks (56 days) of excision from the animal; making this an appropriate 

end point.   
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4.1.3 Purification of RNA from partially decomposed tissues using the TRI 

Reagent® and RNeasy® extraction technologies: A comparison study 

 Following on from tissue preservation, the next stage of the experimental 

protocol involves the extraction and purification of RNA from solid tissue samples.  

As considered in detail in Section 1.4.1, Chapter 1 the RNA extraction process 

involves the release of RNA by tissue homogenisation and cell membrane 

breakdown; followed by the purification of RNA from other unwanted components 

such as proteins, lipids and DNA.  A wide range of techniques have evolved for this 

purpose, including the RNeasy® silica column technology of Qiagen, and the more 

traditional liquid-liquid extraction using TRI Reagent®.  The underlying principles of 

how both of these techniques work has been provided previously in Section 1.4.1, 

Chapter 1. 

 To date, there are no recent published works in the forensic literature 

expressing favour of a specific technique for RNA extraction – neither for forensic 

casework specimens (such as body fluid stains) nor for solid tissue samples.  The 

RNA branch of the EDNAP group have adopted the RNeasy® silica column method in 

their validation exercises (3, 41, 65, 66), but this is most likely as a result of its 

automatability and reduced reagent toxicity rather than any results-based benefit.   

 Therefore, an investigation was undertaken to assess which of the two 

purification strategies provided the most favourable RNA samples with regard to: 

total RNA yield, extract purity, DNA contamination level and total RNA quality.  

These features were assessed in RNA extracted using the RNeasy® and TRI Reagent® 

protocols from four tissue types: skeletal muscle, kidney, liver and heart.  In 

addition, three post-mortem intervals were considered: 0, 8 and 24 hours.  These 

three time points were selected after pre-testing as they represented expected 

high, mid and low quality RNA (131).  This was performed to identify which RNA 

purification protocol performed best, across all tissue types and also in fresh (high 

molecular weight, intact RNA) and partially decomposed (low molecular weight, 

degraded RNA) tissue samples.  Based on the findings of this work, the optimal 

protocol will be implemented for further investigations. 
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4.1.4 Summary: Research objectives 

 Overall, the aim of this chapter was to develop and test an experimental 

protocol for manipulation of RNA from mouse post-mortem tissue.  For clarity, Box 

4.1 summarises the research questions to be answered within each of the three 

experiments presented. 

 

Box 4.1:  Objectives/questions to be answered within Chapter 4 

Do the anti-contamination procedures suggested protect RNA against unwanted 

RNase degradation on the bench? 

Is RNAlater® an effective preservative solution for RNA in mouse skeletal muscle, 

kidney, liver and heart when stored at -20 °C for up to 8 weeks; halting further 

progression of RNA degradation? 

Which of the TRI Reagent® and RNeasy® methodologies performs most favourably 

with regard to RNA yield, purity and quality when utilised to extract RNA from 

mouse skeletal muscle, kidney, liver and heart tissue?  Which should be 

incorporated into the experimental design for subsequent chapters? 
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4.2 Method 

4.2.1 Assessment of RNA stability on the bench 

 Two twelve week old, male C57/BL6J mice were killed by cervical dislocation 

and immediately following death, skeletal muscle was harvested from the hind leg 

and preserved in RNAlater® (Section 2.2.2, Chapter 2).  RNA was purified from 

skeletal muscle tissue samples (< 100 mg) using the TRI Reagent® system (Section 

2.2.3.3, Chapter 2), treated with the TURBO DNA-free™ kit to remove DNA carry-

over (Section 2.2.3.4, Chapter 2), quantified on the Nanodrop-1000® platform 

(Section 2.2.4, Chapter 2) and diluted to 5 ng/µL in RNase-free water (Ambion, Life 

Technologies, Paisley, UK).  Diluted RNA was aliquoted into RNase-free 1.5 mL 

microcentrifuge tubes (Elkay Laboratory Products, Basingstoke, UK) and allowed to 

decay at room temperature (22 °C).  All RNA samples were protected from light by 

wrapping in tin foil.  RNA was analysed after the following time intervals: 0, 10, and 

30 mins, and 1, 3, 6, 8, 24, 48, 72, 96 and 168 h. 

 Assessment of total RNA quality was performed on the Bioanalyzer 2100 

(Section 2.2.5, Chapter 2) using the RNA 6000 Pico Kit.  RNA was reverse transcribed 

into cDNA using the High Capacity cDNA Reverse Transcription Kit (Section 2.2.6, 

Chapter 2).  cDNA was amplified using four pre-designed inventoried TaqMan® 

assays against the following target RNAs: 18S rRNA, B2m, Gapdh and Fos.  Details of 

these four assays are included in Appendix 1, Tables A1.1 and A1.2.  Real time PCR 

was performed using the protocol described in Section 2.2.7, Chapter 2. 

 

4.2.2 Assessment of RNAlater® efficacy for stabilisation of RNA in post-mortem 

tissue samples 

 Three twelve week old, male C57/BL6J mice were killed by cervical 

dislocation and immediately following death, samples of skeletal muscle, kidney, 

liver and heart tissue were harvested and immersed in RNAlater® (Chapter 2, 

Section 2.2.2).  Preserved tissue samples were refrigerated at 4 °C overnight to 
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permit penetration of the solution through the solid tissue matrix, and subsequently 

frozen at -20 °C for up to 8 weeks. 

 RNA was extracted using the TRI Reagent® system (Section 2.2.3.3, Chapter 

2) from the RNAlater® stabilised skeletal muscle, kidney, liver and heart tissue 

samples (< 100 mg) after five time intervals: 1, 7, 14, 28 and 56 days.  RNA extracts 

were treated with the TURBO DNA-free™ kit (Section 2.2.3.4, Chapter 2) to remove 

residual DNA contamination and the RNA yield quantified on the Nanodrop-1000® 

platform (Section 2.2.4, Chapter 2).  Quality analysis was performed on the 

Bioanalyzer 2100 (Section 2.2.5, Chapter 2) using the RNA 6000 Pico Kit. 

 

4.2.3 Purification of RNA from partially decomposed tissues using the TRI 

Reagent® and RNeasy® extraction technologies: A comparison study 

 Nine twelve week old, male C57/BL6J mice were killed by cervical 

dislocation.  Of the nine, three were dissected immediately and samples of skeletal 

muscle, kidney, liver and heart harvested and preserved in RNAlater® (Section 2.2.2, 

Chapter 2).  The six other mice were left to decompose intact on the bench at room 

temperature (22 °C).  Three were dissected after a post-mortem interval of 8 h and 

three after 24 h, again collecting and preserving skeletal muscle, kidney, liver and 

heart tissue.  0, 8 and 24 h were selected as time points as the tissues were 

expected to present high, mid and low quality RNA. 

 RNA was extracted from samples of the four tissue types (< 100 mg) using 

the TRI Reagent® system (Section 2.2.3.3, Chapter 2).  RNA extracts were quantified 

on the Nanodrop-1000® platform (Section 2.2.4, Chapter 2) and treated with the 

TURBO DNA-free™ kit (Section 2.2.3.4, Chapter 2) to remove residual DNA 

contamination, before re-quantification to calculate the nucleic acid loss following 

DNase treatment.  Quality analysis was performed on the Bioanalyzer 2100 (Section 

2.2.5, Chapter 2) using the RNA 6000 Pico Kit. 
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4.3 Results and discussion 

4.3.1 Assessment of RNA stability on the bench 

 It was found that during the first 96 hours incubation at room temperature 

22 °C, the measured quality of RNA (suspended in RNase-free water) did not visibly 

reduce.  RNA quality was quantified in terms of the RNA integrity number (RIN) on 

the Bioanalyzer 2100 – the results of which are displayed in Figure 4.1.  The RIN 

algorithm represents a very sensitive indicator of even mild degradation, as it 

characterises loss of the 28S (4,730 nucleotides length) and 18S (1,870 nucleotides 

length) rRNAs.  These high molecular weight RNAs should be the first targets of 

degradation of the transcriptome; particularly the longer 28S rRNA. 

 The RIN data was examined using the Anderson-Darling test of normality 

and deemed not to be normally distributed, but clustered towards higher values  

(p = 0.005).  As such, the data was examined with Spearman’s rank order 

correlation, which highlighted a negative monotonic correlation between RNA 

quality and the storage interval (ρ = -0.481, p = 0.003).  Irrespective of their storage 

interval on the bench, none of the RNA samples exhibited a statistically significant 

reduction in median RIN relative to the control, as determined by pair-wise 

comparison with the Mann-Whitney test (for the 0 to 168 hour time interval, p = 

0.081).  
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Figure 4.1: Total RNA quality for RNA extracts left on the bench to decay at 22 °C 
for up to seven days.  RNA quality illustrated in terms of the mean RIN for n = 3 ± 
S.E.   

 

 The same set of samples was then subjected to analysis by real time PCR to 

measure the amplifiable quantity of four individual RNAs – 18S rRNA, B2m, Gapdh 

and Fos.  Over the 7 day interval examined, no observable change was recorded in 

the quantity of these four RNAs; as illustrated in Figure 4.2.  Had degradation of the 

target amplicon of these four RNAs occurred, this would have been characterised by 

an increase in CQ.  All four data sets were confirmed to be normally distributed 

using an Anderson-Darling normality test (18S rRNA p = 0.058; B2m, Gapdh and Fos 

p > 0.15).  No correlation was observed (Pearson’s product moment correlation) 

between the time incubated on the bench top and the CQ for any of 18S rRNA  

(r = -0.140, p = 0.534), B2m (r = -0.146, 0.515), Gapdh (r = -0.073, p = 0.748) or Fos  

(r = -0.123, p = 0.585).  Similarly, a one-way ANOVA was not able to detect any 

significant change in CQ with storage interval for 18S rRNA (p = 0.631), B2m  

(p = 0.432), Gapdh (p = 0.776) or Fos (p = 0.242).   
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The target amplicon of each of these four assays is relatively short, ranging 

from a minimum 59 nucleotides (Fos) to a maximum 107 nucleotides (Gapdh) 

(Appendix 1, Table A1.1).  This short target length makes real time PCR resistant to 

mild/moderate RNA degradation.  By detecting a reduction in the measured 

quantity of these four RNA transcripts, this would have served as an indicator of 

severe sample degradation where the integrity of even these short target 

sequences has been compromised.  This outcome is as anticipated, as total RNA 

quality analysis suggested that all samples contained intact (RIN 7.5 to 10) or 

moderate (RIN 5 through 7.5) quality RNA (212).   

 

 

Figure 4.2: RT-qPCR data after amplification of 18S rRNA (blue data points), B2m 
(red data points), Gapdh (green data points) and Fos (purple data points) from 
RNA samples left to degrade at 22 °C for up to 7 days.  Raw CQ values for n = 2 are 
represented per time interval examined. 
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 A high proportion of published works on the topic of gene expression 

analysis begin by professing the extreme fragility and instability of RNA on the 

bench.  At a glance, one gleans the impression that many RNA scientists work with 

excessive ‘paranoia’ with regard to sample handling and interpretation.  

Throughout this work, most of the basic, recommended containment procedures 

have been implemented to reduce the risk of sample RNase contamination.  Such 

procedures included the use of certified RNase-free plasticware and cleaning of 

bench surfaces with an RNase decontamination solution, namely RNaseZap®.  The 

outcomes of this work suggest that as long as these basic procedures are followed, 

RNase contamination does not pose such a significant risk as the literature might 

lead one to think, and that additional precautions such as working continually in ice 

buckets seem to be superfluous. 

 

4.3.2 Assessment of RNAlater® efficacy for stabilisation of RNA in post-mortem 

tissue samples 

4.3.2.1 Assessment of RNAlater® efficacy: RNA quantity 

 To ensure the optimal tissue storage conditions were utilised, the effect of 

storing tissue samples in RNAlater® on the quantity and quality of RNA recovered 

from skeletal muscle, kidney, liver and heart was assessed following storage for 1, 7, 

14, 28 and 56 days.  It was found that the period of time during which tissue 

samples were stored in RNAlater® was found to have no consistent effect on the 

quantity of RNA obtained from of these four tissue types, as illustrated in Figure 4.3.  

The RNA yield is expressed in Figure 4.3 in terms of the quantity of RNA recovered 

(ng) per 1 mg tissue extracted, as the mass of tissue could not be absolutely 

normalised. 
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Figure 4.3: Quantity of total RNA recovered from fresh skeletal muscle (blue data 
points), kidney (red data points), liver (green data points) and heart (purple data 
points) mouse tissue samples stabilised in RNAlater® for up to 56 days at -20 °C.  
The first control point represents data from tissue samples incubated overnight in 
RNAlater® at 4 °C for less than 24 hours.  All values represent the mean of n = 3 ± 
S.E. 

 

Skeletal muscle and heart tissue provided lower yields of RNA per unit 

tissue.  This is as expected and stems from their relatively low cellular content and 

abundance of contractile proteins, collagen and connective tissue (118).  In both 

tissue types, it can be seen from Figure 4.3 that the yield of RNA remained largely 

unchanged over the 56 day storage interval.  The four tissue type data sets were 

examined for normality using the Anderson-Darling normality test, which 

established that liver RNA quantity data was not normally distributed (p < 0.005) 

while skeletal muscle, kidney and heart RNA yield data was normally distributed  

(p = 0.118, 0.814 and 0.260 respectively). 
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No correlation was observed between the yield of RNA recovered from 

skeletal muscle (r = -0.015, p = 0.957) and heart (r = 0.317, p = 0.250) and the time 

interval during which they were immersed in RNAlater®, as determined using 

Pearson’s product moment correlation.  Data was analysed using a one-way ANOVA 

and Dunnett’s Multiple Comparisons with a Control method.  In RNA extracted from 

skeletal muscle, only the samples extracted after 28 days in RNAlater® exhibited a 

significantly increased yield of RNA (p = 0.002) relative to the control point, as 

observed in Figure 4.3.  No such difference was observed for any heart tissue 

samples (p = 0.361).  Similarly, no correlation exists between the yield of RNA from 

liver tissue and the storage time in RNAlater® (ρ = 0.251, p = 0.367) as determined 

by Spearman’s rank order correlation.  The quantity of RNA recovered from liver 

tissue was much higher than the other three tissue types, which stems from its 

highly cellular structure.  However, the variability in RNA yield from liver tissue was 

much more significant; most likely as a result of this improved yield and also from 

sampling differences.  This is illustrated by the much wider error bars in Figure 4.3, 

particularly at the 14 and 56 day intervals. 

On the other hand, a positive linear correlation was observed between RNA 

yield and storage interval (up to 56 days) for kidney tissue (r = 0.593, p = 0.02) – 

increasing from a mean 3,061 ng RNA/1 mg tissue if extracted within 24 hours of 

excision from the mouse, to a mean 3,783 ng RNA/1mg tissue after 56 days storage 

in RNAlater®.  Upon analysis with a one-way ANOVA and Dunnett’s Multiple 

Comparisons with a Control test, only at 28 days storage was the mean RNA yield 

significantly elevated (p = 0.008) relative to the control point (< 24 hours storage).  

This increase in RNA yield from kidney tissue was unexpected and the reason for it 

is not immediately clear.  To the author’s knowledge, no publications to date have 

illustrated an increased RNA recovery from tissues stored in RNAlater®, but it could 

potentially be that storage of the tissue improved the release of RNA from the 

tissue matrix. 
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4.3.2.2 Assessment of RNAlater® efficacy: Total RNA quality 

Storage of excised tissue samples in RNAlater® for up to 56 days was not 

found to strongly influence the quality of RNA in fresh tissue samples, as illustrated 

in Figure 4.4.  All four tissue type data sets were examined using the Anderson-

Darling test of normality.  Skeletal muscle, kidney and heart tissue RIN data values 

were found not to be normally distributed (p = < 0.005, 0.011 and < 0.005 

respectively) whereas the liver RIN data set was normally distributed (p = 0.436).   

Following on from this, the four tissue type data sets were examined to 

establish whether a correlation existed between the storage interval in RNAlater® 

and RIN.  No correlation was observed for any of skeletal muscle (Spearman’s rank 

order correlation ρ = -0.139, p = 0.623), kidney (Spearman’s rank order correlation  

ρ = 0.116, p = 0.681) or liver (Pearson’s product moment correlation r = -0.142,  

p = 0.614), illustrating no consistent reduction in RNA quality upon storage in these 

three tissue types.  On the other hand, a linear decline in heart RNA quality with 

storage interval in RNAlater® was confirmed using Spearman’s rank order 

correlation (ρ = -0.673, p = 0.006).  This decline however, is very subtle as illustrated 

in Figure 4.4.  Even after 56 days storage in RNAlater®, all three heart tissue samples 

retained a RIN greater than 7, indicative of good quality RNA. 

All RNA samples with the exception of two were assigned a RIN between 6 

and 9 – indicative of reasonably high quality, intact RNA.  Two samples processed 

on day 14 exhibited a marked reduction in RNA quality – one skeletal muscle 

sample returning a RIN of 4.3 and one heart sample RIN 4.2.  The RINs for these two 

samples were not consistent with the overall trend of the data, and this reduction is 

proposed to be due to an error in sample handling (e.g. RNase contamination) 

rather than attributed to the effect of storage in RNAlater®.  These samples were 

not subjected to repeat analysis to define the cause of the RNA degradation, as re-

extraction of the same tissue sample would not have matched up with the desired 

’14 day’ time point in Figure 4.4. 
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Figure 4.4: Quality of total RNA recovered from fresh mouse (A) skeletal muscle, (B) kidney, (C) liver and (D) heart stabilised in RNAlater® for 
up to 56 days.  Values represent n = 3 for each time point. 
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4.3.2.3 Assessment of RNAlater® efficacy: Conclusions 

  This preliminary experiment was not intended to be a large-scale validation 

of the efficacy of RNAlater®.  It was critical to the outcomes of this work that the 

fragmentation state of RNA at the time of tissue collection was preserved upon 

immersion in RNAlater® and storage at -20 °C, in order to reliably quantify post-

mortem degradation.  This short study has found no consistent decline in the 

quantity and quality of RNA recovered from skeletal muscle, kidney and liver tissue 

samples stored in RNAlater® for up to 56 days (8 weeks).  Unfortunately, a negative 

linear correlation was observed between RIN and storage time for heart tissue 

samples.  However, even after 56 days storage the quality of the RNA recovered 

from heart tissue was still on par with that of skeletal muscle, kidney and liver 

(Figure 4.4). 

 Despite the widespread adoption of RNAlater® in the clinical and forensic 

literature, there are only a small handful of published works in which its efficacy has 

been independently verified (213-218).  Chowdary et al. demonstrated that 

RNAlater® was equally effective as snap-freezing tissue samples in liquid nitrogen 

(the traditional tissue RNA preservation technique) for the preservation of intact, 

high quality RNA (213).  Roos van Groningen et al. illustrated that RNA integrity was 

retained in kidney tissue samples for at least 3 months upon storage in RNAlater® 

(214).  Bachoon et al. demonstrated that RNAlater® effectively stabilised RNA in 

Pseudomonas and Synechococcus spp.  Without RNAlater®, their RNA was degraded 

to the extent where it was unamplifiable within 24 hours (215).  Grotzer et al. 

demonstrated that RNAlater® was as effective as snap-freezing for the preservation 

of RNA in human neuroblastoma and central nervous system tumour samples (216).  

Mutter et al. illustrated no shift in quantitative RNA expression results (using an 

Affymetrix microarray) upon storage of uterine myometrial tissue specimens in 

RNAlater® at ambient temperature for up to 72 hours (217).  Micke et al. 

demonstrated no identifiable change in the shape of the Bioanalyzer 2100 

electropherogram output upon storage of tonsil and colon tissue in RNAlater® for 

up to 16 hours at 4 °C (218).  Similarly, Gayral et al. (118) identified no difference in 
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RNA integrity when comparing RNAlater®-stabilised and flash frozen whole 

gastropods.   

Although a small number of the aforementioned studies have used the 

Bioanalyzer 2100 platform to assess RNA fragmentation, none measured RNA 

quality quantitatively using the RIN algorithm.  This algorithm has only been in 

operation since 2006 and is currently considered the ‘go-to’ technique for RNA 

quality screening (131).  Most peer-reviewed works looking at the effectiveness of 

RNAlater® have only established that it protects RNA by qualitatively assessing 

agarose gels, visually looking for RNA band smearing.  Clearly, this is subject to 

interpretational error and is poorly sensitive to mild RNA degradation.  Not even the 

manufacturer of RNAlater® has RIN data in the public domain to confirm its 

efficiency using this objective, fully quantitative technique.  In addition, the author 

has come across no published works to date in which the efficacy of RNAlater® has 

been assessed in a long term time-wise study as has been achieved here, where the 

quality of paired tissue samples has been compared for up to 8 weeks.  As such, the 

outcomes of this work are valuable to other RNA researchers using RNAlater® in 

their own experimental protocols. 

In summary, this work has shown that RNAlater® is fit for purpose and as 

such, will be implemented into the work flow in subsequent chapters to improve 

the practicality of tissue processing; allowing tissue samples to be harvested and 

stored for up to 8 weeks until a convenient time for RNA extraction.   

 

4.3.3 Purification of RNA from partially decomposed tissues using the TRI 

Reagent® and RNeasy® extraction technologies: A comparison study 

 

4.3.3.1 Extraction methodology comparison: DNA contamination 

 The similar molecular structure and chemical properties of RNA and DNA 

makes absolute purification of one from the other extremely challenging.  

Irrespective of the extraction method implemented, tissue RNA extracts will 
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unavoidably contain low level DNA contamination.  This contamination causes 

problems during RT-PCR analysis.  Although most gene expression PCR primers are 

specially designed not to co-amplify the DNA gene of their target RNA/cDNA 

transcript (by annealing to sequences at the boundary of two exons), there are 

some instances where the high sequence similarity between RNA and DNA means 

that this is not possible.  This is particularly true for RNAs with no exon-intron 

structure or for genes with processed pseudogenes elsewhere in the genome.  

Therefore, it is key to experimental success to reduce or eliminate DNA 

contamination.   

This can be achieved by treatment of the RNA extract with DNase, which 

destroys DNA contamination leaving RNA intact.  The proportion of an RNA extract 

made up of DNA contamination was estimated by measuring the concentration of 

RNA by UV-visible spectrophotometry (on the Nanodrop-1000® platform) both 

before and after DNase treatment.  UV-visible spectrophotometry is unable to 

properly discriminate between RNA and DNA, as it performs nucleic acid 

quantification by quantifying the absorption of nucleotide bases present in both.  

The % reduction in measured nucleic acid concentration following DNase treatment 

was assumed to be the proportion of the RNA extract made up of DNA.   

It was found that DNA contamination was a more significant problem in 

extracts prepared using the RNeasy® technology.  Figure 4.5 illustrates the 

proportion of each RNA extract attributed to DNA contamination for a total of 36 

tissue samples. 

As observed from Figure 4.5, the median DNA contamination proportion was 

lower for the RNA extracts prepared with TRI Reagent® at 21.4%; compared with 

28.8% for RNeasy®.  Although the TRI Reagent® data set was confirmed to be 

normally distributed with an Anderson-Darling normality test (p = 0.353), the 

RNeasy® data set was not (p < 0.005).  Following on from this, the difference in 

median % DNA contamination was deemed to be statistically significant by analysis 

with the non-parametric Mann-Whitney test (p = 0.000).  In addition, the  

% contamination was much more variable when using the RNeasy® extraction 
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protocol, illustrated by the wide interquartile range (24.2% to 44.8%) in Figure 4.5.  

This outcome is supported by similar data published by Bustin (144).  Using a bank 

of human surgical biopsy samples, Bustin demonstrated that on average, RNA only 

constitutes 50 to 80% of the end RNeasy® nucleic acid extract.  Bustin also found 

that the extract purity was also strongly dependent on operator 

experience/training; a factor which was not examined here. 

 

 

Figure 4.5: Reduction in RNA concentration after treatment of extracts with DNase 
to remove residual DNA contamination.  Boxplot represents data for n = 36 per 
extraction method, with n = 9 for each of skeletal muscle, kidney, liver and heart 
tissue.  RNeasy® extracts exhibited a significantly higher proportion of DNA 
contamination, as determined with a Mann Whitney test (p = 0.000**). 

 

4.3.3.2 Extraction methodology comparison: Yield of RNA 

 The second feature to be compared between the TRI Reagent® and RNeasy® 

extraction methodologies was the total quantity of RNA recovered from samples of 

skeletal muscle, kidney, liver and heart tissue.  It was found that the RNA 

purification method had a statistically significant effect on RNA yield, as illustrated 

from the data presented in Figures 4.6A, 4.6B, 4.6C and 4.6D.   
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Figure 4.6: Quantity of RNA recovered from mouse (A) skeletal muscle, (B) kidney, (C) liver and (D) heart tissue using one of two RNA 
purification methodologies: TRI Reagent® and RNeasy®.  Boxplot represents values for n = 9.  TRI Reagent® provided a significantly higher 
yield of RNA in all four tissue types as determined with either a Mann Whitney (skeletal muscle) or 2 sample t-test (kidney, liver and heart), 
where p < 0.01**. 
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RNA yield was quantified in terms of the quantity of RNA (in ng) recovered 

per 1 mg tissue, as the input quantity of solid tissue could not be absolutely 

normalised.  Quantification was performed after treatment of the RNA extracts with 

DNase to remove residual DNA contamination.  All data sets were assessed for 

normality using the Anderson-Darling normality test.  It was found that although the 

RNA yield data for skeletal muscle was not normally distributed (TRI Reagent®  

p = 0.155, RNeasy® p = 0.012*), all data sets for kidney (TRI Reagent® p = 0.069, 

RNeasy® p = 0.204), liver (TRI Reagent® p = 0.751, RNeasy® p = 0.772), and heart 

(TRI Reagent® p = 0.637, RNeasy® p = 0.433) were normally distributed.  As such, 

the median quantity of extracted RNA using TRI Reagent® and RNeasy® was 

compared for skeletal muscle using the Mann Whitney test, and the mean quantity 

of extracted RNA compared for all three other tissue types using a 2 sample t-test.  

Using these tests, TRI Reagent® was confirmed to recover a significantly higher 

quantity of RNA from all of skeletal muscle (p = 0.000), kidney (p = 0.007), liver (p = 

0.000) and heart (p = 0.000).    

Qiagen, the manufacturer of the RNeasy® RNA purification system, 

acknowledges its poor performance when working with fibrous tissue types such as 

muscle as a substrate.  They attribute this to their high protein content (168).  This 

has been confirmed here, with an extremely poor mean RNA yield of 12.1 ng/1 mg 

tissue (Figure 4.6A).  Qiagen advocate an additional pre-treatment with proteinase 

K during the lysis step for muscle samples, which has been confirmed as effective by 

Gayral et al. (118) using hare and penguin muscle as a tissue substrate.  This was 

found to substantially improve muscle RNA yield from a median of 15.9 ng/1 mg 

tissue (Figure 4.6A) to 568.5 ng/1mg tissue (n = 6, data not shown in Figure 4.6A).  

This was still, however, substantially lower than the median RNA quantity recovered 

from skeletal muscle using TRI Reagent® – 653.4 ng/1mg (p = 0.037) (Figure 4.6A). 

Overall, these outcomes demonstrate that TRI Reagent® provides a 

consistently higher yield of RNA than RNeasy® across all four tissue types examined.  

This is confirmed by a number of other published works.  Deng et al. extracted RNA 

from porcine kidney, liver and heart tissue using the RNeasy® and TRIzol® (a similar 

product with a different manufacturer brand name to TRI Reagent®) methodologies 
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and quantified it by UV-visible spectrophotometry as has been achieved here.  For 

these three tissue types, they were able to illustrate 274%, 298% and 515% 

improved RNA yield respectively when using TRIzol® relative to RNeasy® (219).  

Similarly poor results were obtained upon extraction of RNA from blood, tonsil, 

spleen, bladder and lymph node using RNeasy®.  Roos van Groningen et al. 

demonstrated an approximately 10-fold improvement in RNA yield from kidney 

tissue with TRI Reagent® relative to RNeasy® (214).  Data published by Wang et al. 

suggested that RNA yield from human brain tissue was improved 169% through the 

use of TRI Reagent® rather than RNeasy® (220).   

In addition, some other authors have expressed concerns regarding the use 

of RNeasy® columns for the extraction of RNA from unusual or particularly poor 

quantity/quality substrates.  Bohmann et al. (2009) demonstrated that when using 

severely degraded formalin fixed paraffin embedded tissues as a substrate for RNA 

extraction, RNeasy® provides poorer and more inconsistent RNA yield (221).  

Santiago-Vasquez et al. illustrated a massive ~1,900% improvement in RNA yield 

from coral (P. elisabethae) when using TRI Reagent® rather than RNeasy® (222).  

Xiang et al. demonstrated that the RNeasy® column extraction method is unsuitable 

for the recovery of small quantities of RNA from sputum (for viral screening), and 

that RNA yields were improved almost 100-fold when instead using TRIzol® (223).  

Heinrich et al. (82) and Carlsson et al. (224) both have highlighted substantial loss of 

RNA when using RNeasy® columns for ‘clean up’ of RNA samples – 50% and 30% in 

the two studies respectively.  This loss may occur through one of three mechanisms: 

that the RNA is washed through the silica membrane uncaptured, that the RNA is 

dislodged through repeated washing of the silica membrane with buffer, or that the 

RNA is not successfully eluted from the silica column.     

The outcomes of all of these studies are concordant with the data presented 

here, which demonstrates improved tissue RNA recovery when using TRI Reagent® 

relative to RNeasy®. 
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4.3.3.3 Extraction methodology comparison: Total RNA quality 

 So far, it has been established that tissue RNA extracts prepared using TRI 

Reagent® exhibit improved yield and purity compared with RNeasy®.  However, it is 

also important to establish the quality of these RNA samples, i.e. how degraded the 

recovered RNA actually is.  In order to achieve this, samples of skeletal muscle, 

kidney, liver and heart tissue with post-mortem intervals of 0, 8 and 24 hours were 

extracted using the two methodologies and their quality quantified on the 

Bioanalyzer 2100.  0, 8 and 24 hours were selected following pre-testing to provide 

high, mid and low quality RNA (on the RIN scale) to compare the two methods on 

samples of varying expected qualities.   

On the whole, it was found that tissue samples extracted using the RNeasy® 

methodology exhibited a higher quality score than those prepared using TRI 

Reagent®.  Figure 4.7 illustrates the raw RIN data upon quality analysis of RNA 

prepared using the two methods.    The only exception to this trend was in skeletal 

muscle, where RNeasy® provided extremely poor results for tissue samples 

extracted at 0 and 8 hours post-mortem.  These poor RIN values stem from the 

extremely low quantity of RNA recovered from these tissue samples, which 

prevented accurate quality scoring.  As discussed earlier, this is attributed by the 

manufacturer to the high protein content of muscle which prevents RNA 

release/solubilisation and binding to the silica membrane (168).  Surprisingly, the 

quantity and quality of RNA obtained from skeletal muscle tissues recovered after a 

24 hour post-mortem interval was satisfactory.  This improvement in RNA recovery 

with increasing post-mortem interval is suggestive of proteolysis during the early 

stages of decomposition, enhancing the release of RNA from the fibrous skeletal 

muscle tissue matrix. 
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Figure 4.7: Quality of RNA recovered from samples of (A) skeletal muscle, (B) kidney, 
(C) liver and (D) heart recovered from mice at post-mortem intervals of 0, 8 and 24 
hours using the TRI Reagent® and RNeasy® extraction methodologies.  For each tissue 
type and post-mortem interval, n = 3 values are presented. 
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 As illustrated in Table 4.1, for kidney, liver and heart tissue RNeasy® 

provided a higher mean RIN for samples extracted at almost all post-mortem 

intervals, indicative of superior measured RNA quality.  This improvement in RNA 

quality was confirmed to be statistically significant in many instances (Table 4.1).  

Using an Anderson-Darling normality test the distribution of RINs was deemed to be 

normal for all data sets (data not shown) and as such, a 2 sample t-test was used to 

compare the mean RIN of those tissue samples extracted with TRI Reagent® and 

RNeasy®. 

 

Table 4.1: Mean RIN for RNA recovered from skeletal muscle, kidney, liver and 
heart tissue excised from mice at post-mortem intervals of 0, 8 and 24 hours using 
the TRI Reagent® and RNeasy® extraction methodologies.  RNA quality was 
compared between the two methods using a 2 sample t-test.  Those with a 
detected significant difference are shaded in grey (p < 0.05*, p < 0.01**). 

  Mean RIN  

Tissue type PMI (h) TRI Reagent® RNeasy® 
Significance: 

p-value 

Skeletal  

muscle 

0 7.73 1.00 0.001** 

8 6.70 3.93 0.349 

24 3.20 4.57 0.019* 

Kidney 

0 7.77 8.23 0.398 

8 5.90 6.93 0.030* 

24 3.17 4.67 0.069 

Liver 

0 8.17 8.43 0.375 

8 4.47 7.17 0.063 

24 3.47 4.10 0.334 

Heart 

0 8.33 7.80 0.532 

8 7.00 7.87 0.327 

24 5.37 7.33 0.019* 

 

It is unlikely that this difference in the measured quality of RNA recovered 

using TRI Reagent® and RNeasy® is attributed to RNase-induced degradation during 

the extraction process.  Following both methodologies, tissue samples initially 

remain impregnated with RNAlater® and once homogenised, remain in buffers 
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containing potent RNase inhibitors such as the protein denaturant guanidine 

thiocyanate (168, 176).   

The two extraction procedures use completely different chemical features of 

RNA in order to purify it from other cellular components: TRI Reagent® relying on its 

solubility in the aqueous environment, and RNeasy® on its ability to adsorb onto a 

silica membrane.  Consequently, it is reasonable to expect that that the size 

distribution of RNA molecules recovered may be different in each instance, giving 

rise to different quality scores for the extracted RNA.  It is known that the RNeasy® 

silica membrane struggles to capture small RNAs (such as miRNA, tRNA, and 5S 

rRNA) and RNA fragments.  The manufacturer acknowledges that RNA of length  

< 200 nucleotides will most likely be washed through the column uncaptured (168).  

In tissue samples with a long post-mortem interval, it is probable that this will result 

in the loss of low molecular weight fragments of degraded RNA.   

Clearly, the loss of degraded RNA fragments during the extraction process 

may cause an ‘artificially’ high tissue RNA quality score when working with the 

RNeasy® protocol.  The filtering out of very small RNA fragments can be seen in the 

raw data outputs from the Bioanalyzer 2100.  Figure 4.8 compares the size 

distribution of RNA fragments upon extraction of RNA from a single sample – a 

skeletal muscle tissue sample, extracted after a post-mortem interval of 24 hours – 

using the TRI Reagent® and RNeasy® methodologies.  In the sample extracted with 

TRI Reagent®, a strong intensity ‘flare’ signal can be seen observed in Figure 4.8A 

(circled green).  This corresponds to fragments of RNA in an approximate size range 

50 to 200 nucleotides (corresponding to an electrophoresis time of 24 to 27 

seconds).  On the other hand, the RNA signal intensity in this size range in the 

extract prepared with RNeasy® is very low (Figure 4.8B). 
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Figure 4.8: Raw data outputs after RNA quality analysis of skeletal muscle samples 
(PMI 24 hours) extracted using the (A) TRI Reagent® (RIN 3.6) and (B) RNeasy® 
(RIN 4.8) methodologies.  The strong peak at around 22 seconds electrophoresis 
time in both outputs is the 25 nucleotide marker peak.  

  

The RIN algorithm uses the signal in this region as part of its calculation to 

quantify RNA integrity.  As a result, the inability of the RNeasy® protocol to capture 

small fragments of RNA is the likely cause of the improved RIN scores observed for 

tissue samples extracted after longer post-mortem intervals.  This same 

phenomenon has been previously illustrated by Haimov-Kochmann et al. (225).  

Using placenta as a tissue substrate, they were able to demonstrate that additional 

RNeasy® ‘clean up’ of TRI Reagent®-extracted RNA samples caused a reduction in 

the detection of small RNAs, and a 23% increase in the 28S/18S ratio.  These 

outcomes suggest that high molecular weight RNA is preferentially bound to the 

silica column, and small RNAs are washed straight through.  Similar to the outcomes 

presented here, they suggest that RNeasy® ‘cleaned up’ extracts exhibit an artificial 

improvement in RNA quality, and that using this method causes under-estimation of 

the degree of RNA degradation.  Similarly, Eldh et al. illustrated that TRI Reagent® 

gives a significantly improved yield for small RNAs, including miRNA (226).   

 

4.3.3.4 Extraction methodology comparison 

 Gayral et al. (118) produced a useful review table summarising the features 

of liquid-liquid and silica column technologies from a generic perspective, included 

in Table 4.2.  In agreement with Gayral et al.’s conclusions, it has been confirmed 

that the TRI Reagent® RNA purification system recovers a significantly higher yield 

(A) (B) 
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of RNA than RNeasy® for all tissue types examined, and that this RNA is purer with a 

lower proportion of DNA contamination.  Although the measured quality of RNA 

samples prepared using TRI Reagent® was on the whole lower than that of RNeasy®, 

this has been attributed to its ability to recover even small, heavily fragmented RNA 

molecules.  The use of TRI Reagent® does have its inherent limitations, such as the 

toxicity of the required reagents and labour intensive nature of the protocol (118).  

However, this work has provided enough experimental data to opt for TRI Reagent® 

as the superior RNA extraction method in all subsequent work. 

 

Table 4.2: Features of the liquid-liquid and silica column RNA extraction 
methodologies.  Information adapted from Gayral et al. (118).  

Method 
Liquid-liquid extraction 

TRI Reagent® 
Silica column 

RNeasy® 

Advantages 

Very efficient tissue/cell lysis 
High RNA yield 

High RNA molecular weight 
Cost-effectiveness 

Rapid procedure 
Purer RNA, less salt and 
chemical contamination 

 

Disadvantages 

Harmful chemicals involved 
e.g. phenol, chloroform 
Labour intensive, long 

procedure 
Possible residual contaminants 

e.g. phenol 
Subjectivity, incorrect phase 
separation causes DNA and 

protein contamination 
Non-automatability 

Harmful chemicals e.g. beta-
mercaptoethanol 
Lower RNA yield 

Loss of genetic material, 
through repeated membrane 

washing and incomplete 
elution of RNA 

Expensive 
Automatability 
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4.4 Summary and conclusions 

 Subsequent chapters of this thesis aim to characterise and quantify the 

degradation of RNA in post-mortem tissues.  Therefore, it was crucial to confirm 

that the tissue processing and RNA purification procedure selected would not 

induce further RNA degradation; complicating data interpretation.  In this sense, 

this chapter has validated the experimental protocol as ‘fit for purpose’, answering 

the three research questions presented in Box 4.1.   

 

Do the anti-contamination procedures suggested protect RNA against unwanted 

RNase degradation on the bench? 

It has been shown that aqueous RNA does not exhibit significant decay behaviour if 

manipulated on the bench at 22 °C for up to 96 hours.  This suggests that the anti-

contamination procedures adopted have successfully prevented further 

degradation of RNA on the bench.   

 

Is RNAlater® an effective preservative solution for RNA in mouse skeletal muscle, 

kidney, liver and heart when stored at -20 °C for up to 8 weeks; halting further 

progression of RNA degradation? 

RNAlater® was demonstrated to stabilise RNA effectively in skeletal muscle, kidney, 

liver and heart tissue when stored at -20 °C for up to 8 weeks.  As a result, 

stabilisation of tissues in RNAlater® has been adopted in subsequent work to 

improve the practicality of tissue processing.   
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Which of the TRI Reagent® and RNeasy® methodologies performs most favourably 

with regard to RNA yield, purity and quality when utilised to extract RNA from 

mouse skeletal muscle, kidney, liver and heart tissue?   

TRI® Reagent was shown to generate tissue RNA extracts with improved yield and 

purity relative to RNeasy®, and was able to more efficiently capture RNA molecules 

representing a wider distribution of fragment lengths.  Accordingly, all data 

presented throughout Chapters 5, 6 and 7 of this thesis was generated using the 

TRI® Reagent extraction system. 
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Chapter 5: Assessment of RNA degradation in post-mortem 

tissues 

 

5.1 Introduction 

5.1.1 Tissue gene expression analysis in forensic pathology 

RNA expression profiling has been suggested as a novel technique to 

supplement the conventional post-mortem examination, colloquially termed a 

‘molecular autopsy’ (Section 1.3.2, Chapter 1).  Since transcription of new RNAs is 

an active process requiring energy input, it is expected to cease in the 

minutes/hours following death.  As such, it has been hypothesised that examination 

of RNA expression in the tissues collected during an autopsy could provide an 

insight into gene activity at the time of death. 

 

5.1.2 RNA behaviour post-mortem 

Unfortunately, the degree to which the transcriptome is preserved in tissues 

post-mortem is very poorly understood.  In practice, it is inevitable that a time lag 

exists between death and discovery of the body and tissue sampling/preservation, 

and what happens to RNA during this time is unknown (72).  In living cells, RNA 

molecules have a closely regulated lifespan and when no longer required, they are 

degraded into their constituent nucleotides by enzymes with ribonuclease activity 

(RNases) as discussed in Section 1.2.4, Chapter 1.  Although it is not yet fully 

understood, the mechanism of RNA degradation in post-mortem tissues is likely 

similar.  Additionally, it is likely that as yet unknown microbial, chemical and 

physical factors further complicate post-mortem RNA degradation.  

In order to correctly interpret gene expression data obtained from post-

mortem tissues, it is essential to study the natural mechanisms and patterns of RNA 

decay after death.  This is necessary to determine how closely the RNA profile of 
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post-mortem tissue actually reflects that present in the tissue at the time of death, 

and for how long after death gene expression analysis is likely to provide 

informative and reliable data.  A time line of the stages ante-mortem (before 

death), peri-mortem (during/around the time of death) and post-mortem (after 

death) reflected in the gene expression profile obtained from autopsy tissue are 

summarised in Figure 5.1 (88).  Of specific interest to the pathologist is alteration of 

the transcriptome in live cells; due to normal physiology, trauma, disease and the 

process of death itself.  These however could be ‘masked’ by subsequent post-

mortem degradation; highlighting the fundamental work required to study RNA 

behaviour post-mortem. 

 

 

Figure 5.1: Processes impacting upon the transcriptome detected by post-mortem 
gene expression profiling.  The transcriptome in tissues immediately following 
death has been altered by physiological/pathological factors ante- and peri-
mortem.  However, it is necessary for reliable interpretation of post-mortem RNA 
measurements to determine what happens to the transcriptome during the post-
mortem interval (red arrow).  Illustration adapted from (77). 

 

 Although our current understanding of human RNA decay post-mortem is 

extremely limited, a number of factors have been proposed in the literature as 

being likely/confirmed to influence RNA behaviour.  This includes ante-, peri- and 

post-mortem elements, as summarised in Table 5.1. 

   

Post-mortem degradation 

Death 

Post-mortem RNA levels 

Interpretation 

Physiological status 

Fatal trauma or disease 

Ante/peri-mortem RNA levels 
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Table 5.1: Summary of factors proposed to influence gene expression results 
obtained from post-mortem tissue.  Information collated from (4, 12, 83, 227-230). 

Summary of factors proposed to influence post-mortem gene expression  

Physiological status Gender 
Age 
Body mass index 
Ethnicity 
Diet, malnutrition 
Time of day at which death occurred 

Pathology/ 
Fatal trauma 
Death 
 

Cause of death 
Agonal state and duration (time between disease onset 
and death) 
Stress 
Seizures 
Dehydration 
Tissue pH (acidity, caused by lactic acid accumulation) 
Toxin accumulation 
Pyrexia 
Oxygen deprivation – hypoxia/ischaemia/anoxia 
Coma 
Pharmacological treatments 
Drug and alcohol abuse 

Post-mortem storage 
environment 

Sunlight/ UV exposure 
Humidity 
Temperature 
Exposure e.g. covering, clothing, burial 

Tissue collection Sample preservation method e.g. snap-freeze, RNAlater® 
Post-mortem interval 
Tissue type 
Tissue integrity 
Freezer storage time and freeze-thaw cycling 

RNA chemistry Secondary structure 
Stability controlling sequence motifs 

 

 On the whole, experiments utilising human autopsy tissue material have 

been largely unsuccessful in ascribing a relationship between the post-mortem 

interval duration and the degradation state of the transcriptome (72, 81-83).  

Researchers in the field working with human tissue stumble across the problem of 

sample heterogeneity with regard to some/all of these factors (12).  This makes for 

a large number of variables in experimentation, which are impossible to control or 

even to account for in data analysis.  This prevents the attribution of any 
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identifiable differences in gene expression to one specific variable: such as time 

since death (4, 231).  To account for this, when working with human tissue large 

numbers of biological replicates are essential to make statistically valid conclusions 

(154).   

  The use of animal models for preliminary work in the field has been 

advocated because of the ease with which these sources of biological variance can 

be controlled compared with human samples (12, 81, 229).  Accordingly, some 

success has been gleaned by Sampaio-Silva et al. (6) and Li et al. (80) who were able 

with rodents to demonstrate a consistent relationship between RNA 

quality/quantity and the duration of the post-mortem interval.  Both Sampaio-Silva 

et al. and Li et al. work towards the future aim that the decay state of the 

transcriptome in human tissues could be used as a novel indicator of the time since 

death.  However, these works have been generated by decomposing rodents under 

strictly controlled laboratory conditions.  Their outcomes clearly highlight that much 

more research is required to characterise the peri-, ante- and post-mortem 

variables influencing RNA decay behaviour before their success can be replicated in 

human tissues and under non-controlled situations.   

 

5.1.3 Experimental design, aims and objectives 

 This research aims to take a broad look at RNA behaviour post-mortem, 

rather than narrowing down the analyses to a search for some ‘predictive’ element 

of post-mortem interval.  The key objective of this work was to determine for how 

long after death tissue RNA remains analysable; and after what point it becomes so 

degraded that the quality and reliability of gene expression analyses is likely to be 

compromised. 

Laboratory mice (Mus musculus) were selected as a mammalian model to 

achieve this due to their ease of use and to suit financial constraints.  RNA was 

examined in the skeletal muscle of mice allowed to decompose intact under 

controlled laboratory conditions for up to 72 hours.  From each mouse six samples 

of skeletal muscle were collected, at various time intervals up to this maximum.  
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Tissue samples were subjected to extraction to provide pure RNA, which was 

analysed for degradation using a panel of three key techniques. 

Although skeletal muscle is not of specific interest from a clinical perspective 

(rarely will the cause of death be attributed to an issue with skeletal muscle), it was 

selected as the first tissue substrate for examination in response to work by 

Heinrich et al. (82), Koppelkamm et al. (81), and Bahar et al. (85); all of whom have 

demonstrated it to provide RNA of favourable quantity and quality compared with 

other tissue types.  Also, its position close to the skin surface means its natural 

decomposition is more likely to reflect the ambient conditions to which the mouse 

corpse was exposed; which is of interest in Section 5.1.3.3. 

 An in vivo decomposition model was adopted; i.e., tissues were allowed to 

decompose in the organism as a whole.  The integrity of each mouse corpse was 

maintained to the highest possible standard, to best simulate a natural setting 

where a corpse would be allowed to decompose uninterrupted.  A number of 

recent publications have used the alternative ex vivo simulation, in which the 

animal is dissected immediately following death and tissue types are separated and 

allowed to decompose individually in a test tube (6, 87).  Although this is clearly 

practically advantageous, there is very little data to confirm that RNA behaviour is 

consistent across both settings.  The implications of this alternative experimental 

design are discussed in more detail in Chapter 6. 

 

5.1.3.1 Analysis of tissue RNA yield and quality 

 Initially, tissue RNA extracts were quantified by UV-visible 

spectrophotometry to provide a gross assessment of the yield of RNA recovered.  

UV-visible spectrophotometry is commonly implemented in RNA research to 

confirm successful extraction of clean RNA and to allow normalisation of the input 

quantity of RNA to downstream analyses, as discussed in more detail in Section 

1.4.2, Chapter 1.  Therefore, the purpose of this step was to determine whether a 

reduction in total RNA yield due to degradation could be observed over the 72 hour 

post-mortem interval under investigation.  In addition, this step intended to 
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determine whether the quantity of RNA recoverable from tissues at any point post-

mortem fell to such a level that the success of downstream analyses would be 

compromised. 

 Subsequently, the quality of RNA samples was assessed with the Bioanalyzer 

2100 (as described in Section 1.4.3, Chapter 1) to examine the fragment size 

distribution of RNA molecules recovered.  This also allows quantification of the 

degree of RNA degradation in the form of an RNA integrity number (RIN).  Several 

minimum RIN thresholds have been suggested in the literature, below which 

authors claim that RNA samples should be discarded as too fragmented to be of 

informative value upon gene expression analysis (138, 212).  Such recommended 

thresholds vary depending on author opinion, but two of the most commonly 

referenced are a minimum of RIN 5 suggested by Fleige et al. (128, 212), or 3.95 as 

suggested by Weis et al. (138).  This work will examine after what post-mortem 

interval tissue RNA quality falls below these thresholds, and whether the measured 

RNA quality correlates with the success of subsequent gene expression analysis by 

RT-qPCR. 

 

5.1.3.2 Assessment of individual transcript decay behaviour by RT-qPCR 

 It is clearly not possible to characterise the degradation of each of the tens 

of thousands of mammalian RNAs in existence.  Therefore, six RNAs were selected 

for analysis by RT-qPCR to quantify their abundance in mouse tissues post-mortem: 

18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc.  These six RNAs were chosen as they 

are commonly implemented throughout the clinical and forensic literature as 

endogenous control or ‘housekeeping’ genes (204).  This means that based upon 

the known/presumed function of their encoded protein, they are expected to be 

ubiquitously expressed in all cell types, continuously, for cell survival.  As such, they 

may be amongst the most stable RNAs in the transcriptome and their expression is 

not thought to be strongly inducible (232).   

 The expression of these six RNAs was quantified by RT-qPCR implementing 

the TaqMan® hydrolysis probes technology (Section 1.4.5, Chapter 1) over the first 
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72 hours post-mortem in mouse skeletal muscle tissue.  This work was undertaken 

to track the progressive loss of these six transcripts through degradation.  Several 

previous studies have suggested that RNAs can exhibit their own unique 

degradation behaviour post-mortem (80, 87, 93, 233, 234).  In living tissues, the 

half-life of every RNA transcript is tightly regulated.  Their lifespans vary most likely 

as a result of the functionality of their encoded protein, with RNA half-lives ranging 

from as little as 15 minutes for the c-Fos transcript to well over 24 hours for that 

encoding β-globin (11, 13).  Precise control over the rate of RNA degradation in 

living cells is important, given that this governs the quantity of RNA available as a 

template for protein translation.   

 As yet, it is largely unknown whether this level of control still exists in tissues 

after death, or whether RNA degradation proceeds at ‘random’ and all transcripts 

are decayed in a similar fashion and at a similar rate.  However, Zhao et al. (93), 

Inoue et al. (233), Kuliwaba et al. (87) Li et al. (80) and Pardue et al. (234) all have 

published data suggesting that this is most likely not the case, and that RNAs exhibit 

differential decay behaviour in post-mortem tissues or in surgical/biopsy specimens.   

 Clearly, if RNAs of interest in forensic medicine exhibit their own unique 

degradation behaviour this poses an interpretational obstacle upon gene expression 

analysis of tissues with an extended time interval between death and sample 

collection.  The six endogenous control RNAs selected for analysis here should in 

theory, based upon their function, be amongst the most stable and long-lived RNAs 

in the murine transcriptome.  A key objective of this work was to examine whether 

they degrade in parallel during post-mortem decomposition, or whether even this 

class of apparently ‘stable’ RNAs exhibit differential post-mortem behaviour.   

 

5.1.3.3 Examining the effect of ambient temperature on tissue RNA decay 

It is already known that the decompositional changes occurring in the body 

following death are strongly influenced by the environmental conditions to which 

the corpse is exposed (235), and RNA degradation is expected to be no different.  

Factors such as temperature, sunlight/UV, humidity, and exposure (i.e. clothing, 
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wrapping or burial) are anticipated to influence the rate of RNA decay as they do for 

decomposition as a whole.  However as yet, little conclusive experimental evidence 

exists to support this inference. 

Ambient temperature is one of the most strongly influential environmental 

conditions on decomposition.  A number of research articles in clinical and 

veterinary medicine have suggested that the rate of RNA degradation can be slowed 

upon refrigeration of solid tissue samples, as one might expect (86, 87, 127).  

Fontanesi et al. (127, 236) illustrated that porcine muscle tissue samples were 

preserved against degradation for at least 24 hours upon refrigeration at 4 °C.  

Kuliwaba et al. demonstrated with human surgical bone samples that their 

refrigeration in saline for up to 72 hours improved the detected quantity of two 

bone RNAs: CTR and OCN (87).  Additionally, Marchuk et al. (86) demonstrated that 

the RNA within lupine connective tissues was preserved against visible degradation 

for up to 96 hours upon refrigeration at 4 °C.  However, neither Kuliwaba et al. nor 

Marchuk et al. used a fully quantitative RT-PCR system in their research, meaning 

that the value of these outcomes have been diminished by the advancement of RT-

qPCR technology (86, 87). 

The second phase of this work extended the analysis to assess tissue RNA 

degradation upon alteration of the ambient temperature to which the mouse 

corpses were exposed.  Mice were left to decompose naturally at one of three 

ambient temperatures: refrigerated at ‘cool’ conditions of 10 °C, at a standard room 

temperature of 22 °C and in an incubator at 30 °C to simulate ‘warm’ conditions.  

Tissue sample collection, processing and RNA analysis proceeded as discussed 

previously.   

This study examined the influence of ambient temperature on the rate of 

tissue RNA degradation.  As refrigeration of the corpse slows down natural 

decomposition as a whole, this was predicted to slow down the onset of RNA 

fragmentation and reduce its severity.  Accordingly, corpses stored in cooler 

conditions were expected to provide RNA in sufficient quantity and quality for 

reliable gene expression analysis for a longer post-mortem interval.  On the 
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converse, the time interval during which corpses stored in warm ambient conditions 

gave reliable results upon RT-qPCR analysis was expected to be markedly shorter. 

 

5.1.3.4 Examining tissue gene expression during the supravital reaction 

 The supravital reaction is defined as the time between two types of death: 

 Clinical death, characterised by cessation of brain, heart and lung function; 

 Biological death, characterised by death of individual cells/tissues (237) 

During this time, tissues are expected to remain transcriptionally active.  However, 

the length of time during which cells continue to transcribe RNA is completely 

unknown.  It is reasonable to expect it may lie within the region of minutes to 

hours; however, research on the subject is sparse.  Induction of gene expression 

immediately before, during and after the death ‘event’ is that which forensic 

pathologists hope holds the key to diagnosis (238).  This ‘event’ should cause 

precise up- or down-regulation of RNAs known to be involved in the tissue 

response, which can be measured in terms of the type and relative abundance of 

detected RNAs.   

The gene expression activity of mouse skeletal muscle in the first three 

hours following death was examined to try and quantify the time interval during 

which they remained transcriptionally active.  A panel of nine RNAs were selected 

for assessment, as summarised in Table 5.2.  The immediate early gene RNAs Fos 

and Jun were selected in response to previous work by Ikematsu et al. (239), who 

demonstrated them to be significantly up-regulated in the tissues of mice killed by 

asphyxia.  The cytokine Tgfb1 was selected in response to the work of Kuliwaba et 

al. (87), who demonstrated it to exhibit a fast degradation rate (relative to Gapdh) 

in human surgical bone specimens.  In addition, six RNAs (Casp3, FasR, Fadd, Dff40, 

Casp6 and Apaf1) were selected as markers of cell death; in particular the apoptotic 

signalling cascade.  This was in response to the work of Sanoudou et al. (240), who 

demonstrated the up-regulation of a number of apoptosis-related genes in post-

mortem skeletal muscle using microarray technology.   
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Clearly, the exact RNAs induced in response to a specific death ‘event’ 

strongly depend on the cause of death.  These nine RNAs (Table 5.2) were selected 

not because they specifically are associated with death by cervical dislocation, but 

as an attempt to characterise a more ‘general’ gene expression response to death. 

 

Table 5.2: RNA targets selected for gene expression analysis during the supravital 
reaction.  Protein function information summarised from the National Center for 
Biotechnology Information (www.ncbi.nlm.nih.gov).   

RNA target Protein function 

FBJ murine 
osteosarcoma 
oncogene  (Fos) 

Immediate early gene pair, rapidly expressed by cells in 
response to a wide variety of cell stimuli 
Form the heterodimer AP-1, a key transcription factor Jun proto-

oncogene (Jun) 

Transforming 
growth factor beta-
1 (Tgfb1) 

Inducible cytokine secreted from many cell types, controls 
cell growth, proliferation, differentiation and apoptosis 

Caspase 3 (Casp3) 
Member of apoptotic signalling cascade, activated by 
caspases 8, 9 and 10 and itself activates caspases 6 and 7 in 
both the extrinsic and intrinsic apoptosis activation systems 

Fas receptor (FasR) 
Cell membrane receptor accepting signals from the Fas 
ligand, may stimulate cell death through apoptosis 

Fas associated 
death domain 
(Fadd) 

Adaptor protein, bridging the Fas receptor to caspases 8 
and 10, inducing apoptosis via the extrinsic activation 
system 

DNA fragmentation 
factor 40 (Dff40) 

DNase enzyme, induces chromatin condensation and DNA 
degradation in response to activation by caspase 3 

Caspase 6 (Casp6) 
Downstream effector caspase, activated by caspases 7, 8 
and 10 

Apoptotic protease 
activating factor 1 
(Apaf1) 

Upon binding of cytochrome C and dATP, forms the 
apoptosome to signal apoptosis (by activation of caspase 9) 
through the intrinsic apoptosis activation system 

 

 This work attempts to: 1) to identify whether any of these nine genes are 

switched ‘on’ during the supravital reaction resulting in novel RNA transcription, 

and 2) for those which are, to try to estimate for how long after death they 

continue to be transcribed.  In order to achieve this, mice were killed by cervical 

dislocation (n = 3) and six samples of skeletal muscle were collected within the first 

three hours following death, at: <0.25, 0.5, 1, 1.5, 2 and 3 hours.  During these time 
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periods, mice were left untouched on the bench at 22 °C.  The expression of these 

nine RNAs was quantified in all samples by RT-qPCR using TaqMan® technology. 

 

5.1.3.5 Summary: Research objectives 

 Overall, the purpose of this chapter is to try and answer a wide range of 

questions regarding RNA behaviour in tissues over the first 72 hours post-mortem.  

These questions have been summarised for clarity in Box 5.1. 

 

Box 5.1: Objectives/questions to be answered within Chapter 5 

For how long after death can RNA still be successfully extracted from tissues? 
 
What quantity of RNA can be extracted from post-mortem tissue, and can the RNA 
yield be correlated with the post-mortem interval? 
 
How good is the quality of RNA extracted from post-mortem tissue, can this quality 
be correlated with the post-mortem interval and after what post-mortem interval 
does RNA quality fall below published guidelines for gene expression analysis? 
 
Can the expression level of individual RNA transcripts (as measured by RT-qPCR) be 
correlated back to the RNA quality? 
 
How does the ambient temperature to which the corpse is exposed during the 
post-mortem interval affect RNA behaviour, with respect to tissue RNA quantity, 
quality, and the expression of individual RNAs? 
 
Do distinct RNA transcripts decay at the same rate in post-mortem tissue, or does 
each RNA transcript have its own unique degradation behaviour as is true in live 
cells? 
 
Is RNA expression induced during the supravital reaction, and if so, for how long 
after death does transcription still occur? 
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5.2 Method 

5.2.1 Post-mortem tissue sample collection 

 All experimental steps involving live animals were performed in accordance 

with the ethical guidelines set out by the Biological Procedures Unit within 

Strathclyde Institute of Pharmacy and Biomedical Science.  The animals utilised 

were 12 week old, male C57/BL6J laboratory mice.  As discussed in Section 2.2.1, 

Chapter 2, mice were euthanised by cervical dislocation to minimise any potential 

effect on gene expression. 

 A total of 16 mice were killed and left to decompose in a ventilated plastic 

box (Figure 5.2) at one of three ambient conditions: refrigerated at 10 °C (n = 3), on 

the bench at a room temperature of 22 °C (n = 10) or in an incubator at 30 °C (n = 

3).  These temperatures approximate the typical ambient conditions to which the 

mouse corpses were exposed over the post-mortem interval, given that small 

fluctuations of a few °C were inevitable (e.g. by opening the refrigerator or oven 

door, slight day/night variations in room temperature).  At various time intervals 

following death, samples of hind leg skeletal muscle were collected by making a 

small incision and collecting tissue from immediately under the skin (Figure 5.3).   

 

 

Figure 5.2: Decomposition of three mice.  Mice were left to decompose in a 
ventilated plastic box at room temperature in a fume cupboard. 
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Figure 5.3: Dissection of a mouse’s hind leg to expose skeletal muscle.  A total of 
three tissue samples could be collected from each hind leg, by extending the 
incision back towards the hip bone. 

 

From an experimental point of view, it would have obviously been 

advantageous for only a single muscle tissue sample to be collected from each 

mouse and for the corpse to be otherwise untouched prior to sample excision.  This 

would more accurately simulate a natural setting where a corpse would be left to 

decompose uninterrupted.  However, this experimental design would have caused a 

six-fold increase in the number of mice required for this study, which was neither 

ethically nor financially favourable.  Following pre-testing, it was determined that a 

total of six samples of skeletal muscle could be collected from each mouse (three 

from each of the hind legs), whilst maintaining an appropriate gap between skin 

incisions.  The six sampling time intervals for mice decomposed at ambient 

temperatures of 10, 22 and 30 °C are summarised in Tables 5.3, 5.4 and 5.5 

respectively. 

Under each of the three experimental conditions examined, it can be 

observed from Tables 5.3, 5.4 and 5.5 that a total of three or four mice were used 

as biological replicates.  It should be noted that this small sample size was a 

consequence of the limited resources available for this project, rather than a 

conscious choice during the experimental design and planning stage.   
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Table 5.3: Post-mortem interval (in hours) for six samples of skeletal muscle 
excised from mice decomposed at an ambient temperature of 10 °C in a 
refrigerator. 

Sample ID 1 2 3 4 5 6 

Post-mortem 

interval (h) 

n = 3 

<0.25 12 24 36 48 72 

 

 

Table 5.4: Post-mortem interval (in hours) for skeletal muscle tissue samples 
excised from three sets of mice decomposed at room temperature (22 °C).  
Initially, RNA degradation was assessed over a 72 hour time interval (row 4).  Two 
additional sets of mice were subsequently added (rows 2 and 3) in order to look 
more closely at RNA behaviour over the first 3 and 24 hours post-mortem. 

Sample ID 1 2 3 4 5 6 

Post-mortem 

interval (h) 

n = 3 

<0.25 0.5 1 1.5 2 3 

Post-mortem 

interval (h) 

n = 3 

<0.25 3 6 9 12 24 

Post-mortem 

interval (h) 

n = 4 

<0.25 12 24 36 48 72 

 

 

Table 5.5: Post-mortem interval (in hours) for six samples of skeletal muscle 
excised from mice decomposed at an ambient temperature of 30 °C in an 
incubator. 

Sample ID 1 2 3 4 5 6 

Post-mortem 

interval (h) 

n = 3 

<0.25 3 6 12 24 36 
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Under the initial experimental design, mice were left to decompose for up to 

72 h at all three ambient conditions, and samples of skeletal muscle were excised at 

six time intervals up to this maximum (Table 5.3, 5.4).  However, some subsequent 

modifications were made to provide additional data points and eliminate those 

which did not prove to be informative.  As can be seen in the results in Section 5.3, 

most RNA degradation was found to occur over the first 24 h post-mortem in the 

mice decomposed at room temperature.  In response, two additional data sets were 

included to more closely look at RNA degradation during this immediate post-

mortem period (Table 5.4).  The time period during which RNA degradation was 

examined in the tissue of mice decomposed at 30 °C was reduced from 72 hours to 

36 h.  It was found that after 36 hours this mouse set exhibited signs of severe 

decomposition characterised by skin slippage, abdominal distension, leakage of the 

gastrointestinal contents, and significant tissue liquefaction through autolysis 

and/or putrefaction.  The latter made the distinction of skeletal muscle from other 

tissue types increasingly difficult.  As such, the maximum decomposition period 

after which tissue samples were collected was reduced to 36 h (Table 5.5). 

  

5.2.2 RNA purification, quantification and quality analysis 

 A detailed protocol for the analysis of RNA in solid tissue samples has been 

included in Section 2.2, Chapter 2, which will be referred back to.  Samples of 

skeletal muscle were collected after a range of post-mortem intervals and 

immediately preserved in RNAlater®, using the protocol described in Section 2.2.2, 

Chapter 2.  RNA was purified using the TRI Reagent® procedure (Section 2.2.3.3, 

Chapter 2) and RNA samples subjected to DNase treatment to remove residual DNA 

contamination (Section 2.2.3.4, Chapter 2).  RNA was quantified by UV-visible 

spectrophotometry (Section 2.2.4, Chapter 2) and quality analysis performed on the 

Bioanalyzer 2100 platform (Section 2.2.5, Chapter 2).   
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5.2.3 Gene expression analysis by RT-qPCR 

 Following RNA quantification, samples were diluted in RNase-free water 

(Ambion, Life Technologies, Paisley, UK) to a concentration of 100 ng/µL and 

reverse transcribed into cDNA with the High Capacity cDNA Reverse Transcription 

Kit (Applied Biosystems, Life Technologies, Paisley, UK) (Section 2.2.6, Chapter 2).  

The resultant cDNA products were diluted further 1:12 in RNase-free water to 

prevent qPCR inhibition through carryover of high concentration buffers and 

reverse transcriptase.   

 cDNA samples were amplified to quantify the presence of six endogenous 

control RNAs: 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc; or nine ‘supravital 

reaction’ genes: Fos, Jun, Tgfb1, Casp3, FasR, Fadd, Dff40, Casp6 and Apaf1.  Section 

2.2.7.1 describes the protocol for amplification of cDNAs by real time PCR and the 

TaqMan® technology.  Details of the PCR assays used against these target cDNAs 

(i.e. assay ID, target transcript function, amplicon site and length) are included in 

Tables A1.1 and A1.2, Appendix 1.  Gene expression data was analysed in Microsoft 

Excel 2010, GenEx Pro v5.4.3 (MultiD Analyses) and Minitab v17 (Minitab Inc.) 

statistical softwares, using the 2-ΔΔCQ relative expression calculations described in 

Section 2.2.7.2, Chapter 2. 
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5.3 Results and discussion 

5.3.1 Macroscopic examination of post-mortem decomposition 

 Following the aforementioned experimental design, mice were decomposed 

for up to 72 hours exposed to one of three ambient temperatures: 10, 22 and 30 °C.  

As expected, the onset of visible decomposition and its rate of progression were 

strongly variable between these temperature categories.  Mice decomposed at  

30 °C experienced putrefaction, green discolouration of the skin (caused by the 

formation of sulfhaemoglobin in settled blood (241)), skin slippage, gaseous 

abdominal distension and leakage of the gastrointestinal contents within as little as 

24 hours.  In particular, the liquefaction of tissues by autolysis/putrefaction made 

the recognition and collection of specific tissue types (notably skeletal muscle) 

difficult beyond a 36 hour post-mortem interval.  For this reason, the collection and 

analysis of tissues from this set of mice was limited to 36 hours post-mortem.   

 Mice decomposed at 22 °C room temperature also experienced skin 

discolouration, skin slippage and abdominal distension within the 72 hour post-

mortem interval examined; albeit at a lower severity.  None of these features 

significantly affected the dissection and tissue collection process, and potentially 

this sample set could have been continued to examine longer post-mortem 

intervals.  This however, was deemed to be out with the scope of this study. 

 The preservation state of mice decomposed at the cooler ambient 

temperature of 10 °C was significantly better than their counterparts left at 22 and 

30 °C.  The progression of rigor mortis was slowed, with it lasting for 48 to 72 hours 

post-mortem in some mice.  None of the mice exhibited any severe macroscopic 

changes associated with decomposition; all mice remaining intact.  Even after 72 

hours post-mortem, the visible quality of tissue samples excised from this mouse 

set was deemed to be good. 
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5.3.2. Total RNA yield: UV-visible spectrophotometry 

 In order to determine whether the total RNA content of tissues drops 

appreciably post-mortem through degradation, tissue RNA yield was estimated by 

UV-visible spectrophotometry.  Skeletal muscle tissue RNA yield was assessed for 

mice left to decompose at an ambient temperature of 10 and 22 °C for up to 72 

hours, and at 30 °C for up to 36 hours.  RNA yield was defined as the quantity of 

RNA obtained (in nanograms) per 1 mg of tissue subjected to extraction. 

 After decomposing mice at ambient conditions of 10 and 22 °C, no 

consistent and significant decline in skeletal muscle tissue RNA yield could be 

observed over the 72 hour post-mortem interval under examination – as illustrated 

in scatter plot form in Figure 5.4.  The yield of RNA per unit tissue was strongly 

variable between replicates, as illustrated by the wide error bars in Figure 5.4; most 

notably for the 22 °C data set (red data points).  This is likely caused by differences 

in the cellular content of individual tissue samples.  Skeletal muscle is known to be a 

strongly fibrous, protein rich tissue type with a significantly reduced number of cells 

relative to other tissue types.  Differences in the ratio of RNA-containing cells to 

fibrous tissue causes strong variability in RNA yield despite normalisation of the 

input tissue mass.  In addition, the efficiency of RNA extraction using TRI Reagent® 

is very user-dependent, enhancing variability between replicates.  RNA recovery is 

affected by the completeness of tissue matrix homogenisation and adequate 

separation of the aqueous and organic phases. 

Both data sets were examined with the Anderson-Darling normality test to 

determine whether or not the data were normally distributed.  With this procedure 

it was established that the RNA yield data for mice decomposed at 10 °C was 

normally distributed (p = 0.395), but the RNA yield data for mice decomposed at  

22 °C was not normally distributed (p = 0.016).   

 Although a slight downward trend is visible for the 10 °C data (Figure 5.4), 

no statistically significant correlation was characterised between the post-mortem 

interval and total RNA yield upon storage of the corpse at an ambient temperature 

of either 10 or 22 °C: the 10 °C data set having been examined using Pearson’s 
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product moment correlation (r = -0.425, p = 0.079) and the 22 °C data set using the 

non-parametric Spearman’s rank order correlation (ρ = -0.033, p = 0.850); in 

accordance with the outcomes of Anderson-Darling’s normality test.  Further 

analysis of the RNA yield data for corpses stored at 10 °C with a one-way ANOVA 

identified no significant difference between the mean RNA yield of tissue samples 

extracted after any post-mortem interval (p = 0.369).  Similarly, no significant 

difference was found in mean RNA yield after any post-mortem interval after 

analysis of the 22 °C data set with the non-parametric Kruskal-Wallis test  

(p = 0.540).   

 

 

Figure 5.4: Yield of RNA from mouse skeletal muscle tissue collected until 72 hours 
post-mortem, for animals stored refrigerated at 10 oC (blue data points) and at 
room temperature 22 °C (red data points).  Points represent total RNA quantity 
determined by UV-vis spectrophotometry (in ng) per 1 mg of tissue extracted.  Data 
represents mean ± S.E. for n = 3, and n = 6 for selected data points. 

  

This result likely represents the expected outcome of this investigation.  The 

UV-visible spectrophotometry system employed for RNA quantification relies solely 
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on the absorbance of ultraviolet light (at 260 nm) by the aromatic rings of 

nucleobases in the RNA structure – both purines and pyrimidines (120).  Photons of 

light in this wavelength range provide the energy required for an electronic 

transition in the nucleobase; their absorption inducing the promotion of an electron 

from the highest occupied molecular orbital to the lowest unoccupied molecular 

orbital.  As such, RNA of mixed nucleobase composition (ACGU) should absorb light 

in a largely identical manner regardless of whether it exists as short (low molecular 

weight, fragmented RNAs) or long (high molecular weight, intact RNAs) 

oligonucleotide chains.  UV-visible spectrophotometry is not commonly used as an 

indicator of RNA sample quality; rather as a screening technique for successful 

extraction of a sufficient quantity of RNA for downstream analyses.   

 The TRI Reagent® protocol used for extraction and purification of tissue RNA 

is not known to be strongly biased towards recovery of low or high molecular 

weight RNAs.  This means that regardless of whether tissue RNA has been 

fragmented during decomposition, the measured total yield of RNA should be 

similar.  UV-visible spectrophotometry is therefore not a sensitive indicator of 

mild/moderate RNA degradation, and in such samples does not provide a measure 

of sample integrity and/or amplifiability (129). 

 On the contrary, mice left to decompose at an ambient temperature of 30 °C 

to enhance the rate of decomposition exhibited an approximately linear decline in 

total RNA yield, as illustrated in scatterplot form in Figure 5.5.  As before, it was 

determined with the Anderson-Darling normality test that the RNA yield data was 

normally distributed (p = 0.550).  This outcome permitted the identification of a 

statistically significant, negative linear correlation between the post-mortem 

interval duration and RNA yield using Pearson’s product moment correlation:  

r = -0.791, p = 0.000.  Analysis of the data with a one-way ANOVA confirmed the 

presence of a significant difference in mean RNA yield between the post-mortem 

interval categories (p = 0.012).  Upon pair-wise comparison of the data using 

Dunnett’s Multiple Comparisons with a Control method, it was found that only after 

passage of a 36 hour post-mortem interval was the mean yield of skeletal muscle 

RNA significantly reduced relative to the control point (<0.25 hours).   
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Figure 5.5: Yield of RNA from mouse skeletal muscle tissue collected until 36 hours 
post-mortem, for animals stored in an incubator at 30 oC.  Points represent total 
RNA quantity determined by UV-vis spectrophotometry (in ng) per 1 mg of tissue 
extracted.  Data represents mean ± S.E. for n = 3. 

 

 This data mirrors the findings of Kuliwaba et al. (87), who assessed the effect 

of ambient temperature on the rate of RNA degradation in human bone samples 

(recovered after surgery, rather than post-mortem specimens) stored in saline at 

each of 4, 20 and 37 °C.  Kuliwaba et al. aimed to develop a storage method for 

bone samples to study the molecular basis of bone pathology.  They found that 

storage of bone tissue at each of 4 and 20 °C for up to 72 hours caused no 

observable reduction in the measured quantity of RNA by UV-visible 

spectrophotometry.  On the other hand, the RNA yield from bone samples stored at 

37 °C exhibited a significant linear decline with storage interval, causing the 

recovered quantity of RNA to fall below the minimum for Northern blot analysis.  

Similarly, Marchuk et al. (86) found no observable decline in RNA yield from lupine 

connective tissues (tendon, ligament and cartilage) over a 96 hour post-mortem 

interval when corpses were stored at 4 °C.  In addition, Fitzpatrick et al. (242) 

identified no decline in total RNA yield from bovine reproductive tissues 
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decomposed for up to 96 hours post-mortem, where tissues were stored ex vivo at 

room temperature. 

To assess in more detail the relationship between post-mortem interval and 

skeletal muscle RNA yield the data set was subjected to linear regression analysis; 

the results of which are presented in Figure 5.6.  The obtained linear regression 

model estimates that approximately 62.6% of the variation in RNA yield is 

attributed to the post-mortem interval duration (unadjusted R2).  The resulting 

37.4% of variation is accounted for by strong inter-sample and inter-mouse 

variation in skeletal muscle tissue RNA yield. 

 

 

Figure 5.6: Assessment of the relationship between post-mortem interval duration 
and the yield of RNA recovered by linear regression analysis.  Skeletal muscle 
tissue samples were examined (n = 3 per time point, n = 6 time points), recovered 
from mice decomposed at an ambient temperature of 30 °C for up to 36 hours.   

 

 What can be inferred from this reduction in skeletal muscle tissue RNA yield 

is unclear, and difficult to assess at a molecular level.  As discussed, UV-visible 

spectrophotometry is an insensitive indicator of mild/moderate RNA degradation; 
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relying primarily on the nucleobases remaining intact.  This outcome may indicate 

that RNA is being degraded to the extent that the molecular structure of individual 

nucleotides and nucleobases is being compromised.  This proposition however, is 

difficult to verify from a practical perspective as these degradation products cannot 

easily be identified and quantified in a biological mixture.  Even after a 36 hour 

post-mortem interval, the quantity of RNA recovered is still more than sufficient for 

downstream analyses such as RNA quality assessment and gene expression analysis 

by RT-qPCR.  However, this does indicate that in the following hours/days the 

quantity of RNA recovered from tissues will likely fall below the sensitivity of these 

technologies.   

 

5.3.3 Total RNA quality: Bioanalyzer 2100 

 The second feature of the transcriptome examined in post-mortem tissue 

was the total RNA quality.  As before, skeletal muscle tissue RNA quality was 

assessed for mice left to decompose at an ambient temperature of 10 and 22 °C for 

up to 72 hours, and at 30 °C for up to 36 hours.  Tissue RNA quality was measured 

on the Bioanalyzer 2100 platform and quantified using the RNA integrity number 

(RIN).  After electrophoretic separation of each RNA sample, the RIN is calculated by 

an algorithm using a scale from 1 (poor quality) to 10 (excellent quality) (discussed 

in more detail in Section 1.4.3, Chapter 1).  RIN is a highly sensitive and quantitative 

screening indicator for RNA sample degradation. 

 This work was undertaken to identify whether a relationship exists between 

the time since death and total RNA quality and if so, to try to characterise the 

nature of this relationship.  In addition, the influence of ambient temperature on 

the onset and rate of RNA degradation was examined.  Figure 5.7 illustrates the 

measured RNA quality of skeletal muscle tissue samples over a 72 hour post-

mortem interval, combining data from mouse corpses stored at 10, 22 and 30 °C.  In 

all three data sets it can be seen that the decline in RNA quality is not linear, but 

follows a sigmoidal shape.  In the immediate hours post-mortem, the decline in 

tissue RNA quality is slow.  This is followed by a period of rapid decline in RNA 
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quality.  Eventually, the decay profiles level out at the lower end of the RNA 

integrity spectrum, at approximately RIN 2.  The post-mortem interval at which 

each of these three stages is reached was strongly dependent on ambient 

temperature.  

 

 

Figure 5.7: Quality of RNA from mouse skeletal muscle collected until 72 hours 
post-mortem from mice exposed to ambient conditions of 10 °C (blue data 
points), 22 °C (red data points) and 30 °C (green data points).  Points represent 
RNA quality as quantified by the Bioanalyzer 2100 using the RIN algorithm.  Data 
represents mean ± S.E. for n = 3, apart from a few exceptions where n = 4 or 6. 
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Prior to further analyses, data was examined for distribution using the 

Anderson-Darling normality test, the results of which suggested that all three data 

sets were normally distributed (data not shown).  This facilitated the use of 

parametric tests for subsequent data analysis. 

It can be seen in Figure 5.7 that the onset of RNA degradation is much 

slower in the tissues of mice refrigerated at 10 °C, as would be expected.  RNA 

quality remains high at a mean RIN of 7.6 at 12 hours post-mortem, after which the 

RNA quality starts to decline.  A one-way ANOVA with Dunnett’s Multiple 

Comparisons with a Control suggested that RNA quality did not significantly reduce 

in this tissue set until 24 hours post-mortem (p = 0.000).  In the tissue of mice 

decomposed at 22 °C, degradation onsets more quickly and a significant reduction 

in RNA integrity can be detected after only 9 hours (p = 0.000).  As expected, 

degradation is further accelerated under the aggressive decomposition conditions 

at 30 °C, with RNA quality significantly reduced after only 6 hours post-mortem  

(p = 0.000).   

In order to more clearly visualise the fragmentation of RNA and what these 

RINs actually infer, Figures 5.8, 5.9 and 5.10 display a number of raw 

electropherogram outputs along with their associated RNA integrity number (RIN).  

Figure 5.8 illustrates the degradation of RNA in the tissues of mice decomposed at 

10 °C, with RNA quality presented at six time intervals up to the maximum 72 hours.  

Initially, in Figure 5.8A the 28S and 18S rRNAs remain intact with a fairly smooth and 

flat baseline.  As fragmentation onsets, the intensity of signal for the 28S and 18S 

rRNAs reduces, and electropherogram ‘shifts’ to the left as small, fragmented RNA 

molecules elevate the baseline.  It is these features of the electropherogram which 

are used as the basis of the RIN algorithm. 
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Figure 5.8: Total RNA quality of tissue samples collected over a 72 hour post-
mortem, after storage of the corpse refrigerated at 10 oC.  Electropherograms 
present the Bioanalyzer 2100 output for RNA extracted from tissue samples 
recovered from mouse T, at six post-mortem intervals: (A) 0 hours, (B) 12 hours, (C) 
24 hours, (D) 36 hours, (E) 48 hours and (F) 72 hours. 

  

In the tissues of mice decomposed at 22 °C it can be seen in Figure 5.9 that 

the onset of RNA fragmentation starts earlier, and is of higher severity.  After 72 

hours, the 28S and 18S rRNAs have been almost lost and all that remains is small, 

fragmented RNA products.   

 

 

Figure 5.9:  Total RNA quality of tissue samples collected over a 72 hour post-
mortem, after storage of the corpse at room temperature 22 °C.  
Electropherograms present the Bioanalyzer 2100 output for RNA extracted from 
tissue samples recovered from mouse AA, at six post-mortem intervals: (A) 0 hours, 
(B) 12 hours, (C) 24 hours, (D) 36 hours, (E) 48 hours and (F) 72 hours. 
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 Similarly, at 30 °C the onset of RNA degradation is even earlier with the 28S 

and 18S rRNAs all but lost within 12 hours (Figure 5.10).  After 36 hours, the highest 

molecular weight RNAs remaining in the tissue correspond to an approximate 

length of less than 750 bases (estimated by comparison with an RNA ladder).  It can 

be seen that at these latter stages (e.g. 5.10D-F), RIN remains unaffected by further 

RNA degradation.  With such extreme degradation at the lower end of the RIN 

spectrum, the RIN algorithm appears to lose its sensitivity to detect and quantify 

further degradation. 

 

 

Figure 5.10:  Total RNA quality of tissue samples collected over a 72 hour post-
mortem, after storage of the corpse incubated at 30 °C.  Electropherograms 
present the Bioanalyzer 2100 output for RNA extracted from tissue samples 
recovered from mouse X, at six post-mortem intervals: (A) 0 hours, (B) 3 hours, (C) 6 
hours, (D) 12 hours, (E) 24 hours and (F) 36 hours. 

 

Data published by Sampaio-Silva et al. (6) suggested that during the first 11 

hours after death, the relationship between post-mortem interval and RNA quality 

(as quantified using the RNA quality index, a similar competitor to the RIN utilised 

throughout this work) exhibits a linear profile in mouse skeletal muscle.  This was 

only examined for the tissues of mice decomposed at room temperature, for up to 

11 hours post-mortem.  The outcomes presented here demonstrate that the 

reduction in RNA quality is not linear with time, but follows a sigmoidal profile as 

illustrated in Figure 5.7.  Although RIN did exhibit a sharp decline over the first 11 

hours following death mirroring the data presented by Sampaio-Silva et al. (6), 
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beyond this point RNA quality tails off towards the bottom of the RIN spectrum and 

RNA quality is no longer useful as an indicator of post-mortem interval.   

A one-way ANOVA with Fisher’s Least Significant Difference test was 

implemented to assess whether the effect of post-mortem ambient temperature on 

RNA integrity was deemed to be statistically significant; focusing particularly on the 

comparable 12, 24 and 36 hour time intervals.  After 12 hours, the quality of RNA 

was significantly higher in the tissue of corpses decomposed at 10 °C (p = 0.015) 

relative to 22 and 30 °C.  This can be clearly observed in the data presented in 

Figure 5.7.  A similar outcome was apparent after 24 hours post-mortem, with RNA 

quality significantly higher in the tissue of corpses decomposed a 10 °C (p = 0.002) 

relative to 22 and 30 °C.  At and after 36 hours however, the RNA quality scores 

begin to converge at the lower end of the RIN scale, and this statistically significant 

difference is lost (p = 0.132 at 36 hours). 

Variability in RNA quality between replicates is high, illustrated by the large 

error bars in Figure 5.7.  This is especially visible at intermediary levels of RNA 

quality; i.e. between RIN 3 and 6.  In order to look more closely at the source of this 

variability, a short assessment was conducted to look at the consistency of skeletal 

muscle tissue RNA quality between mice (inter-mouse variation), relative to that 

between a number of skeletal muscle tissue samples recovered from a single mouse 

(intra-mouse variation).  This assessment was limited only to triplicates for mice 

decomposed at an ambient temperature of 22 °C, to glean an idea of whether RNA 

quality measurements exhibit improved consistency when sampling from a single 

mouse.  As can be seen from the results of this analysis in Table 5.6, the variance in 

RNA quality (RIN) between these two categories differed only at a 12 hour post-

mortem interval, where the variance was lower for intra-mouse replicates relative 

to inter-mouse replicates.   
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Table 5.6: Assessment of variability in mouse RNA quality (quantified in terms of 
RIN) both within and between individual mice (n = 3 for each), as performed with 
the Test of Equal Variances.  Only at 12 hours post-mortem was a significant 
difference observed between the variance of the two categories, marked with an 
asterisk **. 

PMI (h) 

Intra-mouse RIN 
variance 

Inter-mouse RIN 
variance Test of equal variances: 

Multiple comparisons  
p-value 

3 tissue samples 
examined from the 

same mouse 

3 tissue samples 
examined from 3 

different mice 

0 0.023 0.303 0.112 

12 0.010 1.470 0.004** 

24 0.223 0.213 0.97 

36 0.003 0.023 0.204 

48 0.023 0.003 0.204 

72 0.003 0.003 1 

  

This indicates a discrepancy in the consistency of RNA quality within and 

between mice during the early post-mortem interval.  Stronger variability between 

mice may be suggestive of wider influences on the rate of tissue RNA degradation; 

for example, from other tissues and organ systems.  From a macroscopic 

perspective, it was clear that not all mice decomposed in a similar fashion.  Some 

exhibited signals such as skin slippage and abdominal distension slightly 

earlier/later than their counterparts.  However overall, the data suggests that this is 

not a major factor in the long-term.  Intra- and inter-individual variability in RNA 

degradation will also be discussed in more detail in subsequent sections with 

respect to the decay profile of individual RNAs.   

 

5.3.4 Degradation of endogenous control RNAs: RT-qPCR  

5.3.4.1 Tracking the degradation of individual RNA transcripts 

 Both RNA quantification by UV-visible spectrophotometry and RNA quality 

analysis on the Bioanalyzer 2100 are used as indicators of the state of the 

transcriptome as a whole.  This section presents RT-qPCR data for six endogenous 

control RNAs commonly used for normalisation purposes in gene expression studies 
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in forensic and clinical medicine – 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc (160, 

204).  Fulfilling their purpose as endogenous controls, these RNAs are expected to 

be amongst the most stable and uniformly expressed RNAs in the transcriptome 

(204).  Their expression was quantified by RT-qPCR in the skeletal muscle of mice 

decomposed for up to 72 hours at an ambient temperature of 10 and 22 °C, and for 

up to 36 hours at 30 °C.   

As expected, it was found that the measurable quantity of each of the six 

examined RNA transcripts reduced through post-mortem degradation.  The data 

illustrated in Figures 5.11, 5.13 and 5.15 demonstrates the raw CQ data for 18S 

rRNA, B2m, Actb, Gapdh, Hmbs and Ubc, when RNA concentration was normalised 

to a 100 ng/µL input into reverse transcription and the resultant cDNA was diluted 

1/12 in water prior to qPCR amplification. 

 It was found that in the tissues of mice decomposed at 10 °C, the magnitude 

of RNA loss through degradation was relatively mild as illustrated in Figures 5.11A 

and 5.11B.  Each of the RNAs examined had a different basal expression level in the 

control samples (post-mortem interval < 0.25 hours) – with 18S rRNA exhibiting the 

strongest expression (visualised as the lowest CQ) and Hmbs and Ubc the lowest 

basal expression level (visualised as the highest CQ).  This outcome is in accordance 

with data published by Vandesompele et al. (178), who illustrated that in most 

tissue types, Gapdh and Actb exhibit the highest basal level of expression, followed 

closely by B2m. 

The degradation of RNA is characterised by a gradual increase in CQ with 

time post-mortem (Figure 5.11A).  When quantifying the expression of an RNA by 

RT-qPCR, the assay detects not the whole transcript (which can be thousands of 

nucleotides long) but a small portion of its length.  In this work, the assays designed 

amplified a section of the RNA in the size range of 61 to 107 nucleotides (Appendix 

1, Table A1.1).  Successful amplification of this target sequence relies on it 

remaining intact; it takes only a single ‘break’ to render it unamplifiable and thus, 

undetectable (60).  As such, the increase in raw CQ visualised in Figure 5.11A 

indicates a reduced amplifiable quantity of each RNA. 
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Figure 5.11: Expression of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc in the skeletal muscle tissue of mice decomposed at an ambient 
temperature of 10 °C for up to 72 hours.  (A) Describes the raw CQ data for each of the six endogenous control RNAs.  (B) Describes the raw 
data in the form of a ΔCQ.  Data points represent the mean of n = 3 mice.  Error bars have been omitted for clarity. 
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Loss of an RNA through degradation can be more clearly visualised for each 

target in Figure 5.11B, which illustrates the difference in CQ (ΔCQ) for each post-

mortem interval time point relative to the control point (time < 0.25 hours).  It can 

be seen that during the first 24 hours post-mortem, the ΔCQ for each of B2m, Actb, 

Gapdh, Hmbs and Ubc remains on or around zero, indicating no significant 

reduction in their measured quantity.  However, between 24 and 72 hours post-

mortem it can be seen that the ΔCQ for each of these five RNAs rises in an almost 

linear fashion.  The magnitude of increase in ΔCQ varied between RNAs – with 

Gapdh exhibiting the most marked reduction in quantity (mean ΔCQ 5.2, 

corresponding to an approximately 36.8-fold reduction in Gapdh quantity) and B2m 

the smallest reduction in quantity (mean ΔCQ 1.68, corresponding to only a 3.2-fold 

reduction in B2m quantity).  B2m and Actb exhibited very similar decay behaviour, 

as did Hmbs and Ubc. 

A quick visual assessment of the data presented in Figure 5.11B suggests 

that RNA degradation in this sample set ‘kicks in’ between 24 and 36 hours.  This 

was confirmed by performing multivariate cluster analysis on this data set, the 

results of which are demonstrated in the dendrogram in Figure 5.12.  Cluster 

analysis was performed to group the ΔCQ data into six categories, to estimate the 

six post-mortem intervals examined.  Figure 5.12 clearly demonstrates that the ΔCQ 

data for 0, 12, and 24 hours tends to cluster together, with a very strong distinction 

between this and the ΔCQs measured after a post-mortem interval of 36, 48 and 72 

hours.   
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Figure 5.12: Results of cluster analysis in the form of a dendrogram, describing the 
similarity of ΔCQ data for all of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc.  Six 
post-mortem intervals were examined (0, 12, 24, 36, 48 and 72 hours) for skeletal 
muscle tissue collected from mice decomposed at 10 °C.  Cluster analysis was 
performed in Minitab v17 using the complete linkage, Euclidean distance method, 
and six groups to reflect the six post-mortem intervals examined. 

 

18S rRNA exhibited some very unique behaviour in skeletal muscle in the 

first 36 hours following death.  Illustrated by a reduction in CQ in Figure 5.11A and a 

marked reduction in ΔCQ in Figure 5.11B, the measured quantity of 18S rRNA 

actually increased during this time period.  This phenomenon is not unknown, and 

has been acknowledged in alternative sample types by other authors.  Data 

generated by Anderson et al. (28), Alrowaithi et al. (243) and Hampson et al. (244) 

illustrates that in blood stains and hair samples, 18S rRNA exhibits an unusually high 

level of stability.  This has been attributed to the protection conferred on 18S rRNA 

by the protein structure of the ribosome, which acts as a physical barrier against 

RNases (28).  Fleige et al. (212) illustrated that ribosomal RNAs were more resistant 

to artificially-induced degradation in the form of UV-C irradiation, looking at 28S 

rRNA rather than 18S rRNA.   
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In addition, Li et al. (80) very recently published a similar outcome using rat 

heart as a post-mortem tissue substrate.  They demonstrate a parabolic relationship 

between 18S rRNA CQ and post-mortem interval (Figure 1.9, Section 1.3.2.2.1, 

Chapter 1).  Their data suggests that the quantity of detectable 18S rRNA peaks in 

rat heart at 96 hours post-mortem, after which it starts to decline through 

degradation.  This was proposed to result from proteolysis during the early post-

mortem period through the action of endogenous and exogenous (microbial) 

enzymes causing a breakdown of the ribosome structure.  In turn, this improves 18S 

rRNA yield by liberating it during the RNA extraction phase of the experimental 

workflow.  The data presented in Figure 5.11 illustrates similar behaviour of the 18S 

rRNA in mouse skeletal muscle to that observed by Li et al. (80), except that the 

onset of 18S rRNA degradation was earlier at 24 to 36 hours post-mortem.  This is 

most likely a tissue-type dependent effect.  Chapter 6 of this thesis will examine the 

effect of tissue type on the onset and rate of post-mortem RNA degradation, 

confirming that RNA degradation is slower and less pronounced in heart tissue 

relative to skeletal muscle. 

Analysis of the expression of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc in 

the tissues of mice decomposed at 22 °C for up to 72 hours presented similar 

outcomes, as illustrated in Figure 5.13. 
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Figure 5.13: Expression of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc in the skeletal muscle tissue of mice decomposed at an ambient 
temperature of 22 °C for up to 72 hours.  (A) Describes the raw CQ data for each of the six endogenous control RNAs.  (B) Describes the raw 
data in the form of a ΔCQ.  Data points represent the mean of n = 3 mice.  Error bars have been omitted for clarity. 
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Figure 5.13 illustrates that in the tissues of mice decomposed at 22 °C, the 

‘order’ of stability for the six analysed RNAs is identical to the 10 °C data set – with 

18S rRNA exhibiting the smallest increment in ΔCQ followed by B2m, Actb, Hmbs, 

Ubc and lastly Gapdh, exhibiting the poorest level of stability.  Over the first 12 

hours post-mortem, most of these six RNAs exhibited no substantial increase in 

ΔCQ; with the exception of Gapdh.  As before, B2m and Actb exhibit a similar 

degradation profile; degradation manifesting as a visible increase in ΔCQ between 

24 to 36 hours post-mortem.  Similarly, Hmbs and Ubc exhibit almost parallel RNA 

degradation during the first 48 hours, after which Hmbs degradation slows and 

plateaus.   

The key difference in this data set however, lies in the magnitude of increase 

in ΔCQ.  In the tissue of mice decomposed at 22 °C, the increase in ΔCQ is much 

greater than at 10 °C; indicative of more severe degradation.  For example, the 

demonstrated increase in mean Gapdh ΔCQ over 72 hours at 10 °C of 5.2 

(corresponding to an approximately 36.8-fold reduction in Gapdh quantity) is much 

greater in the tissues of mice decomposed at 22 °C at a mean ΔCQ of 11.4.  This 

corresponds to an approximately 2,700-fold reduction in the measured quantity of 

Gapdh over the first 72 hours following death.   

The results of multivariate cluster analysis illustrated in Figure 5.14 

demonstrate that ΔCQ data exhibits strong similarity during the first 24 hours post-

mortem.  In particular, the 0, 3, 6, 9 and 12 hour time points exhibited strong 

similarity in the magnitude of RNA degradation as measured in terms of the ΔCQ, 

and the 24 hour post-mortem interval data points were more loosely clustered 

alongside.  This is most likely due to the strong similarity in 18S rRNA, B2m and Actb 

ΔCQ data up to 24 hours post-mortem (Figure 5.13), indicating their stability during 

this time.  The strongest distinction in degradation state is between 24 hours to 36 

hours post-mortem, with these exhibiting strong dissimilarity in Figure 5.14.  The 

36, 48 ad 72 hour ΔCQ data is well ordered in the dendrogram, indicating the 

progressive nature of RNA degradation during this time. 
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Figure 5.14: Results of cluster analysis in the form of a dendrogram, describing the 
similarity of ΔCQ data for all of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc.  Nine 
post-mortem intervals were examined (0, 3, 6, 9, 12, 24, 36, 48 and 72 hours) for 
skeletal muscle tissue collected from mice decomposed at 22 °C.  Cluster analysis 
was performed in Minitab v17 using the complete linkage, Euclidean distance 
method, and nine groups to reflect the nine post-mortem intervals examined. 

 

Unlike the 10 °C data set, 18S rRNA expression does not increase appreciably 

in the immediate period following death; rather it remains stable during the first 36 

hours post-mortem, after which the ΔCQ increases as a result of degradation.  

Following the previous hypothesis that proteolysis liberates 18S rRNA from the 

ribosome (28) this suggests that during this time, RNA degradation destroys as 

much RNA as is freed from the ribosome and its quantity remains unchanged.   

As expected, accelerating decomposition by placing the corpses at 30 °C 

during the post-mortem interval in turn increased the rate of RNA degradation, as 

illustrated in Figure 5.15.  Beyond 3 hours post-mortem, B2m, Actb, Gapdh, Hmbs 

and Ubc all exhibited a consistent increase in ΔCQ, indicative of the earlier onset of 

RNA degradation.  18S rRNA expression was fairly stable over the first 12 hours 

post-mortem, before it too started to degrade.   
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Figure 5.15: Expression of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc in the skeletal muscle tissue of mice decomposed at an ambient 
temperature of 30 °C for up to 36 hours.  (A) Describes the raw CQ data for each of the six endogenous control RNAs.  (B) Describes the raw 
data in the form of a ΔCQ.  Data points represent the mean of n = 3 mice.  Error bars have been omitted for clarity. 
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Comparing the ΔCQ data presented in Figures 5.13 and 5.15, the magnitude 

of the reduction in the expression of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc 

may seem fairly similar.  However, it is important to highlight the discrepancy in the 

total post-mortem interval (x-axis scale) examined at each of 22 and 30 °C – with 

the latter much shorter in duration.  Using Gapdh again as an example, it was 

observed that Gapdh exhibited a mean ΔCQ of 11.4 over 72 hours decomposition at 

22 °C.  In the tissues of mice decomposed at 30 °C, a similar mean ΔCQ of 10.2 

(corresponding to an approximately 1,180-fold reduction in the measurable 

quantity of Gapdh) is achieved after only 36 hours post-mortem.   

The results of multivariate cluster analysis on this data set suggest that the 

state of RNA degradation (as measured in terms of the ΔCQ for the six examined 

RNAs) is similar over the first 6 hours (Figure 5.16).  12 hours post-mortem is fairly 

well defined in its own cluster with a single 6 hour tissue sample.  The distinction 

between the 24 hour and 36 hour post-mortem interval samples is much less clear, 

most likely as a result of the apparent plateau in the degree of RNA degradation 

during this time (Figure 5.15).  

The ‘order’ of stability of the six RNAs examined in this data set again is 

similar to that at 10 and 22 °C, with the exception of a slight overlap of B2m and 

Actb as illustrated in Figure 5.15.  This demonstrates that even across very different 

environmental conditions, the six RNAs examined exhibited their own consistent, 

predictable and reproducible rate of decay which was apparently unaffected by 

external factors.  This is in contrast to the findings of Perez-Novo et al. (204), who 

found that the rank order of stability for a panel of 10 endogenous control RNAs 

(including B2m, Actb, Gapdh, Hmbs and Ubc) was completely different when 

compared between intact and degraded clinical specimens of ethmoidal and 

maxillary sinus samples. 
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Figure 5.16: Results of cluster analysis in the form of a dendrogram, describing the 
similarity of ΔCQ data for all of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc.  Six 
post-mortem intervals were examined (0, 3, 6, 9, 12, 24, 36, 48 and 72 hours) for 
skeletal muscle tissue collected from mice decomposed at 30 °C.  Cluster analysis 
was performed in Minitab v17 using the complete linkage, Euclidean distance 
method, and six groups to reflect the six post-mortem intervals examined.   

 

What is abundantly clear even from this raw data is that these six RNAs do 

not degrade at the same rate post-mortem.  The following sections will look more 

closely at the relationship between their expression levels.  This work will 

investigate the implications this differential degradation has upon the selection of 

appropriate endogenous control RNAs and upon normalisation/interpretation of 

gene expression data pertaining to post-mortem tissues with an extended time 

interval between death and sampling. 
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5.3.4.2 Differential transcript stability of endogenous control RNAs 

5.3.4.2.1 geNorm and NormFinder 

 In future gene expression studies anticipated in forensic pathology, the 

primary focus is to identify up- or down-regulation of an RNA associated with a 

particular disease state or cause of death.  Endogenous control genes such as 18S 

rRNA, B2m, Actb, Gapdh, Hmbs and Ubc are used to provide a ‘baseline’ 

measurement to remove sampling variation (178) (Section 1.4.5.3, Chapter 1).  This 

is theorised to allow normalisation of RNA quantity input, RNA extraction efficiency, 

RNA quality and RNA to cDNA reverse transcription efficiency, to identify biological 

changes in gene expression rather than those induced by experimental procedures 

(156, 204, 245).  In addition, to fulfil this function successfully and obtain 

biologically meaningful data it is essential that the expression of endogenous 

control RNAs is unaffected by ‘experimental treatments’ (160, 179).   

A desirable endogenous control RNA is one that is universally expressed (in 

all nucleated cell types, all of the time) and not induced in response to any 

physiological or pathological conditions (156, 161, 162).  Unstable or variably 

expressed endogenous controls will introduce novel uncertainty to gene expression 

data (178), and could cause incorrect identification of an up- or down-regulation of 

an RNA of clinical or pathological interest (160).  However, making this assumption 

is particularly controversial following the publication of a number of studies 

illustrating up- or down-regulation of these RNAs in particular cellular conditions 

(163-166).   

In post-mortem analyses which aim to identify pathology associated with 

the death event, it is obviously desirable that the expression of an endogenous 

control RNA is unaffected by factors such as: age, gender, diet, environment, 

ethnicity, disease, administration of pharmacological treatments, cause of death, 

and post-mortem factors.  In the current study, all factors other than post-mortem 

interval duration and ambient temperature have been controlled.   Post-mortem 

samples are particularly challenging substrates with which to work because 

degradation of endogenous control RNAs must be managed, and cannot be avoided 
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(160).  As such, this section will discuss which of 18S rRNA, B2m, Actb, Gapdh, Hmbs 

and Ubc are deemed most applicable for normalisation of gene expression data for 

tissue samples with an extended time interval between death and sampling. 

Various software packages exist to allow assessment of endogenous control 

RNA expression variability, allowing researchers to select the most stable and 

uniformly expressed RNAs for normalisation in their particular experimental design.  

Two of the most commonly referenced software packages for this purpose are 

geNorm (178) and NormFinder (179).  Both permit assessment of the stability level 

of a panel of potential endogenous control RNAs, identifying: 

 The most stably expressed RNAs, either a single RNA or a pair of RNAs 

 The optimum number of RNAs which should be used for data normalisation  

Essentially, both of these statistical programs are specialist forms of analysis of 

variance (ANOVA).  They look at the variability of raw CQ data for several putative 

endogenous control RNAs between replicates and between ‘experimental 

categories’ (in this case, different post-mortem intervals), and identify which of the 

RNAs exhibit the lowest variability (246). 

Vandesompele et al. (178) developed a gene stability measure called ‘M’, 

which is calculated by the geNorm program.  geNorm identifies the most stably 

expressed endogenous control RNA using pair-wise comparisons.  Using the raw CQ 

data, the expression ratio for all pairings is converted using a logarithmic 

transformation (log2) for each sample individually (246).  The variability in this ratio 

is then calculated using a simple standard deviation (178).  The M-value denotes the 

average stability for each pair-wise comparison, and RNAs exhibiting the highest  

M-value are sequentially excluded from analysis until the user is left with the most 

stable RNA pair exhibiting the lowest measured M-value.  These are deemed to be 

the most favourable endogenous control RNAs. 

 Andersen et al. (179) followed this up with the NormFinder software in 

2004.  Using the raw CQ data, NormFinder calculates a ‘global’ average gene 

expression factor to which the expression of all putative endogenous control RNAs 
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is compared individually (179).  After the CQ data for each individual RNA target has 

been normalised to this ‘global’ gene measure, the standard deviation across all 

samples is calculated (246).  In addition, the accumulated standard deviation 

provides an assessment of the optimum number of endogenous control RNAs to 

reduce data variability.  

 

5.3.4.2.2 Identification of the most stable endogenous control RNA in post-

mortem tissue using geNorm and NormFinder 

 All raw CQ data for 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc was collated 

and input to the geNorm software.  Data was categorised in accordance with the 

ambient temperature and post-mortem interval duration for each individual 

sample.  It was found that over the whole data set, Actb and B2m exhibited the 

most stable pair-wise relationship: as shown in Figure 5.17 with an M-value of 0.69.  

They were followed by Hmbs (M-value 1.14), Ubc (M-value 1.25), Gapdh (M-value 

1.37) and 18S rRNA (M-value 1.58). 

 As shown in Section 5.3.4.1, the degradation behaviour of B2m and Actb at 

all of 10 °C (Figure 5.11), 22 °C (Figure 5.13) and 30 °C (Figure 5.15) was almost 

identical.  In all three graphs, B2m and Actb were shown to exhibit a parallel 

reduction in RNA template quantity with increasing post-mortem interval, 

measured in terms of their ΔCQ.  This uniform decay behaviour is confirmed in 

Figure 5.18, which illustrates their relative expression level in terms of the 2-ΔΔCQ 

(B2m – Actb).  Throughout the 72 hour post-mortem for which data is presented, 

the mean fold change in their expression level never exceeds 2.  This indicates no 

biologically significant change in their relative expression, suggesting that the two 

degrade at an almost identical rate.   
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Figure 5.17: Identification of the two most stable endogenous control RNAs across 
all mouse post-mortem skeletal muscle data using geNorm.  Actb and B2m were 
identified as the most stable RNA pair, exhibiting the lowest M-value. 

 

 

Figure 5.18: Relative expression relationship for B2m and Actb in the skeletal 
muscle tissue of mice.  Mice were decomposed for up to 72 hours at 10 °C (blue 
data points), 22 °C (red data points) and 30 °C (green data points).  Relative 
expression was calculated using the 2-ΔΔCQ (B2m – Actb).  All data points represent 
the mean of n = 3.  Error bars have been omitted for clarity.   
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 Hmbs and Ubc were ranked as having an intermediary stability level, and 

Gapdh a very poor stability level.  This concurs with the raw data presented in 

Section 5.3.4.1.  Gapdh consistently exhibited the largest reduction in template 

quantity over a 72 hour post-mortem interval, followed closely by Ubc and then 

Hmbs (Figures 5.11, 5.13 and 5.15).   

Surprisingly, 18S rRNA was deemed to have the most unstable expression 

level post-mortem.  According to the raw data presented in Section 5.3.4.1, 18S 

rRNA consistently exhibited the lowest reduction in expression with progressing 

post-mortem interval – with a mean ΔCQ of 0.22 (Figure 5.11), 4.81 (Figure 5.13) 

and 2.48 (Figure 5.15) over the maximum time period examined at each of 10, 22 

and 30 °C.  As such, its perceived instability was unexpected.  However, the geNorm 

(and NormFinder) software is not designed to specifically identify the down-

regulation of RNA expression, caused here by post-mortem degradation.  It also 

identifies up-regulation of endogenous control RNA expression, for example caused 

by disease or drug administration in clinical samples.  Throughout this 

experimentation it is assumed that after death, cellular depletion of ATP and other 

essential resources/nutrients causes cessation of novel RNA transcription, and that 

the apparently higher relative quantity of 18S rRNA is an artefact of its improved 

stability rather than de novo synthesis (28).  It is reasonable to conclude that this 

unusually high stability of 18S rRNA in tissues is perceived as an up-regulation in its 

expression by the software.  This makes 18S rRNA ‘stick out’ as exhibiting very 

different expression behaviour relative to all of the other mRNAs examined 

simultaneously.   

 The rank order of stability of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc 

was somewhat similar when examined using the NormFinder software.  Again, Actb 

came out on top, with a standard deviation of 0.66 as illustrated in Figure 5.19A.  

Unexpectedly, Hmbs was deemed next most stable (StDev 0.68), followed by B2m 

(StDev 0.91), Ubc (StDev 0.93), Gapdh (StDev 1.66) and lastly 18S rRNA (StDev 1.85).  

The reason for this switch is unknown, but could stem from the central position of 

Actb and Hmbs in the stability order determined from the raw ΔCQ data presented 

in Section 5.3.4.1. 
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Figure 5.19: Identification of the most stable endogenous control RNA across all 
post-mortem skeletal muscle data using NormFinder.  (A) Actb was identified as 
the most stable RNA, exhibiting the lowest standard deviation in expression.  (B) 
The use of 4 RNAs (Actb, Hmbs, B2m and Ubc) was suggested for optimal 
normalisation of target RNA data.  The strong variability in 18S rRNA and Gapdh 
expression made their inclusion as endogenous controls detrimental. 

(A) 

(B) 
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 The scale of the standard deviation data presented in Figure 5.19A 

represents the variability of CQ data in terms of the number of cycles (246).  Even 

for technical replicates, the variability of CQ is almost never less than 0.1 (246).  

Variability in this data is much higher than might be expected during gene 

expression analyses.  This stems from the compromised quality of post-mortem 

RNA samples.  This is especially true for the most degraded samples processed (with 

the longest post-mortem intervals), as stochastic effects during qPCR become 

apparent when working close to the sensitivity of these qPCR assays.  This is known 

as the ‘Monte Carlo’ effect, and the scattering of CQ values is caused by the reduced 

probability of primer annealing in the early stages of qPCR when the template cDNA 

quantity is very low (134, 247).   

 As illustrated in Figure 5.19B, NormFinder deemed the optimum number of 

endogenous control RNAs to be four – Actb, Hmbs, B2m and Ubc.  The accumulated 

standard deviation in gene expression reduced from 0.66 with just Actb, to 0.47 

including Hmbs, 0.44 including B2m and 0.40 including Ubc (Figure 5.19B).  The 

addition of Gapdh and 18S rRNA incorporated more variability into the ‘global’ 

normalisation factor.  As such, their use as endogenous control RNAs is discouraged, 

due to their unusual post-mortem decay behaviour – 18S rRNA being exceptionally 

stable, and Gapdh remarkably prone to degradation.   

 Overall, the outcomes of the geNorm and NormFinder analyses suggest that 

Actb consistently performs best as a potential endogenous control RNA for post-

mortem analyses.  It exhibits an intermediary level of degradation (Section 5.3.4.1), 

which is more representative of the expression of the RNA panel.  However, several 

issues have already been highlighted in the literature with the use of Actb as an 

endogenous control RNA in clinical studies.  Previous research has demonstrated 

altered Actb expression in response to hormonal exposure (248), viral infection 

(249), hyperglycaemia (250), dietary intake (251), hypoxia (163), exercise (252), 

asthma (253), Alzheimer’s disease (254), heart disease (255) and cancer (256, 257).  

Some of these, particularly the altered expression of Actb in human tissues exposed 

to hypoxia, are concerning for the use of Actb as an endogenous control gene in 

forensic pathological analyses.  
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 This outcome concurs with the findings of Bahar et al. (85), who found Actb 

to be the most stably expressed endogenous control RNA in bovine skeletal muscle 

(of post-mortem interval up to 22 days) using the geNorm and NormFinder 

softwares.  Similarly, Heinrich et al. (72) demonstrated that in human brain tissue 

collected at autopsy (of post-mortem interval up to 118 hours), ACTB and B2M 

RNAs exhibited the lowest variability in raw CQ values and UBC the highest. 

In a more comprehensive study, Koppelkamm et al. (160) examined the rank 

order of stability (using geNorm) of ten commonly used endogenous control RNAs 

in human tissues collected during a post-mortem examination – brain, skeletal 

muscle and heart tissue.  This included the six RNAs examined here, for which they 

found the following order from least to most stable: 18S rRNA, Gapdh, Actb, Ubc, 

Hmbs and B2m.  Of the ten potential control RNAs they examined, 18S rRNA and 

Gapdh came out as the most poorly stable in both skeletal muscle and heart tissue.  

This concurs with the outcomes of this study, which has also demonstrated 18S 

rRNA and Gapdh to be the two most unsuitable RNAs for normalisation purposes.  

Koppelkamm et al. instead found B2m to be consistently one of the most stable 

RNAs, rather than Actb as the outcomes of this study suggest.   

Koppelkamm et al. (160) were not able to provide any assessment as to why 

18S rRNA and Gapdh consistently performed poorly as potential endogenous 

control RNAs, according to the geNorm software.  The human tissue samples used 

in their study were heterogeneous with regard to factors such as age, gender, cause 

of death, etc.  In addition, no control samples (collected at the time of death) were 

available for comparison purposes; a significant limitation for work of this kind on 

human tissue substrates.  As such, RNA expression was examined in individual, 

unmatched samples; not ‘tracked’ as has been achieved here.  This study has 

identified why Gapdh and 18S rRNA exhibit particularly unique post-mortem 

behaviour – because Gapdh exhibits extreme instability, whereas 18S rRNA is very 

resistant against degradation.   

  



188 
 

5.3.4.2.3 Differential transcript degradation 

 Using the 2-ΔΔCQ calculation of Livak et al. (161), it was possible to highlight 

the magnitude of difference in the degradation rates of 18S rRNA, B2m, Actb, 

Gapdh, Hmbs and Ubc.  The 2-ΔΔCQ provides a measure of the fold-change in 

expression of two RNAs across two experimental ‘groups’.  Traditionally, it has been 

used for normalisation purposes when a single endogenous control RNA is to be 

used to calculate the fold up-regulation or down-regulation of an RNA of diagnostic 

interest.  In this study, the two compared experimental ‘groups’ are the control 

tissue sample (collected within 15 minutes of death) and each post-mortem interval 

time point.  Computation of the 2-ΔΔCQ for two gene products has been presented in 

Section 1.4.5.3, Chapter 1, and thus will not be discussed further. 

 Based on the raw CQ data presented in Figures 5.11, 5.13 and 5.15 (Section 

5.3.4.1) the following rank order of stability of the endogenous control RNAs is 

suggested from most to least stable: 18S rRNA, B2m, Actb, Hmbs, Ubc and Gapdh.  

As such, the magnitude of difference between 18S rRNA and Gapdh expression 

should provide the highest fold-change as expressed by the 2-ΔΔCQ (18S rRNA – 

Gapdh).  Note that throughout this thesis, 2-ΔΔCQ is always calculated using the CQ 

data for the most unstable RNA subtracted from that of the most stable RNA.  This 

generates 2-ΔΔCQ values which rise rather than fall into decimal values, improving 

the ease of interpretation at a glance. 

 Figure 5.20 shows that the fold-change in the relative expression of 18S 

rRNA and Gapdh after some post-mortem intervals was vast.  Figure 5.20 presents 

the mean 2-ΔΔCQ (18S rRNA – Gapdh) for skeletal muscle tissue samples excised from 

mice decomposed at 10, 22 and 30 °C for up to a maximum 72 hours.  It can be seen 

that the magnitude of fold-change, as expected, is strongly affected by both post-

mortem interval duration and the ambient temperature conditions. 
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Figure 5.20: Relative expression relationship for 18S rRNA and Gapdh in the 
skeletal muscle tissue of mice.  Mice were decomposed for up to 72 hours at 10 °C 
(blue data points), 22 °C (red data points) and 30 °C (green data points).  Relative 
expression was calculated using the 2-ΔΔCQ (18S rRNA – Gapdh).  All data points 
represent the mean of n = 3 ± S.E. 
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 In the tissues of mice decomposed at 10 °C, mean 2-ΔΔCQ (18S rRNA – Gapdh) 

rises only minimally through the first 24 hours, up to a 4.26-fold increase in the 

quantity of 18S rRNA relative to Gapdh.  After this point the mean 2-ΔΔCQ rises 

steadily, reaching its maximum after 72 hours at 37.34.  In the tissues of mice 

decomposed at 22 and 30 °C however, the increase in 2-ΔΔCQ (18S rRNA – Gapdh) is 

not gradual but reaches a ‘peak’, after which it plateaus and begins to reverse.  In 

the tissues of mice decomposed at 22 °C, this peak is reached after 48 hours when 

the mean 2-ΔΔCQ indicates a 141.01-fold reduction in the quantity of Gapdh relative 

to 18S rRNA.  This peak is earlier still in the tissues of mice decomposed at 30 °C, 

where at 24 hours the 2-ΔΔCQ indicates a 543.42-fold reduction in Gapdh quantity.   

 Clearly, the relationship between 18S rRNA and Gapdh expression is not 

linear, but follows a partially sigmoidal profile where little preferential degradation 

happens in the first few hours, followed by a period of rapid change in the 2-ΔΔCQ 

and a subsequent plateau/reversal.  Although this section only presents the 2-ΔΔCQ 

data for a small number of interesting RNA pairings (the whole set of 2-ΔΔCQ data for 

all RNA pairings and post-mortem intervals has been included in Appendix 3, Table 

3.1), this sigmoidal shaped profile is representative of almost all of the data 

generated.  This is in stark contrast to the findings of Sampaio-Silva et al. (6), who 

illustrate a linear expression relationship between Rps29 expression and that of 

Actb, Gapdh, Ppia, Srp72, Alb and Cyp2E1 in mouse skeletal muscle and liver tissue 

(presented previously in Figure 1.8, Section 1.3.2.2.1, Chapter 1).  This study 

however, has several inherent limitations.  Their stability assessment was limited 

only to the first 11 hours post-mortem, in tissues excised from the mouse and 

decomposed ex vivo, and only at room temperature.  Therefore, the outcomes of 

this work provide a much more thorough examination of tissue RNA degradation 

behaviour: in a more natural setting (decomposed in an intact corpse) and over a 

significantly longer and more variable post-mortem interval duration.   

 When Gapdh expression was normalised to that of B2m and Actb by means 

of the 2-ΔΔCQ the degradation profile followed a very similar trend as illustrated in 

Figures 5.21A and 5.21B, albeit with a slightly reduced magnitude of fold-change in 

relative expression. 



191 
 

 

Figure 5.21: Relative expression relationship for (A) B2m and Gapdh and (B) Actb and Gapdh in the skeletal muscle tissue of mice.  Mice were 
decomposed for up to 72 hours at 10 °C (blue data points), 22 °C (red data points) and 30 °C (green data points).  Relative expression was 
calculated using the 2-ΔΔCQ (B2m - Gapdh) and 2-ΔΔCQ (Actb - Gapdh).  All data points represent the mean of n = 3 ± S.E. 
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 Figures 5.21A and 5.21B illustrate that the mean 2-ΔΔCQ (B2m – Gapdh) and  

2-ΔΔCQ (Actb – Gapdh) again exhibit a small and steady increment in the tissues of 

mice decomposed at 10 °C – up to a maximum mean 2-ΔΔCQ (B2m – Gapdh) of 15.87 

and 2-ΔΔCQ (Actb – Gapdh) of 12.06 after 72 hours post-mortem.  The 2-ΔΔCQ rises 

much earlier in the tissues of mice decomposed at 22 and 30 °C, and is more 

pronounced in magnitude.  In the 22 °C data set, mean 2-ΔΔCQ (B2m – Gapdh) 

plateaus out at 88.14 after 72 hours, and rises to 2-ΔΔCQ (Actb – Gapdh) at 73.524 

after the same time interval.  In the 30 °C data set a reversal in the 2-ΔΔCQ can be 

seen as before, where the maximum 2-ΔΔCQ (B2m – Gapdh) of 34.88 and 2-ΔΔCQ (Actb 

– Gapdh) of 31.64 exist after 24 hours post-mortem. 

 The reason for this reversal in 2-ΔΔCQ (18S rRNA – Gapdh), 2-ΔΔCQ  

(B2m – Gapdh) and 2-ΔΔCQ (Actb – Gapdh) is not immediately clear.  This consistent 

outcome even when the expression of Gapdh is normalised to multiple RNAs 

suggests that at some point, the rapid degradation of Gapdh is exhausted somehow 

and the degradation of other RNAs ‘catches up’.  This may simply be a probabilistic 

issue, where the chance of contact between a Gapdh mRNA molecule and some 

enzymatic/chemical agent inducing RNA degradation is reduced when the number 

of Gapdh molecules has dropped dramatically after these long post-mortem 

intervals.  This could explain why this reversal is most prominent in the more 

severely degraded samples decomposed at 22 and 30 °C, but not in those mildly 

degraded RNA samples at 10 °C.  Alternatively, it may be an indicator of some 

altogether unknown physiological factor, dramatically changing the decay 

behaviour of Gapdh.  Similar RNA behaviour was published by Inoue et al. (233), 

who demonstrated that in rat liver, the degradation of Actb, Gapdh and Hprt mRNA 

proceeds linearly during the first three days post-mortem, after which it plateaus 

and the rate of RNA degradation slows to a halt between 3 and 7 days where no 

further degradation was observed. 

 Section 5.3.4.2.2 identified Actb as potentially being the RNA of choice for 

endogenous control purposes in post-mortem tissues where an extended time 

interval between death and sampling is apparent.  Figure 5.18 (Section 5.3.4.2.2) 

demonstrated the remarkably close relationship between B2m and Actb expression 
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in tissues, even in tissue samples where RNA quality had been severely 

compromised by degradation.  On the other hand, Actb and Gapdh exhibited a very 

strong fold-change in expression over 72 hours post-mortem (Figure 5.21B).  

Similarly, Figure 5.22 illustrates that the expression relationship of Actb relative to 

Hmbs and Ubc is not stable. 

In agreement with previous results, the increment in mean 2-ΔΔCQ is steady 

and gradual in the tissues of mice decomposed at 10 °C, peaking after 72 hours 

post-mortem at a 2-ΔΔCQ (Actb – Hmbs) of 2.95 and a 2-ΔΔCQ (Actb – Ubc) of 7.12.  In 

the 22 °C data set, mean 2-ΔΔCQ (Actb – Hmbs) peaks after 48 hours at 14.20 and 

then exhibits a reversal.  The mean 2-ΔΔCQ (Actb – Ubc) instead rises steadily and 

peaks at 21.58 after 72 hours.  In the 30 °C data set a reversal in the 2-ΔΔCQ can be 

seen in both Figure 5.22A and 5.22B, where the maximum 2-ΔΔCQ (Actb – Hmbs) of 

4.01 and 2-ΔΔCQ (Actb – Hmbs) of 10.64 exist after 24 hours post-mortem.  In 

summary, this data demonstrates that Actb mRNA is much less susceptible to 

degradation than Hmbs and Ubc, and that the relative quantity of Hmbs and Ubc 

can reduce as much as 14.2 and 21.58-fold relative to that of Actb because of this 

preferential Hmbs and Ubc degradation. 
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Figure 5.22: Relative expression relationship for (A) Actb and Hmbs and (B) Actb and Ubc in the skeletal muscle tissue of mice.  Mice were 
decomposed for up to 72 hours at 10 °C (blue data points), 22 °C (red data points) and 30 °C (green data points).  Relative expression was 
calculated using the 2-ΔΔCQ (Actb - Hmbs) and 2-ΔΔCQ (Actb - Ubc).  All data points represent the mean of n = 3 ± S.E. 
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 In all of the data presented, it is clear that the ambient temperature to 

which the corpse was exposed has a very profound effect on the rate of RNA 

degradation; the outcomes of RT-qPCR concurring with the previous RNA integrity 

number scores (Sections 5.3.3 and 5.3.4.3).  This is reflected both in the speed of 

onset of visible differential degradation between RNAs and in the magnitude of 

change in the 2-ΔΔCQ for each RNA pairing.  As one may expect, visible RNA 

degradation onsets earlier and is more severe in the tissues of mice exposed to 

warmer conditions, which advances decomposition.  This supports the findings of 

Fontanesi et al. (127, 236), Kuliwaba et al. (87) and Marchuk et al. (86) (Section 

5.1.3.3), all of whom have suggested that the refrigeration of animal meat and 

clinical tissue samples is beneficial for preservation of RNA quality.  It has been 

proposed that by cooling the corpse down during decomposition, this either 

maintains RNases in an inactive state or keeps them sequestered in intracellular 

vesicles (87).  In addition, both Itani et al. (258) and Riggsby et al. (259) 

demonstrated temperature to be a major factor controlling the rate of DNA 

degradation in post-mortem tissue and bone. 

Clearly, the differential stability of RNAs presents a severe interpretational 

obstacle for tissue samples with an extended time interval between death and 

sampling.  Even amongst these commonly implemented endogenous control RNAs 

which are perceived to be amongst the most stably expressed in the transcriptome 

(204), their resistance level to degradation was found to be extremely variable.  18S 

rRNA seems to be heavily protected against degradation by its structural ribosome 

shell (28).  B2m and Actb exhibited a higher level of survivability than Hmbs and 

Ubc.  Gapdh mRNA was depleted unusually rapidly, across all experimental 

conditions. 

Differential degradation of RNAs in post-mortem tissue is not a completely 

new concept.  Zhao et al. (93) identified unusually high stability of EPO mRNA in 

human tissues, relative to GAPDH.  Inoue et al. (233) identified more rapid 

reduction of IL-1β mRNA in rat tissues relative to three endogenous controls, Actb, 

Gapdh and Hprt.  Kuliwaba et al. (87) demonstrated preferential degradation of 

TGFB1 mRNA in human surgical bone specimens, and Pardue et al. (234) the 
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enhanced degradation of Hsp70 mRNA.  It is known that in vivo, RNAs exhibit their 

own unique degradation characteristics determined by sequence motifs and their 

interaction with RNA binding proteins (86).  The half-lives of different RNA species 

are known to vary widely (11).  On the whole, inducible RNAs have the shortest half-

lives (233).  However, post-mortem RNA degradation is poorly understood, and it 

has been proposed that controlled in vivo mechanisms of RNA degradation account 

only for a small proportion of post-mortem RNA decay (260).  For example, a similar 

degradation rate has been characterised for the highly stable endogenous control 

RNA cyclophilin, and the labile COX-2 mRNA in human brain (260).   

To the author’s knowledge, the outcomes of this study represent the first 

time that differential stability has been demonstrated solely between putative 

endogenous control RNAs.  This poses a serious problem for RT-qPCR data 

normalisation in post-mortem tissues.  As such, thorough assessment of an RNA’s 

degradation behaviour is an absolute prerequisite for their implementation into 

diagnostic assays in forensic pathology (93).  The ideal endogenous control RNA has 

a degradation rate mirroring that of the diagnostic gene it is designed to normalise 

(93, 233).  If an endogenous control with an unusually high level of post-mortem 

stability (e.g. 18S rRNA) is used to normalise CQ data pertaining to a gene of 

diagnostic interest, this might ‘skew’ the results to suggest that expression of the 

diagnostic gene is being biologically suppressed (232).  On the contrary, where an 

endogenous control with a particularly low level of post-mortem stability (e.g. 

Gapdh) is used to normalise the data from a diagnostic gene, this may again ‘skew’ 

the results to suggest a biological up-regulation in its expression where this doesn’t 

exist.  It is likely that the use of a single RNA for normalisation purposes will lead to 

a large margin of error (72).  Therefore, it is absolutely crucial that the degradation 

behaviour of all RNAs in a diagnostic assay (endogenous control RNAs and 

diagnostic RNAs) is characterised thoroughly prior to its application to degraded 

RNA samples from post-mortem tissues.  

 

  



197 
 

5.3.4.3 Variability in RNA degradation behaviour 

 Across all of Figures 5.11, 5.13, and 5.15, it is abundantly clear that the 

variability in 2-ΔΔCQ data is very strong between biological replicates.  For each chart 

data was plotted using the mean data obtained from n = 3 mice, with the standard 

error represented in the error bars.  In many instances, the margin for error 

between replicates was significant.  Figure 5.23A below represents the 2-ΔΔCQ (18S 

rRNA – Gapdh) gene expression data for skeletal muscle tissue recovered from mice 

decomposed at 22 °C only.  This duplicates the data presented in Figure 5.13, but 

demonstrating the 2-ΔΔCQ trend for 3 mice individually rather than collectively. 

 Figure 5.23A demonstrates that the general trend of 2-ΔΔCQ (18S rRNA – 

Gapdh) over the 72 hour post-mortem interval is similar between biological 

replicates – beginning with a period of little change, followed by a rapid increase in 

2-ΔΔCQ between 24 to 48 hours and a subsequent plateau/reversal.  However, the 

magnitude of fold-change between the 3 mice – named A, B and C – is substantially 

different, most notably at the 36 and 48 hour post-mortem interval time points.   

To examine more closely the source of this variability, the experiment was 

repeated using intra-mouse replicates, rather than inter-mouse replicates.  The 

experimental design was identical to that described in Section 5.2.1, other than that 

every tissue sample excised from the mouse corpse was divided into 3 

approximately equal parts – named here AA, AB and AC – prior to RNA extraction.  

RNA quantity and quality analysis proceeded as before (data for which has been 

presented in Table 5.6, Section 5.3.3).  RT-qPCR data was analysed using the 2-ΔΔCQ 

formula for all pair-wise combinations of 18S rRNA, B2m, Actb, Gapdh, Hmbs and 

Ubc, the results of which are presented in Table 5.7 alongside those for the inter-

mouse replicates.   

Figure 5.23B presents the data obtained from three intra-mouse replicates, 

describing the expression relationship of 18S rRNA and Gapdh.  What is clear is that 

the degradation profiles of multiple tissue samples from the same mouse mirror 

one another more closely, with less variability in the values for 2-ΔΔCQ (18S rRNA – 

Gapdh) between replicates.   
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Figure 5.23: (A) Inter-mouse variation and (B) Intra-mouse variation in the 2-ΔΔCQ (18S rRNA – Gapdh) expression relationship.  (A) Represents 
2-ΔΔCQ data from three mice: A, B and C.  (B)  Represents 2-ΔΔCQ data for three tissue samples from the same mouse: AA, AB and AC.  Data was 
obtained from the skeletal muscle tissue of mice decomposed at 22 °C only. 
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 A similar outcome was observed for most pair-wise comparisons of 18S 

rRNA, B2m, Actb, Gapdh, Hmbs and Ubc, in that the 2-ΔΔCQ variability was much less 

pronounced when repeatedly sampling from the same mouse.  Data to this effect is 

presented in Table 5.7, which lists the mean 2-ΔΔCQ for all RNA pairings and all post-

mortem intervals when analysing three tissue samples from different mice (inter-

mouse variation) or from the same mouse (intra-mouse variation).  The variability in 

2-ΔΔCQ between replicates is quantified in terms of the coefficient of variation (CV %) 

(standard deviation/mean x 100).  Note that the control point is not presented, 

because its 2-ΔΔCQ is always equal to one. 

 In the vast majority of cases, the variation in 2-ΔΔCQ was substantially lower 

in replicates from the same mouse.  This is presented in bar chart form in Figure 

5.24 below for one particular RNA pairing: illustrating the intra- and inter-mouse 

variation in 2-ΔΔCQ (Ubc – Gapdh) in terms of the coefficient of variation.   

 

 

Figure 5.24: Inter-mouse (blue bars) and intra-mouse (red bars) variability in the 
fold change in gene expression of Ubc and Gapdh in post-mortem tissue.  Data 
was plotted as the 2-ΔΔCQ (Ubc – Gapdh) and the coefficient of variation calculated 
using the mean of n = 3, for mice decomposed at 22 °C for up to 72 hours following 
death.     
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Table 5.7: Raw 2-ΔΔCQ data for all endogenous control RNA pairings.  Table 
illustrates the mean 2-ΔΔCQ (for n = 3) and coefficient of variation (CV %) describing 
the variability of gene expression data between mice (inter-mouse variation) and 
within replicate samples of the same mouse (intra-mouse variation), after 
decomposition for 72 hours at 22 °C.  Lowest CV % marked with an asterisk (*). 

  Inter-mouse variation Intra-mouse variation 

2-ΔΔCQ  
(Gene 1 – 
Gene 2) 

Post-
mortem 
interval 

(h) 

Mean  
2-ΔΔCQ  

Coefficient 
of variation 

(%) 

Mean  
2-ΔΔCQ  

Coefficient 
of variation 

(%) 

18S rRNA – 
B2m 

12 1.45 26.25 1.49 24.99* 

24 0.99 54.72 1.04 38.11* 

36 2.23 50.47 1.01 41.15* 

48 1.69 32.44* 1.82 39.50 

72 1.15 36.67* 1.54 52.99 

18S rRNA – 
Actb  

12 1.65 54.00 1.41 7.62* 

24 1.34 55.33 1.57 34.67* 

36 2.72 47.73 1.54 13.02* 

48 2.68 35.21* 3.22 39.34 

72 1.71 67.66* 1.57 79.31 

18S rRNA – 
Gapdh  

12 2.90 43.26 1.23 13.58* 

24 9.43 65.24 8.84 44.56* 

36 81.90 79.30 19.55 20.47* 

48 141.01 27.85 129.68 19.85* 

72 95.38 14.35* 87.06 31.89 

B2m – Actb 

12 1.22 70.19 0.97 17.14* 

24 1.43 26.34 1.54 13.45* 

36 1.23 7.95* 1.64 25.62 

48 1.60 24.82 1.84 24.63* 

72 1.40 40.01 0.94 26.69* 

B2m – 
Gapdh  

12 1.96 22.24* 0.86 26.60 

24 9.04 24.37 8.33 12.98* 

36 33.43 44.27 20.53 22.06* 

48 86.48 26.87* 76.95 28.25 

72 88.14 27.69* 62.38 35.71 

Actb - 
Gapdh  

12 2.02 47.33 0.88 15.46* 

24 7.00 56.16 5.53 27.26* 

36 27.01 42.59 12.72 13.55* 

48 54.24 15.44* 42.45 19.99 

72 73.52 54.94 72.28 54.38* 

18S rRNA – 
Hmbs  

12 1.59 22.32 1.41 11.49* 

24 5.18 52.32 6.20 38.52* 

36 20.89 42.69 7.24 41.12* 

48 40.81 68.39 26.12 31.97* 

72 12.08 84.65 4.12 62.65* 
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  Inter-mouse variation Intra-mouse variation 

2-ΔΔCQ  
(Gene 1 – 
Gene 2) 

Post-
mortem 
interval 

(h) 

Mean  
2-ΔΔCQ  

Coefficient 
of variation 

(%) 

Mean  
2-ΔΔCQ  

Coefficient 
of variation 

(%) 

B2m – 
Hmbs  

12 1.15 37.67 0.97 20.64* 

24 5.33 5.10* 6.03 15.07 

36 9.97 47.13 7.31 23.07* 

48 24.11 65.59 14.94 17.91* 

72 9.65 67.44 2.58 14.75* 

Actb - Hmbs  

12 1.09 33.68 1.00 8.79* 

24 3.92 29.74 3.99 27.10* 

36 7.97 38.46 4.68 33.22* 

48 14.20 39.70 8.54 33.01* 

72 6.17 47.22 2.83 18.02* 

Hmbs – 
Gapdh    

12 1.85 41.07 0.89 24.08* 

24 1.71 25.96 1.39 14.76* 

36 3.60 54.92 2.85 21.10* 

48 4.23 42.00 5.14 18.25* 

72 18.10 110.42 25.50 52.99* 

18S rRNA – 
Ubc  

12 1.68 35.32 1.14 11.85* 

24 5.09 46.04* 7.35 65.55 

36 14.56 20.73 9.43 16.98* 

48 31.80 52.08 37.05 27.69* 

72 23.98 28.04* 27.15 32.95 

B2m – Ubc  

12 1.26 53.82 0.79 15.59* 

24 5.53 20.51* 6.73 45.78 

36 7.18 30.98 9.95 21.50* 

48 21.31 77.20 21.65 25.32* 

72 23.81 50.54 19.84 46.45* 

Actb – Ubc   

12 1.16 45.87 0.81 7.21* 

24 3.94 15.27* 4.60 60.35 

36 5.82 26.58 6.31 6.46* 

48 14.71 82.64 11.86 11.23* 

72 21.58 80.77 23.16 64.36* 

Ubc – 
Gapdh   

12 1.96 69.78 1.08 12.48* 

24 1.73 42.82 1.35 27.41* 

36 5.20 66.91 2.07 8.00* 

48 6.55 93.94 3.55 9.62* 

72 4.32 43.29 3.24 10.19* 

Hmbs – Ubc  

12 1.06 23.91 0.82 16.50* 

24 1.04 16.63* 1.10 33.70 

36 0.77 32.44 1.40 29.33* 

48 1.31 95.97 1.46 23.70* 

72 5.77 127.67 8.20 63.62* 
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 Overall, the data suggests that RNA degradation behaviour is more 

predictable and less subject to variability in multiple tissue samples from the same 

animal, compared with tissue samples from different animals.  Between individuals, 

the general trend of the data is similar but the magnitude of change in 2-ΔΔCQ is 

much less predictable.  This indicates that RNA decay behaviour in skeletal muscle 

may be subject to external influences such as from other tissue types and organ 

systems, and is unique to each individual.   

It has been noted (Section 5.3.1) that the macroscopic decomposition 

characteristics of mice used in this study did not progress identically over the course 

of the post-mortem interval.  Some exhibited more severe characteristics than 

others, such as: green skin discolouration, hair loss, skin slippage, rigor mortis, 

gaseous abdominal distension and leakage of the gastrointestinal contents.  This 

could be due to inter-mouse differences in the rate of autolysis (breakdown of 

tissue structure by intracellular enzymes such as proteases, lipases and amylases) 

and putrefaction (colonisation and spread of bacteria, fungi and protozoans) (261).  

Irrespective of the potential cause, this work suggests that there is a strong element 

of unpredictability in post-mortem RNA decay behaviour between individuals which 

is rather concerning for future diagnostic application of gene expression analysis.    
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5.3.5 Characterising the relationship between RNA quality and qPCR performance 

 In the previous sections, the degradation behaviour of RNA has been 

assessed in tissues from three perspectives: total RNA quantity (UV-visible 

spectrophotometry), total RNA quality (Bioanalyzer 2100) and the expression of a 

panel of six endogenous control RNAs (RT-qPCR).  However, for diagnostic analyses 

in forensic pathology the technique of primary interest is RT-qPCR.  This allows 

characterisation of the up- or down-regulation of genes of pathological interest.  

Total RNA quantification and quality analysis are used as screening indicators, to 

identify samples which are suitable for RT-qPCR and which should be analysed with 

caution or even discarded. 

  In particular, the measured RNA integrity number (RIN) of a tissue RNA 

sample is used to identify whether the results of RT-qPCR are likely to be 

compromised by RNA fragmentation.  Although the manufacturer stipulates no 

minimum ‘cut off’ RIN below which samples are deemed too fragmented for further 

analysis, several thresholds have been suggested in the literature.  Weis et al. (138) 

suggested an optimum minimum RIN of 3.95, prior to further analysis by 

microarrays.  Fleige et al. on the other hand, suggested the higher RIN 5 as being a 

more appropriate minimum threshold where gene expression analysis is to be 

performed by RT-PCR (212). 

 When working with post-mortem tissue samples, it is impossible to obtain 

pristine, high quality RNA samples with which to work.  Therefore, it is important to 

understand after what point post-mortem RNA fragmentation is likely to 

compromise the reliability and reproducibility of gene expression data.  This section 

aims to ascertain whether a relationship exists between RIN and the results of RT-

qPCR, and whether RIN can be used as a predictor of the credibility of CQ data. 

 Figure 5.25 presents the collated data from all mouse skeletal muscle tissue 

samples used in this study, describing the relationship between total RNA integrity 

and the fold-reduction (ΔCQ) in the measured quantity of each RNA: 18S rRNA, B2m, 

Actb, Gapdh, Hmbs and Ubc.  A strong relationship exists between the two features, 

with the lowest RNA integrities associated with the largest ΔCQ.  
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Figure 5.25: Relationship between RNA integrity (RIN) and the RT-qPCR results 
upon amplification of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc.  Results 
represent the whole spectrum of post-mortem intervals and data pertaining to the 
skeletal muscle tissue of mice decomposed at 10, 22 and 30 °C.  For illustrative 
purposes, the two published RIN thresholds of 3.95 (138) and 5 (212) have been 
added to the chart in the form of a red dotted line. 

 

 This trend was identical for all of the six RNAs when plotted individually 

against RIN (data shown only for collated results).  It is clear however, that the 

relationship between RIN and ΔCQ in post-mortem tissues is not linear.  Depicted in 

red in Figure 5.25 are the two minimum RIN thresholds of Weis et al. (138) and 

Fleige et al. (212).  Variation in gene expression is most prominent at the far left of 
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Figure 5.25, where RNA integrity falls below 3.95.  Between 3.95 and 5, the 

magnitude of change in ΔCQ is much less significant, and is relatively similar to good 

quality RNA samples above RIN 5.   

 In order to examine more closely the reproducibility of gene expression data 

at these different levels of integrity, RNA samples were split into three categories: 

‘high’ quality (RIN > 5, n = 26); ‘medium’ quality (3.95 < RIN < 5, n = 5); and ‘low’ 

quality (RIN < 3.95, n = 32).  The boundaries of these categories were selected in 

response to the two published RIN thresholds depicted in Figure 5.25.  Figure 5.26 

below illustrates the results of this analysis, in which the raw CQ for each of 18S 

rRNA, B2m, Actb, Gapdh, Hmbs and Ubc is depicted in boxplot form for each of the 

three RIN categories.  It can be seen that for all of the six RNAs, median CQ was 

lowest in high quality RNA samples with a RIN > 5; indicating improved target RNA 

quantity.  Median raw CQ increased with reducing RNA quality, confirming that the 

fragmentation of RNA was associated with a reduction in the measurable quantity 

of each RNA.  In the poorest quality RNA samples (RIN < 3.95) the median CQ was at 

its highest for all six RNAs.  Variability in CQ was also much wider in this sample set, 

indicating that the reproducibility of RT-qPCR data was compromised in poor quality 

RNA samples.  This strong variability was particularly prominent for B2m (Figure 

5.26B), Gapdh (Figure 5.26D), Hmbs (Figure 5.26E) and Ubc (Figure 5.26F), 

demonstrated in the wider interquartile range. 
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Figure 5.26: Relationship between RNA quality and raw CQ for each of (A) 18S rRNA, (B) B2m, (C) Actb, (D) Gapdh, (E) Hmbs and (F) Ubc for 
three RIN categories.  The three categories were defined as ‘high’ (RIN > 5); ‘medium’ (3.95 < RIN < 5); and ‘low’ quality (RIN < 3.95).  Results 
represent data for n = 26, 5 and 32 respectively.  Mean CQ was compared between the three RIN categories using a one-way ANOVA and 
Fisher’s Least Significant Difference test (*p < 0.05, **p < 0.01).   

(A) (B) (C) 

(D) (E) (F) 
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All six data sets were confirmed to exhibit a normal distribution using 

Anderson-Darling’s normality test (data not shown).  As such, the data was analysed 

using a one-way ANOVA and Fisher’s Least Significant Difference test, the results of 

which have been incorporated into Figures 5.26A through 5.26F.  It was found that 

for all of B2m (Figure 5.26B), Actb (Figure 5.26C), Gapdh (Figure 5.26D), Hmbs 

(Figure 5.26E) and Ubc (Figure 5.26F), RNA samples with a RIN < 3.95 (categorised 

as ‘low’ quality) exhibited a significantly higher mean CQ than in the ‘medium’ and 

‘high’ quality RNA samples (p = 0.000).  Although for many RNAs (Gapdh, Hmbs and 

Ubc in particular) a small increment in CQ was observed upon reduction of RNA 

quality from RIN > 5 to 3.95 < RIN < 5, in no instances was this deemed to be 

statistically significant. For 18S rRNA, a statistically significant difference in mean CQ 

was only observed between the ‘high’ and ‘low’ RNA quality categories (p = 0.019, 

Figure 5.26A). 

Overall, the results of the one-way ANOVA suggest that there is no 

statistically significant change in mean CQ upon decline of the RNA quality from  

RIN > 5 to RIN > 3.95.  However, further RNA fragmentation causing RIN to fall 

below 3.95 induced a statistically significant increase in CQ, indicative of measurable 

loss of the 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc RNAs.  As such, it has been 

concluded that for this data generated with a mouse decomposition model the 

minimum RIN threshold of 3.95 suggested by Weis et al. (138) more accurately 

provides a ‘cut off’ below which the results of RT-qPCR are compromised; more so 

than the RIN 5 threshold suggested by Fleige et al. (212).  This is a positive outcome, 

as use of this lower RIN threshold improves the proportion of post-mortem tissue 

samples which are deemed appropriate for RT-qPCR analysis – from 32/63 (50.8%) 

to 37/63 (58.7%). 

Fleige et al. (128, 212) also demonstrated that the size of the qPCR target 

amplicon had a significant effect on the relationship between RIN and ΔCQ.  

Although they recommended a minimum RIN of 5 to improve the reproducibility of 

qPCR data, Fleige et al. (212) acknowledged that very short target sequences of RNA 

are more robust against degradation; with the CQ for those less than 200 

nucleotides in length remaining largely unaffected until the RIN dropped below 3.5.  
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This outcome is supported by Antonov et al. (262), using data from chemically 

hydrolysed RNA.  All of the qPCR target sequences used in this study ranged 

between 61 (18S rRNA) and 107 (Gapdh) nucleotides in length; well within this 

recommended size range for improved amplification from poor quality RNA 

samples.  The effect of qPCR amplicon length on the results of RT-qPCR when 

analysing post-mortem tissues will be addressed in Chapter 7, and thus will not be 

discussed further. 

It has been shown already that the RIN algorithm loses sensitivity and its 

ability to quantify further RNA degradation at the lower end of the RIN scale 

(Section 5.3.3).  This accounts for the very wide variability in ΔCQ at around RIN 2 to 

RIN 3 (Figure 5.25).  Continued RNA degradation is characterised by the gradually 

increasing ΔCQ for all six RNAs, but the RIN remains static.  To date, the author is 

unaware of any published study demonstrating this ‘saturation’ of the RIN in 

extremely poor RNA quality samples, although attempting to work with such 

samples is particularly unusual in the field of RNA analysis. 

The non-linearity of the observed relationship between RIN and RT-qPCR CQ 

contradicts the findings of Fleige et al. (212).  They demonstrated that by artificially 

degrading human RNA the relationship between RIN and the change in CQ (for all of 

18S rRNA, 28S rRNA, ACTB and IL-1β) exhibited a strongly linear trend.  However, 

this study used a substantially different methodology than has been applied here – 

where RNA samples were artificially degraded in vitro by illumination with UV-C 

radiation or by treatment with purified RNase.  This makes for much more 

predictable and consistent RNA decay behaviour than would be expected in a 

biological system, and likely accounts for this difference.   
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5.3.5 Induction of RNA expression during the supravital reaction 

 It is of significant interest to determine for how long after death tissue 

samples remain transcriptionally active.  To try to identify this, a short study was 

conducted to examine the expression of nine RNAs in skeletal muscle tissue during 

the first 3 hours following death.  These nine targets were selected in an attempt to 

characterise RNAs whose expression was likely to be up-regulated as a response to 

the extreme stress to which tissues are exposed during/after death.   

 Unfortunately, analysis of Jun had to be abandoned due to technical 

difficulties in quantifying the expression of this target by RT-qPCR.  Despite being 

3,187 nucleotides in length the Jun transcript has no intron-exon structure, i.e. the 

transcript does not undergo splicing to remove non-coding introns; meaning that 

the DNA gene has an identical sequence to its transcribed RNA.  This makes for 

difficulty in designing RT-qPCR primers, which would normally span an exon-exon 

boundary to prevent amplification of contaminating DNA.  Only one Jun assay was 

commercially available from Life Technologies, and this was found to have an 

unexpectedly poor qPCR efficiency and strong amplification of DNA contamination 

in negative controls.  As a result, this target was removed from further analysis.   

 Of the other eight RNA targets, seven were not found to be up-regulated to 

any biologically significant degree in tissues in the minutes/hours immediately 

following death as illustrated in Figure 5.27: Tgfb1, Casp3, Fas, Fadd, Dff40, Casp6 

and Apaf1.  Figure 5.27 illustrates their expression normalised to that of the 

endogenous control gene B2m.  Similar results were obtained upon normalisation 

of the data sets to two other endogenous control RNAs, 18S rRNA and Actb (data 

not shown).  As Figure 5.27 illustrates, the fold-change expression of each of the 

seven RNAs does not conform to any particular trend post-mortem, as none 

deviates appreciably from 1.  Surprisingly, none of the six apoptosis-associated 

RNAs were found to be up-regulated in post-mortem skeletal muscle.  This is in 

contention with the outcomes of Sanoudou et al. (240), who named apoptotic cell 

death as one of the major gene families to exhibit up-regulation in skeletal muscle 

after death. 
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Figure 5.27: Expression of Tgfb1 (blue data points), Casp3 (red data points), Fas 
(green data points), Fadd (purple data points), Dff40 (orange data points), Casp6 
(dark green data points) and Apaf1 (yellow data points) in mouse skeletal muscle 
tissue during the first 3 hours post-mortem, normalised to the endogenous 
control gene B2m by means of the 2-ΔΔCQ method.  Data represents mean of n = 3.  
Error bars have been omitted for clarity. 

 

 On the other hand, Fos expression was increased approximately 2.8, 2.3 and 

2.9-fold when normalised to the three endogenous control gene RNAs 18S rRNA, 

B2m and Actb respectively (Figure 5.28).  The expression of these three control 

RNAs is assumed to be stable during this time.  As can be seen in Figure 5.28, 

induction of Fos expression is strongest during the first 30 minutes post-mortem.  

After this point, up-regulation in Fos expression appears to reverse itself, most likely 

resulting from the strong instability of the Fos transcript itself (11).  It has been 
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previously estimated that the Fos transcript degrades in live cells with an 

approximate half-life of only 15 minutes (263).  This instability is conferred by 

sequence elements in the Fos transcript.  Rapid turnover of Fos is physiologically 

important as the gene product is only transiently required in short bursts in 

response to specific extracellular signals; unnecessary expression of Fos can be 

detrimental to cell development and survival.   

 

 

Figure 5.28: Expression of Fos mRNA in mouse skeletal muscle tissue during the 
first 3 hours post-mortem, normalised to the endogenous control genes 18S rRNA 
(blue data points), B2m (red data points) and Actb (green data points) by means 
of the 2-ΔΔCQ method).  Data represents mean of n = 3.  Error bars have been 
omitted for clarity. 
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 This data provides evidence of strong transcription of Fos mRNA during the 

first 30 minutes post-mortem.  However by three hours, any detectable increase in 

Fos expression is diminished through degradation; degradation that appears to 

follow a linear profile.  This in part mirrors the findings of Ikematsu et al. (97), who 

identified four RNA transcripts (named S1 – S4) whose expression was induced in 

the first 30 minutes post-mortem in the skin of mice killed by compression of the 

neck.  Unfortunately, Ikematsu et al. did not examine any subsequent time points 

making it unclear whether this effect on gene expression was maintained beyond 30 

minutes.  In addition, in a subsequent article Ikematsu et al. (239) illustrated that 

Fos and FosB expression were up-regulated in the lung tissue of mice killed by 

mechanical asphyxiation.  However by 60 minutes, this effect was lost similar to the 

outcomes of this study. 

 In summary, the outcomes of this short piece of work suggests that the 

transcription of new RNAs stops somewhere between 30 and 60 minutes post-

mortem.  Clearly, this work is limited in that the expression of only a small number 

of RNAs has been considered, and only in a single tissue type (skeletal muscle).  

However, this type of work is probably more effectively achieved using larger-scale 

technologies such as microarrays and RNA sequencing; both of which can screen for 

the expression of hundreds or even thousands of RNA transcripts simultaneously.  

Both of these technologies are out with the time frame and the financial restrictions 

of this project.  Such large-scale screening technologies are vital for identification of 

RNAs with expression profiles restricted to specific causes of death. 
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5.4 Summary and conclusions 

The focus of this chapter has been to try and identify a time span during 

which gene expression analysis of post-mortem tissues provides data which reflects 

that at the time of death, and to identify any factors which might stretch/shorten 

this time span.  Towards this aim, Box 5.1 at the beginning of this chapter presented 

seven research ‘questions’ which this work endeavoured to answer.  To conclude, 

these questions will be revisited to contextualise the original aims with the data 

presented in this chapter. 

 
For how long after death can RNA still be successfully extracted from tissues? 
 
Over the maximum 72 hour post-mortem interval examined, and even under the 

most aggressive decomposition conditions, no skeletal muscle tissue sample yielded 

a quantity of RNA that was insufficient for downstream analyses.  As a result, this 

study has not identified a time span during which RNA can still be successfully 

extracted from tissues.  This demonstrated long-term survivability of total RNA in 

tissues after death is a positive outcome for the future of gene expression analysis 

in forensic pathology. 

 
What quantity of RNA can be extracted from post-mortem tissue, and can the tissue 
RNA yield be correlated with the post-mortem interval? 
 
In the tissues of mice decomposed at 10 and 22 °C, no decline was observed in 

tissue RNA content with increasing post-mortem interval.  Under more aggressive 

decomposition conditions at 30 °C however, an approximately linear decline in RNA 

yield was observed with passing time post-mortem.  Regardless of the post-mortem 

conditions, RNA yield was found to exhibit strong variability between replicates 

making it a very poor predictor of RNA degradation.   

 
How good is the quality of RNA extracted from post-mortem tissue, can this quality 
be correlated with the post-mortem interval and after what post-mortem interval 
does RNA quality fall below published guidelines for gene expression analysis? 
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The decline in skeletal muscle RNA quality with increasing post-mortem interval was 

not linear but exhibited a sigmoidal profile: with RNA degradation slow to ‘kick in’, 

and plateauing out at the lower edge of the RIN spectrum.  A significant reduction in 

mean RNA quality was detected after 24, 9 and 6 hours in mice decomposed at 10, 

22 and 30 °C respectively.  RNA quality fell below the minimum RIN of 3.95 

suggested by Weis et al. (138) after 36, 24 and 12 hours upon decomposition at 10, 

22 and 30 °C respectively. 

 
Can the expression level of individual RNA transcripts (as measured by RT-qPCR) be 
correlated back to the RNA quality? 
 
A strong relationship was observed between the expression level of 18S rRNA, B2m, 

Actb, Gapdh, Hmbs and Ubc and the RNA quality (RIN).  This relationship however, 

was not linear.  As anticipated, the lowest quality samples (low RIN, heavily 

fragmented RNA) were associated with a significantly reduced measurable quantity 

of these six RNAs using RT-qPCR.  The published minimum RIN threshold of 3.95 

suggested by Weis et al. (138) was deemed to be the most appropriate ‘cut off’ 

point; below which RT-qPCR data exhibited high CQs and poor reproducibility. 

 
How does the ambient temperature to which the corpse is exposed during the post-
mortem interval affect RNA decay behaviour, with respect to tissue RNA quantity, 
quality, and the expression of individual RNAs? 
 
It has been shown that the ambient temperature conditions in which the corpse is 

decomposed have a very profound effect on the rate of RNA degradation and upon 

its severity.  As one might have expected, total RNA yield and quality are 

significantly improved when decomposition is slowed at low ambient temperatures.  

The post-mortem interval during which RNA quality remained above published 

minimum RIN guidelines (138) was stretched to 36 hours by refrigeration of the 

corpse at 10 °C.  Individual RNAs were also preserved (18S rRNA, B2m, Actb, Gapdh, 

Hmbs and Ubc) at low temperatures: with visible onset of degradation restricted to 

24 – 36 hours, 12 – 24 hours and 6 – 12 hours in the tissues of mice decomposed at 

10, 22 and 30 °C respectively.  This strong dependency of RNA degradation on 

ambient temperature is problematic for post-mortem gene expression analysis, 



215 
 

particularly where the ambient conditions are unknown (as is true in most 

casework), or where it is to be used for post-mortem interval estimation (Section 

1.3.2.2.1, Chapter 1). 

 
Do distinct RNA transcripts decay at the same rate in post-mortem tissue, or does 
each RNA transcript have its own unique degradation behaviour as is true in live 
cells? 
 
It was found that the six endogenous control RNAs examined exhibited wide 

variability in their stability.  The rank order of stability was consistent across all 

tissue samples: with 18S rRNA exhibiting the highest level of stability and Gapdh the 

lowest.  18S rRNA in particular exhibited very unusual decay behaviour; with some 

post-mortem tissue samples actually presenting improved 18S rRNA yield in the 

early stages of decomposition.  Both geNorm and NormFinder deemed Actb to be 

the most stably expressed endogenous control RNA for normalisation purposes.  

The relative levels of 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc changed 

drastically over the course of the post-mortem interval, up to 500-fold.  This 

differential stability of RNAs presents a serious interpretational issue for gene 

expression data derived from tissue samples with a long post-mortem interval, 

highlighting the requirement for thorough characterisation of an RNA’s decay 

behaviour prior to its use in any diagnostic assay. 

 
Is RNA expression induced during the supravital reaction, and if so, for how long 
after death does transcription still occur? 
 
Of the RNAs examined in this study, Fos was the only target RNA found to have up-

regulated expression in mouse skeletal muscle tissue (2.3 to 2.9-fold) in the minutes 

immediately following death.  When the RT-qPCR data was normalised to that of 

the endogenous controls 18S rRNA, B2m and Actb, new transcription of Fos RNA 

appeared to cease somewhere between 30 to 60 minutes post-mortem.  This is a 

positive outcome, indicating that cells seem to retain transcriptional activity during 

the first 30 minutes following death.  It is therefore reasonable to expect that the 

death ‘event’ itself leaves an identifiable mark on the transcriptome as a whole. 
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Chapter 6: Is ex vivo tissue decomposition a valid 

simulation for post-mortem RNA analyses? 

 

6.1 Introduction 

6.1.1 Using an ex vivo decomposition model to study RNA decay behaviour 

 Throughout the experimentation presented thus far, an in vivo 

decomposition model has been adopted to study the degradation of RNA in tissues.  

Following this experimental design, RNA-containing tissues were allowed to 

decompose in the organism as a whole after death (Section 5.2.1, Chapter 5).  The 

integrity of each mouse corpse was maintained to the highest possible standard, to 

best simulate a natural setting where a corpse would be allowed to decompose 

uninterrupted.   

However, it is clear that the use of an alternative ex vivo simulation is 

becoming ever popular in this area of research.  Under this experimental design, the 

organism is dissected immediately following death and tissue types are separated 

and allowed to decompose individually in a test tube.  To illustrate this problem, 

Table 6.1 presents a summary of the experimental design strategy of a number of 

key studies in the field categorising them based on whether they followed an in vivo 

or ex vivo design for decomposition. 
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Table 6.1: Summary of published post-mortem RNA expression studies, illustrating 
differences in experimental design particularly with regard to in/ex vivo tissue 
decomposition. Included are the species, tissue substrate and details of the post-
mortem interval duration and conditions examined. 

In vivo decomposition model Ex vivo decomposition model 

Heinrich et al. (82) 
Human; many tissue types; up to 118 
hours post-mortem interval in 
unknown conditions 

Sampaio-Silva et al. (6) 
Mouse; many tissue types; up to 11 
hours post-mortem interval at room 
temperature 

Heinrich et al. (72) 
Human; brain, heart and skeletal 
muscle; up to 118 hours post-mortem 
interval in unknown conditions 

Li et al. (80) 
Rat; heart; up to 168 hours post-
mortem interval at room temperature 

Marchuk et al. (86) 
Rabbit; connective tissues (tendon, 
ligament and cartilage); up to 96 hours 
post-mortem interval at 4 °C 

Fitzpatrick et al. (242) 
Cow; reproductive tissues (ovary, 
oviduct and uterus); up to 96 hours 
post-mortem interval at room 
temperature 

Bauer et al. (5) 
Human; blood and brain; up to 145 
hours post-mortem interval at 4 °C 

Seear et al. (206) 
Fish; kidney, brain, liver and skeletal 
muscle; up to 24 hours post-mortem 
interval at room temperature 

Koppelkamm et al. (81, 160) 
Human; brain, skeletal muscle and 
heart; up to 48 hours post-mortem 
interval in unknown conditions 

Kuliwaba et al. (87) 
Human; bone (autopsy and surgical); 
up to 72 hours post-mortem interval at 
4, 22 and 37 °C 

Inoue et al. (233) 
Rat; brain, lung, liver and heart; up to 7 
days post-mortem interval at 20 °C 

Fontanesi et al. (127, 236) 
Pig; skeletal muscle; up to 48 hours 
post-mortem interval at 4 °C 

Catts et al. (264) 
Mice; brain tissue only; up to 48 hours 
at 25 °C 

Bahar et al. (85) 
Cow; skeletal muscle, liver and adipose 
tissue; up to 22 days at 4 °C  

 

Clearly, an ex vivo simulation has many practical advantages.  It eliminates 

the requirement to store whole animals for extended periods of time, and reduces 

the number of animals required for experimentation.  In addition, in some settings 

ex vivo decomposition is actually favourable – for example, studying the decay of 

RNA during the processing of animal meat in veterinary research (127, 236).   

However, there is a paucity of data available in the public domain to confirm 

that RNA decay behaviour is consistent across both settings and that direct 

comparisons can be made between the two.  When tissues are maintained within 
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the corpse as a whole, it is reasonable to expect that RNA degradation is influenced 

by enzymatic, chemical and microbial factors from surrounding tissues and organ 

systems which might enhance RNA degradation.  On the converse, it has been 

proposed that in intact tissue RNA is protected against enzymatic attack through 

the sequestering of RNases within intracellular vesicles such as lysosomes (87).  

Interruption of the integrity of the tissue structure (e.g. by dissection and tissue 

processing) is likely to disturb these delicate membrane bound structures, releasing 

degradative enzymes and thus accelerating RNA damage (87).  Additionally, removal 

of tissues from the body is likely to bring them into contact with exogenous RNases 

which might further hasten RNA decay (87).  Taking all of these competing 

propositions into account, it is extremely difficult to hypothesise whether RNA 

degradation is likely to proceed faster or slower when tissues are removed from the 

body. 

Very few studies to date have actually acknowledged the problems which 

exist surrounding the direct comparison of RNA expression data generated using 

these two opposing methodologies.  Sampaio-Silva et al. (6) recognised the issue 

with regard to their experimental design.  They developed a predictive model for 

post-mortem interval using gene expression data generated from mouse skeletal 

muscle, decomposed in an ex vivo fashion for up to 11 hours post-mortem.  With 

this model, they subsequently attempted to estimate the post-mortem interval for 

a small number of skeletal muscle tissue samples decomposed in vivo (for 1, 4 and 

10 hours post-mortem).  Sampaio-Silva et al. claim high predictive accuracy for their 

model: with post-mortem interval estimates of 1.9 ± 0.01 hours, 4.1 ± 0.87 hours 

and 9.8 ± 1.87 hours for skeletal muscle tissue samples decomposed in vivo for 1, 4 

and 10 hours respectively.  Although this preliminary outcome is clearly promising 

in demonstrating that RNA behaviour is consistent across both settings, a small 

handful of samples are not sufficient to make reliable conclusions with regards to 

the validity of this experimental design.  Much work still has to be done to endorse 

this ex vivo simulation as providing utilisable gene expression data. 
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6.1.2 Experimental design, aims and objectives 

 This chapter will compare the decay characteristics of RNA in mouse post-

mortem tissue under two settings:  

1) In vivo, where the mouse is left to decompose intact and tissue samples are 

harvested from the corpse after passage of a specific post-mortem interval 

2) Ex vivo, where the mouse is dissected to remove tissue types immediately after 

death and decomposed for a specific time period in a tube 

The tissue types examined in this chapter were expanded from solely 

skeletal muscle, utilised in previous chapters, to include kidney, liver and heart.  

This allowed a more comprehensive analysis of RNA decay behaviour across both 

settings, and in tissue types localised to different areas of the body.  For example, it 

is reasonable to expect that the degradation of RNA in organs protected within the 

abdominal cavity (and in close proximity to the microbe-rich gastrointestinal tract) 

might differ from skeletal muscle, which is located just under the surface of the 

skin. 

The literature available to date supports the contention that RNA behaves 

differently across post-mortem tissue types (6, 81, 85, 86, 206, 233, 242).  

Physiologically, some tissue types are known to have a high RNase content based 

upon their functionality making RNA more prone to rapid degradation; e.g. liver, 

pancreas and stomach (127, 242).  On the converse, RNA is known to be particularly 

stable in brain, lung and fibrous tissue types such as heart, skeletal muscle, tendon 

and ligament (6, 81, 85, 86, 127, 206, 233).  This chapter will examine the effect of 

tissue type (skeletal muscle, kidney, liver and heart) on the onset and rate of post-

mortem degradation.  This will be followed by direct comparison of in vivo and ex 

vivo RNA decay behaviour in these four tissue types.  

 RNA was examined in the skeletal muscle, kidney, liver and heart tissue of 

mice allowed to decompose for up to 48 hours.  Mice in the in vivo category were 

killed and allowed to decompose for 8, 24 or 48 hours; after which the mice were 

dissected and tissues harvested.  On the other hand, mice in the ex vivo category 
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were stripped of skeletal muscle, kidney, liver and heart immediately following 

death.  These tissue types were left to decompose individually for 8, 24 or 48 hours 

in a sterile microcentrifuge tube.  All tissue samples were subjected to extraction to 

provide pure RNA, which was analysed for degradation using a panel of three 

techniques as before. 

 Total RNA quantity was assessed by UV-visible spectrophotometry (Section 

1.4.2, Chapter 1), to determine whether a reduction in total RNA yield due to 

degradation could be observed in any of the four tissue types.  Total RNA quality 

was assessed using the Bioanalyzer 2100 (Section 1.4.3, Chapter 1) to examine the 

fragment size distribution of RNA molecules recovered.  The degree of RNA 

degradation was quantified using the RNA integrity number (RIN) algorithm.  Finally, 

the expression of two endogenous control RNAs was quantified by RT-qPCR: 18S 

rRNA and Gapdh (Sections 1.4.4 and 1.4.5.2, Chapter 1).  These two target RNAs 

were selected in response to the outcomes of Section 5.3.4, Chapter 5, which 

illustrated them to exhibit decay behaviour of two opposing extremes in skeletal 

muscle: 18S rRNA exhibiting very high stability and Gapdh mRNA poor stability. 

 For clarity, Box 6.1 below summarises the questions to be answered through 

the research presented in Chapter 6. 

 

Box 6.1: Objectives/questions to be answered within Chapter 6 

Does RNA (total RNA and 18S rRNA/Gapdh) degrade at the same rate in skeletal 

muscle, kidney, liver and heart, or is the decay behaviour tissue specific?  

Does removal of tissues (skeletal muscle, kidney, liver and heart) from the mouse 

corpse affect RNA (total RNA and 18S rRNA/Gapdh) degradation behaviour?  Is this 

‘test tube’ simulation an appropriate experimental design for studies in post-

mortem gene expression analysis? 

  



221 
 

6.2 Method 

6.2.1 Tissue sample preparation 

All experimental steps involving live animals were performed in accordance 

with the ethical guidelines set out by the Biological Procedures Unit within 

Strathclyde Institute of Pharmacy and Biomedical Science.  The animals utilised 

were 12 week old, male C57/BL6J laboratory mice.  A total of 16 mice were killed by 

cervical dislocation and processed in three categories: control mice, ex vivo 

decomposed mice and in vivo decomposed mice.  It should be noted that this small 

sample size (n = 4 per time point) was a consequence of the limited resources 

available for this project, rather than a conscious choice during the experimental 

design and planning stage.    

For the control and ex vivo tissue samples, four mice were dissected 

immediately after death, harvesting from each skeletal muscle, kidney, liver and 

heart tissue.  Each tissue type was divided into four aliquots: 

 A control tissue sample, preserved immediately in RNAlater® and used for 

reference purposes to assess the quality of RNA in tissues at the time of 

death (within the first 15 minutes) 

 An 8 h tissue sample, left to decompose ex vivo in a 1.5 mL tube for 8 h at 

room temperature (22 °C) prior to the addition of RNAlater® 

 A 24 h tissue sample, left to decompose ex vivo in a 1.5 mL tube for 24 h at 

room temperature (22 °C) prior to the addition of RNAlater® 

 A 48 h tissue sample, left to decompose ex vivo in a 1.5 mL tube for 48 h at 

room temperature (22 °C) prior to the addition of RNAlater® 

All 1.5 mL tubes used were certified as DNA, DNase, RNase and pyrogen free (Elkay 

Laboratory Products, Basingstoke, UK).  Of the other 12 mice, four were 

decomposed for each of 8, 24 and 48 h at room temperature (22 °C).  After the 

relevant post-mortem interval, these mice left to decompose intact (in vivo tissue 

decomposition) were dissected to harvest skeletal muscle, kidney, liver and heart 
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tissue.  These tissue samples were preserved and stored in RNAlater® as before 

(Section 2.2.2, Chapter 2) until a convenient time for RNA extraction. 

 

6.2.2 RNA purification, quantification and quality assessment 

RNA was purified from skeletal muscle, kidney, liver and heart tissue 

samples with the TRI Reagent® extraction system using the protocol described in 

Section 2.2.3.3, Chapter 2.  RNA extracts were treated with TURBO DNA-free® to 

remove residual DNA contamination, as described in Section 2.2.3.4, Chapter 2.  

RNA was quantified by UV-visible spectrophotometry using the Nanodrop-1000 

platform (Section 2.2.4, Chapter 2) and then subjected to quality analysis on the 

Bioanalyzer 2100 instrument using the RNA Pico 6000 kit, following the protocol 

described in Section 2.2.5, Chapter 2. 

 

6.2.3 Gene expression analysis by RT-qPCR 

Following RNA quantification, samples were diluted in RNase-free water 

(Ambion, Life Technologies, Paisley, UK) to a concentration of 100 ng/µL and 

reverse transcribed into cDNA with the High Capacity cDNA Reverse Transcription 

Kit (Applied Biosystems, Life Technologies, Paisley, UK) (Section 2.2.6, Chapter 2).  

The resultant cDNA products were diluted 1:12 in RNase-free water to prevent 

qPCR inhibition through carryover of high concentration buffers and reverse 

transcriptase.   

 cDNA samples were amplified to quantify the presence of two endogenous 

control RNAs: 18S rRNA and Gapdh.  Section 2.2.7, Chapter 2 describes the protocol 

for amplification of cDNAs by real time PCR and the TaqMan® technology.  Details 

of the PCR assays used against 18S rRNA and Gapdh (i.e. assay ID, target transcript 

function, amplicon site, length and all quality control data) are included in Tables 

A1.1 and A1.2, Appendix 1.  Gene expression data was analysed in the Microsoft 

Excel 2010 and Minitab 16 (Minitab Inc.) statistical softwares. 
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6.3 Results and discussion 

6.3.1 Differential degradation of RNA in accordance with tissue type (in vivo) 

6.3.1.1 Total RNA quantity: UV-visible spectrophotometry 

 The outcomes of Section 5.3.2, Chapter 5 suggest that in skeletal muscle, the 

yield of recovered RNA from tissues does not decrease appreciably over the first 72 

hours post-mortem unless under particularly aggressive decomposition conditions 

(at 30 °C).  To assess whether this is the case also for kidney, liver and heart tissue, 

the quantity of RNA recovered from these three tissue types (per 1 mg tissue) was 

measured by UV-visible spectrophotometry for mice decomposed at 22 °C for up to 

48 hours (<0.25, 8, 24 and 48 hours) post-mortem; the results of which are 

presented in Figure 6.1. 

 Figure 6.1 demonstrates that the mean yield of RNA obtained from muscle 

and heart tissue is much less than that of kidney and liver.  This results from their 

relatively low cellular content and high abundance of contractile proteins, collagen 

and connective tissue (118).  No particular trend is observable for either skeletal 

muscle or heart tissue, with the mean RNA yield remaining reasonably static over 

the course of the post-mortem interval.   
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Figure 6.1: Yield of RNA from mouse skeletal muscle (blue data points), kidney 
(red data points), liver (green data points) and heart (purple data points) tissue 
samples collected until 48 hours post-mortem, for animals stored at 22 °C.  Points 
represent total RNA quantity determined by UV-vis spectrophotometry (in 
nanograms) per 1 milligram of tissue extracted.  Data represents mean ± S.E. for  
n = 4. 

 

On the other hand, after a 48 hour post-mortem interval kidney and liver 

both yield a visibly reduced quantity of RNA.  The RNA yield data for all four sample 

sets was deemed to be normally distributed using the Anderson-Darling normality 
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heart respectively).  As such, the data sets were assessed using Pearson’s product 

moment correlation to establish whether a linear relationship exists between post-

mortem interval and the yield of RNA recovered from any of the four tissue types.  

A statistically significant, negative linear correlation between post-mortem interval 

and RNA yield was observed for kidney (r = -0.652, p = 0.006) and liver (r = -0.699,  

p = 0.003), but no such correlation was apparent for skeletal muscle (r = -0.115, p = 

0.671) or heart (r = -0.148, p = 0.585).   

Analysis of kidney and liver RNA yield with a one-way ANOVA in both tissue 

types characterised a significant difference in mean RNA yield when compared 

between post-mortem intervals (kidney p = 0.013, liver p = 0.004).  Fisher’s Least 

Significant Difference test was able to illustrate a statistically significant reduction in 

mean kidney RNA yield at 48 hours post-mortem interval relative to 0 and 8 hours 

only; and similarly in liver, a statistically significant reduction in mean RNA yield 

after 48 hours post-mortem relative to all other post-mortem intervals examined.  

These differences can be clearly visualised in Figure 6.1. 

 

6.3.1.2 Total RNA quality: Bioanalyzer 2100 

 In addition to RNA yield, the relationship between post-mortem interval 

duration (up to 48 hours, at 22 °C) and the quality of tissue RNA was examined for 

each of skeletal muscle, kidney, liver and heart tissue.  Tissue RNA quality was 

measured on the Bioanalyzer 2100 platform and quantified using the RNA integrity 

number (RIN) algorithm.  The outcomes are presented in Figure 6.2. 
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Figure 6.2: Quality of RNA extracts from mouse skeletal muscle (blue data points), 
kidney (red data points), liver (green data points) and heart (purple data points) 
tissue samples collected until 48 hours post-mortem, for animals decomposed at 
22 °C.  Points represent RNA quality as quantified by the Bioanalyzer 2100 using the 
RNA integrity number (RIN) algorithm.  Data represents mean ± S.E. for n = 4. 

 

 Figure 6.2 illustrates that the rate at which RNA quality declines after death 

through degradation is not consistent across all tissue types.  Liver tissue RNA 

quality declines most rapidly during the first 8 hours post-mortem: from mean RIN 

8.1 at the control point, to 4.8 after only 8 hours.  In contrast, heart tissue retains 
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 As a whole and encompassing all time points, the RIN data for muscle, liver 

and heart were deemed not to be normally distributed using the Anderson-Darling 

test of normality (p = 0.012, 0.037 and 0.013 respectively), with RINs skewed 

towards high and low values.  On the other hand, the kidney RIN data was normally 

distributed (p = 0.068).  A strong negative correlation was characterised between 

post-mortem interval and RNA quality in all four tissue types.  For skeletal muscle, 

liver and heart, using Spearman’s rank correlation coefficient: ρ = -0.972, -0.962 and 

-0.956 respectively and p = 0.000; and for kidney, using Pearson’s product moment 

correlation coefficient: r = -0.938, p = 0.000. 

 Regression analysis of these four data sets indicated that the degradation 

profile of RNA, in most cases, was not linear.  For muscle, kidney and liver tissue 

RNA degradation best fitted with a quadratic profile, as illustrated in Figures 6.3A-C.  

These quadratic profiles provided an excellent fit to the data, with post-mortem 

interval deemed to be responsible for 97.2, 98.5 and 90.9% of the variation in RNA 

quality for each of skeletal muscle, kidney and liver respectively (non-adjusted R2).  

The slower rate of heart RNA degradation meant that the RNA quality data closely 

fitted with a linear profile, as illustrated in Figure 6.3D.  This linear degradation 

profile attributed 95.0% (non-adjusted R2) of the variation in RNA integrity as down 

to post-mortem interval duration. 

 Further analysis of the data using a one-way ANOVA and Fisher’s Least 

Significant Difference test was conducted to examine whether the mean quality of 

skeletal muscle, kidney, liver and heart RNA differed at each of the four post-

mortem intervals investigated.  At the < 0.25 hours control point (p = 0.202) and 

after 48 hours (p = 0.082), no statistically significant difference was detected 

between the mean RIN for each of the four tissue types.  This can be visualised in 

Figure 6.2, where the RINs remain consistently high at the < 0.25 hours control 

point, and converge at a very poor RIN 2 after 48 hours.  After an 8 hour post-

mortem interval, heart RNA exhibited a significantly higher mean RNA quality than 

kidney and liver RNA, and muscle RNA a significantly higher RIN than liver RNA (p = 

0.001).  After a 24 hour post-mortem interval, mean heart RNA quality was deemed 

to be significantly higher than all three other tissue types (p = 0.000).   
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Figure 6.3: Regression analysis of post-mortem RNA quality data for (A) skeletal muscle (blue data points), (B) kidney (red data points), (C) 
liver (green data points) and (D) heart (purple data points).  Tissue samples were collected until 48 hours post-mortem for animals 
decomposed at 22 °C.  Data illustrates RNA quality as measured by the RIN algorithm on the Bioanalyzer 2100 for n = 4 per time point. 

(A) (B) 

(C) (D) 
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6.3.1.3 Degradation of endogenous control RNAs: RT-qPCR 

 The third feature of the transcriptome to be assessed in post-mortem 

skeletal muscle, kidney, liver and heart tissue samples was the expression of two 

endogenous control RNAs: 18S rRNA and Gapdh.  The data presented in Section 

5.3.4, Chapter 5 demonstrated that of a panel of six endogenous control RNAs, 18S 

rRNA was the least susceptible to degradation; determined by quantification of its 

expression in skeletal muscle collected after post-mortem intervals of up to 72 

hours.   

Using a new set of mouse subjects, this has been confirmed in the data 

presented in Figure 6.4.  Figure 6.4 shows that the mean CQ for 18S rRNA did not 

increase significantly (as determined by means of a one-way ANOVA) over the first 

48 hours post-mortem in either of skeletal muscle (p = 0.776) or heart (p = 0.989).  

In kidney and liver, the mean 18S rRNA CQ did not increase appreciably over the first 

24 hours through degradation.  A significant increase in mean CQ could only be 

detected after 48 hours post-mortem in kidney and liver (one-way ANOVA with 

Fisher’s Least Significant Difference test, p = 0.013 and 0.000 respectively).   

Similarly, Table 6.2 demonstrates this data in the form of a ΔCQ for each 

post-mortem interval relative to the control point (post-mortem interval < 0.25 

hours), to improve the ease with which the increment in CQ can be visualised.  Only 

the 48 hour post-mortem interval duration in the kidney and liver tissue types gave 

a ΔCQ indicative of a biological reduction in their expressed quantity.  All other ΔCQ 

points were within normal qPCR data variability. 
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Figure 6.4: Degradation of 18S rRNA in skeletal muscle (blue data points), kidney 
(red data points), liver (green data points) and heart (purple data points).  Tissue 
samples were collected until 48 hours post-mortem for animals decomposed at  
22 °C.  Data represents the mean CQ for n = 4.  Error bars have been omitted for 
clarity. 
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Table 6.2: Mean ΔCQ for 18S rRNA in skeletal muscle, kidney, liver and heart tissue 
decomposed in vivo at 22 °C for up to 48 hours.  Data represents the mean ΔCQ for 
n = 4. 

Post-mortem 
interval duration 

(hours) 

Skeletal 
muscle 

Kidney Liver Heart 

8 0.73 -0.32 0.59 0.15 

24 0.27 -0.61 0.10 -0.10 

48 0.53 1.41 4.07 -0.07 

 

Overall, this data provides evidence that 18S rRNA degradation is more 

prominent in post-mortem kidney and liver than it is in skeletal muscle and heart. 

 Gapdh mRNA was selected for analysis in response to its high level of 

instability, demonstrated in Section 5.3.4, Chapter 5.  As presented in Figure 6.5, the 

degradation profile of Gapdh mRNA in mouse skeletal muscle, kidney, liver and 

heart is very different from that of 18S rRNA.  Gapdh mean CQ exhibits a steady 

increase over time in all four tissue types (Figure 6.5).  This reproduces the 

outcomes of Section 5.3.4, Chapter 5 which demonstrated differential stability of 

18S rRNA in Gapdh in skeletal muscle only.  As such, it can be concluded that this 

differential stability is likely to be an organism-wide phenomenon, and not 

restricted to specific tissue types.  The data was analysed using a one-way ANOVA 

and Fisher’s Least Significant Difference test.  For skeletal muscle and liver, mean 

Gapdh CQ exhibited a significant increase at 24 and 48 hours (p = 0.000 and 0.000 

respectively).  This significant increase was not seen for heart until 48 hours post-

mortem (p = 0.000), but occurred earlier at only 8 hours for kidney (p = 0.000).   
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Figure 6.5: Degradation of Gapdh mRNA in skeletal muscle (blue data points), 
kidney (red data points), liver (green data points) and heart (purple data points).  
Tissue samples were collected until 48 hours post-mortem for animals decomposed 
at 22 °C.  Data represents the mean CQ for n = 4.  Error bars have been omitted for 
clarity. 
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notable for liver, followed by skeletal muscle and kidney.  Heart tissue exhibited the 

lowest ΔCQ at all three time points examined (Table 6.3). 

 

Table 6.3: Mean ΔCQ for Gapdh mRNA in skeletal muscle, kidney, liver and heart 
tissue decomposed in vivo at 22 °C for up to 48 hours.  Data represents the mean 
ΔCQ for n = 4. 

Post-mortem 
interval duration 

(hours) 

Skeletal 
muscle 

Kidney Liver Heart 

8 0.95 1.60 0.96 0.79 

24 3.36 3.51 3.22 1.39 

48 8.85 8.71 12.79 8.55 

 

 

6.3.1.4 Discussion: Effect of tissue type on RNA degradation 

In summary, this work has illustrated that RNA is best protected against 

degradation in heart and skeletal muscle tissue.  In both tissue types, the yield of 

RNA was found not to decline over the 48 hour post-mortem interval investigated.  

Their decline in RNA quality as quantified using the RNA integrity number was 

slower in onset and of reduced severity.  In both tissue types, 18S rRNA exhibited no 

reduction in yield during this time.  Although Gapdh did exhibit a marked reduction 

in yield over the 48 hour post-mortem interval this reduction was less pronounced 

than for other tissue types; Gapdh mRNA being best preserved in heart tissue.  It is 

likely that RNA is more stable in fibrous tissue types such as skeletal and cardiac 

muscle because of their reduced metabolic activity in this sense, with much of their 

enzyme activity focused on energy release. 

On the other hand, both kidney and liver RNA exhibited a significant decline 

in RNA yield, particularly between 24 to 48 hours post-mortem.  Liver RNA 

displayed earlier onset of RNA degradation than all other tissue types.  In addition, 

the loss of amplifiable 18S rRNA and Gapdh mRNA was most pronounced in liver.  

This outcome is not surprising; liver RNA is proposed to be highly susceptible to 

degradation because of the high abundance of RNases in hepatocytes (85, 127).   
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On the whole, these outcomes are in agreement with previous publications 

which have touched upon the topic of tissue-specific RNA degradation.  Heinrich et 

al. (72, 82) identified skeletal muscle as the source of the highest quality RNA from 

human tissues, followed by heart and brain tissue.  Bahar et al. (85) also ascertained 

that skeletal muscle was the best bovine tissue source, with liver and adipose tissue 

exhibiting quicker onset and more severe RNA degradation post-mortem.  Inoue et 

al. (233) concluded that rat brain tissue exhibited the slowest rate of decay, 

followed closely by heart and lung.  Their work identified liver RNA as most 

susceptible to RNA degradation.  Similarly, Itani et al. (258) confirmed that DNA is 

degraded most quickly in liver and kidney.   

Unfortunately, none of these studies have used the RNA integrity number as 

a fully quantitative and sensitive measure of RNA quality to make these inferences, 

meaning that their conclusions are largely subjective.  One of the only studies to do 

so is that of Sampaio-Silva et al. (6), who categorised mouse tissue types based 

upon their RNA decay behaviour using the RNA Quality Index (RQI, a competitor to 

RIN).  In their study limited only to the first 11 hours post-mortem heart RNA was 

deemed most stable, followed by liver and muscle (kidney was not examined).  

During this time, Sampaio-Silva et al. pertain that RNA degradation follows a linear 

profile.  By extending the post-mortem interval from 11 hours up to 48 hours the 

outcomes of this work refute this, with skeletal muscle, kidney and liver tissue RNA 

decaying instead in a sigmoidal (Section 5.3.3, Chapter 5) or polynomial fashion.  

This is as one might expect, where the quality of RNA drops most significantly in the 

immediate period after death, and tails off near the end of the RNA integrity 

number scale after extended post-mortem intervals. This type of relationship 

between RNA quality and post-mortem interval is not nearly as informative for 

estimating the time since death. 

RNA quality analysis on the Bioanalyzer 2100 platform is used as a key 

screening technique to determine whether RNA samples are sufficiently intact to 

merit gene expression analysis.  As discussed at length in Section 5.3.2.4, Chapter 5, 

several minimum RIN thresholds have been suggested in the literature.  Weis et al. 

(138) suggested an optimum minimum RIN of 3.95.  Fleige et al. on the other hand, 
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suggested RIN 5 as being a more appropriate minimum threshold (128, 212).  

Applying these two suggested minimum RIN thresholds to the data illustrates a 

wide spectrum of possible post-mortem intervals after which the RNA may be 

considered too fragmented to be of informative value – shown in Table 6.4.   

 

Table 6.4: Estimated post-mortem intervals during which RNA quality remains 
sufficient for gene expression analysis using the minimum RIN thresholds 
suggested by Weis et al. (138) and Fleige et al. (128, 212).  Post-mortem intervals 
have been derived from the equation of the regression line describing the 
relationship between post-mortem interval and RNA quality for skeletal muscle, 
kidney, liver and heart; presented in Figure 6.3. 

 Post-mortem interval to reach threshold minimum RIN 

 
Weis et al. (138) 

RIN threshold: 3.95 
Fleige et al. (128) 
RIN threshold: 5 

Muscle 19.8 hours 13.5 hours 

Kidney 18.0 hours 11.9 hours 

Liver 16.6 hours 10.9 hours 

Heart 33.3 hours 25.2 hours 

 

From the perspective of forensic pathology, clearly the major tissue types of 

diagnostic interest are those such as heart and brain whose dysfunction is most 

often the cause of death.  The outcomes of this research suggest that RNA is best 

preserved in heart tissue, with an estimated 25.2 to 33.3 hour window during which 

RNA is of sufficient quality for gene expression analysis; using these published RIN 

thresholds as a cut-off point (Table 6.4).  Clearly, this is an encouraging outcome 

showing the future potential of gene expression analysis in forensic pathology. 

 

  



236 
 

6.3.2 In vivo and ex vivo RNA degradation behaviour 

6.3.2.1 Total RNA quality: Bioanalyzer 2100   

 The onset and rate of RNA degradation was compared in in vivo and ex vivo 

decomposed samples of skeletal muscle, kidney, liver and heart to try to determine 

whether RNA decay behaviour is appreciably different across the two experimental 

design strategies.  Figures 6.6 and 6.7 present the results of total RNA quality 

analysis where tissue samples were collected after decomposition under each of 

these two conditions up to a maximum post-mortem interval of 48 hours.   

 Figure 6.6A demonstrates that where skeletal muscle was excised from the 

body prior to decomposition, total RNA fragmentation was much quicker in onset 

and higher in severity.  In samples decomposed in vivo, RNA quality fell from mean 

RIN 7.80 to 6.50 during the first 8 hours post-mortem; whereas in ex vivo tissue 

samples this reduction in RNA quality was much more pronounced, falling to mean 

RIN 3.45.  This difference was deemed to be statistically significant using a 2-sample 

t-test (p = 0.001).  This significantly improved total RNA quality in in vivo skeletal 

muscle (mean RIN 3.15) was maintained up to 24 hours post-mortem (2-sample t-

test, p = 0.018).  Unexpectedly, skeletal muscle RIN rose from mean 2.4 to 3.7 upon 

extension of the post-mortem interval from 24 to 48 hours; the reason for which is 

not immediately clear.  However, these samples were subjected to repeat RIN 

analysis to eliminate the possibility of any handling error; providing identical results.   

For kidney, no significant difference was observed in mean RIN between in 

vivo and ex vivo decomposed tissue samples during the first 8 hours post-mortem 

(2-sample t-test, p = 0.67) (Figure 6.6B).  In contrast to the trend described in 

skeletal muscle, at both 24 and 48 hours post-mortem the mean RIN of ex vivo 

decomposed kidney was deemed to be significantly higher than that of in vivo 

kidney (2 sample t-test, p = 0.000, 0.024 respectively). 

Figure 6.7C demonstrates that the quality of RNA obtained from liver tissue 

decomposed in vivo is consistently higher than that of ex vivo liver, at all post-

mortem periods examined.  This difference was only deemed to be statistically 
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significant at the 8 hour time point, not at 24 or 48 hours (2-sample t-test,  

p = 0.048, 0.104 and 0.144 respectively).  In liver, the RINs converged at around 2 

after 48 hours post-mortem, indicative of extremely poor RNA quality. 

 Similarly, in vivo decomposed heart tissue exhibited significantly improved 

quality after 8 hours post-mortem relative to ex vivo heart (2-sample t-test,  

p = 0.019) (Figure 6.7D).  This difference was not however maintained beyond 8 

hours; with no significant difference in RIN detected at the 24 and 48 hour time 

points (2-sample t-test, p = 0.301 and 0.106 respectively).   
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Figure 6.6: Quality of RNA extracts from (A) skeletal muscle and (B) kidney tissue collected until 48 hours post-mortem, for animals 
decomposed in vivo (blue data points) and ex vivo (red data points) at 22 °C.  Points represent RNA quality as quantified by the Bioanalyzer 
2100 using the RNA integrity number (RIN) algorithm.  Data represents mean ± S.E. for n = 4. 
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Figure 6.7: Quality of RNA extracts from (C) liver and (D) heart tissue collected until 48 hours post-mortem, for animals decomposed in vivo 
(blue data points) and ex vivo (red data points) at 22 °C.  Points represent RNA quality as quantified by the Bioanalyzer 2100 using the RNA 
integrity number (RIN) algorithm.  Data represents mean ± S.E. for n = 4. 
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For all four tissue types, it was observed from the raw data that the 

fragmentation of RNA appeared to be more severe in in vivo decomposed tissues at 

the longest post-mortem interval of 48 hours.  This is illustrated in Figure 6.8, which 

displays the raw electropherogram outputs from the Bioanalyzer 2100.  It has been 

already demonstrated that at the lower end of the RIN spectrum, the algorithm 

loses the ability to sensitively detect and quantify further RNA fragmentation 

(Section 5.3.3, Chapter 5).  This issue is highlighted in Figure 6.8, where the RNA 

fragment size distribution for eight tissue samples is presented – all of which 

returned similar RINs in the range between 1.8 and 2.8.  Many of those tissue 

samples decomposed in vivo (top row) exhibit RNA fragments in a smaller size range 

with the electropherogram shifted to the left; relative to those decomposed ex vivo 

(bottom row). 

 Overall, this data does not consistently demonstrate that the preservation 

state of RNA is better when tissue samples were decomposed either ex vivo or in 

vivo.  In skeletal muscle, liver and heart, the trend in RIN seems to suggest that the 

onset and severity of RNA is less pronounced in in vivo tissues; particularly at the 

earliest post-mortem intervals.  However, any observed improvement in RIN under 

this experimental design was lost after 48 hours post-mortem, when the RINs 

tended to converge at the lower end of the spectrum.  On the other hand, kidney 

RNA exhibited an opposing trend; where no significant difference in RIN was 

observed initially between the in vivo and ex vivo groups.  Upon extension of the 

post-mortem interval beyond 8 hours it was in fact the ex vivo decomposed tissue 

that exhibited better quality RNA. 
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Figure 6.8: Total RNA quality for tissue samples collected after a 48 hour post-mortem interval: (A) skeletal muscle, in vivo, (B) skeletal 
muscle, ex vivo, (C) kidney, in vivo, (D) kidney, ex vivo, (E) liver, in vivo, (F) liver, ex vivo, (G) heart, in vivo and (H) heart, ex vivo.  Data 
presented in the form of the Bioanalyzer 2100 electropherogram output.  Data represents one replicate of n = 4 for each condition.  All eight 
tissue samples returned a RIN between 1.8 and 2.8, indicative of extremely poor RNA quality. 
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6.3.2.2 Degradation of endogenous control gene RNAs: RT-qPCR 

The RNA quality data described demonstrates that during the early post-

mortem interval, in vivo and ex vivo decomposed tissues exhibit different degrees of 

RNA fragmentation.  However, it has been shown that the RIN algorithm is poorly 

sensitive to severe degradation (Section 5.3.3, Chapter 5), and is unable to 

accurately quantify the high level of fragmentation incurred after extended post-

mortem intervals.  Such advanced RNA degradation would be expected to cause a 

reduction in the detectable quantity of 18S rRNA and Gapdh mRNA, measured by 

RT-qPCR amplification.  The expression of both was assessed in in vivo and ex vivo 

decomposed skeletal muscle, kidney, liver and heart, to characterise and compare 

their degradation profiles across the two experimental designs (Figure 6.9, 6.10, 

6.11 and 6.12). 

Figure 6.9 displays the raw RT-qPCR results upon amplification of 18S rRNA 

and Gapdh from in vivo and ex vivo decomposed skeletal muscle.  It was found that 

in in vivo decomposed tissue, the mean 18S rRNA CQ did not rise appreciably over 

the 48 hour interval examined (one-way ANOVA, p = 0.776) (Figure 6.9A).  Only 

after 48 hours post-mortem was a small but significant increment in mean 18S rRNA 

CQ observed in ex vivo decomposed skeletal muscle, relative to the control point 

(one-way ANOVA with Dunnett’s Multiple Comparisons with a Control, p = 0.012).  

At none of the three time points was a significant difference in mean CQ identified 

when compared between in vivo and ex vivo tissues (2 sample T-Test, p = 0.178, 

0.566 and 0.163 for 8, 24 and 48 hours respectively).  Overall, the RT-qPCR data 

does not provide any substantive evidence of 18S rRNA degradation at all in skeletal 

muscle (Figure 6.9A); let alone differential in/ex vivo degradation.  On the converse, 

a strong positive correlation was observed between post-mortem interval and 

Gapdh CQ in both experimental groups (Pearson’s product moment correlation 

coefficient r = 0.963, p = 0.000; r = 0.906, p = 0.000 for in vivo and ex vivo 

respectively) (Figure 6.9B).  Despite this evidence of considerable Gapdh mRNA 

fragmentation, at no point post-mortem did the mean CQ differ significantly 

between the two groups (2 sample t-test, p = 0.071, 0.123 and 0.713 for each of 8, 
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24 and 48 hours).  Overall, this data suggests that in skeletal muscle decomposed in 

vivo and ex vivo, Gapdh degradation behaviour is similar (Figure 6.9B). 

RT-qPCR data for in vivo and ex vivo decomposed kidney tissue is presented 

in Figure 6.10.  In ex vivo decomposed tissue, the mean 18S rRNA CQ did not rise 

appreciably over the 48 hour time interval (one-way ANOVA, p = 0.071) (Figure 

6.10A).  Only after 48 hours post-mortem was a small increase in mean 18S rRNA CQ 

observed for in vivo decomposed kidney (one-way ANOVA with Fisher’s Least 

Significant Difference test, p = 0.013).  No significant difference was observed 

between mean 18S rRNA CQ for in vivo and ex vivo kidney at 8 or 24 hours (2 sample 

t-test, p = 0.096 and 0.626), but in vivo kidney exhibited a significantly higher mean 

18S rRNA CQ of 13.44 than ex vivo kidney at 48 hours post-mortem (2 sample t-test, 

p = 0.022).  Similar to skeletal muscle, a strong positive linear correlation was 

characterised between post-mortem interval and Gapdh CQ in both experimental 

groups (Pearson’s product moment correlation coefficient, r = 0.974, p = 0.000; r = 

0.869, p = 0.000 for in vivo and ex vivo kidney respectively) (Figure 6.10B).  In vivo 

decomposed kidney samples exhibited a significantly higher mean CQ at all three 

time points (2 sample t-test, p = 0.023, 0.001 and 0.000 for each of 8, 24 and 48 

hours).  This provides evidence that Gapdh mRNA degradation is more severe in in 

vivo kidney than it is for those tissue samples decomposed out with the mouse 

corpse (Figure 6.10B). 

Comparable outcomes were observed upon analysis of 18S rRNA and Gapdh 

mRNA behaviour in post-mortem liver tissue, as illustrated in Figure 6.11.  18S rRNA 

only displayed overt evidence of degradation in in vivo decomposed tissue, after 48 

hours post-mortem (one-way ANOVA with Dunnett’s Multiple Comparisons with a 

Control, p = 0.000) (Figure 6.11A).  At 8 and 48 hours post-mortem, in vivo 

decomposed liver exhibited a significantly higher mean 18S rRNA CQ than ex vivo 

liver (2 sample t-test, p = 0.024 and 0.002).  A strong positive correlation was 

observed between Gapdh CQ and post-mortem interval (Pearson’s product moment 

correlation coefficient, r = 0.966, p = 0.000; r = 0.800, p = 0.000 for each of in vivo 

and ex vivo liver) (Figure 6.11B).  In vivo decomposed liver exhibited a significantly 
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higher mean Gapdh CQ than for ex vivo decomposed liver, but only at the 48 hour 

post-mortem interval time point (2 sample t-test, p = 0.029). 

Finally, Figure 6.12 presents the RT-qPCR data upon amplification of 18S 

rRNA and Gapdh mRNA from heart tissue.  No detectable degradation of 18S rRNA 

was observed in heart tissue, in the form of no significant increment in mean CQ for 

either of in vivo or ex vivo decomposed heart tissue (one-way ANOVA, p = 0.989 and 

0.377 respectively (Figure 6.12A).  For Gapdh, degradation only became apparent 

after 48 hours post-mortem, characterised by a sharp and statistically significant 

increase in mean Gapdh CQ for both in vivo and ex vivo heart (one-way ANOVA with 

Dunnett’s Multiple Comparisons with a Control, p = 0.000 and 0.012).  The decay 

behaviour of Gapdh was deemed to be consistent between the two experimental 

designs, with no significant difference in mean CQ observed for any of the three 

post-mortem intervals examined (2 sample t-test, p = 0.178, 0.566 and 0.163). 

In summary, the RT-qPCR data (Figure 6.9 to 6.12) revealed that in skeletal 

muscle and heart tissue, removal of tissues from the mouse corpse prior to 

decomposition had no statistically significant effect on the detected quantity of 18S 

rRNA and Gapdh mRNA, over the first 48 hours post-mortem.  On the contrary, 18S 

rRNA and Gapdh mRNA exhibited improved long-term preservation in the kidney 

and liver tissue samples which were decomposed ex vivo, in a microcentrifuge tube. 
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Figure 6.9: Raw CQ data for (A) 18S rRNA and (B) Gapdh expression in skeletal muscle collected until 48 hours post-mortem, for animals 
decomposed in vivo (blue data points) and ex vivo (red data points) at 22 °C.  Points represent the mean CQ for n = 4.  Error bars have been 
omitted for clarity. 
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Figure 6.10: Raw CQ data for (A) 18S rRNA and (B) Gapdh expression in kidney collected until 48 hours post-mortem, for animals 
decomposed in vivo (blue data points) and ex vivo (red data points) at 22 °C.  Points represent the mean CQ for n = 4.  Error bars have been 
omitted for clarity. 
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Figure 6.11: Raw CQ data for (A) 18S rRNA and (B) Gapdh expression in liver collected until 48 hours post-mortem, for animals decomposed 
in vivo (blue data points) and ex vivo (red data points) at 22 °C.  Points represent the mean CQ for n = 4.  Error bars have been omitted for 
clarity. 
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Figure 6.12: Raw CQ data for (A) 18S rRNA and (B) Gapdh expression in heart collected until 48 hours post-mortem, for animals decomposed 
in vivo (blue data points) and ex vivo (red data points) at 22 °C.  Points represent the mean CQ for n = 4.  Error bars have been omitted for 
clarity.
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6.3.2.3 Discussion: In vivo and ex vivo RNA decay behaviour 

 The use of an ex vivo decomposition model confers many practical 

advantages to the study of post-mortem tissue biology; not restricted to the field of 

molecular genetics.  When working with animals, it greatly reduces the number of 

subjects required for experimentation.  It also presents the opportunity to conduct 

similar ‘time wise’ studies with human autopsy tissue; where it is not ethically 

admissible to do this using a cadaver.  The use of these ex vivo decomposition 

models is steadily gaining momentum in the forensic literature; as highlighted in 

Table 6.1 (Section 6.1.1, Chapter 6). 

However, very little effort has been expended in validating the use of ex vivo 

decomposition models in the field of forensic molecular genetics.  The only study 

attempting to do so is that of Sampaio-Silva et al. (6).  Using mouse skeletal muscle 

of post-mortem interval up to 11 hours as a tissue substrate, Sampaio-Silva et al. 

pertained that removal of tissues from the corpse had no significant effect on their 

ability to estimate post-mortem interval, using a predictive model based on the 

detectable quantity of a panel of mRNAs by RT-qPCR.  However, in this study the 

number of tissue samples examined was very limited, no other tissue types than 

skeletal muscle were considered, and the time span was restricted to only 11 hours 

post-mortem (6).  This chapter has assessed RNA degradation behaviour during the 

first 48 hours post-mortem across the two experimental conditions: in vivo and ex 

vivo decomposition, for each of skeletal muscle, kidney, liver and heart.   

It was found that early in the post-mortem period total RNA quality was 

improved in in vivo decomposed skeletal muscle, liver and heart (Figure 6.6, 6.7).  

The opposite trend was true for kidney; with ex vivo kidney exhibiting significantly 

improved RNA quality (Figure 6.6).  However, at 48 hours post-mortem the RINs for 

both experimental conditions tended to converge at around RIN 2.  It has been 

shown that the RIN is unsuitable for quantification of advanced RNA degradation 

(Section 5.3.3, Chapter 5), being insensitive to small fluctuations in the 

fragmentation state of RNA at this extreme end of the RIN spectrum.  The raw data 

output from the Bioanalyzer 2100 suggested that in tissues decomposed in vivo, the 
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size distribution of RNA fragments in in vivo decomposed tissues was shorter than 

that of ex vivo tissues, especially for kidney and liver (Figure 6.8). 

RT-qPCR was used to quantify the expression of 18S rRNA and Gapdh mRNA.  

RT-qPCR targets small sequences in the transcript as a whole – 61 nt for 18S rRNA, 

107 nt for Gapdh (Tables A1.1 and A1.2, Appendix 1).  This means that any detected 

reduction in the amplifiable quantity of 18S rRNA and Gapdh signifies fragmentation 

so advanced that even the integrity of these small target sequences has been 

compromised.  On the whole, it was found that in skeletal muscle and heart tissue, 

no significant difference was found between the detected quantity of 18S rRNA and 

Gapdh up to 48 hours post-mortem.  This supports the findings of Sampaio-Silva et 

al. (6) who demonstrated no difference in RT-qPCR data upon direct comparison of 

in vivo/ex vivo decomposed skeletal muscle.  Clearly, this is a promising outcome 

and lends support to the use of this practically advantageous ‘test tube simulation’ 

in forensic molecular pathology studies using skeletal muscle and heart as a tissue 

substrate. 

Unfortunately, this outcome did not hold true for kidney and liver.  The 

results obtained here highlight that RNA degradation was earlier in onset and more 

severe in kidney and liver, relative to skeletal muscle and heart.  This was reflected 

in total RNA quantity, total RNA quality and the measured quantity of 18S rRNA and 

Gapdh (Figure 6.1, 6.2, 6.4 and 6.5).   

In addition, the results indicate that the detectable quantity of Gapdh mRNA 

was significantly reduced in in vivo decomposed kidney.  Furthermore, both 18S 

rRNA and Gapdh mRNA exhibited a significant reduction in in vivo decomposed 

liver.  Overall, this suggests that RNA fragmentation is more severe in kidney and 

liver decomposed within the body; relative to those decomposed in a ‘test tube’.  

When tissues are maintained within the corpse as a whole, it is reasonable to 

expect that RNA degradation is influenced by enzymatic, chemical and microbial 

factors from surrounding tissues and organ systems which might enhance RNA 

degradation.  It is possible that because the kidney and liver lie in such close 

proximity to the gastrointestinal tract within the body, they are susceptible to 
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attack from microbially derived RNases and other degradative chemicals.  As such, 

segregation of kidney and liver from this source of enzymatic and chemical attack 

could be the cause of the observed improvement in transcriptome integrity.  It is 

conceivable that because skeletal muscle (of the hind leg) is spatially segregated 

from the gastrointestinal tract and heart is protected within the pericardial sac 

(265), they are protected against microbially induced RNA degradation. 

  

6.4 Summary and conclusions 

Box 6.1 at the beginning of this chapter presented two research ‘questions’ 

which this work endeavoured to answer.  To conclude, these questions will be 

revisited to contextualise the original aims with the data presented in this chapter. 

 

Does RNA degrade at the same rate in skeletal muscle, kidney, liver and heart, or is 

the decay behaviour tissue specific?  

It was found that all of total RNA, 18S rRNA and Gapdh mRNA are best preserved in 

heart tissue; followed by skeletal muscle, kidney and liver.  Using published RIN 

thresholds the estimated post-mortem interval during which gene expression 

analysis yields reliable data is significantly extended in heart tissue, to a maximum 

of 33 hours.  This is a promising outcome, as heart is of specific clinical interest with 

regard to estimating the cause of death in a casework scenario. 

 

Does removal of tissues (skeletal muscle, kidney, liver and heart) from the mouse 

corpse affect RNA degradation behaviour?  Is this ‘test tube’ simulation an 

appropriate experimental design for studies in post-mortem gene expression 

analysis? 

Overall, the outcomes of this chapter suggest that decomposing tissue samples in a 

test tube may not be an appropriate ‘simulation’ for post-mortem gene expression 

studies for all tissue types – with total RNA, 18S rRNA and Gapdh mRNA all 
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exhibiting slightly different decay behaviour between the in vivo/ex vivo 

experimental designs.  The topic merits further investigation: incorporating a larger 

number of samples, a more diverse range of tissue types, more RNA targets 

(including not only endogenous control RNAs) and over a longer post-mortem 

interval duration. 
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Chapter 7: Quantification of post-mortem RNA degradation 

using specialised real time PCR assay design 

 

7.1 Introduction 

7.1.1 Research examining the nature of RNA degradation 

It is physiologically important that the lifespan of RNA is restricted for the 

control of gene expression, as discussed in Section 1.2.4, Chapter 1 (14).  In vivo, 

RNAs are degraded by enzymes with ribonuclease (RNase) activity.  These can be 

either exoribonucleases, which sequentially remove nucleotides from the free ends 

of the RNA molecule in either the 3’ to 5’ direction or 5’ to 3’ direction; or 

endoribonucleases, which cleave RNA internally.  In living mammalian cells, the 

primary mechanism of mRNA decay exhibits the following sequence: deadenylation 

of the 3’ end, removal of the 5’ m7G cap and sequential degradation in the 5’ to 3’ 

direction (22).  Previous chapters have confirmed that RNA degradation does 

progress with increasing post-mortem interval (Section 5.3, Chapter 5 and Section 

6.3.1, Chapter 6).  However, the mechanism of RNA degradation in tissues after 

death has not yet been elucidated.  It is hypothesised that this degradation post-

mortem will comprise a combination of both enzymatic and chemical factors.   

The perceived in vivo and ex vivo instability of RNA has made it an attractive 

target in forensic science.  Many researchers working in a number of different areas 

have postulated that quantification of RNA degradation could be used as a measure 

of ‘age’ (5, 6, 28, 60, 243, 244).  In the case of tissue samples, this ‘age’ is defined as 

the post-mortem interval (5, 6).  However, the ageing of biological specimens such 

as blood stains follows an identical premise (28, 60, 243, 244). 

So far the outcomes of this thesis, especially those presented in Chapter 5, 

have not been particularly positive with regard to the idea that quantification of 

tissue RNA degradation could be used as a measure of the time since death.  It has 

been shown that RNA degradation is strongly influenced by tissue type (Chapter 6) 
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and the ambient temperature (Chapter 5) during decomposition.  This chapter will 

present the outcomes of two approaches for quantifying RNA degradation; both of 

which involve specialist qPCR assay design.   

 

7.1.2 Amplification of differently positioned targets on a single RNA 

 RNA degradation in living cells is known to be biased towards the 5’ end.  In 

addition, the use of oligo (dT) priming during reverse transcription (Section 1.4.4, 

Chapter 1) provides cDNA molecules with the 3’ end over-represented relative to 

the 5’ end.  The following quote from Swift et al. (266) succinctly describes the 

cDNAs produced following oligo (dT) priming: “Under ideal conditions, reverse 

transcription of an RNA with oligo (dT) priming generates a population of cDNAs 

terminating at the 5’ end if the RNA is intact, or at the first cleavage site if the RNA 

is partially degraded”. 

As such, several articles have considered the expression ratio of sequences 

at the 5’ and 3’ ends of an RNA molecule as a measure of the degree of 

fragmentation.  Swift et al. (266) were the first to suggest this as far back as 2000.  

By amplifying four target sequences along the length of the 10 kb FASN RNA 

transcript from chicken endoderm cDNA, they were able to illustrate reduced 

expression of 5’ proximal sequences through degradation.  This methodology was 

subsequently adopted by Bauer et al. (5) and applied as an estimate of post-

mortem interval (up to 5 days) in human brain and blood samples.  They 

demonstrated that the ratio of expression of 5’ to 3’ proximal sequences in FASN 

was linearly correlated with post-mortem interval (Figure 1.6, Section 1.3.2.2.1, 

Chapter 1).  Similarly, Bauer et al. (56) applied this principle also for the ageing of 

blood stains, using instead the target RNAs ACTB and CYP.  They were able to 

illustrate a linear correlation between blood stain age (up to 59 months) and the 

expression ratio of 5’ to 3’ proximal sequences in both targets. 

 Unfortunately, the considerable age of these studies mean that the endpoint 

PCR and gel band density visualisation techniques are no longer regarded valid for 
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making such quantitative conclusions.  For gene expression studies of this nature, 

RT-qPCR is now the method of choice. 

 

7.1.3 Amplification of differently sized targets on a single RNA 

 This alternative approach to quantifying mRNA degradation lies with the 

assumption that the larger a PCR amplicon, the higher the likelihood that it has 

undergone degradation.  In undegraded RNA, two differently sized amplicons on the 

same target RNA should be present in equimolar amounts.  However, it only takes a 

single ‘break’ in a target sequence to render it unamplifiable and thus undetectable.  

Long PCR amplicons are more susceptible to breakage, meaning that the expression 

ratio of a short/long target theoretically should change with time. 

Sugita et al. (129) developed a duplex PCR assay for quantification of ACTB 

degradation in autolysed human cell lines, using the expression ratio of a short (178 

nt) and long (637 nt) target sequence.  They illustrated a strong linear correlation 

between autolysis time and the short/long amplicon ratio; although again the 

reliability of this outcome is compromised by the non-quantitative nature of the 

endpoint PCR method used.  Similarly, Heinrich et al. (82) developed a 5-plex PCR 

assay to examine the degradation of GAPDH mRNA in human post-mortem tissues, 

using the expression of five differently sized target sequences between 114 and 866 

nucleotides in length.  Similar to Sugita et al., their endpoint PCR design meant that 

the study was not able to characterise any specific relationship between post-

mortem interval and GAPDH amplification.  However, they were able to 

demonstrate that the longest PCR amplicon (866 nt) ‘dropped out’ most often, and 

the shortest (114 nt) amplified in all samples irrespective of post-mortem interval. 

 Anderson et al. (60) successfully applied a quantitative PCR design to the 

ageing of blood stains.  Using 18S rRNA and ACTB as targets, they were able to 

illustrate a relationship between blood stain age (in days, log transformed) and the 

relative expression level of 89/301 nt amplicons for ACTB and 171/501 nt amplicons 

for 18S rRNA; measured in terms of the 2-ΔΔCQ.  However in this study, no qPCR 

assay quality control data was published to confirm the qPCR efficiency and linearity 
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of the assays used.  Under current qPCR assay design guidelines (267), amplicons 

greater than 250 nucleotides in length are discouraged as the qPCR efficiency is 

likely to be compromised.   

 

7.1.4 Experimental design, aims and objectives 

 This chapter aims to assess the feasibility of both approaches to PCR assay 

design – alteration of amplicon length and position – on quantifying the 

degradation of RNA in post-mortem tissues.  In addition, it is envisaged that the 

outcomes of this study may help to identify the nature of post-mortem RNA 

degradation – i.e. whether it proceeds at ‘random’ or has a directional (5’ to 3’, 3’ to 

5’) aspect to it.   

 As before, mice were used as an animal model for decomposition.  Six mice 

were allowed to decompose intact at either 10 or 22 °C and samples of skeletal 

muscle collected at six time intervals: 0, 12, 24, 36, 48 and 72 hours.  RNA was 

quantified by UV-visible spectrophotometry and the total RNA quality measured on 

the Bioanalyzer 2100.  The results of RNA quantification and quality analysis on this 

tissue sample set have been presented in Chapter 5, Sections 5.3.2.1 and 5.3.2.2 

and thus will not be reproduced here. 

 As this work aimed to amplify a number of target sites on a single RNA, a 

number of features were desirable of the selected RNA:  

 It should be relatively long (~2 kb)  

 It should possess no processed pseudogenes or other DNA homologs that 

would cause amplification of DNA contamination 

 It should not have a multitude of alternatively spliced transcript variants 

 It should have strong intron-exon structure, making for a large selection of 

primer binding sites 

All of these features were assessed using the international ‘Gene’ database 

managed by the National Centre for Biotechnology Information 

(www.ncbi.nlm.nih.gov).  Of the six endogenous control RNA targets used in 

http://www.ncbi.nlm.nih.gov/
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previous chapters – 18S rRNA, B2m, Actb, Gapdh, Hmbs and Ubc – it was found that 

many did not fit these criteria.  They were selected as RNAs of interest for previous 

analyses due to their common implementation in clinical and forensic research 

(204).  However, 18S rRNA, Actb and Gapdh suffer from the downfall that their 

assays are not 100% RNA specific, but can amplify DNA contamination.  This occurs 

because 18S rRNA has no intron-exon structure making for RNA-specific primer 

binding sites; and Actb and Gapdh both have processed pseudogenes in the murine 

genome.  Additionally, B2m and Ubc have only four and two exons in their structure 

respectively, reducing the number of available primer binding sites. 

As such, a number of new target RNAs were identified for this work.  Hmbs 

was retained as its RNA is 1,553 nucleotides in length with fifteen exons.  In 

addition, Psmc4 (proteasome 26S subunit ATPase 4) and Sdha (succinate 

dehydrogenase complex subunit A) were selected from the 32 RNAs recommended 

by TaqMan® assay manufacturer Life Technologies as suitable endogenous control 

RNAs for gene expression studies in mice (268).  Psmc4 is 1,436 nucleotides long, 

with 11 exons; and Sdha 2,859 nucleotides long, with 15 exons.   

 

7.1.4.1 Amplification of differently positioned targets on a single RNA  

The nature of RNA degradation in post-mortem tissues has not been 

thoroughly characterised – whether it proceeds in an enzyme-mediated, sequential 

fashion (5’ to 3’ or 3’ to 5’) or whether RNA is ‘broken’ at random points along the 

transcript length due to chemical or enzymatic influences (Section 1.2.4, Chapter 1).  

By quantifying the expression level of sequences along the length of an RNA, the 

aim of this chapter is to make some inferences regarding the nature of RNA 

degradation.  In addition, this work permits identification of the sequences 

most/least affected by degradation in post-mortem tissues; so as to identify the 

optimum qPCR assay design characteristics for application to partially degraded 

tissue samples. 

Three endogenous control RNAs were selected for examination towards 

these aims: Hmbs, Psmc4 and Sdha.  For each, three TaqMan® qPCR assays were 
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selected to amplify three sequences interspersed as far apart as possible within the 

open reading frame, as illustrated in Figure 7.1. 

 

Figure 7.1: Amplification to assess the directionality of RNA degradation.  Three 
target sites have been selected within the open reading frame for amplification – a 
5ˈ proximal (amplicon 1), central (amplicon 2) and 3ˈ proximal (amplicon 3) target.  
The ratio of the expression level of these targets to one another may give an 
indication as to the direction in which RNA degradation proceeds. 

 

Unfortunately, it is not possible to target the extreme 5’ and 3’ sequences of 

an RNA by PCR due to the presence of two non-coding untranslated regions (UTRs) 

which contain similar sequence motifs to other RNAs.  The three target sequences 

were designed to vary in length by less than 10%, so that amplicon length was not a 

major confounding variable in data analysis.  More specific details of the assays 

themselves are included in the Method, Section 7.2. 

These assays were applied to mouse skeletal muscle tissue of post-mortem 

interval up to 72 hours.  Two potential outcomes were envisaged upon RT-qPCR 

analysis of mouse post-mortem tissue samples: 1) that the expression ratio of 

amplicons 1, 2 and 3 remains the same over the 72 hour post-mortem interval, 

implying that the degradation of RNA in tissues is wholly random or mild in severity; 

or 2) that the expression relationship of amplicons 1, 2 and 3 changes in some form 

over the time course, implying a degree of directionality and predictability to RNA 

degradation.   If this relative expression relationship was found to change with time, 

this might provide a novel indicator of RNA quality and ultimately, time since death.   

 In addition, consideration was made regarding the effect of reverse 

transcription priming strategy: random vs. oligo (dT) priming.  This is already known 
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to strongly bias the expression of sequences at the 5’ and 3’ ends in the cDNA 

product.  Random priming gives a more balanced covering of the transcriptome, 

whereas oligo (dT) priming is biased towards sequences proximal to the 3’ poly (A) 

tail (Section 1.4.4, Chapter 1).   

 

7.1.4.2 Amplification of differently sized targets on a single RNA 

 Long RNA sequences are more susceptible to breakage.  Therefore, 

quantifying the relative expression of two differently sized sequences on a single 

RNA could potentially provide a measure of the severity of post-mortem RNA 

degradation.  The aim of this chapter was to assess whether the ratio of a 

short/long mRNA amplicon on a single RNA molecule would exhibit a predictable 

relationship with total RNA quality (using the RIN) and ultimately, the post-mortem 

interval. 

 One target RNA was selected for examination towards this aim: Psmc4.  Two 

qPCR assays (for use with SYBR® Green amplification) were designed to amplify a 

long (227 nucleotides) and a short (71 nucleotides) target within the open reading 

frame of Psmc4, as illustrated in Figure 7.2.  

 

 

Figure 7.2: Amplification of differently sized targets to assess the severity of RNA 
degradation.  Two target sites were selected within the open reading frame – a long 
(amplicon 1) and a short (amplicon 2) target sequence – and designed to overlap as 
much as possible.  The ratio of expression of these two amplicons may give an 
indication as to the severity of RNA degradation. 
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As far as was possible, these two amplicons were designed to overlap at the 

same position as illustrated in Figure 7.2.  These two amplicon lengths represent the 

recommended extremes for qPCR assays with SYBR® Green (267); with assays over 

~250 nucleotides likely to suffer from reduced qPCR efficiency.  More specific details 

on these four assays is included in the Method, Section 7.2. 

These two assays were applied to mouse skeletal muscle tissue of post-

mortem interval up to 72 hours.  It was hypothesised that degradation of tissue RNA 

during the post-mortem interval would cause more pronounced drop-out of the 

large qPCR amplicon relative to the small qPCR amplicon, causing a gradual change 

in their relative expression as quantified using the 2-ΔΔCQ.  

 

7.1.4.3 Summary: Research objectives 

For clarity, Box 7.1 below summarises the questions to be answered through 

the research presented in Chapter 7. 

 

Box 7.1: Objectives/questions to be answered within Chapter 7 

Does RNA degrade ‘at random’ in post-mortem tissues, or does the decay of 

individuals RNAs retain a directional element to it, as is true in live cells – either in 

the 5’ to 3’ or 3’ to 5’ direction? 

If RNA degradation does retain a directional element to it, could a duplex qPCR 

assay targeting two differently positioned sequences on a single RNA (5’ and 3’ 

proximal) be used as a quantitative measure of post-mortem interval? 

Could a duplex qPCR assay targeting two differently sized sequences on a single 

RNA be used as a quantitative measure of post-mortem interval? 
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7.2 Method 

7.2.1 Tissue sample preparation 

 All steps involving live animals were carried out following ethical guidelines 

put forth by the Biological Procedures Unit within Strathclyde Institute of Pharmacy 

and Biomedical Science.  Six male, twelve week old C57/BL6J mice were killed by 

cervical dislocation and their corpses left to decompose intact at 10 °C (n = 3) and 

22 °C (n = 3) for a period of three days, as described in Section 5.2.1, Chapter 5.  It 

should be noted that this small sample size was a consequence of the limited 

resources available for this project, rather than a conscious choice during the 

experimental design and planning stage.  Samples of skeletal muscle were 

recovered from the hind leg at six time intervals following death: 0, 12, 24, 36, 48 

and 72 h.  Excised tissue samples were shredded and immediately preserved in 

RNAlater® to stabilize RNA, as discussed in Section 2.2.2, Chapter 2.   

 

7.2.2 RNA purification, quantification and quality assessment  

 RNA was purified from skeletal muscle tissue samples using the TRI 

Reagent® extraction system, using the protocol described in Section 2.2.3.3, 

Chapter 2.  RNA extracts were treated with TURBO DNA-free® to remove residual 

DNA contamination, as described in Section 2.2.3.4, Chapter 2.  RNA was quantified 

by UV-visible spectrophotometry using the Nanodrop-1000 platform (Section 2.2.4, 

Chapter 2) and then subjected to quality analysis on the Bioanalyzer 2100 

instrument using the protocol described in Section 2.2.5, Chapter 2. 

 

7.2.3 Gene expression analysis by RT-qPCR 

 RNA (diluted to 100 ng/µL in RNase-free water) was reverse transcribed into 

cDNA using the High Capacity cDNA Reverse Transcription Kit, as described in 

Section 2.2.6, Chapter 2.  Each RNA sample was reverse transcribed in duplicate: 

once with random primers, and once with oligo (dT) primers.  To prevent qPCR 
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inhibition due to carry-over of reverse transcriptase and its associated buffers, 

cDNAs were subsequently amplified at a 1:12 dilution in RNase-free water (Ambion, 

Life Technologies). 

 

7.2.3.1 Amplification of differently positioned targets on the same RNA 

 cDNA samples were amplified in duplicate using a panel of nine TaqMan® 

assays  targeting three gene products: Hmbs, Sdha and Psmc4.  Details of these 

assays including the assay ID, the target position on the RNA, the exon boundary 

across which the amplicon spans and the length of the PCR product are detailed in 

Tables 7.1, 7.2 and 7.3 for Hmbs, Sdha and Psmc4 respectively.  All cDNA samples 

were amplified in duplicate using the TaqMan® qPCR protocol described in Section 

2.2.7, Chapter 2.  Quality control data for all nine assays can be viewed in Appendix 

1, Table A1.3. 
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Table 7.1: Selected TaqMan® assays for amplification of the Hmbs transcript in 
mouse post-mortem tissue.  The Hmbs transcript itself is 1,611 nucleotides long, 
with 14 exons. 

Amplicon 
Life Technologies 

Assay ID 

Target 

position 

Target exon 

boundary 

Amplicon 

length (bases) 

5ˈ Mm00660260_g1 220-301 1-2 82 

C Mm01143545_m1 473-553 6-7 81 

3ˈ Mm01168620_g1 778-858 10-11 81 

 

 

Table 7.2: Selected TaqMan® assays for amplification of the Sdha transcript in 
mouse post-mortem tissue.  The Sdha transcript itself is 2,859 nucleotides long, 
with 15 exons. 

Amplicon 
Life Technologies 

Assay ID 

Target 

position 

Target exon 

boundary 

Amplicon 

length (bases) 

5ˈ Mm01352362_m1 174-240 2-3 67 

C Mm01352368_m1 1098-1170 8-9 73 

3ˈ Mm01352360_m1 1942-2010 14-15 69 

 

 

Table 7.3: Selected TaqMan® assays for amplification of the Psmc4 transcript in 
mouse post-mortem tissue.  The Psmc4 transcript itself is 1,436 nucleotides long, 
with 11 exons. 

Amplicon 
Life Technologies 

Assay ID 

Target 

position 

Target exon 

boundary 

Amplicon 

length (bases) 

5ˈ Mm01176478_m1 104-177 1-2 74 

C Mm00457191_m1 750-827 6-7 78 

3ˈ Mm00821599_g1 1220-1290 10-11 71 

 

 As well as presenting the raw CQ data, the results were analysed by pair-wise 

comparison using the 2-ΔΔCQ formula (described in Section 2.2.7.2, Chapter 2), to  

compare the relative expression level of the following amplicon pairs: 

2-ΔΔCQ (3’ – 5’)   2-ΔΔCQ (3’ – C)   2-ΔΔCQ (C – 5’) 
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Following the hypothesis made in the introduction that RNA degradation would be 

more pronounced at the 5’ end, this outcome should cause an increase in 2-ΔΔCQ for 

all three of these combinations.  Alternatively, should RNA degradation be biased 

towards the 3’ end, this would cause a reduction in 2-ΔΔCQ into decimals.  ‘Random’ 

fragmentation causing loss of all three target sequences in parallel should cause no 

change in the 2-ΔΔCQ, remaining approximately 1. 

 

7.2.3.2 Amplification of differently sized targets on the same RNA 

 PCR primers were designed using the freely available web package Primer 

BLAST (www.ncbi.nlm.nih.gov/tools/primer-blast/), limiting the search to return 

amplicons in the size range 70 to 300 bases and those spanning an exon-exon 

junction.  Two target sites were identified for amplification on Psmc4: a long (227 

nucleotides) and a short (71 nucleotide) sequence.   

The selected primers detailed in Table 7.4 were purchased from Eurofins 

Genomics (Ebersberg, Germany).  For them, quality control data including the 

results of primer concentration optimisation, dissociation curve analysis, standard 

curves assessing linearity and qPCR efficiency and controls can be viewed in Section 

A1.3, Appendix 1.  Amplification was performed using the Platinum® SYBR® Green 

qPCR SuperMix-UDG (Invitrogen, Life Technologies, Paisley, UK).  Reactions were set 

up according to the manufacturer’s instructions (267) in a total volume of 12.5 µL: 

containing 6.25 µL qPCR SuperMix, 0.25 µL forward primer (at the desired 

concentration), 0.25 µL reverse primer (at the desired concentration), 2.5 µL cDNA 

template and 3.25 µL RNase-free water.  Forward and reverse primer 

concentrations for each assay are stipulated in Table 7.4, and were determined 

during assay optimisation as described in Section A1.3, Appendix 1.  Amplification 

was performed on the Stratagene Mx3005P real time PCR instrument using the 

following thermal cycling parameters: 2 mins at 50 °C to permit uracil-N-glycosylase 

mediated destruction of DNA carry-over; 10 mins at 95 °C to activate Platinum® Taq 

polymerase; followed by 40 cycles of denaturation at 95 °C for 15 s and 

http://www.ncbi.nlm.nih.gov/tools/primer-blast/
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annealing/extension at 60 °C for 1 min.  cDNA samples were amplified in duplicate 

using each of the two qPCR assays. 

 

Table 7.4: Details of two in-house real time PCR assays for the Psmc4 transcript in 
mouse post-mortem tissue.  Primer concentrations were determined by assay 
optimisation, the results of which are documented in Appendix 1.  The Psmc4 mRNA 
is 1,436 nucleotides long, with 11 exons. 

Target 
cDNA 

Amplicon 
length 

(nt) 

Amplicon 
position 

Target 
exon 

boundary 
Primer sequence 

Final primer 
concentration 

(nM, F/R) 

Psmc4 71 527-597 4-5 
F: CATGATGCTCACCTCAGACCA 
R: GCTTCTGGATGTCCATGCCT 200/300 

Psmc4 227 326-552 3-4-5 
F: CATCCCCTTGGTCATCGGTC 

R: GCTTCTGGTCTGAGGTGAGC 300/300 

 

As well as presenting the raw CQ data for both target sequences, the results 

have been analysed by pair-wise comparison using the 2-ΔΔCQ (short – long) formula 

(described in Section 2.2.7.2, Chapter 2).  Following the hypothesis made in the 

introduction that the long qPCR amplicon would be more susceptible to 

degradation, this outcome would cause an increment in the calculated 2-ΔΔCQ (short 

– long).  Alternatively, if the two target sequences were found to be equally 

susceptible to degradation, the fold change in their expression would remain at a  

2-ΔΔCQ (short – long) of approximately 1. 
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7.3 Results  

7.3.1 Amplification of differently positioned targets on a single RNA 

7.3.1.1 Results: Randomly primed cDNA 

 In this study, three TaqMan® assays (with a 3’ proximal, 5’ proximal and a 

centrally located amplicon) were applied to each of Hmbs, Sdha and Psmc4 to glean 

more information about the nature of post-mortem RNA degradation in mouse 

skeletal muscle.  This first data set considers the results with randomly primed 

cDNA, which should give a balanced representation of the state of the 

transcriptome.  The assays were applied to post-mortem tissue of mice stored at  

10 °C during decomposition.  This tissue substrate selection was in response to 

initial RNA quality analysis on the Bioanalyzer 2100.  As shown in Figure 5.7 (Section 

5.3.2.2, Chapter 5), this tissue sample set provided RNA samples spanning a wide 

range of measured RNA quality levels; from a maximum mean RIN of 7.8 at the 

control point, to a minimum mean RIN 2.4 after 72 hours.  It was envisaged that this 

wide range of measured degradation levels would be reflected in the RT-qPCR 

results.  

In this sample set it was found that for all three RNAs, the 5’ proximal, 3’ 

proximal and centrally located sequences exhibited very similar decay behaviour – 

as illustrated in Figure 7.3.  The gradual increase in CQ observed is indicative of a 

progressive reduction in the quantity of the target sequence.  Over the first 24 

hours post-mortem, it can be seen that the mean CQ for all 9 amplified target 

sequences does not deviate appreciably from the control point.  This illustrates that 

during this time, no detectable reduction in RNA quantity occurred through 

degradation.  The RNA quality (RIN) measurements made on these samples 

indicated that during the first 24 hours post-mortem, RNA integrity fell from mean 

RIN 7.80 (< 0.25 hours) to RIN 5.03 (24 hours) (Figure 5.7, Section 5.3.3, Chapter 5).  

This outcome concurs with the findings of Fleige et al. (212) who illustrated that RIN 

5 represents a good RNA quality screening threshold for RT-PCR; above which the 

results of RT-PCR should not be appreciably compromised.    
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 For all nine target sequences the increase in CQ (ΔCQ) over the 72 hour 

interval was relatively similar, as demonstrated in Table 7.5.  ΔCQ is shown in Table 

7.5 alongside the approximate fold reduction in the quantity of the target sequence.  

This approximation assumes 100% efficiency of the qPCR, calculating the fold-

change as 2ΔCQ.  Overall, Table 7.5 indicates an approximately 10 to 20 fold 

reduction in the quantity of Hmbs, Sdha and Psmc4 RNA over a 72 hour post-

mortem interval.  For Hmbs and Psmc4, no preferential degradation of the 5’ 

proximal target sequence can be observed over this time.  However, the slightly 

higher fold-reduction of the 5’ proximal sequence in Sdha might be an indicator of 

directionality in RNA degradation in the Sdha molecule. 

 

Table 7.5: Fold reduction in the measured quantity of the 3’ proximal, 5’ proximal 
and centrally located target sequences within the Hmbs, Sdha and Psmc4 RNAs.   
Data represents the mean of n = 3.  cDNA synthesised from RNA using random 
priming.  Mean ΔCQ calculated from the difference in mean CQ at the control point 
and after 72 hours post-mortem.  Corresponding reduction in gene expression 
estimated by 2ΔCQ

. 

 Hmbs 3’ Hmbs 5’ Hmbs C 
Mean ΔCQ over 72 

hours  
3.4 3.4 3.4 

Corresponding 

reduction in gene 

expression  

10.6-fold 10.6-fold 10.6-fold 

 Sdha 3’ Sdha 5’ Sdha C 
Mean ΔCQ over 72 

hours  
3.7 4.5 3.4 

Corresponding 

reduction in gene 

expression 

13-fold 22.6-fold 10.6-fold 

 Psmc4 3’ Psmc4 5’ Psmc4 C 
Mean ΔCQ over 72 

hours  
3.4 3.7 4.3 

Corresponding 

reduction in gene 

expression 

10.6-fold 13-fold 19.7-fold 

 

   



269 
 

To investigate this further, the expression levels (CQ) of the 5’ proximal, 3’ 

proximal and central target sequences were examined by pair-wise comparison to 

determine whether RNA degradation was biased towards either end of the 

molecule; the results of which are illustrated in Figure 7.4.  Amplicons were paired 

up for analysis using the 2-ΔΔCQ formula as follows: 3’ – 5’, 3’ – C and C – 5’.  As such, 

any bias of degradation towards the 5’ end should result in an increase of the  

2-ΔΔCQ; conversely any reduction into decimal values is indicative of 3’ targeted 

degradation.  
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 It can be seen from Figure 7.4 that the magnitude of change in mean 2-ΔΔCQ 

was relatively small.  For Hmbs (Figure 7.4A), the maximum increment in mean  

2-ΔΔCQ for all three target sequence combinations was 1.5.  Such a small magnitude 

of variation in 2-ΔΔCQ is not indicative of any biologically significant change; rather 

being in the margin of error for qPCR raw CQ measurements.   

For Sdha and Psmc4, the results are fairly inconsistent and do not 

demonstrate any recognisable trend.  The 2-ΔΔCQ (3’ – 5’) and (C – 5’) pairs both 

exhibited a small increase over the 72 hours, indicating a slightly reduced quantity 

of the 5’ target sequence relative to the 3’ proximal and central sequences (Figure 

7.4B).  This corresponds with the slightly elevated 22.6-fold reduction in Sdha 5’ 

quantity detailed previously in Table 7.5. The Sdha 2-ΔΔCQ (3’ – C) remained 

reasonably consistent over the 72 hour post-mortem interval, indicating no 

preferential degradation of one target sequence or the other.  The 2-ΔΔCQ 

relationship between the expression of the 5’ and 3’ proximal sequences of Psmc4 

didn’t deviate visibly from 1 (Figure 7.4C).  The slight increment in 2-ΔΔCQ (3’ – C) and 

slight reduction in 2-ΔΔCQ (C – 5’) are both indicative of a small reduction in the 

measured quantity of the central target RNA sequence.  This corresponds with the 

slightly elevated 19.7-fold reduction in Psmc4 C documented previously in Table 7.5.   

However, the magnitude of change in mean 2-ΔΔCQ for all pair-wise 

comparisons for Hmbs, Sdha and Psmc4 is still reasonably small  

(0.67 ≤ 2-ΔΔCQ ≤ 2.64).  Variability between replicate measurements was surprisingly 

high.  This was especially true for Sdha, illustrated by the wide error bars 

throughout Figure 7.4B.  The majority of measured 2-ΔΔCQ values are so small as to 

potentially be in the margin of error for raw CQ measurements. 

This result suggests one of two outcomes.  Firstly, it could be that RNA 

degradation was not severe enough to merit a significant change in the relative 

expression level of the 3’, 5’ and centrally located target sequences.  However, the 

Bioanalyzer 2100 electropherogram outputs (Figure 5.8, Section 5.3.3, Chapter 5) 

for this sample set refute this hypothesis, illustrating strong RNA fragmentation.  In 

addition, as discussed the raw CQs themselves suggested an approximately 10 to 20 
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fold reduction in the measured quantity of RNA by RT-qPCR through degradation.  A 

more plausible explanation for the outcomes observed is that the Hmbs, Sdha and 

Psmc4 RNAs are being fragmented at ‘random’ during the 72 hour post-mortem 

interval, causing a reasonably parallel reduction in the measured quantity of the 3’, 

5’ and centrally located sequences.   

 To examine whether RNA degradation of increased severity would induce a 

significant change in the 2-ΔΔCQ, the 3’, 5’ and centrally located amplicons of Hmbs 

were assayed for in the skeletal muscle tissue of mice left to decompose at 22 °C for 

up to 72 hours.  As illustrated in the Bioanalyzer electropherogram outputs in Figure 

5.9 (Section 5.3.3, Chapter 5), the RNA had been fragmented in this tissue sample 

set to a much smaller size distribution.   

 As before, the decay profile of the 3’, 5’ and centrally located sequences of 

Hmbs exhibited a very similar profile, as demonstrated in Figure 7.5.  RNA 

degradation onset immediately within the first 12 hours post-mortem, and the raw 

CQ data follows an almost linear profile before plateauing between 48 to 72 hours.  

The fold-reduction in the measured quantity of Hmbs over the 72 hours is much 

more pronounced in this sample set – with a mean ΔCQ of 7.7, 6.5 and 7.1 for each 

of the 3’, 5’ and central target sequences corresponding to an approximately 208-

fold, 91-fold and 137-fold reduction in their measured quantity over the 72 hour 

post-mortem interval.   
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Figure 7.5: Raw RT-qPCR data upon amplification of the 3’ proximal, 5’ proximal 
and central targets on Hmbs from the skeletal muscle of mice decomposed at  
22 °C for up to 72 hours.  cDNA synthesised from RNA using random priming.  Data 
represents mean of n = 4.  Error bars have been omitted for clarity. 

 

 As before, the three amplicons were paired up for analysis using the 2-ΔΔCQ 

formula to try to identify bias in degradation towards either end of the Hmbs 

molecule; the results of which are illustrated in Figure 7.6. 

Even in this sample set which was beset by severe degradation, the 

magnitude of change in mean 2-ΔΔCQ for all three pair-wise comparisons does not 

deviate appreciably from 1.  For all three amplicon pairs, no consistent relationship 

is apparent between post-mortem interval and 2-ΔΔCQ.  Variability between replicate 

measurements was strong, illustrated by the wide error bars throughout Figure 7.6.  

The 2-ΔΔCQ (C – 5’) remains reasonably consistent at around 1 over the 72 hours 

post-mortem, indicating no preferential degradation of one target sequence or the 
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other.  Unexpectedly, both 2-ΔΔCQ (3’ – 5’) and (3’ – C) ended slightly below 1, 

indicative of a reduced measured quantity of the 3’ proximal target sequence 

relative to the 5’ and central sequences after 72 hours.  This corresponds with the 

slightly elevated 208-fold reduction in the measured quantity of the Hmbs 3’ target 

sequence as estimated from Figure 7.5.  However, this small magnitude of change in 

mean 2-ΔΔCQ cannot be confirmed as due to any reproducible physiological 

degradation; instead lying within the error margin of replicate qPCR measurements. 

 

 

Figure 7.6: Fold change in expression of the 5’ proximal, 3’ proximal and centrally 
located amplicons of Hmbs.  Data represents the fold change in gene expression in 
terms of 2-ΔΔCQ, for three combinations: 3’ – 5’, 3’ – C and C – 5’.  Data points 
represent the mean of n = 4 ± S.E.  cDNA synthesised from RNA using random 
priming.   
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 This outcome supports the previous data set, suggesting that post-mortem 

RNA degradation does not occur in an ‘organised’, directional fashion but is rather 

unpredictable.  This data is consistent with the hypothesis that Hmbs, Sdha and 

Psmc4 RNAs are being fragmented at ‘random’ during the 72 hour post-mortem 

interval, causing a reasonably parallel reduction in the measured quantity of the 3’, 

5’ and centrally located sequences.   

 

7.3.1.2 Results: Oligo (dT) primed cDNA 

 The nature of oligo (dT) priming during reverse transcription means that the 

cDNA products of reverse transcription over-represent the 3’ end of all transcripts.  

All oligo (dT) primed cDNAs contain the poly (A) tail and immediately adjacent 3’ 

proximal sequences, and continued extension towards the 5’ end by reverse 

transcriptase relies on the RNA molecule remaining intact.  As such, partial 

fragmentation of RNAs – regardless of whether this is ‘random’ or directional in 

nature – in theory should cause a more pronounced reduction in the measurable 

quantity of sequences proximal to the 5’ end.  

 Consistent with the previous investigations undertaken, three TaqMan® 

assays (3’ proximal, 5’ proximal and centrally located) were used to amplify each of 

Hmbs, Sdha and Psmc4; examining their expression in the skeletal muscle of mice 

decomposed at 10 °C for up to 72 hours.  Figure 7.7 illustrates that the 3’ proximal, 

5’ proximal and centrally located amplicons exhibited a similar degradation pattern.  

For all three targets, the 3’ proximal target sequences consistently exhibited a lower 

CQ followed by the centrally located target sequences.  The 5’ proximal sequences 

consistently returned a higher CQ.   This is an artefact of the oligo (dT) priming 

procedure, which causes over-representation of the 3’ end of an RNA molecule in 

the reverse transcribed cDNA subjected to qPCR amplification.  
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 For all nine target sequences, the mean increase in CQ (ΔCQ) over the full 72 

hour post-mortem interval examined is displayed in Table 7.6, alongside the 

estimated fold reduction in the quantity of each target sequence.  In this data set, 

the measured reduction in RNA expression was found to be much more variable – 

ranging from a 17.1-fold reduction for the Psmc4 3’ proximal sequence to 90.5-fold 

for the centrally located target sequence on Sdha.   

 

Table 7.6: Fold reduction in the measured quantity of the 3’ proximal, 5’ proximal 
and centrally located target sequences within the Hmbs, Sdha and Psmc4 RNAs.  
Data represents the mean of n = 3.  cDNA synthesised from RNA using oligo (dT) 
priming.  Mean ΔCQ calculated from the difference in mean CQ at the control point 
and after 72 hours post-mortem.  Corresponding reduction in gene expression 
estimated by 2ΔCQ

. 

 Hmbs 3’ Hmbs 5’ Hmbs C 
Mean ΔCQ over 72 

hours 
5.8 4.8 6.0 

Corresponding 

reduction in gene 

expression 

55.7-fold 27.9-fold 64-fold 

 Sdha 3’ Sdha 5’ Sdha C 
Mean ΔCQ over 72 

hours 
5.8 4.2 6.5 

Corresponding 

reduction in gene 

expression 

55.7-fold 18.4-fold 90.5-fold 

 Psmc4 3’ Psmc4 5’ Psmc4 C 
Mean ΔCQ over 72 

hours 
4.1 5.6 5.3 

Corresponding 

reduction in gene 

expression 

17.1-fold 48.5-fold 39.4-fold 

 

As before, the expression levels (CQ) of the 5’ proximal, 3’ proximal and 

central target sequences for Hmbs, Sdha and Psmc4 were examined by pair-wise 

comparison; the results of which are illustrated in Figure 7.8. 
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from RNA using oligo (dT) priming.   
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   It can be observed from Figure 7.8A that for Hmbs the 2-ΔΔCQ (3’ – 5’), (3’ – C) 

and (C – 5’) does not deviate appreciably from 1.  This is indicative of a minimal fold 

change in the expression of the 3’ proximal, 5’ proximal and centrally located target 

sequences of this RNA molecule through degradation over the 72 hour post-

mortem interval investigated.  On the contrary, both Sdha and Psmc4 demonstrated 

results indicative of improved detection of the 3’ proximal RNA sequence (Figure 

7.8B and 7.8C).  For both, the mean 2-ΔΔCQ (3’ – 5’) and (3’ – C) rises sharply between 

36 to 48 hours post-mortem.  In the case of Sdha, this increase reverses itself upon 

extension of the post-mortem interval to 72 hours (Figure 7.8B).  It is difficult to 

pinpoint a reason for this change in decay behaviour; however it is consistent with 

the decay kinetics presented for other endogenous control RNAs in Section 5.3.4, 

Chapter 5 which suggest that after extended post-mortem periods RNA degradation 

slows down.    Similarly, the 2-ΔΔCQ (3’ – 5’) and (3’ – C) for Psmc4 plateaus between 

48 to 72 hours but at a higher relative expression level than for Sdha (Figure 7.8C).  

For both, the 2-ΔΔCQ (C – 5’) relationship does not increase but remains around or 

less than 1.   

This outcome suggests that the 3’ ends of Sdha and Psmc4 remain intact and 

analysable in oligo (dT) cDNA, but the centrally located and 5’ proximal target 

sequences both suffer due to their increasing distance from the poly (A) tail where 

reverse transcription priming takes place.  For both Sdha and Psmc4, the 3’ proximal 

target sequence lay on the final exon boundary within the open reading frame as 

illustrated in Tables 7.2 and 7.3 (Section 7.2.3) respectively.  This meant that the 3’ 

proximal target sequence was as close to the 3’ end and poly (A) tail as was 

practically possible.  On the other hand, it was not possible with the 3’ proximal 

Hmbs target sequence to obtain a suitable qPCR amplicon as close to the end of the 

molecule; rather, the at the boundary of exons 10 and 11 out of 14 (nucleotide 

position 778 – 858 of 1,611).  This may be a factor explaining the slightly different 

decay behaviour of Hmbs compared with Sdha and Psmc4, particularly with regard 

to the 3’ proximal target sequence. 

 It was not possible to conduct a similar analysis on the skeletal muscle of 

mice decomposed at 22 °C.  As determined with the Bioanalyzer 2100 (Figure 5.9, 
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Section 5.3.3, Chapter 5) the RNAs present in this tissue set were fragmented to a 

small size distribution.  Oligo (dT) priming is known not to be particularly robust 

against partial degradation of RNA (138), because it relies on maintaining a 

connection between the target amplicon and the 3’ poly (A) tail.  Should this 

connection be lost through fragmentation, reverse transcription of the target 

sequence into cDNA cannot proceed.  Upon application of the three assays against 

Hmbs to oligo (dT) primed cDNA from this tissue sample set, it was found that the 

centrally located and particularly the 5’ proximal target sequence were mostly lost 

completely through degradation at longer post-mortem intervals (data not shown).  

In most instances, the 5’ proximal amplicon could not be detected at/beyond 48 

hours post-mortem, and in one of the four replicates, fell below the sensitivity of 

the qPCR assay after only 12 hours post-mortem.  This problem was likely 

exacerbated by the fact that of the three RNAs examined here, Hmbs has the lowest 

starting basal level of expression, reducing the dynamic range over which the qPCR 

assays can quantify and track its degradation.    

 

7.3.2 Amplification of differently sized targets on a single RNA 

 In this study, two assays were applied to Psmc4 to examine the effect of 

target sequence size on the success of qPCR amplification for partially degraded 

post-mortem tissue RNA.  These two assays targeted a short (71 nucleotide) and 

long (227 nucleotide) fragment of the Psmc4 transcript, and were engineered to 

overlap at the same position on the Psmc4 RNA so that target position was not an 

additional variable in analysis.  The assays were applied to RNA extracted from the 

skeletal muscle of mice left to decompose at 22 °C for up to 72 hours.  RNA was 

reverse transcribed into cDNA using the random priming strategy, to provide a 

balanced covering of the transcriptome.   

 The raw data upon qPCR amplification of the short and long target 

sequences of Psmc4 is illustrated in Figure 7.9.  Over the 72 hours, mean raw CQ is 

seen to increase for both, indicative of a reduction in the amplifiable quantity of 

Psmc4 RNA.  The measured increase in mean CQ (ΔCQ) over the total 72 hours was 
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slightly higher for the 227 nt amplicon at ΔCQ 10.00, compared to 8.03 for the 71 nt 

amplicon.  Assuming 100% qPCR efficiency, this gives an approximately 261-fold and 

1,024-fold reduction in the expression of the short and long amplicons respectively 

over the 72 hour period. 

 

 

Figure 7.9: Raw RT-qPCR data upon amplification of the short (71 nucleotide) and 
long (227 nucleotides) targets on the Psmc4 RNA from the skeletal muscle tissue 
of mice decomposed at 22 °C for up to 72 hours.  cDNA synthesised from RNA using 
random priming.  Data represents mean of n = 3.  Error bars have been omitted for 
clarity. 
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mortem interval would cause more significant reduction in the measured quantity 

of the long RNA target sequence.  This is as a result of its length, which makes it 
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The data presented lends support to this proposition.  To examine the relative 

relationship of the short (71 nt) and long (227 nt) amplicons more closely, Figure 

7.10 presents the calculated mean 2-ΔΔCQ (short – long).  It was found that over the 

first 36 hours post-mortem, the relative level of these two target sequences 

deviated very little from 1.  This is demonstrated also in Figure 7.9, where the raw 

CQ values are tightly packed during this time.  After 48 hours, the mean 2-ΔΔCQ (short 

– long) rises slightly, indicating a 2.21-fold increase in the expression of the 71 nt 

amplicon of Psmc4 relative to the 227 nt amplicon.  This increase stretches to a 

mean 2-ΔΔCQ of 5.32 after 72 hours post-mortem. 

 

 

Figure 7.10: Fold change in expression of the short (71 nucleotides) and long (227 
nucleotides) target sequences of Psmc4 in the skeletal muscle of mice 
decomposed at 22 °C for up to 72 hours.  Data represents the fold change in gene 
expression in terms of 2-ΔΔCQ (short – long).  cDNA synthesised from RNA using 
random priming.  Data points represent the mean of n = 3 ± S.E.   
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 Particularly at the highest post-mortem intervals, the 2-ΔΔCQ data was found 

to be extremely variable between replicates.  Figure 7.11 represents the results of 

linear regression analysis for the 2-ΔΔCQ (short – long) data, which was found to fit 

best with a quadratic profile.  At the 48 and 72 hour post-mortem intervals, the 

difference in 2-ΔΔCQ between triplicates was extremely high, causing the wide 95% 

prediction and confidence intervals.  This high level of variability between biological 

replicates meant that post-mortem interval was deemed to be a poor predictor of  

2-ΔΔCQ, accounting for only 52.9% of its variation (non-adjusted R2). 

 

 

Figure 7.11: Linear regression analysis of the fold change in expression of the short 
(71 nucleotides) and long (227 nucleotides) target sequences of Psmc4 in the 
skeletal muscle of mice decomposed at 22 °C for up to 72 hours.  Data represents 
the fold change in gene expression in terms of 2-ΔΔCQ (short – long).  cDNA 
synthesised from RNA using random priming.  Data represents n = 3 per time point.  
95% confidence intervals (95% CI) are depicted in green, and 95% prediction 
intervals (95% PI) in purple.   
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7.4 Discussion  

7.4.1 The nature of post-mortem RNA degradation 

Previous chapters have confirmed that after death, RNA is progressively 

degraded in the tissues of mice (Chapter 5, Chapter 6).  However, none of the 

analyses presented in previous chapters have given any indication as to the nature 

of this degradation.  RNA quality scoring on the Bioanalyzer 2100 gives an indication 

of the size distribution of RNA fragments, specifically for the highly abundant 28S 

and 18S rRNAs.  In addition, an examination was made of the rate of decay of a 

number of different RNAs of clinical and/or forensic interest.   

 The aim of this chapter was to make some inferences regarding the nature 

of post-mortem RNA degradation, by looking specifically at a small number of RNAs.  

In live cells, the most common mechanism of degradation is using exoribonucleases 

which disassemble RNA in the 5’ to 3’ direction (22).  However, the mechanism by 

which RNA is degraded and lost in post-mortem tissues is unknown.  It is proposed 

here to be a combination of unknown enzymatic and chemical factors.  Enzyme 

efficiency is likely compromised by the suboptimal temperature and pH conditions 

in cells after death, so it is possible that chemicals produced during autolysis and 

microbial putrefaction play a major role. 

 This chapter looked specifically at the degradation of the Hmbs, Sdha and 

Psmc4 RNAs over a 72 hour post-mortem interval in mouse skeletal muscle.  The 

expression level of sequences near to their 3’ end, 5’ end and centre were 

quantified to determine whether degradation was biased towards any particular 

section of the RNA molecule.  Initially, random priming was employed during 

reverse transcription to give cDNA with a balanced covering of the transcriptome.  

Two tissue sets were analysed: one giving a wide range of measured RNA qualities 

(on the Bioanalyzer 2100) from high to low (mice decomposed at 10 °C for up to 72 

hours) and one giving a number of extremely poor quality tissue samples (mice 

decomposed at 22 °C for up to 72 hours). 
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 The outcomes of this work suggest that post-mortem RNA degradation does 

not occur in an organised fashion as is true of live cells, but is rather unpredictable 

and variable.  The measured quantity of all three of Hmbs, Sdha and Psmc4 was 

found to reduce significantly with progressing post-mortem interval, indicative of 

strong degradation.  This was irrespective of whether the qPCR assay amplified a 

sequence proximal to the 3’ end, 5’ end or in the centre of the RNA molecule.  Pair-

wise comparison of the relative expression of these three target sequences was 

performed, looking at three target combinations: 2-ΔΔCQ (3’ – 5’), 2-ΔΔCQ (3’ – C) and  

2-ΔΔCQ (C – 5’).  For each combination, no consistent and reproducible relationship 

was observed. The magnitude of change in their relative expression (2-ΔΔCQ) in most 

instances was very small, often within the margin of error for qPCR replicate 

measurements.  For the 2-ΔΔCQ (3’ – 5’) which was expected to exhibit the most 

significant fold change in quantity, the 2-ΔΔCQ deviated very little from 1 in all of 

Hmbs, Sdha and Psmc4.  Results obtained between biological replicates (different 

mice) were extremely variable, causing wide margins for error in the mean 2-ΔΔCQ.   

 The most likely cause for this trend is that RNA is being degraded 

indiscriminately either by chemical or enzymatic factors, with no bias as to where 

the RNA molecule is broken.  This has caused an almost parallel reduction in the 

quantity of the sequences proximal to the 3’ and 5’ end and in the centre of the 

molecule.  This was true at all levels of the RNA degradation spectrum, from intact 

to severely degraded samples.   

 In summary, when random priming has been used during reverse 

transcription of RNA into cDNA, it seems that the position of the amplicon (3’, 5’, 

central) is not a major factor affecting the success of RT-qPCR detection.  None of 

the target sequences examined here consistently and significantly exhibited an 

improved level of qPCR detection.  This is an important assay design consideration 

when working with post-mortem tissue samples, which are almost certain to 

contain partially fragmented RNA.  The conclusions drawn here suggest that qPCR 

assays can be designed to amplify any region of an RNA (in poor quality RNA 

samples) with equivalent success, provided that the amplified cDNA was generated 

using random priming. 
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7.4.2 Choice of reverse transcription priming strategy on partially degraded RNA 

 Random and oligo (dT) priming are the two most commonly implemented 

strategies used for conversion of RNA into cDNA by reverse transcription (134, 136, 

177).  Previous work has suggested that of the two, neither provides universally 

improved cDNA yield.  Rather, a study by Stahlberg et al. (136) suggested that 

reverse transcription efficiency can vary between RNA targets, with some exhibiting 

improved cDNA yield upon random priming and others with oligo (dT) priming.  It 

has been proposed that the oligo (dT) priming strategy is less forgiving of partial 

degradation of RNA, because of its dependence on the poly (A) tail remaining intact 

(138).   

 The results shown in Figure 7.7 indicate that when using oligo (dT) priming, 

the yield of cDNA produced for all samples was extremely dependent on the 

position of the qPCR target sequence.  As one might expect, the 3’ proximal qPCR 

target – i.e. that closest to the poly (A) tail – was most efficiently reverse 

transcribed into cDNA.  This is highlighted in Figure 7.7 as a substantially lower 

mean CQ. 

This work has illustrated that the use of random priming during the reverse 

transcription step is much more suitable than oligo (dT) priming for application to 

post-mortem tissue samples, which are likely to contain partially fragmented RNAs.  

As was shown in Tables 7.5 and 7.6, the increase in CQ (ΔCQ) over a 72 hour post-

mortem interval was much more pronounced when working with cDNA generated 

by oligo (dT) priming.  This increase in mean CQ is indicative of loss of detectable 

RNA template through post-mortem degradation.  For example, the ΔCQ (over 72 

hours) for the Psmc4 5’ proximal target sequence indicated a 13-fold reduction in 

the quantity of randomly primed Psmc4 cDNA, but oligo (dT) primed Psmc4 cDNA 

exhibited a 48.5-fold reduction in expression.   

 Oligo (dT) was also found to perform extremely poorly when used for the 

reverse transcription of severely fragmented RNA into cDNA.  Samples of mouse 

skeletal muscle decomposed in vivo for up to 72 hours at room temperature (22 °C) 

were assayed for the expression of Hmbs.  This was achieved with no issues using 
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randomly primed cDNA.  However, it was not possible to always successfully amplify 

the 3’ proximal, 5’ proximal and central amplicons of Hmbs from oligo (dT) cDNA.  

Often, the quantity of template cDNA fell well below the sensitivity of the assay.  

This was particularly prevalent for the 5’ proximal and centrally located sequences, 

which could not be amplified from tissue samples with an extended post-mortem 

interval.  For those which could be amplified by qPCR, the amplification curve was 

so close to the sensitivity of the assay that the reproducibility of replicate 

measurements was compromised through stochastic amplification.  This is known 

as the ‘Monte Carlo’ effect, and the scattering of CQ values is caused by the reduced 

probability of primer annealing in the early stages of qPCR when the template 

quantity is very low (134, 247).   

 What can be deduced from this is that reverse transcription of RNA into 

cDNA using the random priming strategy is more robust and tolerant of partial RNA 

degradation, confirming the hypothesis of Stahlberg et al. (136).  In fact, when using 

random priming no favourable qPCR target position was identified; with all regions 

of the RNA molecule equally represented in the cDNA population.  As such, these 

outcomes support the use of reverse transcription using random priming when 

working with partially decomposed post-mortem tissue samples.   

 

7.4.3 Specialist qPCR primer design for estimation of the post-mortem interval 

 It has been hypothesised in a number of different research areas that 

quantification of the degree of RNA degradation could be used as a measure of 

‘age’ (5, 6, 28, 56, 60, 80, 243, 244).  In a forensic context, this has been used for the 

ageing of biological specimens such as blood stains and hair (28, 56, 60, 243, 244).  

In addition, several researchers have proposed tissue RNA degradation as a 

potentially quantitative measure of post-mortem interval, as discussed in detail in 

Section 1.3.2.2.1 , Chapter 1 (4-6, 80).   

 Up until now, the outcomes of this thesis have not been particularly 

supportive of the hypothesis that RNA degradation can be used as a quantitative 

measure of post-mortem interval.  It has been shown that the rate of RNA 
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degradation is strongly variable and unpredictable, and in particular is influenced by 

tissue type and the environmental conditions.  This chapter examined the potential 

of two assay formats used for estimation of the degree of RNA degradation – 

amplifying differently located target sequences on a single RNA, and amplifying 

differently sized target sequences on a single RNA. 

 

7.4.3.1 Amplification of differently positioned targets on a single RNA 

Bauer et al. were able to demonstrate a linear correlation between the 

relative expression level of differently positioned target sequences on the FASN 

transcript and the post-mortem interval (up to 5 days) for human brain and blood 

samples (5).  This was achieved using cDNA generated by oligo (dT) priming, under 

the premise that degradation would cause preferential loss of the most 5’ proximal 

target sequences.  However, this study was conducted prior to the widespread 

acceptance of real time PCR for gene expression analyses, meaning that their data is 

not fully quantitative.   

 This chapter aimed to examine the expression relationship between three 

differently positioned target sequences on each of Hmbs, Sdha and Psmc4.  These 

three RNA targets were reverse transcribed from post-mortem skeletal muscle 

tissue RNA (of post-mortem interval up to 72 hours) using oligo (dT) priming.  The 

relationship between the expression of the 3’ proximal, 5’ proximal and central 

target sequences on each of Hmbs, Sdha and Psmc4 were compared using the 2-

ΔΔCQ (3’ – 5’), 2-ΔΔCQ (3’ – C) and 2-ΔΔCQ (C – 5’) formulae.   

 It was found that degradation behaviour was variable between each of the 

three RNAs examined.  Hmbs exhibited minimal fold change in the relative 

expression of the 3’ proximal, 5’ proximal and centrally located sequences (Figure 

7.8A).  Sdha and Psmc4 both exhibited a small increase in the 2-ΔΔCQ (3’ – 5’) and 2-

ΔΔCQ (3’ – C), indicative of improved detection of the 3’ proximal target sequence 

(Figure 7.8B and 7.8C).  Their relationship remained fairly steady until 36 hours 

post-mortem interval, after which it took a sharp increase between 36 to 48 hours 

and plateaued.  No substantial change was observed in the 2-ΔΔCQ (C – 5’) with 
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increasing post-mortem interval, indicating that both the 5’ proximal and centrally 

located sequences were affected equally by RNA degradation.   

 This outcome refutes the findings of Bauer et al., who used human brain and 

blood samples of differing post-mortem intervals as a substrate for gene expression 

analysis (5).  The expression relationship between the 3’ proximal, 5’ proximal and 

central sequences of Hmbs, Sdha and Psmc4 did not exhibit a linear correlation with 

post-mortem interval as demonstrated by Bauer et al.  Unexpectedly, the 

expression relationship documented was more sigmoidal in shape.  This is more in 

line with the conclusions drawn by Popova et al. (269), who pertain that use of 5’:3’ 

expression ratios as quality scores during microarray analyses has some quantitative 

value for moderate RNA degradation, but loses sensitivity and dynamicity in heavily 

fragmented RNA samples. 

Overall, this work indicates that this experimental format may possess some 

limited merit for quantification of post-mortem interval.  However, the non-linear 

nature of RNA degradation and its high variability between replicates restricts its 

predictive value.   

 

7.4.3.2 Amplification of differently sized targets on a single RNA 

 In undegraded RNA, two differently sized target sequences on a single RNA 

molecule should in theory, be present in equimolar amounts (60).  Upon 

fragmentation of the RNA, it is statistically more likely for the longer target 

amplicon to be ‘broken’.  It only takes a single ‘break’ in the target RNA sequence to 

render it unamplifiable and thus undetectable by qPCR.  As such, it has been shown 

that the relative expression level of two differently sized RNA target sequences 

changes over time (60, 129), making for a measure of RNA degradation. 

 The author is aware of no published works to date that have applied this 

principle towards estimation of post-mortem interval.  This work involved the 

development of a duplex assay against the Psmc4 RNA transcript, amplifying a short 

(71 nt) and long (227 nt) target sequence within the RNA.  It was hypothesised that 
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post-mortem RNA fragmentation would cause a more pronounced reduction in the 

measurable quantity of the long (227 nt) target sequence relative to the short 

sequence, causing a progressive increase in 2-ΔΔCQ over the course of the post-

mortem interval.  

 The data generated confirms this hypothesis, where the mean 2-ΔΔCQ  

(short – long) increased from 1 to 5.32 over the 72 hour post-mortem interval 

examined (Figure 7.10).  This supports the findings of Anderson et al. (60) who 

demonstrated a strong relationship between the expression ratio of a short and 

long RNA target sequence of each of 18S rRNA and ACTB and blood stain age.  

However, the expression relationship between the two target sequences was not 

linear but followed a quadratic profile – with little change apparent during the first 

36 hours.  In addition, it was found to be extremely variable between replicates, 

making it poorly predictive of post-mortem interval. 
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7.5 Summary and conclusions 

Box 7.1 at the beginning of this chapter presented three research ‘questions’ 

which this work endeavoured to answer.  To conclude, these questions will be 

revisited to contextualise the original aims with the data presented in this chapter. 

 

Does RNA degrade ‘at random’ in post-mortem tissues, or does the decay of 

individuals RNAs retain a directional element to it as is true in live cells? 

It was found that although significant degradation was apparent from the raw CQ 

data, the expression ratio of sequences proximal to the 5’ end, 3’ end and centre of 

three mRNAs (Hmbs, Sdha and Psmc4) did not vary significantly over the course of 

the post-mortem interval.  This is suggestive of random fragmentation causing a 

parallel loss in their measured quantity, rather than the more organised directional 

degradation. 

 

If RNA degradation does retain a directional element to it, could a duplex qPCR 

assay targeting two differently positioned sequences on a single RNA be used as a 

quantitative measure of post-mortem interval? 

The magnitude of variation in the expression of the 5’ proximal, 3’ proximal and 

centrally located sequences of three mRNAs (Hmbs, Sdha and Psmc4) was 

extremely small, non-linear and strongly variable between replicates.  As such, this 

suggests that a duplex qPCR assay targeting two differently positioned sequences 

on a single RNA holds little merit as a measure of post-mortem interval. 

 

Could a duplex qPCR assay targeting two differently sized sequences on a single RNA 

be used as a quantitative measure of post-mortem interval? 

By amplifying a short and long target sequence on a single RNA (Psmc4), it was 

found that their expression relationship (in terms of the 2-ΔΔCQ) increased steadily 
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over the course of the post-mortem interval.  Unfortunately, this relationship was 

not linear and was found to be extremely variable between replicates.  This 

suggests that a duplex qPCR assay targeting two differently sized sequences on a 

single RNA holds some merit as a measure of post-mortem interval, but not in its 

current format. 

 

Even under extremely controlled laboratory conditions as has been achieved 

here, RNA decay behaviour in post-mortem tissues has been demonstrated to be 

extremely variable and difficult to predict.  For researchers who wish to work 

towards a quantitative assay for estimation of post-mortem interval, a change of 

tack is likely required.  For example, the use of small RNAs such as miRNAs (or 

tRNAs) might be considered, as these can be amplified with extremely small length 

qPCR target sequences which have been demonstrated to be more robust against 

degradation (80).  Subjecting samples to gene expression analysis is a costly and 

time consuming process.  As such, unless this method provides overwhelmingly 

improved accuracy and precision in post-mortem interval estimates over current 

methodologies (Section 1.3.2.1, Chapter 1) then it is unlikely to prosper in future. 

  



293 
 

Chapter 8: General discussion, conclusions and 

recommendations for future work 

 

RNA analysis presents a unique opportunity to answer a wide range of as 

yet, unanswered questions in forensic science.  This thesis has focused on two 

related research themes – detecting cell-specific RNA expression for identification 

of biological specimens, and quantifying RNA degradation in post-mortem tissues.   

As different cell types are postulated to exhibit their own unique 

transcriptome, Chapter 3 explored the use of this principle to ascertain whether or 

not mock casework samples contained traces of menstrual blood, vaginal secretions 

and skin cell deposits.  An analytical protocol was devised and applied to ‘blind’ 

biological specimens mimicking casework samples – incorporating a wide range of 

body fluids and contact traces, both new and degraded.  This work validated the 

reliability and reproducibility of cell-specific RNA detection, contributing to the work 

of the RNA branch of the EDNAP group (3, 66).   

On the whole, the outcomes presented in Chapter 3 support the use of RNA 

profiling for identification of menstrual blood, vaginal secretions and skin cell 

deposits.  RNA/DNA co-extraction did not appear to compromise the quality of DNA 

profiles obtained.  Surprisingly, it was still possible to successfully characterise RNA 

markers in stains which had been aged for up to 6 years.  This provides evidence of 

the long-term persistence of RNA in biological specimens, in line with the research 

aims of the rest of this thesis.  Many assays exhibited excellent sensitivity towards 

their respective body fluid: e.g. 1/64th of a menstrual blood and a vaginal fluid swab 

could be accurately identified.  However, some issues were identified regarding 

poor sensitivity for a number of RNA markers; particularly the MSX1, LEFTY2 and 

SFRP4 RNAs in menstrual blood, Lgas RNA for vaginal secretions and the eight skin 

RNAs.  Additionally, a number of RNAs exhibited cross-reactivity to body fluids other 

than their intended target – particularly the supposed vaginal fluid specific markers 

Ljen, Lcris, MYOZ1 and MUC4.  This highlights the requirement for more work to 
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identify RNA markers with expression exclusive to their respective body fluid.  

Alternatively, future work must focus on developing a novel method to quantify 

total human RNA yield and normalise the input to RT-PCR, to gain an optimum 

balance of sensitivity and specificity.  The use of endogenous control RNAs other 

than B2M, UBC and UCE should be researched to improve their sensitivity when 

applied to difficult sample substrates.  In addition, the need for future investigations 

to look closely at the development and validation of interpretation strategies for 

RNA evidence was also highlighted, particularly with regard to false negatives (30, 

71).  This ‘interpretation’ theme was continued throughout the rest of this thesis, 

with regard to the characterisation of RNA profiles from post-mortem tissues. 

As well as exhibiting tissue type specificity, it has been postulated that RNA 

profiling could in future be used as a diagnostic tool in forensic pathology.  

However, RNA is a labile molecule and is under constant attack from enzymatic, 

chemical, microbial and physical factors during the post-mortem interval: defined as 

the time frame between physiological death until discovery of the body, autopsy 

and tissue collection (82).  This time lag is inevitable, and what happens to RNA 

during this time is largely unknown.  Having already developed and validated a 

method for the detection of tissue specific RNAs, this research proceeded to 

broadly analyse the decay behaviour of RNA in post-mortem tissues.  The key 

objective was to determine for how long after death transcriptome analysis 

provides reliable and informative data regarding gene activity; which is of specific 

interest in forensic pathology. 

Unfortunately, human autopsy samples are extremely heterogeneous with 

regard to variables such as age, gender, cause of death, health, pharmacological 

treatments and conditions during the post-mortem interval.  Consequently, the use 

of animal models for preliminary research of this kind has been advocated because 

of the ease with which these variables can be controlled.  This research has used 

the laboratory mouse as an animal model to study the decay of RNA in skeletal 

muscle, kidney, liver and heart tissue over the first three days following death. 
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The analysis of RNA recovered from mouse tissue identified that RNAlater® 

effectively preserves RNA in skeletal muscle, kidney, liver and heart for up to 8 

weeks at -20 °C (Chapter 4).  To the author’s knowledge, there are no other 

published works confirming the efficacy of RNAlater® in a time-wise study as was 

achieved here, and using the sensitive and objective RIN algorithm to quantify RNA 

fragmentation.  As such, these outcomes are valuable to researchers not only in 

forensic science but also those using RNAlater® in their tissue processing workflow 

in a clinical and veterinary setting. 

Additionally, the effectiveness of two RNA purification strategies at 

recovering RNA from mouse skeletal muscle, kidney, liver and heart was compared: 

using the liquid-liquid TRI® Reagent RNA extraction system and RNeasy® silica 

columns (Chapter 4).  Both fresh (0 hours post-mortem interval) and partially 

decomposed (8 and 24 hours post-mortem interval) tissue samples were examined, 

to identify any bias in the recovery of RNA of differing degrees of fragmentation.  It 

was found that TRI® Reagent consistently recovered a significantly higher yield of 

RNA for all four tissue types, and that these RNA extracts exhibited a significantly 

lower proportion of DNA contamination.  This is proposed to stem from the 

repeated wash steps required with RNeasy®, facilitating the loss of RNA.  Overall, 

RNeasy® provided RNA extracts with a higher measured quality (RIN).  This was 

attributed to the inability of the silica membranes to effectively capture small RNA 

fragments, causing it to return ‘artificially’ high RIN values.  Accordingly, TRI® 

Reagent was selected as the extraction methodology of choice for all subsequent 

investigations.   

An interesting further extension of this work would be to consider the 

effectiveness of these two extraction methodologies when applied for the recovery 

of RNA from body fluid stains (e.g. blood, semen, saliva, menstrual blood, vaginal 

secretions) and contact traces.  EDNAP has implemented the RNeasy® technology 

into their recommended RNA analysis workflow (3, 41, 65, 66), but this most likely 

stems from its reduced reagent toxicity and automatability rather than any results-

based benefit.  The outcomes of this work demonstrate that TRI® Reagent exhibits 
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improved RNA recovery, and may in turn enhance the sensitivity of RNA analysis in 

this alternative setting.   

RNA behaviour was examined in the skeletal muscle, kidney, liver and heart 

tissue of mice decomposed for a range of time intervals up to a maximum of 72 

hours (Chapters 5 and 6).  At no point over the 72 hour post-mortem interval did 

the yield of RNA from tissues fall below such a level that it could not be analysed by 

UV-vis spectrophotometry, on the Bioanalyzer 2100 and by RT-qPCR.  In the skeletal 

muscle of mice stored under room temperature conditions, no decline in total RNA 

yield was observed over the 72 hour post-mortem interval examined.  This 

surprisingly high level of RNA stability is an encouraging outcome, demonstrating 

that RNA can still be manipulated in the laboratory for several days after death. 

It was found that RNA degradation (as quantified in terms of the RIN) does 

not proceed in a linear fashion, rather with a ‘sigmoid’ profile.  RNA fragmentation 

was slow to onset, and RNA quality scores converged at the lower end of the RIN 

spectrum (around RIN 2) after longer post-mortem intervals.  As such, it was 

concluded that the RIN algorithm is insensitive to severe RNA fragmentation, and 

may not serve as an effective screening tool prior to downstream analysis for post-

mortem tissue RNA.  This non-linearity also restricts the informative value of tissue 

RNA quality (RIN) as a predictor of post-mortem interval.  

As expected, it was found that the environmental conditions to which the 

mouse corpse was exposed had a significant effect on the degradation rate of RNA.  

Mice were left to decompose at one of three ambient temperatures – 10 °C, 22 °C 

and 30 °C.  The transcriptome was best preserved in those mice stored in cooler 

conditions – with a significant reduction in RNA quality only detected after 24, 9 and 

6 hours at 10, 22 and 30 °C respectively.  It was estimated that RNA quality fell 

below the minimum RIN threshold of 3.95 suggested by Weis et al. (138) at 36, 24 

and 12 hours upon decomposition at 10, 22 and 30 °C respectively.  As such, this 

work has identified that the time span during which RNA can be reliably analysed is 

strongly dependent on post-mortem interval factors such as temperature.  Further 

work should consider other post-mortem variables such as humidity or exposure 
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(e.g. clothing, coverings, burials, submersion in water) and how these affect 

decomposition as a whole and also the degradation of tissue RNA.  In addition, it 

would be interesting to consider the preservation of RNA under mock mortuary 

conditions, where the corpse would most likely be stored in a refrigerator at 4 °C; 

likely to further increase the time span during which tissue RNA quality remains 

sufficiently high.   

Perhaps the most surprising outcome of all has been identifying differential 

degradation of RNA species over the course of the post-mortem interval (Chapter 

5).  Even among endogenous control RNAs which were expected to be amongst the 

most stably expressed RNAs in the transcriptome, significant variability was 

observed between their decay rates.  Of the six RNAs examined 18S rRNA was 

deemed most stable, most likely as a result of the structural protection conferred 

upon it by the ribosome (28).  B2m and Actb exhibited similar decay profiles, as did 

Hmbs and Ubc.  Gapdh was found to be extremely susceptible to fragmentation.  

The same rank order of stability was consistent across technical replicates (tissue 

samples from the same mice), biological replicates (tissue samples from different 

mice), between tissue types (skeletal muscle, kidney, liver and heart) and across all 

environmental temperatures considered.  This highlights an element of 

predictability to RNA decay behaviour.  Despite this, strong variability in the 

magnitude of RNA degradation was observed between replicates; limiting its 

predictive value for post-mortem interval.  This strong data variability suggests that 

in post-mortem tissues, small-scale changes in gene expression most likely cannot 

be assessed reliably (4).  Although differential stability of RNAs post-mortem is not a 

new phenomenon (87, 93, 233, 234), to the author’s knowledge this study 

represents the first time that it has been demonstrated solely for endogenous 

control RNAs.  This highlights the future requirement that the degradation profile of 

all RNAs in a diagnostic assay must be thoroughly characterised. 

Actb was identified as the most suitable endogenous control RNA for 

normalisation purposes in mouse skeletal muscle tissue, by both the geNorm and 

NormFinder softwares.  18S rRNA and Gapdh were deemed poorest, most likely 

resulting from their ‘extremes’ of stability.  Future work should consider a much 
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wider range of potential endogenous control RNAs out with the six that this study 

was restricted to, to identify which (and how many) are best for normalisation of 

gene expression data pertaining to post-mortem tissues.  In addition, it is important 

that endogenous controls are selected to mirror the anticipated stability level of a 

diagnostic target RNA, to prevent erroneous attribution of an up- or down-

regulation of a gene which is actually an artefact of differential degradation (232).   

More work is required to identify a suitable ‘cut-off’ RIN below which the 

results of gene expression analysis are likely to be compromised.  Two thresholds 

have been suggested in the literature – a RIN of 3.95 suggested by Weis et al. (138) 

and 5 by Fleige et al. (212).  However, these two thresholds have not been 

generated for screening with subsequent RT-qPCR in mind; rather for determining 

which samples are suitable for microarray and endpoint RT-PCR analysis.  Data 

presented in Chapter 5 highlighted a strong relationship between RIN and the 

results of RT-qPCR (ΔCQ), and demonstrated 3.95 to be the more suitable threshold 

of the two.  However, because RT-qPCR uses small target amplicons (in this study 

ranging from 59 to 107 nt in length) it is much more robust against degradation 

compared to other technologies.  As such, the author advocates that the concept of 

a ‘RIN threshold’ for post-mortem tissues should be revisited with this in mind.  This 

would require statistical analysis of a significantly larger number of tissue samples 

than has been achieved here, representing all areas of the RIN spectrum.   

Based on the quantified level of the RNA encoding for the immediate early 

gene Fos, it has been estimated that mouse skeletal muscle remained 

transcriptionally active during the first 30 minutes following death.  Unfortunately, 

the detected up-regulation in Fos expression was lost within the first 3 hours, most 

likely as a result of accelerated Fos mRNA degradation.  This mirrors the findings of 

Ikematsu et al. with Fos and other RNA targets (97, 239).  This outcome is positive, 

demonstrating that cells do retain some transcriptional activity during and 

immediately after the death event.  The main focus of future research must be to 

identify RNAs with up- and down-regulation associated with different causes of 

death.  This would be best achieved using high throughput technologies such as 

microarrays or RNA sequencing.  In addition, assessment should be made of their 
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degradation profiles during the immediate hours/days following death to determine 

their long-term diagnostic value. 

Most of the research presented throughout this thesis has used an in vivo 

decomposition model, in which tissues (skeletal muscle, kidney, liver and heart) 

were left to decompose within an intact corpse.  However, it is becoming clear that 

more and more studies are embracing the more practical ex vivo decomposition 

simulation (6).  The validity of this approach was explored in Chapter 6, to 

determine whether RNA decay behaviour is appreciably different across both 

settings.   

It was found that during the first 8 hours post-mortem, the drop in total RNA 

quality (RIN) was most pronounced in the muscle, liver and heart tissues 

decomposed ex vivo.  By 48 hours post-mortem any observed difference between 

the in vivo and ex vivo categories was lost, as RNA quality converged at an 

extremely poor RIN 2.  Upon comparison of the RT-qPCR data for 18S rRNA and 

Gapdh in skeletal muscle and heart, no significant difference in their measured 

quantity was found between the in vivo and ex vivo categories.  On the converse, 

the quantity of 18S rRNA and Gapdh mRNA reduced more rapidly in in vivo 

decomposed kidney and liver.  It would be interesting in future experimentation to 

extend the post-mortem interval beyond 48 hours, to determine whether or not a 

similar effect could be observed in skeletal muscle and heart tissue.   

Overall, this data suggested that in the short term, RNA degradation ‘kicks 

in’ earliest in tissues removed from the corpse.  However, in the longer term, RNA is 

preserved better in tissues removed from the corpse, segregating them from the 

influence of other organ systems such as the bacteria-rich gastrointestinal tract.  

This outcome is concerning and merits further investigation, particularly with regard 

to the increasing number of studies which attempt to directly compare gene 

expression data generated under the two experimental designs.  As the data 

suggests an influence of surrounding tissue types on RNA degradation, it would be 

interesting also to consider how blood loss (e.g. through infliction of a wound) and 

dehydration affect the redistribution of fluids and migration of bacteria throughout 
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the corpse, and whether this would affect the rate of tissue and RNA 

decomposition.  In addition, to more thoroughly compare in vivo and ex vivo 

decomposition than has been achieved in this pilot study future work should 

consider a wider range of tissue types and a larger panel of target RNAs, other than 

solely 18S rRNA and Gapdh mRNA. 

Finally, two alternative approaches to RT-qPCR design were considered, 

both of which aim to elucidate the nature of RNA degradation (i.e. random or 

directional) and track its progression in post-mortem tissues.  Initially, target 

sequences were amplified proximal to the 3’ end, 5’ end and centre of the Hmbs, 

Sdha and Psmc4 mRNAs.  It was found that the ratio of their expression did not 

change significantly in mouse skeletal muscle over a 72 hour post-mortem interval.  

As a result, this type of RT-qPCR assay design has little or no predictive value for 

estimation of the degree of RNA degradation and ultimately, the post-mortem 

interval.  From this data, it was concluded that post-mortem RNA degradation most 

likely proceeds ‘at random’, causing a parallel reduction in the measured quantity of 

the 3’, 5’ and central portions of each RNA target by RT-qPCR.  This outcome also 

suggests that the positioning of a qPCR target on an RNA has no specific 

ramifications with regard to the success rate of RT-qPCR for partially decomposed 

tissues; an important consideration in assay design.   

The second approach involved amplification of two differently sized target 

sequences on the Psmc4 mRNA – a 71 and a 227 nucleotide target.  Longer target 

sequences are known to be more susceptible to degradation, a single ‘break’ 

preventing qPCR amplification (129).  It was found that during the first 36 hours 

post-mortem, 2-ΔΔCQ (short – long) did not deviate appreciably from 1, indicative of 

no preferential degradation of the 71 or 227 nt Psmc4 sequence.  At 48 to 72 hours, 

the 2-ΔΔCQ (short – long) began to rise in line with increasing post-mortem interval.   

This outcome suggests that this method of qPCR assay design holds some 

potential as a method to quantify RNA degradation and in due course, post-mortem 

interval.  However, its predictive value is limited by its insensitivity to mild RNA 

fragmentation during the early post-mortem interval (≤ 36 hours).  The two 
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amplicons were selected to represent the extremes of length (minimum and 

maximum) practically analysable by qPCR, and thus it is difficult to envisage that 

this methodology could be altered to make it more sensitive.  Alternative 

approaches in future might consider the use of small RNAs such as miRNAs, as these 

can be amplified with extremely small length qPCR target sequences which have 

been demonstrated to be very robust against degradation (80).   

Overall, this thesis has taken a broad look at RNA behaviour in tissues after 

death.  The data presented suggests that the use of RNA degradation as an indicator 

of post-mortem interval is fraught with difficulties and uncertainties, such as its 

strong variability between replicates (Chapters 5 and 7) and its apparent 

dependence on external conditions (Chapter 5) and tissue type (Chapter 6).  Several 

interesting attributes have been identified, such as the preservation of RNA in 

tissues at low temperatures, the differential decay of endogenous control RNAs, 

and the dependence of RNA decay behaviour on surrounding tissues/organ 

systems.  The outcomes of this work are applicable not only in forensic pathology, 

but also in clinical research where post-mortem tissues are used as a substrate to 

study the molecular basis of disease.  
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Appendix 1: Quantitative PCR assay quality control data  

 

A1.1 Introduction: Quality control in real time PCR 

All of the data presented in this thesis has been analysed using relative 

quantification methods such as the 2-ΔΔCQ.  Although the use of relative 

quantification does not directly necessitate the use of a standard curve for 

calibration purposes, it is essential that a number of features of each PCR assay be 

characterised for quality control purposes.  The term PCR assay refers to a pair of 

PCR primers and a dye-labelled probe (or just a pair of PCR primers, in the case of a 

SYBR® Green paired assay), used for quantification of a single cDNA target.  Such 

quality control features include the linearity or the resultant qPCR raw data, qPCR 

efficiency, reproducibility, sensitivity and results of negative controls. 

The linearity and qPCR efficiency of a particular assay can be easily assessed 

by generation of a standard curve, using a serial dilution of cDNA.  Figure A1.1 

illustrates an example standard curve for the Sdha assay (utilised in Chapter 7), 

using a 1:3 dilution series of cDNA in water.  Typically, the relationship between the 

log of cDNA template starting quantity and the raw CQ should remain linear up to 5 

orders of magnitude (162). 

When the log10 of the starting RNA concentration and CQ are plotted, the 

gradient of the best-fit straight line can be used to estimate the qPCR efficiency, 

using the following formula: 

𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = 10  
(

−1

𝑔𝑟𝑎𝑑𝑖𝑒𝑛𝑡
)
     Equation 1 

To obtain this as a percentage, it can be converted as follows: 

% 𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 = (𝐸𝑓𝑓𝑖𝑐𝑖𝑒𝑛𝑐𝑦 − 1) 𝑥 100   Equation 2 

This efficiency value gives an estimation of the proportion of PCR products that are 

doubled with every PCR cycle; an efficiency of 100% implying that every target DNA 

molecule is duplicated during every PCR cycle.  Ideally, a top quality qPCR assay 
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should possess an optimal amplification efficiency of approximately 90-110% (12, 

270).  The R2 gives a measure of the linearity of the standard curve, and should be  

> 0.98.   

 

 

Figure A1.1: Example standard curve for Sdha TaqMan® assay.  Generated using a 
1:3 dilution series of high quality mouse skeletal muscle cDNA ranging in 
concentration from 200 ng/µL to 0.003 ng/µL of starting RNA. 

  

 It is important also to evaluate the reproducibility of the raw CQs obtained 

upon repeated analysis of the same cDNA sample with each qPCR assay.  Generally, 

two types of variation are plotted: 

 Intra-assay variation – the variability in raw CQ results obtained upon 

repeated quantification of a target in a single cDNA sample, within the same 

qPCR plate and with the same batch of qPCR mastermix 

 Inter-assay variation – the variability in raw CQ results obtained upon 

repeated quantification of a target in a single cDNA sample, across different 

qPCR plates and with different batches of qPCR mastermix 
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Finally, the assays are examined using two types of negative control; for 

both of which they should return a negative result.  Firstly, the no template control 

(NTC) assesses for cDNA contamination by amplification of a blank water sample.  

The RT- control assesses for amplification of genomic DNA (rather than the desired 

cDNA), by amplification of an RNA sample subjected to reverse transcription in the 

absence of reverse transcriptase.  Tables A1.2 and A1.3 below illustrate typical NTC 

and RT- negative controls for each of the assays, but these are completed 

periodically as standard. 

All of the aforementioned quality control parameters should be determined 

for all qPCR assays prior to their application on experimental samples.  Upon 

publication of the data generated, these quality control parameters should be 

reported in the resulting manuscript in accordance with the Minimum Information 

for Publication of Quantitative Real Time PCR Experiments (MIQE) guidelines (126), 

normally within a supplementary table or spreadsheet.  The MIQE guidelines 

provide a huge set of quality control parameters that should be published alongside 

experimental data for all qPCR experiments. 

 

A1.2 Quality control data: TaqMan® PCR assays 

 The following pages illustrate identity details of all TaqMan® assays used in 

Chapters 5, 6 and 7 of this thesis and their relevant quality control data.  All 

TaqMan® assays were purchased from an inventory available through Life 

Technologies. 
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Table A1.1: Details of Life Technologies inventoried TaqMan® qPCR assays used throughout Chapters 5, 6 and 7. 

Target RNA Abbreviation Protein function 
Life Technologies 
TaqMan® assay ID 

Amplicon 
length (nt) 

Assay 
location 

Exon 
boundary 
targeted 

18S ribosomal 
RNA 

18S rRNA 
Essential structural component of 

the small eukaryotic ribosomal 
subunit 

Mm03928990_g1 61 152-211 N/A 

β2-
microglobulin 

B2m 

Component of MHC Class I 
molecules, involved in the 

presentation of foreign intracellular 
antigens to the immune system 

Mm00437762_m1 77 111-187 1-2 

β-actin Actb 

Cytoskeletal protein which, along 
with other actin subtypes form 

microfilaments, involved in 
maintenance of cell shape and 

motility 

Mm01205647_g1 72 201-271 2-3 

Glyceraldehyde-
3-phosphate 

dehydrogenase 
Gapdh 

Enzyme catalysing the conversion of 
glyceraldehyde-3-phosphate into 

glycerate-1,3-bisphosphate during 
glycolysis 

Mm99999915_g1 107 75-181 1-2 

Hydroxymethyl-
bilane synthase 

Hmbs 

Enzyme catalysing the 
tetramerisation of porphobilinogen 

into hydroxymethylbilane during the 
haem biosynthetic pathway 

Mm00660260_g1 
Mm01143545_m1 
Mm01168620_g1 

82 
81 
81 

220-302 
473-554 
778-859 

1-2 
6-7 

10-11 
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Target RNA Abbreviation Protein function 
Life Technologies 
TaqMan® assay ID 

Amplicon 
length (nt) 

Assay 
location 

Exon 
boundary 
targeted 

Ubiquitin C Ubc 

Small regulatory protein used to ‘tag’ 
proteins for degradation by the 

proteasome or to alter ther activity 
of cellular localisation 

Mm00446973_m1 80 104-184 1-2 

Succinate 
dehydrogenase 

complex, 
subunit A, 

flavoprotein 
variant 

Sdha 
Enzyme catalysing the conversion of 

succinate to fumarate during the 
Krebs’ cycle 

Mm01352362_m1 
Mm01352368_m1 
Mm01352360_m1 

67 
73 
69 

174-241 
1098-1171 
1942-2011 

2-3 
8-9 

14-15 

Proteasome 26S 
subunit, ATPase 

4 
Psmc4 

ATPase enzyme catalysing the 
dephosphorylation of ATP to ADP 

releasing energy 
Resides within the proteasome, 

providing energy for protein 
degradation and amino acid 

recycling 

Mm01176478_m1 
Mm00457191_m1 
Mm00821599_g1 

74 
78 
71 

104-178 
750-828 

1220-1291 

1-2 
6-7 

10-11 

FBJ murine 
osteosarcoma 

oncogene   
Fos 

Immediate early gene pair, rapidly 
expressed by cells in response to a 

wide variety of cell stimuli 
Form the heterodimer AP-1, a key 

transcription factor 

Mm00487425_m1 59 279 1-2 

Jun proto-
oncogene 

Jun Mm00495062_s1 81 787-867 N/A 
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Target RNA Abbreviation Protein function 
Life Technologies 
TaqMan® assay ID 

Amplicon 
length (nt) 

Assay 
location 

Exon 
boundary 
targeted 

Transforming 
growth factor 

beta-1 
Tgfb1 

Inducible cytokine secreted from 
many cell types, controls cell growth, 

proliferation, differentiation and 
apoptosis 

Mm01178820_m1 59 1728-1787 1-2 

Caspase 3 Casp3 
Member of apoptotic signalling 

cascade in both the extrinsic and 
intrinsic apoptosis activation systems 

Mm01195084_m1 79 711-789 2-3 

Fas receptor Fas 
Cell membrane receptor accepting 

signals from the Fas ligand 
Mm01204974_m1 76 702-777 8-9 

Fas associated 
death domain 

Fadd 
Adaptor protein involved in extrinsic 

apoptosis activation system 
Mm00438861_m1 98 336-433 1-2 

DNA 
fragmentation 

factor 40 
Dff40 

DNase enzyme, induces chromatin 
condensation and DNA degradation 

during apoptosis 
Mm00438410_m1 67 550-616 3-4 

Caspase 6 Casp6 Effector caspase during apoptosis Mm00438053_m1 90 356-445 4-5 

Apoptotic 
protease 

activating factor 
1 

Apaf1 
Activator of the intrinsic apoptosis 

activation system 
Mm01223702_m1 62 3261-3322 18-19 
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Table A1.2: Summary of TaqMan® qPCR assay quality control data for assays used in Chapter 5 and 6.  Intra-assay and inter-assay variation 
was calculated upon repeat examination of n = 8 replicates. 

Target ID 
Life Technologies 

Assay ID 

RNA 
concentration 
range assayed 

(ng/µL) 

qPCR 
gradient 

% efficiency R2 
CQ  

NTC 
CQ  
RT- 

Inter-assay 
variation 
(RSD%) 

Intra-assay 
variation 
(RSD%) 

18S rRNA Mm03928990_g1 0.001-200 -3.6255 88.72 0.994 36.08 36.98 0.863 0.996 

B2m Mm00437762_m1 0.0069-50 -3.6487 87.96 0.995 No CQ No CQ 0.856 0.739 

Actb Mm01205647_g1 0.069-50 -3.4429 95.18 0.997 No CQ No CQ 0.932 0.750 

Gapdh Mm99999915_g1 0.069-50 -3.2730 102.08 0.996 No CQ No CQ 0.938 1.423 

Hmbs Mm01143545_m1 0.069-50 -3.4964 93.20 0.993 No CQ No CQ 0.764 1.314 

Ubc Mm00446973_m1 0.274-200 -3.4792 93.83 0.990 No CQ No CQ 1.431 0.572 

Fos Mm00487425_m1 0.069-50 -3.5088 92.75 0.997 No CQ No CQ N.D N.D 

Jun Mm00495062_s1 N/A N/A N/A N/A N/A N/A N.D N.D 

Tgfb1 Mm01178820_m1 0.069-50 -3.1165 109.35 0.972 No CQ No CQ N.D N.D 

Casp3 Mm01195084_m1 0.274-200 -3.3160 100.24 0.990 No CQ No CQ N.D N.D 

Fas Mm01204974_m1 0.274-200 -3.6244 88.76 0.991 No CQ No CQ N.D N.D 

Fadd Mm00438861_m1 0.274-200 -3.4427 95.20 0.993 No CQ No CQ N.D N.D 

Dff40 Mm00438410_m1 0.274-200 -3.4751 93.98 0.992 No CQ No CQ N.D N.D 

Casp6 Mm00438053_m1 0.274-200 -3.3313 99.61 0.996 No CQ No CQ N.D N.D 

Apaf1 Mm01223702_m1 0.274-200 -3.5043 92.91 0.994 No CQ No CQ N.D N.D 
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Table A1.3: Summary of TaqMan® qPCR assay quality control data for assays used in Chapter 7.  Intra-assay and inter-assay variation was 
calculated upon repeat examination of n = 8 replicates, except where indicated with an asterisk (*) n = 6 was used due to reagent constraints. 

Target ID 
Life Technologies 

Assay ID 

RNA 
concentration 
range assayed 

(ng/µL) 

qPCR 
gradient 

% 
efficiency 

R2 
CQ 

NTC 
CQ 
RT- 

Intra-assay 
variation 
(%RSD) 

Inter-assay 
variation 
(%RSD) 

Hmbs C Mm01143545_m1 0.069-50 -3.4964 93.20 0.993 No CQ No CQ 0.764 1.314 

Hmbs 3’ Mm01168620_g1 0.091-200 -3.4989 93.11 0.998 No CQ No CQ 0.68 0.15 

Hmbs 5’ Mm00660260_g1 0.03-200 -3.5194 92.37 0.996 No CQ No CQ 0.97 0.86 

Psmc4 C Mm00457191_m1 0.03-66.67 -3.6378 88.32 0.996 No CQ No CQ 0.69 0.9* 

Psmc4 3’ Mm00821599_g1 0.03-66.67 -3.5726 90.51 0.993 No CQ No CQ 0.67 0.84* 

Psmc4 5’ Mm01176478_m1 0.03-200 -3.5873 90.00 0.997 No CQ No CQ 0.68 1.36 

Sdha C Mm01352368_m1 0.03-22.22 -3.5384 91.70 0.998 No CQ No CQ 0.92 1.17 

Sdha 3’ Mm01352360_m1 0.01-66.67 -3.6366 88.36 0.996 No CQ No CQ 0.9 1.52 

Sdha 5’ Mm01352362_m1 0.003-200 -3.5222 92.27 0.997 No CQ No CQ 1.74 0.19 
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A1.3 Quality control data: SYBR® Green assays 

 This section describes work done to optimise the PCR primers designed in 

Chapter 7, Section 7.2.3.2 for amplification of differently sized targets on a single 

RNA molecule.  These primers were coupled with SYBR® Green technology for 

development of a real time PCR assay.  Subsequent sections describe the outcomes 

of PCR primer concentration optimisation, dissociation curve analysis and qPCR 

efficiency and linearity.  Both assays were deemed fit for purpose prior to 

application on post-mortem tissue samples.  

 

A1.3.1 PCR primer optimisation 

 The first step of qPCR assay optimisation involved determination of the 

optimum primer concentration at which the qPCR reactions works at its highest 

efficiency.  The optimum primer concentration is defined as the combination at 

which the CQ of a single sample is lowest.  Figures A1.2 and A1.3 display the results 

of primer matrix optimisation for the Psmc4 short amplicon (71 nucleotides) and 

Psmc4 long amplicon (227 nucleotides) respectively.  Initially, 100 nM, 200 nM and 

300 nM combinations of the forward and reverse primers (detailed in Table 7.4, 

Section 7.2.3.2, Chapter 7) were examined for each assay.  The results of the first 

primer matrix optimisations suggested that 200 and 300 nM were most likely to 

provide the best results; as such, primer optimisation was limited only to their 

combinations to conserve reagents.  It was concluded that PCR amplification was at 

its optimum efficiency with a 200/300 and 300/300 nm forward/reverse primer 

concentration for each of the short (71 nucleotides) and long (227 nucleotides) 

target sequences of Psmc4. 
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Figure A1.2: Results upon real time PCR optimisation of primer concentration for 
the short Psmc4 amplicon (71 nucleotides).  200/300 nM primer concentration 
combination provided the lowest CQ of 27.74, as demonstrated in red.  Data 
represents mean ± S.E. for n = 7. 

 

 

Figure A1.3: Results upon real time PCR optimisation of primer concentration for 
the long Psmc4 amplicon (227 nucleotides).  300/300 nM primer concentration 
combination provided the lowest CQ of 28.65, as demonstrated in red.  Data 
represents mean ± S.E. for n = 7. 
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A1.3.2 PCR amplification specificity 

 It is imperative that a qPCR assay only amplifies a single sequence of cDNA, 

and that no non-specific amplification occurs.  Non-specific amplification can occur 

when the primers anneal to a similar sequence of cDNA other than the intended 

target.  Amplification specificity can be assessed using a dissociation curve.  To form 

a dissociation curve, the double stranded DNA PCR product is slowly heated from 55 

to 94 °C and the fluorescence continually measured.  The temperature at which this 

dsDNA melts into single stranded form is defined by its length and GC content, but 

is highly specific to the sequence.  Upon melting, the fluorescence of SYBR® Green 

dye drops dramatically, as it is no longer able to intercalate with dsDNA.  This 

change in fluorescence is illustrated in Figure A1.4. 

As a result, a good quality assay should provide a dissociation curve with a 

single, well revolved peak.  Figure A1.4 illustrates a single dissociation curve for one 

of the two Psmc4 assays (short target, 71 nucleotides).  Both dissociation curves 

indicated that no non-specific amplification occurred with their respective assays. 

 

 

Figure A1.4: Dissociation curve for the Psmc4 short (71 nucleotides) PCR product.  
Melt curve analysis performed between 55 and 94 °C. 



313 
 

A1.3.3 Standard curves and PCR efficiency 

 The final step of qPCR assay development involved testing of the qPCR 

efficiency with the use of a dilution series of cDNA.  The standard curve for the 

short (71 nucleotides) amplicon of Psmc4 is included for illustrative purposes in 

Figure A1.5.  Raw CQ values are plotted for a 1:3 dilution series of mouse skeletal 

muscle cDNA, prepared in house. 

 

 

Figure A1.5: Standard curve illustrated for the Psmc4, short amplicon.  Data points 
illustrate the mean CQ (n = 2) over a 1:3 dilution series of cDNA, with an 
approximate RNA input concentration range of 0.09 to 66.67 ng/µL.  The gradient of 
-3.555 approximates to a qPCR efficiency of 91.11%. 

 

Both SYBR® Green qPCR assays exhibited a sufficient qPCR efficiency and 

linearity (R2) to merit their application to post-mortem tissue samples – illustrated 

in Table A1.4.  Unfortunately it was not possible to characterise intra-assay 

variation, inter-assay variation; due to financial constraints restricting the purchase 

of further reagents. 
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Table A1.4: Quality control data for both SYBR® Green assays used in Chapter 7.   

Target 

Input 
[RNA] 
range 

(ng/µL) 

qPCR 
gradient 

% 
Efficiency 

R2 NTC CQ RT- CQ 

Psmc4, short 
amplicon 

0.09-66.67 -3.5550 91.11 0.997 No CQ No CQ 

Psmc4, long 
amplicon 

0.09-66.67 -3.6719 87.21 0.998 No CQ No CQ 
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Appendix 2: Electropherogram outputs after RNA analysis 

of forensic specimens for identification of tissue origin  

 

Chapter 3 details the results obtained after analysing a wide range of mock 

casework samples for RNAs specific to semen, menstrual blood, vaginal secretions 

and skin cell deposits.  This appendix provides a number of representative 

electropherograms to illustrate the typical raw data output following these 

analyses. 
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Figure A2.1: Electropherogram of six menstrual blood specific RNA markers and three endogenous control RNAs amplified from ¼ of a 
menstrual blood swab (‘stain 3’). The nine markers are divided into three PCR multiplexes – the matrix metalloproteinase 3-plex (MMP11, 
MMP7, MMP10), the menstrual blood 3-plex (MSX1, LEFTY2, SFRP4) and an endogenous control RNA 3-plex (B2M, UBC and UCE). 
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Figure A2.2: Electropherogram of seven vaginal fluid markers amplified from 1/16th of a vaginal swab.  The seven markers are divided into 
three PCR multiplexes – the vaginal 3-plex (MYOZ1, CYP2B7P1 and MUC4), Lacto 3-plex (Ljen, Lcris and Lgas) and HBD1 singleplex. 
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Figure A2.3: Electropherogram of eight skin markers and three endogenous control RNA markers amplified from 200 ng skin RNA.  The 
eleven markers are divided into three PCR multiplexes – the skin 1 5-plex (LCE1C, IL1F7, LCE1D, LCE2D and CCL27), the skin 2 3-plex (LOR, CDSN 
and the missing KRT9) and the HKG 3-plex (B2M, UBC and UCE). 



319 
 

Appendix 3: Assessment of RNA degradation in post-

mortem tissues: Raw data 

 

Table A3.1: 2-ΔΔCQ data illustrating the post-mortem fold change in gene 
expression for all pair-wise comparisons of 18S rRNA, B2m, Actb, Gapdh, Hmbs 
and Ubc.  Results represent mean of n = 3 skeletal muscle tissue samples for each of 
10, 22 and 30°C.  ‘ND’ signifies that this post-mortem interval time point was not 
examined. 

  Mean 2-ΔΔCQ 

RNA pairing 
Post-mortem 

interval (h) 
10 °C 22 °C 30 °C 

18S rRNA – 

B2m 

0.25 1.000 1.000 1.000 

3 ND 1.460 1.065 

6 ND 0.916 3.757 

9 ND 1.062 ND 

12 4.472 1.450 4.965 

24 4.762 0.989 15.829 

36 4.871 2.235 33.096 

48 2.677 1.692 ND 

72 3.090 1.149 ND 

18S rRNA – 

Actb  

0.25 1.000 1.000 1.000 

3 ND 1.245 1.290 

6 ND 0.645 4.016 

9 ND 0.588 ND 

12 3.356 1.651 7.329 

24 3.792 1.336 18.380 

36 5.060 2.721 20.452 

48 3.157 2.679 ND 

72 3.272 1.705 ND 
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18S rRNA – 

Gapdh  

0.25 1.000 1.000 1.000 

3 ND 1.031 1.152 

6 ND 1.423 5.556 

9 ND 1.375 ND 

12 2.371 2.901 67.442 

24 4.264 9.431 543.425 

36 9.710 81.899 238.205 

48 8.509 141.013 ND 

72 37.337 95.376 ND 

B2m – Actb  

0.25 1.000 1.000 1.000 

3 ND 1.071 1.038 

6 ND 0.887 1.254 

9 ND 0.638 ND 

12 0.748 1.219 1.673 

24 0.962 1.433 1.284 

36 1.162 1.227 1.132 

48 1.429 1.596 ND 

72 1.176 1.396 ND 

B2m – Gapdh  

0.25 1.000 1.000 1.000 

3 ND 0.873 1.252 

6 ND 1.807 1.574 

9 ND 1.434 ND 

12 0.639 1.961 14.344 

24 1.228 9.044 34.883 

36 2.228 33.430 13.450 

48 4.875 86.479 ND 

72 15.866 88.136 ND 

Actb – Gapdh  

0.25 1.000 1.000 1.000 

3 ND 0.818 1.288 

6 ND 2.194 1.311 

9 ND 2.308 ND 

12 0.838 2.019 9.136 

24 1.195 6.998 31.641 

36 1.794 27.012 15.183 

48 3.182 54.239 ND 

72 12.061 73.524 ND 
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18S rRNA – 

Hmbs 

0.25 1.000 1.000 1.000 

3 ND 0.997 0.958 

6 ND 0.555 2.313 

9 ND 0.765 ND 

12 1.960 1.585 16.440 

24 3.669 5.176 59.474 

36 8.650 20.889 51.822 

48 5.741 40.806 ND 

72 8.982 12.083 ND 

B2m – Hmbs  

0.25 1.000 1.000 1.000 

3 ND 0.917 0.977 

6 ND 0.905 1.019 

9 ND 0.819 ND 

12 0.515 1.147 3.801 

24 0.886 5.325 3.839 

36 1.906 9.974 2.667 

48 3.232 24.111 ND 

72 3.405 9.655 ND 

Actb - Hmbs 

0.25 1.000 1.000 1.000 

3 ND 0.832 1.005 

6 ND 1.062 0.838 

9 ND 1.312 ND 

12 0.669 1.088 2.275 

24 0.911 3.916 4.013 

36 1.706 7.971 3.408 

48 2.056 14.200 ND 

72 2.948 6.166 ND 

Hmbs – 

Gapdh 

0.25 1.000 1.000 1.000 

3 ND 1.007 1.384 

6 ND 2.397 1.899 

9 ND 1.789 ND 

12 1.224 1.847 3.788 

24 1.631 1.705 9.001 

36 1.095 3.602 4.997 

48 1.712 4.231 ND 

72 4.358 18.101 ND 
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18S rRNA – 

Ubc  

0.25 1.000 1.000 1.000 

3 ND 0.962 1.242 

6 ND 0.827 3.660 

9 ND 0.972 ND 

12 2.485 1.678 35.714 

24 2.540 5.092 151.747 

36 7.866 14.562 119.180 

48 4.765 31.802 ND 

72 22.400 23.981 ND 

B2m – Ubc  

0.25 1.000 1.000 1.000 

3 ND 0.775 1.089 

6 ND 1.152 1.254 

9 ND 1.001 ND 

12 0.626 1.260 7.086 

24 0.675 5.533 8.962 

36 1.692 7.183 5.571 

48 2.642 21.308 ND 

72 9.218 23.806 ND 

Actb – Ubc 

0.25 1.000 1.000 1.000 

3 ND 0.744 1.079 

6 ND 1.390 1.030 

9 ND 1.648 ND 

12 0.813 1.156 4.442 

24 0.678 3.940 10.636 

36 1.427 5.818 7.487 

48 1.727 14.715 ND 

72 7.120 21.576 ND 

Ubc – Gapdh 

0.25 1.000 1.000 1.000 

3 ND 1.083 1.238 

6 ND 1.662 1.312 

9 ND 1.475 ND 

12 1.015 1.964 1.936 

24 1.753 1.727 4.098 

36 1.262 5.202 2.225 

48 1.749 6.547 ND 

72 1.612 4.316 ND 
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Hmbs – Ubc  

0.25 1.000 1.000 1.000 

3 ND 0.914 1.153 

6 ND 1.407 1.385 

9 ND 1.234 ND 

12 1.243 1.058 1.907 

24 0.866 1.035 2.364 

36 0.855 0.768 2.279 

48 0.909 1.314 ND 

72 2.584 5.769 ND 
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