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Abstract 

The business environment has changed dramatically since the 1980s. Many 

researchers have shown that the traditional financially-based performance 

measurement systems have failed to cope with the current dynamic business 

environment. Even although new performance measurement systems have been 

proposed, such as Activity-Based Costing, the Balanced Scorecard, the SMART 

system, the Performance Measurement Questionnaires and the Cambridge model, the 

problem of quantifying the interaction of the factors affecting business performance 

still remains. 

The objectives of this thesis are: 

1. To develop a performance measurement system model that can be used to 

quantify the effects of factors on performance and consolidate them into a 

single performance indicator. 

2. To develop a model for reducing the number of performance reports. 
3. To carry out experiments for testing the validity, applicability and stability of 

the models developed. 

To achieve these objectives this thesis reviews research methodology literature, 

studies the traditional and new performance measurement systems, identifies the 

current problems of performance measurement systems, reviews existing methods for 

identifying, structuring and prioritising performance measures, reviews the multi- 

criteria methods, studies the analytic hierarchy process (AHP) and its controversy, 
develops quantitative methods for performance measurement systems and carries out 

experiments to test the validity, stability and applicability of the methods developed. 

To quantify the effect of factors on performance and consolidate them into a single 

performance indicator a quantitative method for performance measurement system 
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(QMPMS) was developed. The method uses cognitive maps for identifying factors 

affecting performance and their relationship, structured diagrams for structuring the 

factors hierarchically and analytic hierarchy process for quantifying the effects of 
factors on performance. The method was then extended to reduce the number of 

performance reports. 

The QMPMS and its extension were implemented in three case studies to test their 

theoretical and application validity. The first case study applied the models to 'J&B 

Scotland Ltd. ' to identify whether the models can produce the intended outputs. The 

second case study applied the QMPMS to 'Seagate Distribution (UK) Ltd. ' to test the 

validity (accuracy) and stability of the QMPMS. Finally, the third case implemented 

the QMPMS to quantify and consolidate Inland Revenue, Cumbernauld's performance 

measures. 

It was found from the experiments that the QMPMS is quite accurate (the mean 

percentage of deviation is less than 4 percent), stable for a reasonable period of time 

and it can be applied comfortably to real cases. The QMPMS is now being used by the 
Inland Revenue - Cumbernauld for producing a single performance indicator of their 
business processes and overall office. 
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Uapter 1 

INTRODUCTION 

1.1 Research Background 

The changing nature of competition in world markets during the last two decades has 

had a great impact on the environment, externally and internally, within which most 

companies operate. Customers are becoming more critical about quality and customer 

services. Quality, speed and flexibility, in addition to cost, have emerged as the three 

most important competitive attributes [Garvin, 1987; Stalk, 1988; Gerwin, 1987; 

Slack, 1987]. Companies which have not been aware of the changes have suffered 
from losing a share of the market. To cope with this new external environment and to 

try and regain a competitive edge companies have shifted from a low cost strategy to 

one focusing on quality, flexibility, shorter lead time and delivery reliability and have 

implemented new philosophies and technologies of production management such as 
Total Quality Management (TQM), Just In Time (JIT), Computer Integrated 

Manufacturing (CIM) and Flexible Manufacturing Systems (FMS) [Ghalayini and 
Noble, 1966]. These internal changes certainly would affect the organisational and 

managerial aspects of a company. 

Many researchers have shown that the traditional financially based performance 
measurement systems have failed to cope with the current dynamic business 

environment [Kaplan, 1983; Kaplan, 1984; Eccles, 1991; Maskell, 1992]. To deal with 
the new environment, new performance measurement systems have been proposed, 
such as the Activity Based Costing System [Cooper, 1988a, Cooper, 1988b; Cooper, 
1989a; Cooper, 1989b], the Balanced Scorecard [Kaplan and Norton, 1996], the 
SMART System [Cross and Lynch, 1988-1989], the Performance Measurement 

I 



Chapter 1: Introduction 

Questionnaire [Dixon et al., 1990] and the Cambridge Model [Neely, 1995]. Some 

researchers, rather than providing general frameworks of performance measurement 

system design, preferred proposing criteria for the design of performance measurement 

systems [Maskell, 1991; Globerson, 1985]. Extensive, continuing research is also 
being carried out at the Centre for Strategic Manufacturing (CSM), University of 
Strathclyde - Glasgow to develop a reference model for a robust and integrated 

performance measurement system. This research has developed a Reference Model 

and an Audit Method to assess the robustness and integrity of performance 
measurement systems used within manufacturing industries [Bititci et. al., 1997]. 

Despite the availability of various approaches to developing performance measurement 

systems, few of them have tried to quantify the effects of the factors on performance 

and express them in quantitative terms [Globerson, 1985; Swamidass and Newell, 

1987; Rangone, 1996]. However, the problem of quantifying the interaction of the 

factors in affecting business performance still remains. 

Moreover, audits conducted by the researchers at the CSM based on the Integrated 

Performance Measurement System (IPMS) Reference Model demonstrate that most 

companies use both financial and non-financial performance measures. However, they 

do not attempt to structure these measures in a logical manner as required by the IPMS 

Reference Model. They also do not try to understand and manage the relationships 
(interactions) between measures. Therefore, the model suggests the necessity for 

modelling the interactions between factors affecting performance [Bititci et al, 1997]. 

Maskell (1991) proposed seven common characteristics for the design of performance 
measurement systems, three being that the new performance measurement system 

should: 

e relate directly to strategy, 

* vary between companies, and 

e change overtime. 

2 



Chapter 1: Introduction 

Some people believed that implementing a performance measurement system 

compatible with those criteria usually produces unmanageable performance reports 

[Maskell, 199 1 ]. As reported by Neely et al. (1995) one of the future research issues on 

performance measurement would be to try and develop a technique to reduce the list of 

possible measures into a manageable set. 

1.2 Research Problems, Hypotheses and Objectives 

Even although several models for a performance measurement systems have been 

developed so far, there are still many problems needing to be addressed [Neely et al, 
1995]. This research works deal with the problems of performance measurement 

systems. The followings are the stages of the developments of the research problems, 
hypotheses and objectives: 

A. Tentative research problems, hypotheses and objectives 
At the beginning of the research, the research problems, hypotheses and objectives 

were tentatively defined as: 

Tentative research problems: 
1. Identifying factors affecting performance. 
2. Identifying the interaction between the factors affecting performance. 
3. Quantifying the effects of the factors on performance. 

Tentative research hypotheses: 

1. A quantitative method for a performance measurement system can be developed. 

The method can be used for: 

identifying factors affecting performance and their relationship, 
quantifying the effect of the factors on performance. 

2. The method is valid and can be applied to real cases. 

3 



Chapter 1: Introduction 

Tentative research objectives: 
1. To develop a quantitative method that can identify the factors affecting 

perfonnance and their relationship and quantify the effect of the factors on 
performance. 

2. To carry out experiments for testing the validity and applicability of the method 
developed. 

B. Modification of research problems, hypotheses and objectives 
Extensive related theory exploration was carried out in this research. It was found in 

the exploration that: 

V' One of the future research issues on performance measurement would be to 

develop a technique to reduce the number of performance reports [Neely et al, 
1995]. 

V Business environment is becoming more dynamic [D'Aveni and Gunther, 1995], 

therefore it is important to examine the stability of the method developed over a 
period of time. 

Based on these findings the issues of reducing the number of performance reports and 
the stability of the method were added to the tentative research problems, hypotheses 

and objectives. The modified research problems, hypotheses and objectives are as 
follows: 

Modified research problems: 
1. Identifying factors affecting performance. 
2. Identifying the interaction between the factors affecting performance. 
3. Quantifying the effects of the factors on performance. 
4. Reducing the number of performance reports. 

Modified research hypotheses: 

1. A quantitative method for a performance measurement system can be developed. 

The method can be used for: 

4 



Chapter 1: Introduction 

identifying factors affecting performance and their relationship, 

quantifying the effect of the factors on performance. 

2. The method is valid and can be applied to real cases. 
3. The method developed can help managers to reduce the number of performance 

reports. 

4. The method is stable for a reasonable period of time. 

Modified research objectives: 
1. To develop a quantitative method that can identify the factors affecting 

performance and their relationship and quantify the effect of the factors on 

performance. 
2. To carry out experiments for testing the validity, applicability and stability of the 

method developed. 

3. To develop a method for reducing the number of performance reports. 

C Final research problems, hypotheses and objectives 

The methods developed were applied to three case studies to test their validity, 

applicability and stability. When implementing the methods at Inland Revenue, 

Cumbemaud it was found that the office has been for a long time wanted to have a tool 
for consolidating pprformance measures into a single performance indicator. 

Therefore, the issue of consolidating performance measures into a single performance 
indicator was added to the modified research problems, hypotheses and objectives. 

The final research problems, hypotheses and objectives are as follows: 

Final research problems: 
1. Identifying factors affecting performance. 
2. Identifying the interaction between the factors affecting performance. 
3. Quantifying the effects of the factors on performance. 
4. Reducing the number of performance reports. 

5. Consolidating performance measures into a single performance indicator. 

5 



Chapter 1: Introduction 

Final research hypotheses: 

1. A quantitative method for a performance measurement system can be developed. 

The method can be used for: 

v, ' identifying factors affecting performance and their relationship, 
V quantifying the effect of the factors on performance. 

,, / consolidating performance measures into a single performance indicator. 

2. The method is valid and can be applied to real cases. 

3. The method developed can help managers to reduce the number of performance 

reports. 
4. The method is stable for a reasonable period of time. 

Modified research objectives: 
1. To develop a quantitative method that can identify the factors affecting 

performance and their relationship, quantify the effect of the factors on 

performance and consolidate them into a single performance indicator. 

2. To carry out experiments for testing the validity, applicability and stability of the 

method developed. 
3. To develop a method for reducing the number of performance reports. 

1.3 Structure of the Thesis 

The research undertaken is described in this thesis with the structure indicated in 

Figure 1.1. Chapter 1 introduces the background of the research undertaken and 
formulates the specific problems of performance measurement to be tackled. It goes on 
to formulate the research problems, hypotheses and ob ectives to be addressed. j 

Once the research problems, hypotheses and objectives were formulated the 

appropriate research design could be identified. To achieve this, literature on research 

methodology was reviewed and the appropriate research method selected based on the 

characteristics of the research undertaken. 

6 
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Chapter 1: Introduction 

Then the design of the research was constructed using the selected research method. 
Finally, the design of validity testing was constructed. All of these issues are covered 
in Chapter 2. 

Chapter 3 presents a literature review on performance measurement systems. It 

discusses the changes in business environment over the last two decades which have 

made traditional performance measurement system less relevant. New performance 

measurement systems which have been developed so far including a critical 

assessment of each model, are also presented. 

Chapter 4 presents the selection of the tools for identifying factors affecting 

performance and their relationship, structuring the factors hierarchically and 

prioritising the effect of the factors on performance. 

To achieve the objectives of the research, a Quantitative Method for Performance 

Measurement System (QMPMS) was developed. The framework of the method and 
how the method works are presented in Chapter 5. An extension of the QMPMS to 
help reduce the number of performance reports, and a procedure for consolidating 

performance measures, are also discussed in this chapter. 

The QMPMS are tested through a series of case studies. The first case study is to test 

the theoretical validity of the QMPMS, while the second case study is to test the 

accuracy and stability of the QMPMS. Finally, the applicability of the QMIPMS is 

tested through case study three. These applications of the QMPMS to three case 
studies are presented in Chapter 6. 

Based on the experiences of applying the QMPMS to various cases the robustness, 
benefits, and limitations of the QMPMS are presented in Chapter 7. 

8 



06pter 2 

RESEARCH METHODOLOGY 

2.1 Research Objectives and Questions 

The research method used in a research project depends on the nature of the research 

objectives and problems. Therefore, it is necessary here, before selecting the 

appropriate research method to be used in this research, to outline the objectives and 

problems. 

The objectives of this research, as stated in the previous chapter, are to develop a 

quantitative method of a performance measurement system, extend the method for 

reduction of performance reports and carry out field experiments to test the validity, 

applicability and stability of the method. To achieve these objectives, the following 

questions should be addressed: 

Question 1 
How can the factors affecting performance and their relationship, especially in 

performance measurementfor improvement, be identified and quantified? 

Question 2 
How can the effects offactors on performance be consolidated and expressed in a 

single performance indicator? 

Question 3 
How can the method developed be extended to reduce the number of performance 

reports? 

9 



Chapter 2: Research Methodology 

Question 4 
Is the method valid and can it be applied to real cases? 

Question 5 

Is the method stablefor a reasonable period oftime? 

It is expected that the research can produce a valid and applicable method of a 

performance measurement system that can be used to quantify and aggregate the 

effects of factors on performance. Then the method can be extended to reduce the 

number of performance reports. 

2.2 Research Philosophy 

Before selecting the research strategy to be adopted it is important to understand the 

philosophy of research design. Easterby-Smith et al (1991) argued that there are three 

reasons why an understanding of philosophical issues is important: 

1. It can help clarify research designs. 

2. Knowledge of philosophy can help the researcher to recognise which research 
design may work and which may not. 

3. Knowledge of philosophy can help the researcher identify, and even create, 

designs that may be outside his or her experience. 
There are two main extremes of philosophical position from which research methods 

can be derived, positivism paradigm and phenomenological paradigm. These two 

paradigms lie at the two extremes of a continuum [Esterby-Smith et al, 1991]. 

Positivists believe that reality is external and objective and that its properties should be 

measured through objective methods, rather than being inferred subjectively through 

sensation, reflection, or intuition, while phenomenologists believe that reality is 

socially constructed rather than subjectively determined. The characteristics of these 

two extremes are indicated in Table 2.1. There is a growing move to develop research 

methods that provide a middle ground between the two extreme points. 

10 
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Table 2.1. The characteristics of positivist and phenomenological paradigms 
[Esterby-Smith et al, 19911. 

Positivist paradigm Phenomenological paradigm 

Basic beliefs > the world is external and > the world is socially constructed 
objective and subjective > observer is independent > observer is part of what is 

> science is value-free observed 
> science is driven by human 

interests 

Researcher should: > focus on facts > focus on meaning 
> look for causality and > try to understand what is 

fundamental laws happening 
> reduce phenomena to simplest > look at the totality of each 

elements situation 
> formulate hypotheses and then > develop ideas through induction 

test them from data 

Preferred methods > operationalising concepts so > using multiple methods to 
include: that they can be measured establish different views of 

> taking large samples phenomena 
> small samples investigated in 

depth or over time 

2.3 Research Methodology 

The types and context of research vary widely. There is no single research method or 

strategy that is ideal for all types of research [Easterby-Smith et al, 1991]. 
Consequently, a researcher must continually use his own judgement to select the most 

appropriate research strategy under the circumstances. In fact, acquiring the 

knowledge and skill to select the most appropriate research strategy is one of the most 
important outcome of conducting management research [Buchanan, 1980]. However, 

frameworks have been developed which can be used as guidelines in selecting the 

appropriate research method. 

11 
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Buckley et al (1976) proposed a comprehensive framework of research methodology 

as depicted in Figure 2.1. The critical issues of the methodology important to this 

research are outlined below. 

Problem Definition 

Research methodology can be divided into two wide areas - problem finding and 

problem solving. Research problems may be generated formally or informally. Formal 

problem finding implies that careful and methodical procedures are used to discover 

the research problems. Obviously, scientific research needs a formal approach to 

ascertain the research problems, while an informal approach uses a subjective and non- 

routine process of problem finding. Formal and informal methods are indicated in 

Figure 2.1. 

Problem definition is a very important aspect in conducting research. Many research 

projects have failed because of poor problem definition. An appropriate research 

problem is characterised by the following attributes [Buckley et al, 1976]: 
1. The problem is defined properly. It is labelled and described accurately. 

2. The problem is expressed in solvable terms. 
3. The problem is connected logically to the environment from which it is 

drawn and the solution can be applied within such an enviromnent. 
4. The problem has been screened against the existing body of knowledge to 

assure its uniqueness, i. e. it has not been solved previously. 
5. The solution to the problem must be viewed as making a potential 

contribution to the body of knowledge. 

Research Mode 

There are two modes of research methodology; induction and deduction. The 

characteristics of induction and deduction modes are indicated in Table 2.2. 

12 
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Chapter 2: Research Methodology 

Table 2.2. Characteristics of induction and deduction modes. 

Research Mode Objective Hypothesis Type of Question 

Induction Theory generating, fact Priori Which, where, who, 
finding why, whether, how and 

what 

Deduction Theory testing A priori Will, is, if, set- 
responses questions, 
task-responses 
questions. 

The aim of inductive research is to generate theory based on the fact-finding activities 

carried out in the research, i. e. when the researcher does not have an answer to a 

question on the research, or when the outcome of the research is not known in advance. 
In other words, there is no substantive "a priori" hypothesis. Researchers who adopt the 

phenomenological research philosophy use inductive mode. Easterby-Smith (1991) 

pointed out that one of key features of phenomenological paradigms is that the 

researcher develops ideas through induction from data. The research moves from 

general phenomena to more specific ideas as indicated by Figure 2.2. 

Specific 
ideas 

I 

Inductive 
mode 

General 
phenomena 

Figure 2.2. Inductive and deductive mode. 

Deductive 
mode 

In deductive research, theory is tested. This may be done by validating theory or testing 
its applicability to a given set of circumstances. Deductive research is guided by "a 

14 
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priori" hypotheses which precede the research activity. The results of the research may 

prove or disprove the hypotheses. Deductive mode is used when a researcher adopts 

positivism paradigm. Easterby-Smith et al (1991) pointed out that one of the 

implications of positivism ideas is that "science proceeds through a process of 
hypothesising fundamental laws and then deducing what kinds of observations will 
demonstrate the truth orfalsity of these hypotheses. " They also stated that positivism 

paradigm tries to generalise about regularities in social behaviour through investigating 

sufficient size of samples. Deductive research moves from specific ideas to general 

phenomena as indicated in Figure 2.2. 

Identification of whether research mode is induction or deduction is an important issue, 

since it affects the definition of problems, the researcher's attitudes and the selection of 

research methodology. 

Research Methodology 

Buckley et at (1976) argued that research methodology consists of strategies, domains 

and techniques, defined as follows: 

9 Methodology is the particular set of strategies, domains and techniques employed in 

generating or testing t eory. 

Strategy refers to the essential nature of the data and the process by which it is 

found and analysed. 

Domain refers to the data source and environment. 

9 Technique refers to the instrument that is used to find and analyse data. 

Four strategies can be adopted to conduct research. These are opinion, empirical, 

archival and analytic research. The domains and techniques that can be used for each 

research strategy are indicated in Figure 2.1. The characteristics of ihese strategies are 
indicated in Table 2.3. 

It is clear from Table 2.3 that no research methodology is perfect. The objective of this 

chapter is therefore to select the best methodology from the options available. 

15 
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Table 2.3. The characteristic of research strategies [Buckley et al, 19761. 

Strategy Objective/Application Strengths Deficiencies 

Opinion 0 To seek the views, 0 'Me ability to 0 The bias introduced 
judgements, or appraisals capture people's in survey 
of other persons impressions instruments 

0 Simplicity 0 Non-factual, 
0 It is best suited for 0 The ability to unrealistic 

research on attitudes, sample large 0 Unstable over time 
impressions, beliefs and population 
ftiture research 0 The opportunity to 

analyse data 
through various 
statistical 
procedures 

Empirical To observe and/or 0 The contact with * It is limited to 
experience things for reality present situation 
oneself rather than 0 Using laboratory 0 Sensory error 
through mediation studies, the most 0 Psychological 

stringently interpretation 
It is best suited to analyse controlled research 0 Lack of precision 
actual behaviour, fact- can be carried out of the instruments 
finding and seeking reality used 

0 Bias due to the 
investigator's 
prejudice 

Archival To examine recorded facts The ability to 0 Selective de- 
access and positioning 

0 It is best suited to manipulate a vast 0 Selective survival 
historical analysis, quantity of factual 0 Selective retrieval 
extrapolation of past information 0 Filling in the gaps 
trends into the future and Skill deficiencies 
gathering hard evidence 

Analytical 0 By the use of internal 0 The obviation of 0 Requires first-rate 
logic to break down the the need to search mental ability 
problem into its for additional data 0 Unwillingness or 
component parts in order 0 The requirement inability to apply 
to discover its true nature for mental power to the scientific 
and the causal be brought to the method of research 
relationships among task 0 Can only create 
variables theory - hard to be 

proved 
It is best suited to cerebral 0 Logical error 
activity and provides most 0 Problem semantics 
scope for imagination and 0 Temptation to 
creativity focus on trivial and 

irrelevant problems 

16 
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2.4 The Selection of Research Method 

Having reviewed the research methods available, a method must be selected that is best 

suited to the prevailing circumstances. Buckley et al (1976) provided a framework for 

selecting a research method as depicted in Figure 2.3. More than one research method 
may be used in research, especially if more than one problem needs to be addressed. 

Since this research has more than one problem, selection of the appropriate research 

methodology using this framework must be done for each problem. 

The selection of research method to address research question I is carried out as follow: 

Question I 

How can the factors affecting perfonnance and their relationship, especially in 

performance measurementfOr improvement, be identified and quantified? 

Research Mode 

The first question is in the form of 'how', which is the type of question that must be 

solved using inductive research. 

Research Strategy 

The research intends to find a technique that will identify factors affecting performance, 

their nature in terms of their relationship and their quantitative effects. In order to 

simplify the process it is also necessary to find a technique to break down one large 

problem into several smaller problems. This research is suited to the objectives and 

approach of analytical research described as "By the use of internal logic to break down 

the problem into its component parts in order to discover its true nature and the causal 

relationship among variables". 

Research Domain 

Analytical research has only one domain, i. e. internal logic. 

17 
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Chapter 2: Research Methodology 

Research Technique 

Both techniques - mathematical modelling and philosophical argument - may be used 

to solve question 1. 

The same procedure is used to select the appropriate research methods to solve the 

other problems. A summary of the research methods selected to address each research 

problem is indicated in Table 2.4. 

Table 2.4. A summary of the research methods selected. 
Research Type of Question Research Research Research 
Problem - Research Mode Strategy Domain Technique 

Question I How? - Inductive Analytical Internal Logic Mathematical 
Modelling and 
Philosophical 
Argument 

Question 2 How? - Inductive Analytical Internal Logic Mathematical 
Modelling 

Question 3 How? - Inductive Analytical Internal Logic Mathematical 
Modelling and 
Philosophical 
Argument 

Question 4 Is? - Deductive Empirical Field Study Goodness of fit 
and observation 

Question 5 Is? - Deductive Empirical Field study Observation 

2.5 Research Design 

Based on the selected research methods summarised in Table 2.4, the framework of the 
design of the research undertaken, the activities carried out and the findings at eých 

stage of the research and the development the research problems, hypotheses and 
objectives, are depicted in Figure 2.4. 

The first stage will study the literature currently available to identify the state-of-the art 
and the current problems of performance measurement systems. 
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Chapter 2: Research Methodology 

Intensive discussions with the research supervisors will also be held at this early stage 
to identify the specific problems of performance measurement systems to be addressed 
by the research. 

The tentative problems, the hypotheses and the objectives of the research will be 

selected. Once the tentative problems to be addressed have been selected, the 

appropriate research methodology will be reviewed. 

The next stage will formulate the tentative problems to be addressed, hypotheses and 

objectives of the research with reference to research methodology theory. 

The third stage will explore the related theories in detail. This will include a detailed 

literature review on the areas of performance measurement systems, cognitive mapping 

and multi-criteria decision analysis. The tentative problems, hypotheses and objectives 

will be examined to check their relevance to the current developments in related 

theories and research. The most important decision to be made at this stage will be the 

selection of the methods or tools to be used. Thereafter, the tentative problems, 
hypotheses and objectives will be refined. 

Methods for performance measurement systems will then be developed. The methods 
can be used to: 

identify factors affecting performance and their relationship, 

quantify the effects of factors on performance, 

reduce the number of performance reports, 

consolidate multi-dimensional performance measures into a single performance 

indicator. 

The methods then will be tested to check their validity, applicability and stability 

through the implementation of the methods to various case studies. First, the methods 

will be applied to a particular problem at a collaborator company. The aim of this 

application is to check whether the methods can produce the intended output. The 
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results of this application will be disseminated at conferences. Based on the feedback 

from industrial collaborators and the conferences the method will be refined. 

In the next application, the methods will be tested to check their validity. A small case 

study of a collaborator company will be selected as the object of the study. Since the 

aim of the experiment is to test the validity of the methods, it is important to use real 
data. A potential problem that may arise in this application might be the unavailability 

of the case to be used, since this application will need a lot of data over a period of 
time. 

The validity test will be carried out by comparing the output of the method to the 

actual performance. If the output of the method is similar to the actual performance, 

the method can be judged as a valid method. If not, finiher analysis will be carried out 

to determine the causal factors. Statistical tools will be used to analyse the output of 

the application. The selection of the statistical tool will be discussed later. 

Finally, the methods will be applied to a case study to test the applicability of the 

method. This application is intended to identify whether the method is easily 

implemented. It is important in this application to find an organisation that really wants 

to use the method and this can prove to be very difficult. Intensive explanation 

required to convince collaborator companies on the benefits of applying the methods. 

All feedback from the applications will be used as a basis for improving the method. 

From the experience gained from the applications, the robustness, benefits and 
limitations of the method can be evaluated. Then conclusions and recommendations 

can be drawn and the future work identified. 

The final stage will be writing up the research undertaken as a PhD thesis. 
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2.6 The Design of Validity Testing 

The validity of the method will be tested by implementing the method to a field case 

study. The outcome of the method will be compared to actual data as indicated in 

Figure 2.5. 

Deviation 

p 
E Actual 
R 
F 
0 Method 
R 
m 
A 
N 
C 
E Target 

2345678 

Figure 2.5. Comparison of the outcome of the method to actual data. 

The deviation of the outcome of the method from the actual data indicates the accuracy 

or validity. The more the outcome of the method deviates from the actual data the less 

the method is valid. A relevant question can be raised i. e. How far is the outcome of 
the method allowed to deviate from the actual data? Statistical analysis for testing the 

'goodness of fit' can be used to answer this question. To be able to select the 

appropriate statistical test, a review on the related statistical topic will be presented. 
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Measurement Scales 

In measurement, the observed property of the object is transferred into a defined scale. 
There are four types of scale that can be chosen - nominal, ordinal, interval and ratio. 
The characteristics of these scales are indicated in Table 2.5. 

Table 2.5. The characteristics of various scales [Cooper and Emory, 19951. 
Type of Scale Characteristics of Scale Basic Empirical Operation 

Nominal No order, distance, or origin Determination of equality 

Ordinal Order, but no distance or 
unique origin 

Determination of greater or 
lesser values 

Interval Both order and distance, but 
no unique origin 

Determination of equality of 
intervals or differences 

Ratio Order, distance and unique 
origin 

Deten-nination of equality of 
ratios 

Selecting the Statistical Test 

Cooper and Emory (1995) argued that at least three questions must be considered when 
selecting the appropriate statistical test: 

1. Does the test involve one sample, two samples, or k samples? 
2. If two samples or k samples are involved, are the individual cases independent 

or related? 
3. Is the measurement scale nominal, ordinal, interval, or ratio? 

They recommended a statistical test that can be used for different situations as 
indicated in Table 2.6. 
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Chapter 2: Research Methodology 

The scale used in the method developed is a ratio scale. The validity testing compares 

the outcome of the method to the outcome of actual performance involves the 

comparison of some paired data. Based on the recommended statistical test in Table 

2.6, the West for paired samples should be used. However, the test requires that the 

samples come from a normally distributed population with equal, known variances. 
These requirements are not fulfilled in this research since the population is not likely 

to follow normal distribution. Any variation of performance in this research is not due 

to random noises, but rather because of the existence of identifiable causes. 
Consequently, the t test cannot be used in this research. The next choice is the 

Wilcoxon Matched-Pairs Test. This choice can be justified since the ordinal scale is of 

the lower hierarchy compared to that of the ratio scale. Any method that can be used 

for the lower hierarchy scale can be used for the higher hierarchy scale, but not the 

reverse. The framework of the validity test is indicated in Table 2.7. 

Table 2.7. The framework of the validity test. 

No Actual Data 
Al 

Method Outcome 
mi 

Deviation 
(MI -AI) 

Descriptive Inference 

2 
%D 

3 Wilcoxon 
Mi-Al Matched- 

Pairs Test 

A] 

n 

AJ Mi-Al 

The test is carried out as follows: 

1. Define the statistical hypothesis: 

H,,: There is no difference between the outcome of the method and the actual 
Performance 

HA : There is a difference between the outcome of the method and the actual 
Performance 
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2. Find the difference score of each pair (d). 

3. Rank the order of the differences from the smallest to the largest without regard to 

signs. 

4. Add the actual signs of the differences to the rank values. 
5. Calculate the test statistic T, which is defined as the sum of the ranks with the less 

frequent sign. 
6. Find the critical value of T from the statistical table for particular significance level 

and the number of pairs. 
7. Make a decision to accept or reject the null hypothesis. 

2.7 Discussions and Conclusions 

Following a review of research methodology literature, a research design has been 

constructed. Several research strategies have been selected to address the five research 

questions indicated in Table 2.4. Basically, two types of research strategies will be 

adopted in this research. The first will address research questions 1,2 and 3. These 

questions are in the form of 'how' and no "a priori" hypothesis exists. In other words, 

the tentative solutions were not known in advance, even though the researcher believed 

that one of the operation research models could be used. However, the exact model to 

be used was not known in advance. Therefore, analytical research strategy was 

selected to address research problems 1,2 and 3. 

The second type of strategy adopted addresses research questions 4 and 5. These are 
'is' type questions and "a priori" hypotheses are already available. Tentative solutions 

to the problems were already known in advance, i. e. methods have been developed. 

The aim of the research is to test whether the methods which have been developed are 

valid, applicable and stable. Therefore, empirical research strategy was adopted to 

address questions 4 and 5. 

Comparing the outcome of the method to the real data tests the validity of the method 
developed. A number of paired data will be collected. The Wilcoxon Matched-Pairs 
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Test, a non-parametric 'goodness of fit' test, will be used to judge whether the method 
is statistically valid or not. 

2.8 Summary 

A review on the philosophy of research design, a framework of research methodology 

and a framework for selecting the appropriate research design have been presented. 
Next, the appropriate research strategies were selected using the frameworks available. 
Finally, the design of the validity testing was constructed. 

The next chapter will present the literature review on performance measurement 

systems. 
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PERFORMANCE MEASUREMENT SYSTEMS 

3.1 Introduction 

The business environment has changed dramatically since the 1980s. Traditional 

performance measurement systems which were developed in the mid-20s are less 

relevant to the new dynamic environment. New performance measurement systems 
have been the subject of extensive research. 

Many reports on the development and application of new performance measurement 

systems have been published. Researchers with different backgrounds have used 
different approaches to designing new performance measurement systems. Some 

researchers use corporate vision and strategy as starting points, others use 

stakeholders' requirements, while yet others use strategic objectives of product groups. 
Even though research has produced significant results, there are still many problems 

with new performance measurement systems which need to be addressed (Neely et al, 
1995). 

New performance measurement systems have reshaped the concept of performance 
measurement systems. This can be seen in the frameworks or models of new 

performance measurement systems which have been developed so far and which will 
be discussed in the following sub-chapters. 
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3.2 Definition of a Performance Measurement System 

The implementation of performance measurement systems in various organisations has 

revealed that people often misunderstand what performance measure, performance 

measurement and performance measurement system are. Some companies have 

measured and collected data which they thought were performance measures such as: 

number of cheques processed, 

overpayment of assessed taxes entries, 

charge batches processed, 

size of Bill of Material, 

variety of inventory items. 

Even though this data provides some information to management, without additional 

information they cannot be classed as performance measures, because they do not 

provide information on the efficiency or effectiveness of the processes. This occurs 

because managers are not familiar with the definitions of performance measure, 

performance measurement and performance measurement systeml The following are 

some early definitions relating to performance measurement systems. 

Performance Measures 

Performance measures are characteristics of outputs that are identified for 

purposes of evaluation [Euske, 1984]. 

Performance indicator is a tool to compare actual results with a pre-set target and 

to measure the extent ofany deviations [Fortuin, 1988]. 

Performance measures are the numerical or quantitative indicators that show how 

well each objective is being met [Pritchard et al, 1991]. 

0 Performance measures are the vital signs of the organisation which quantify how 

well the activities within a process or the outputs of a process achieve a specified 

goal [Hronec, 1993]. 

Performance indicators are quantified data which measure the efficiency of an 

activity or a set of activities of a function in the process to reach the objectives 
[Dourneingts, 1995]. 
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Performance measure is a quantitative description of the quality of products or 

services ofa process or system [TRADE, 1997]. 

Performance Measurement 

Performance measurement is the process of determining how successful 

organisations or individuals have been in attaining their objectives [Evangelidis, 

1992]. 

Performance measurement is the systematic assignment of numbers to entities 
[Zairi, 1994]. 

Some authors do not define performance measurement explicitly. However, they 

underline that performance measurement is a process [De Toni and Tonchia, 1996; 

TRADE, 1997]. 

Performance Measurement System 

"A performance measurement system is a systematic way of evaluating the inputs, 

outputs, transformation andproductivity in a manufacturing or non-manufacturing 

operation [Globerson, 1985]. 

"A performance measurement system is a toolfor balancing multiple measures (cost, 

quality and times) across multiple levels (organisation, processes and people) 
[Hronec, 1993]. 

More systematic definitions, which relate to performance measure, performance 

measurement and performance measurement system were provided by a Cambridge 

research group on performance measurement systems [Neely et al, 1995]. These 

definitions are: 

A performance measure is a metric used to quantify the efficiency andlor 
effectiveness ofan action. 
A performance measurement is the process of quantifying the efficiency and 

effectiveness ofan action. 
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9 performance measurement system is the set of metrics used to quantify both 

efficiency and effectiveness ofactions. 

In this thesis a performance measurement system is defined as: 

A performance measurement system is a set ofstructured metrics and 

procedures to quantify both effectiveness and efficiency of activities. 

3.3 The Need for a Performance Measurement System 

Do companies really need a performance measurement system? Implementation of a 

performance measurement system needs effort and time. It is also costly. To 

implement a performance measurement system successfully people may be trained, a 
data collection and reporting system may be set up, an information system may be 

developed and an incentive and reward system may be aligned to the performance 

measurement system. These impose expenditure on the company. Is there any 
justification for that spending? 

Executives and researchers have expressed the need for performance measurement by 

the following statement: 

0 "You get what you measure" [Dixon et al, 1990]. 

"Nat gets measured gets attention, particularly when rewards are tied to the 

measures" [Eccles, 1991]. 

* "Ifyou cannot measure it, you cannot manage it" [Kaplan and Norton, 1996]. 

Hrebiniak and Joyce (1984) argued that humans are calculative receptors. If they 

receive a stimulus, normal tasks, external crisis, or demand from supervisors, they will 
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access the perceived costs and benefits (tangible or intangible) of various possible 

responses. They will select the one, which maximises their gain. Through rewards and 

sanctions system, management can influence human behaviour (workers) so that they 

can give of their best to an organisation. 

This suggests that using a performance measurement system, peoples' efforts can be 

focused to achieve the company's objectives. Without a performance measurement 

system, the process for achieving company's objectives may not be managed and 

therefore the company's objectives may not be achieved. 

However, the practice of performance measurement also receives criticism particularly 

when people put excessive effort into measuring and counting the cost of production. 

They tend to forget the main activities of a business: make and sell. According to 

Dixon et al (1990) General Doriot used to say "Spendyour time making it or selling it, 

not countingie'. This statement is supported by the fact that in the United States, 

companies have 18 or 19 workers per accountant, while in Japan companies have 57 

workers per accountant [Dixon et al, 1990]. 

This is unlikely to apply to new performance measurement systems. In new 

performance measurement systems, which use balanced financial and non-financial 

measures, cost is just a small part of the object of measurement. The primary object of 

new performance measurement systems is non-financial measures such as: quality, 
delivery, flexibility and learning and growth. Furthermore, in new performance 

measurement systems, there are frameworks which can be used to derive the key 

performance measures which are really needed by companies. Using such frameworks 

the number of performance measures that should be employed by a company can be 

minimised [Suwignjo, 1997b]. 

The roles of a performance measurement system in a manufacturing system can be 

-explained 
graphically using Figure 3.1. Based on the objectives of the manufacturing 

system, the performance measurement system identifies the key performance 
indicators of the inputs, the processes and the outputs of the manufacturing system. 
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Figure 3.1. The role of a performance measurement system in a manufacturing 

system. 

The key performance indicators are collected and reported to managers periodically. 

Managers compare the actual performance to the targets and take the necessary 

controlling actions to assure that the objectives are achieved. Figure 3.1 shows that the 

performance measures which depend on the activities of a manufacturing system also 

influence the objectives and target settings. This is consistent with the notion that there 

are interactions between strategy, objective, action and measure *[Dixon et al, 1990; 

Feurer and Chaharbaghi, 1995]. 

A performance measurement system may exist for external reporting purposes. By 

law, companies may report their financial performance to shareholders, creditors and 

the tax authorities. For management control, performance measurement systems 
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always exist formally or informally. Without a performance measurement system, 

control functions in a company may not work properly and the objectives and targets 

may not be defined accurately. Any deviation from the direction of a company's 

operations relative to the objectives may not be recognised immediately and 

appropriate control actions may not be taken. Therefore, a performance measurement 

system is a critical component of a management system. 

The role of a performance measurement system is not only to provide managers with 
information for control. Performance measurement systems also have a behavioural 

impact on people and this can be used to motivate people [Daniels and Bums, 1997; 

Hrebiniak and Joyce, 1984]. People modify their behaviour in an attempt to ensure a 

positive performance outcome [Neely et al, 1997]. Dixon et al (1990) noted that since 

there are interactions between strategy, measures and action, performance measures 

can be used as a basis for strategy formulation, while Kaplan and Norton (1996) found 

that innovative companies used Balanced Scorecard as a strategic management system. 

Balanced Scorecard was used to manage the implementation of corporate strategy and 

to assess whether the existing strategy should be replaced by the new strategy. 

Finally, Sinclair and Zairi (1995) summarised that performance measurement is 

important and therefore required, for the following purposes: 

planning, control and evaluation, 

managing change, 

communication, 

measurement and improvement, 

resources allocation, 

measurement and motivation. 

In conclusion, a performance measurement system may exist to produce financial 

reports for external parties. For internal management purposes, performance 

measurement systems always exist formally or informally. Without a performance 

measurement system, planning, control, communication, resources allocation and 
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motivation functions may not work properly. However, designing and applying a 

performance measurement system needs much effort and takes time and is costly. 
Consequently, designing and applying a performance measurement system should be 

carried out cautiously. 

3.4 Historical Development of Performance Measurement Systems 

Performance measurement systems are not a new management issue. The search for 

the right performance measurement system started with the rapid growth of industries 

in the early 19'h century, even although performance measurement systems already 

existed far earlier. However, the well-documented performance measurement system 

was found just after the Industrial Revolution. 

Based on Johnson and Kaplan's book entitled Relevance Lost - The Rise and Fall of 
Management Accounting, the development of performance measurement systems, as 
indicated by Figures 3.2(a), 3.2(b) and 3.2(c) can be classified into the following five 

eras: 

1. Performance measurement systems for measuring the efficiency of internal 

processes (1800 - 1900). 

2. Performance measurement systems for measuring the profitability of units of 
organisation and the whole organisation (1900 - 1925). 

3. Relevance lost (1925 - 1980). 

4. The improvement of cost accounting systems and the development of individual, 

non-financial performance measurement systems (1980 - 1990). 
5. Integrated perforinance measurement systems (1990 -present). 
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Chapter 3: Performance Measurement Systems 

1. Performance measurement systemfor measuring the efficiency of internal business 

processes (1800-1900) 

During this period companies developed metrics to measure the efficiency of single 

activity processes. Cost/lb., cost/hour, standard labour cost and standard material 

cost were used to measure the efficiency of manufacturing activities. Cost/ton-mile 

was used to measure the efficiency of transportation activities, while inventory 

stock-turn was used to measure the efficiency of logistics and distribution activities. 

The famous saying of Andrew Carnegie perhaps represented accurately managers' 
beliefs at that time. He said "Watch costs and the rest will take care of themselves". 

The unavailability of an information system which could be used to track the 

records of a company's assets and their utilisation could be the main reason why 

companies were unable to develop metrics to measures companies' profitability 
[Johnson and Kaplan, 1987]. 

2. Performance measurement systems for measuring the profitability of units of an 

organisation and the whole organisation (1900 - 1925) 

The success in bringing together several, single-stage, domestic processes into a 

single activity company has encouraged entrepreneurs to establish vertically 
integrated firms. Several different activities such as manufacturing, purchasing, 
transportation and distribution formerly isolated activities of independent firms, 

now became integrated in a multi-activity organisation. 'A means of measuring the 

performance of a company, new performance measures, which could integrate 

different measures of activities into a single measure, was required. Du Pont 

invented Return on Investment (ROI) which could be used to measure units of 

operations and the whole organisation. The technique for analysing cost variances 

was also published in that period. 
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3. Relevance lost (1925 - 1980) 

By 1925 all the traditional performance measures for measuring production cost and 

company profitability such as product cost and variances, ROI, profitability and 

other financial ratios had been developed. No fundamental innovation has occurred 

since this period, despite enormous changes in the business environment. 
Traditional performance measurement systems have become less relevant to the 

business environment. 

4. The improvement of cost accounting systeneand the development of individual, 

non-financialperformance measurement system: f1980 - 1990's) 

Having recognised that traditional cost accounting and performance measurement 

systems were unable to provide accurate, relevant and timely infonnation which 

could be used by managers for controlling company operations and stimulating 

correct behaviour, people started to seek new cost accounting and performance 

measurement systems. Activity-Based Costing was developed in order to calculate 

more accurate cost absorption. Financial performance was no longer a single 

measure that determined the long-term survival of companies. Other measures such 

as quality [Garvin, 1987; Zairi, 1994], delivery [Stalk and Hout, 1990; Azzone, 

1991] and flexibility [Gerwin, 1987; Slack, 1987], of no less importance than cost, 
have emerged. In addition to traditional performance measurement systems, 

managers also used non-finan, 6ial performance measures. However, managers used 
financial and non-financial measures separately rather than integratedly. 

5. Integratedperformance measurement systems (1990 -present) 

Managers and researchers realised that non-financial and financial perforinance 

measures have to form part of an integrated and coherent performance measurement 

system. Much research has been done to develop new integrated performance 
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measurement systems [Maskell, 1991; Globerson, 1985; Cross and Lynch, 1988- 

1989; Dixon et at, 1990; Kaplan and Norton, 1996; Neely, 1995; Bititci et at, 1997; 

Doumeingts et at, 1995; Feurer and Chaharbaghi, 1995]. However, many problems 

regarding performance measurement systems need to be resolved [Neely et at, 
1995]. 

3.5 The Traditional Performance Measurement Systems and Their Limitations 

Traditional performance measurement system has been primarily based on the 

management accounting system. Consequently, traditional performance measures have 

focused on financial data such as cost variance, productivity, return on investment, 

return on sales, sales per employee, profit per unit production and other financial ratios 
[Ghalayini and Noble, 1996]. All the techniques used in traditional performance 

measurement were actually developed completely in the 1920s. Not many fundamental 

development have been done since then [Johnson and Kaplan, 1987]. 

The failure of traditional performance measurement systems to provide relevant, 

comprehensive and timely information was recognised a long time ago. As far back as 
1951, General Electric had realised that good performance on product cost and 

company profitability was not enough to guarantee long-term survival. A high-level 

task force was set up to identify key corporate performance measures. They came up 

with a list of key performance indicators which not only consisted of cost and 

profitability measures, but also included market share, productivity, employee 

attitudes, public responsibility and a balance between short and long-term goals 
[Eccles, 1991]. However, dissatisfaction with traditional performance measurement 

systems was not realised world-wide until the late of 1980s when the business 

environment was changing enormously. 

Most researchers on new performance measurement systems have pointed out the 

limitations of traditional performance measurement systems [Kaplan, 1984; Johnson 
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and Kaplan, 1987; Maskell, 1991; Zairi, 1994; Dixon et al, 1990; Cross and Lynch, 

1988-1989]. Practitioners also observed the same limitations. Most collaborator 

companies involved in research at the University of Strathclyde on the development 

and application of an Integrated Performance Measurement System Reference Model 

already use non-financial measures in addition to financial measures, even although 

they do not manage the measures as an integrated system. 

It is claimed that traditional performance measurement systems are insufficient for use 
in the current dynamic business environment. The problems with using traditional 

performance measurement systems can be classified into two categories. These are 

general limitations and limitations of specific measures [Ghalayini and Noble, 1996]. 

General limitations of traditionalperformance measurement systems 
The limitations of traditional performance measurement systems have been discussed 

by many researchers. The following present the seven most commonly cited 
limitations. 

Failure to take into account the customer perspective 
Zairi (1994) pointed out that the biggest shortcoming of traditional performance 

measurement system is the failure to take into account the customer perspective, 

whether internal or external. 

Lack ofrelevance 
Maskell (1991) pointed out that traditional performance measurement financially- 

based reports are: 

9 not directly related to strategy, 

e not meaningful for the control of production and distribution, 

9 not relevant and misleading for pricing decisions. 

To be relevant performance measurement systems should also use non-financial 

reports in addition to financial reports. 
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Lagging metrics 
Cost variance reports usually are reported monthly, while profitability reports are 

reported, at most, quarterly and during those periods many things may happen. 

Managers may be supplied with the results of past decisions, the information being too 

late to be useful [Johnson and Kaplan, 1987]. 

Short-temism 

A performance measurement system is not only used to assess a company's 

performance, but also managers' performances. Measuring managers' performances 

using quarterly or annual profitability reports has encouraged managers to pursue 

short-term performance to the sacrifice of long-term performance [Maskell, 1991; 

Johnson and Kaplan, 1987]. 

Inflexible 

Traditional performance measurement reports are inflexible in that they have a 

predetermined format which is used across all departments or even across all the 
business units. However, departments within the same company have their own 

characteristics and priorities and the format of performance reports is unlikely to be the 

same [Maskell, 1991]. 

Does notfoster improvement 

Fisher (1992) argued that setting standards for performance measures conflicts with 

continuous improvement principles, in that workers may hesitate to perform to their 

maximum potential if they realise that the current standard may be revised upward if 

current results are too good. 

Cost distortion 

The internal and external environments of companies have changed dramatically and 
the patterns of cost elements have significantly changed in recent years. Indirect cost, 

rather than direct labour cost, is now the major part of production cost. Calculating 

overhead absorption based on the percentage of direct labour cost will distort product 

cost [Johnson and Kaplan, 1987]. 
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Limitations of specific measures: 

Generally there are three measures which are used by traditional performance 

measurement systems. These are cost, productivity and profitability [Ghalayini and 

Nobles, 1996]. The following will present criticism on those measures. 

cost 

Nowadays, customers are critical, technology development is very fast, product life 

cycle is shortened and there are many competitors fighting in the same market. Cost is 

no longer the single competitive attribute. Other competitive attributes have emerged 

which could be more important than cost [Garvin, 1987; Gerwin, 1987; Stalk and 

Hout, 1990; Forker et al, 1996]. Skinner (1986) argued that to be competitive one 

should concentrate on quality, reliable delivery, short lead time, customer service, 

rapid product introduction, flexible capacity and efficient capital deployment, while 

research carried out by Vickery et al (1993) indicated that the top five competitive 

priorities are: 

quality (conformance to specifications, reliability and durability), 

cost, 
flexibility (volume and process), 
delivery dependability, 

speed (delivery speed and lead time). 

The results of other research also indicate the emergence of non-cost competitive 

attributes [White, 1996; Fry, 1995; Noble, 1997; Forker et al, 1996]. Consequently, 

reducing cost at the expense of any other competitive attribute can be disastrous. 

Productivity 

In a traditional performance measurement system productivity has been considered as 

the primary indicator of performance [Ghalayini and Noble, 1996]. Conventionally 

productivity is defined as the ratio of total output to total input [Burgess, 1990]. Even 

although research on developing the formula of productivity was continuing up to the 

1980s [Craig and Harris, 1973; Gold, 1980; Riggs and Felix, 1983; Hayes et al, 1988], 

the fundamental concept of productivity, ratio output to input, has actually been used 
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in the very early stages of performance measurement system development. Neely et al 
(1995) also classified productivity as cost-related performance measure. 

Productivity has been the subject of intensive research. Teague and Eilon (1973) found 

that productivity measurement had been used for four purposes: strategic (i. e. 
comparison with competitors or related firms), tactical (i. e. control of company's- 
operations), planning (i. e. comparison of the relative benefits from the use of different 
inputs) and internal management (i. e. collective bargaining with trade unions). Three 
basic models of productivity have been developed and widely used: partial 
Productivity, total factors productivity and total productivity. Partial productivity is 
defined as "the ratio of total output to one class of input" [Melman, 1956]. Output per 
man-hour (labour productivity) is the partial productivity measure most commonly 
used. Total factor productivity is defined as "the ratio of net output to the sum of 
associated labour and capital (factors) input" [Mali, 1978; Taylor and Davis, 1977; 
Kendrick, 1984]. Total productivity is defined as "the ratio of total output to all input 
factors" [Edosomwan, 1985; Sumanth, 1984; Kendrick, 1984; Craig and Harris, 1973; 
Hayes et a], 1988]. 

Edosomwan (1987) developed the productivity measurement hierarchy as depicted in 
Figure 3.3. He stated that in order for a productivity measurement system to provide 
useful results, it is important for the level of measurement to be specified and 
understood within the productivity measurement hierarchy. Productivity measurement 
hierarchy suggests that productivity measurement should start at the basic level 
(individual, task and technology). More importantly, the productivity measurement 
hierarchy shows that the productivity of any nation starts from the basic units. 

Productivity measures suffer from criticism. Zairi (1994) identified the following 

shortcomings of the existing formula for productivity measurement: 

* The defined formula of output over input for value-adding has failed to incorporate 

new operation parameters. 
* Productivity measurement is not part of the overall management process and tends 

to be confined to a specific area only. 
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Figure 3.3. The productivity measurement hierarchy [Edosomwan, 19871. 

In a modem business context, it is difficult to measure productivity using 

output/input and efficiency criteria. 

Information obtained from the output/input formula is not really adequate for 

planning an improvement programme. 

Review and evaluation are difficult to carry out using traditional productivity 

measures. 

Skinner (1986) called the limitation of productivity "productivity paradox". He argued 

that concentrating on improving productivity had its disadvantages. Productivity Is 

mostly concerned with direct labour which is no longer a significant portion of cost. 

Thus decreasing the cost of direct labour and/or increasing direct labour efficiency 

does not contribute significantly to the overall performance of a company. Moreover, 

focusing excessively on the efficiency of employees and departments detracts attention 

from improving the production system itself. The harder an employee tries to improve 
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the measure of productivity, true productivity improvement is often pushed further 

away. 

Another limitation of productivity measures was noted by Talaysum and Hassan 

(1987), who argued that there is no absolute yardstick against which productivity 

performance in any one given period of time could be compared and deviation from 

optimality, in the sense of a precise target, could be measured. 

Profitability 

Profitability has been the measure most commonly incorporated in management 

decision making processes [Tnantis, 1987], possibly because profitability is the bottom 

line of perfon-nance measures. Yavus and Sumanth (1987) compiled an extensive list 

of perfon-nance measures commonly used by companies. The list of profitability 

measures at company level is indicated in Figure 3.4. 

Figure 3.4. Profitability measures at company level 

[Yavuz and Surnmanth, 19871. 

Measuring a company's overall performance using profitability measures has 

disadvantages. Maskell (1991) argued that the monthly, quarterly and annual reports 

which are used by stockholders, market analysts and company executives to judge the 

perfon-nance of a company has led to a short-tenn view. Managers were motivated by 

these short-ten-n measures to achieve monthly, quarterly, or annual performance targets 
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while at the same time sacrificing long-term performance. Managers were reluctant to 

invest in long-term objectives, such as technology development and human resource 

development, in order to make annual performance look good. 

As many things may happen within a one-year period, annual reports on the 

profitability of a company's performance are unhelpful to managers, consequently, 

managers receive obsolete information which gives the results of past decisions. What 

managers actually need is current information which is necessary if they are expected 

to make decisions to deal with current and future situations. Profitability reports are 

therefore better for measuring past performance rather than for indicating future 

performance. 

Profitability measures are also criticised for their inability to identify problems. 
Globerson (1985) argued that poor performance on profitability shows that there are 

problems in a company's operation. However, profitability measures do not help in 

identifying specific areas that need improvement. 

3.6 The Changes of Manufacturing Systems' Environment 

Many changes have occurred during the period of 1925 to 1980 as shown in Figure 

3.2(b). Rapid technology development, globalisation, new production management 

methods, more critical customers, radical new communication and information 

processing techniques and flexible manufacturing equipment have reshaped the nature 

of competition. Kaplan and Norton (1996) stated that companies are in the midst of a 

revolutionary transformation, from industrial-age competition shift to information-age 

competition. The infonnation-age operating environment is characterised by: 

Cross-Functions 

To be competitive a company should operate with integrated business processes that 

cut across traditional business functions. 
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Link to Customers and Suppliers 

Using advanced information technology, customer-supplier relationship becomes 

closer and enables all organisations to gain improvement in cost, quality and response 

time. 

Customer Segmentation 

Companies must be able to offer customised products to their diverse customer 

segments at low cost and short lead time. 

Global Scale 
Companies must be able to compete in a global market. 

Innovation 

As product life cycles continue to shrink, innovations in new product development and 

manufacturing processes become more important. 

Knowledgeable Workers 

Automation has reduced the percentage of blue-collar workers and more people are 

performing analytical functions such as engineering, marketing and management. 
Therefore, investing in, managing and exploiting the knowledge of every employee has 

become critical to the success of a business. Kaplan and Norton (1996) argued that to 
be able to compete successfully in the market, companies should initiate various 
improvement programs: 

Total Quality Management 

Just-In-Time production and distribution system 
Time-based competition 
Lean production 
Building customer-focused organisations 
Activity-based cost management 
Employee empowerment 
Reengineering 
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In the industrial age competition, a company's success is determined by its ability to 

achieve economies of scale and scope by deploying new technology into physical 

assets rapidly and by excellent management of financial assets and liabilities. In the 

information age a company's success is determined by its ability to mobilise and 

exploit intangible or invisible assets such as: 

supplier and customer relationship development, 

innovative new product introduction, 

high-quality products customisation at low cost and short lead times, 

continuous improvement, 

deployment of information technology, data bases and systems. 

D'Aveni and Gunther (1995) used the term hyper-competitive environment to describe 

the current dynamic environment. They stated that companies were experiencing 
hyper-competition, since the environment was suffering from intense change and 
flexible, aggressive, innovative competitors moved into markets easily and rapidly, 

eroding the advantages of the established players. No organisation can build a 

competitive advantage that is sustainable. In a hyper-competitive environment 

companies must actively work to erode their own competitive advantage and the 

advantage of competitors. To be successful in a hyper-competitive environment 

companies should seek new innovations continuously and move quickly to the top of 
the 'escalation ladder' and shift to a new arena of competition rapidly. In this dynamic 

environment it is unlikely that traditional, financial-based performance measurement 

systems are applicable [Hilton, 1994; Jeans and Morrow, 1989]. 

Intense change of the business environment inevitably would affect performance 

measurement systems. Therefore, it is necessary to examine the stability of a 

performance measurement system as the business environment changes. Consequently, 

a new research problem, hypothesis and objective related to the stability of a 

performance measurement system were added to the existing research problems, 
hypotheses and objectives. 
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3.7 The Development of New Performance Measurement Systems 

Researchers and practitioners realised that new performance measurement systems are 

required to deal with the new dynamic business environment. Many frameworks and 

models for performance measurement system design and implementation have been 

proposed. This sub-chapter will present the new frameworks and models which are 

often cited in the literature. 

Dissatisfaction with using financial performance measures to evaluate business 

performance is nothing new. General Electric has tried to use non-financial measures 
in addition to financial measures to evaluate its business performance since 1951 

[Eccles, 1991]. What is new is the intensity of the criticism of traditional performance 

measures and the attempts to develop more integrated performance measurement 

systems. Many articles have been published since the late 1980s on the design of new 

performance measurement systems. 

3.7.1 Individual new performance measurement systems 

The dissatisfaction shown towards traditional performance measurement systems has 

triggered off attempts to develop new performance measurement systems. At the 

earliest development stage of new performance measurement systems attempts were 
made to try and develop new cost accounting and management systems which were 

more appropriate to the new dynamic environment. They also included non-financial 

measures to the new performance measurement systems. 

3.7.1.1 New Performance Measures Relating to Cost: Activity-Based Costing 

Traditional cost and management accounting systems have been criticised as lacking in 

relevance in the current business environment [Kaplan, 1984; Maskell, 1991; Johnson 

and Kaplan, 1987]. The techniques used by those systems were already been in place 
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by 1925 [Johnson and Kaplan, 1987ý. Hilton (1994) argued that a traditional cost 

accounting system is applicable in the environment when: 

e direct cost, especially direct labour cost, represents a major proportion of total 

manufacturing cost, 

o the production process is stable, 

9 the products are fairly similar and of high volume, 

* competition is based on product price. 

It is unlikely that traditional cost accounting systems are appropriate for the present 

situation, since current manufacturing systems are expected to produce a wide variety 

of products at low volume and must compete in the market on factors such as cost, 

quality, delivery and flexibility [Garvin, 1987; Stalk and Hout, 1990; Gerwin, 1987]. 

As a result traditional management accounting systems produce information that is too 

late, too aggregate and too distorted to be relevant to managers for making planning 

and control decisions. Therefore, a new system is required [Johnson and Kaplan, 

1987]. 

The source of the failure of a traditional cost accounting system to produce accurate, 
timely and relevant information may be laid at the necessity for integration and 

consistency between financial accounting and management accounting [Fry et al, 
1995; Johnson and Kaplan, 1987]. Management accounting information is usually 

extracted from systems that are designed to produce annual financial reports for 

external parties. Quite often periodic reports used by managers for internal control are 
little more than periodic slices of the annual report sent to shareholders [Dodge, 1994). 

Linking the management accounting system to the financial accounting system 

strongly encourages operational managers to emphasise crude and late financial 

measures, rather than more accurate, meaningful and timely measures. Furthermore, 

according to Jeans and Morrow (1989) the main factors which make the traditional 

cost accounting system of less relevance and which lead to the development of the 

Activity-Based Costing system are: 

* management accounting practice has been distorted by the needs of financial 

reporting, 
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" direct labour as a percentage of total cost has shrunk in the majority of 

manufacturing companies, 

" overhead costs are no longer a mere burden to be minimised, 

" complexity has increased, 

" the market-place is more competitive. 

Activity-Based Costing (ABC) was developed to provide more realistic and accurate 
information on production costs. The fundamental difference between the ABC system 

and the traditional cost accounting system is that the traditional costing system 

assumes products cause costs, whereas the ABC system assumes that activities cause 

costs and the cost objects create demandfor activities [Bharara and Lee, 1996]. A 

series of articles on Activity-Based Costing were first published by Cooper (1988a, 

1988b, 1989a, 1989b), even though the concept of activity analysis had has been 

adopted by General Electric in the late 1960s [Johnson, 199 1 ]. 

Although ABC and traditional cost accounting are fundamentally different in concept, 
they both use a two-stages approach for allocating indirect cost as indicated in Figure 

3.5 (Cooper et al, 1992). 

Traditional Costing 

esources 

First Stage 

HII III] hull 1111 J!! IIII 11 

Second stage 

(a) 

Activity Based Costing 

e 

First Stage 

v 

Second stage 

I TI 1 
I HIM k'HI, 

I 
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Figure 3.5. Two-stage approach: (a) traditional accounting system and (b) 

activity-based costing system [Cooper et al, 19921. 
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In the traditional system as indicated by Figure 3.5 (a) operating expenses are assigned 
firstly to cost pools and secondly to outputs. This procedure distorts product cost 

considerably. The traditional system assigns costs from cost pools to outputs using 

volume drivers such as labour and machine hours, material purchases and units 

produced. Because many indirect and support resources are not used in proportion to 

the number of output units produced, distortions in the cost of products could occur. 

An activity-based costing system differs from a traditional system by modelling the 

usage of all organisational resources on the activities performed by these resources and 

then linking the cost of these activities to outputs such as products, services, customers 

and projects as indicated by Figure 3.5 (b). This procedure makes ABC systems 

measure cost more accurately, particularly in situations where the intensity of activities 

used by the outputs are not proportional to the volume of outputs [Bharara and Lee, 

1996]. 

Computer-Aided Manufacturing International (CAM-I) defines Activity-Based 

Costing as follows [Raffish and Turney, 199 1 ]: 

"Activity-Based Costing is a methodology that measures the cost and 

performance of activities, resources and cost objects. Resources are assigned' 

to activities, then activities are assigned to cost objects based on the use or 

consumption of the relevant activities. Activity-Based Costing recognises the 

causal relationships of costs drivers to activities. " 

CAM-I also provides the pictorial presentation of the basic structure of an Activity- 

Based Costing system as depicted in Figure 3.6. Resources (economic elements 
directed towards the performance of activities) such as labour, power and depreciation 

are traced to activities (work performed within an organisation and also as an 

aggregation of actions performed within an organisation) utilising the resources cost 
drivers (the causal factors that cause costs of an activity to change) such as time for 

labour, kilowatts for power and value of equipment employed for depreciation. 

Activities then are traced to cost objects such as products, services, marketing and 
distribution channels, business processes and customers, using a bill of activities. 
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Figure 3.6. Basic structure of Activity-Based Costing (CAM-1). 

Finally, performance measures (output measures) are used to measure the output of an 

activity. 

Porter's value-chain model as depicted in Figure 3.7 is a useful mechanism for 

analysing an organisation to determine what activity it performs to convert inputs to 

outputs [Glad and Becker, 1995]. 
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Figure 3.7. Porter's value-chain model [Porter, 19851. 
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Porter (1985) classified the value chain into nine interrelated primary and support 

activities. Primary activities are the fundamental activities performed by an 

organisation in order to be operative. They relate to actions undertaken to satisfy 

external demands. Secondary activities are support activities which are required to 

ensure the effective and efficient performance of primary activities. They relate to 

actions carried out to serve internal customers. Using this model the activities 

consumed by a business process or product can be identified more easily. 

Jean and Morrow (1989) reveal how an ABC system meets today's requirements and 

therefore can perform better than a traditional cost accounting system as follows: 

e ABC is concerned with understanding the cost of activities and their relationship to 

products, 

ABC uses multiple cost drivers as a means of attributing overhead costs to activities 

and then to products, 

ABC is concerned with all overhead costs; it does not treat the factory floor as a 

boundary for cost to be included, 

ABC recognises the complexity of the business through the use of multiple cost 
drivers and attributes the resultant costs to products and customers which cause it, 

0 ABC provides meaningful product cost and profitability information. 

Despite the fact that ABC is also criticised for: 

9 the validity of its assumption that activities cause cost [Piper and Walley, 1990; 

Piper and Walley, 199 1 ], 

" its incapability of encouraging managers to think radically [Allen, 1989] and 

" its ignorance of opportunity cost [Dugdale, 1990], 

it has gained wide acceptance [Berlant et al, 1989; Shank and Govindarajan, 1989; 

Sharman, 1990; Mangan, 1995; Bharara and Lee, 1996]. 

Activity-Based Costing has been extended to become a management system as 
depicted in Figure 3.8 [Glad and Becker, 1995]. The system is called Activity-Based 

Management (ABM) system. CAM-I defines the ABM as "A discipline thatfocuses on 
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the management of activities as the route to improving the value received by the 

customer and the profit achieved by providing this value. This discipline includes cost 

driver analysis, activity analysis and performance measurement. Activity-Based 

Management draws on Activity-Based Costing as its major source of information. " 

[Raffish and Tumey, 1991]. In Figure 3.8 the elements of Activity-Based Costing are 

indicated in black. 

Figure 3.8. Framework of activity-based management system 

[Glad and Becker, 19951. 
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3.7.1.2 New Performance Measures Relating to Quality 

Since many western companies lost their markets to Japanese companies in the 1980s 

quality has gained stronger emphasise. Womack et al (1990) found that quality was 

one of the factors which made Japanese automobile companies perform better in global 

competition than North American and European companies. Much research has been 

done to examine the quality of US products compared to Japanese products. For 

example, Garvin (1983) found that in the case of air conditioner manufacturers, the 

average assembly-line defect rate of US companies was nearly 70 times higher than the 

Japanese rate and the average first-year service call out rate of US companies was 

almost 17 times higher than that of Japanese companies. 

Businesses concern themselves with quality because of its potential in expanding 

market share, reducing production cost and ultimately increasing profitability. Buzzell 

and Wiersema (1981) found that products which showed an improvement in quality 
during the 1970s expanded their market share three times more quickly than products 

whose relative quality stayed the same; also, superior products captured the market 

share five to six times faster than products whose quality declined. High product 

quality is also associated with reductions in manufacturing costs [Phillips et al, 1983]. 

Finally, quality also has a strong positive correlation with financial measures of 

profitability such as return on investment [Craig and Douglas, 1982; Phillips et al, 

1983]. 

The philosophy of quality is changing. Historically, quality control 

engineers/inspectors have taken responsibility for quality assurance. Feigenbaum 

(1956), through his concept of Total Quality Control, was the first quality scholar to 

reveal that every functional area in an organisation, from definition of customer 

requirements to after-sales service, has responsibility for building quality into a 

product. He was also the first researcher to suggest that the true cost of quality is a 
function of prevention, appraisal and failure cost [Feigenbaum, 1961]. Optimum 

quality is defined as the level which minimises total quality cost. Plunket and Dale 

(1988) challenged the existence of that optimum quality level. Furthermore, Crosby 
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(1972) considered that 'quality is ftee', based on the assumption that for most 

companies an increase in prevention costs would be less than offset by a decrease in 

failure cost. Consequently, there is no limit in pursuing better quality. 

The definition of quality is also evolving. With the emergence of Total Quality 

Management the emphasis of quality has shifted from 'conformance to specification' 

to 'customer satisfaction'. It is no wonder, therefore, that the Malcolm Baldridge 

National Quality Award and the European Quality Award place strong emphasis on 
customer satisfaction [Zain, 1994]. Garvin (1984) found that since quality is a major 

competitive priority to manufacturing companies, much discussion is devoted to 

defining quality by researchers and practitioners. Quality definitions were classified by 

Garvin (1984) into five approaches, as depicted in Table 3.1. It is clear fonn this table 

that the variables can be different depending on the approach use, i. e. the 

manufacturing department measures quality differently to the marketing department. 

Table 3.1. Quality defin itio n s-app roach ed used [Garvin, 19841. 

Approach Definitional Variable Underlying Discipline 

Transcendent Innate excellence Philosophy 

Product based Quantity of desired attributes Economics 

User based Satisfaction of customer 

preference 

Economics, marketing and 

operations management 

Manufacturing 

based 

Conformance to requirements Operations management 

Value based Affordable excellence Operations management 
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While quality has been accepted as a major competitive priority to manufacturing 

organisations, not many explorations have been carried out to identify what attributes 

of quality are important for business performance. Garvin (1987) proposed the 

following eight dimensions of quality which have an impact on business perfon-nance: 

(1) performance: the product's primary operating characteristics; 

(2) characteristics: attributes that supplement the product's primary operating 

characteristics; 

(3) reliability the probability that a product will operate properly over a 

specified period of time under stated conditions of use; 
(4) conformance: the extent to which a product's design and operating 

characteristics meet predetermined standards; 

-(5) durability: the amount of use the customer gets from a product before it 

physically deteriorates or until a replacement is preferable; 
(6) serviceability: how fast, how easily and with what degree of courtesy and 

competence repairs are performed; 

(7) aesthetics: how a product appeals to the five senses; and 

(8) custom er-perceived quality: reputation, image, or other inferences regarding 

the attributes of a product. 

Each quality dimension has its own operational requirements. For example, excellent 
in performance dimension requires superior product design and strong in engineering 
function, while excellent in serviceability dimension requires responsive and capable 
field support personnel as well as a knowledgeable and efficiently-run customer 

service department. Furthen-nore, Garvin (1983) suggested that to be successful firins 

do not need to excel in all eight-quality dimensions. Pursuing a quality niche can lead 

to better performance, especially if the dimension singled out is one that other 

companies have not targeted. In other words, the degree of importance of quality 
dimension will be different from one company to another depending on the business 

strategy adopted. Consequently, the quality measures used by one company will be 

different from those used by others. Some of the most commonly used measures 

relating to quality are as follows (Maskell, 1991; Kaplan and Norton, 1996]: 

" incoming quality from supplier, 

" production quality, including the use of SPC and process capability, 
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* product quality, including critical defect of products received by customers, 

" direct measures of the customer's satisfaction, including returns by customers, 

warranty claims and field service requests, 

" data accuracy; 

" effectiveness of preventive maintenance programs, 

" cost of quality. 

3.7.1.3 New Performance Measures Relating to Time 

Time, as a competitive weapon, is considered as the next strategic frontier to 

manufacturing firms operating in a global market [Istvan, 1988; Stalk, 1988]. 

Traditionally, until the late 1970s, companies competed in a global market using cost 

advantage. Quality emerged as a competitive priority in the early 1980s and companies 

shifted their competitive priority from cost to cost and quality. Since the early 1990s 

most companies world-wide have successfully implementing Total Quality 

Management, hence customers are taking low cost and higher quality for granted. 

Companies that want to win orders in a global market have to use a new competitive 

priority - responsiveness [Wilding and Newton, 1996]. Today time is considered as the 

new competitive advantage [Stalk, 1988]; consequently, it must be measured. 

In a time-based competition context; time is defined as "the totality of time required to 

perform all activities on a critical path that commences with the identification of a 

market need and terminates with the delivery of a matching product to the customers" 
[Kumar and Motwarn, 1995]. Time measure has many advantages over both cost and 

quality measures as follows [Stalk and Flout, 1990]: 

e it is understood; everybody knows what it is, 

it is easy to measure; all clocks use the same units, 

9 improvement on time will improve cost and quality. 
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Furthermore Stalk and Hout (1990) also suggest that as time is compressed, 

productivity increases, selling prices can be increased, risks are reduced and share is 

increased. 

Kumar and Motwani (1995) demonstrated that time compression can increase profit 
through the three primary sources indicated in Figure 3.9. 

Larger 
market share 

Faster availability of 
products to customers 

Higher price 
premiums 

Accelerated time 
performance 

Higher efficiency, higher 
productivity, lower overheads Lower costs 

faster inventory and capital 
turn-overs RVMIUý 

Higher profitability 

Figure 3.9. The effects of time compression on profitability 
[Kumar and Motwani, 19951. 

As time is accelerated the following situations will arise: 

9 faster response time will command a price premium, 

* faster delivery of custornised products will attract more customers and 

encourages brand loyalty, thus increasing market share, 

9 shortened time in production and logistical activities will reduce costs and, 

in turn, result in higher profitability. 

Much research has been done to identify measures relating to time. Stalk and Hout 

(1990) provided 13 time-related measures which can be used to measure the 
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performance of time-based competitive companies. These measures are organised into 

four areas as depicted in Table 3.2. 

Table 3.2. Time-based performance measures [Stalk and Hout, 19901. 

Areas Time-based performance measures 
New-Product Development 1. Time from idea to market 

2. Rate of new-product introduction 

3. Percent first competitor to market 

Processing and Production I. Value added as percent of total elapsed time 

2. Uptime x yield 
3. Inventory turnover 
4. Cycle time (per major phase of main sequence) 

Decision Making 1. Decision cycle time 
2. Time lost waiting for decision 

Customer Service 1. Response time 

2. Quoted lead time 

3. Percent deliveries on time 

14. Time from customer's recognition of need to delivery 

Furthermore, they stated that measure such as time to market new products, or lead 

time on delivery, are good starting places, particularly if there is a competitor or best 

practices standard available. 

Different to Stalk and Hout (1990), Azzone et al (1991) presented a framework of 

time-based performance measurement which contains three main areas - research and 
development, operations and sales and marketing as depicted in Table 3.3. "The 

columns o the table represent the ways through which the company benefitsfrom time )f 

to create a competitive advantage, while the rows represent the macro-activities which 

could be critical in developing such a competitive advantage" [Azzone et al, 199 1 ]. 
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Table 3.3. The framework of time-based performance measurement 
[Azzone et al, 19911. 

Zthods 

ct iti s Mac: r: 
ý 

iv esý 

Internal Conflguration External Configuration 

R&D 1. Number of changes in 1. Development time for 

Engineering time projects 
2. A average time between new products 

two subsequent 
innovations 

Operations 1. Adherence to due dates 1. Outgoing quality 

Throughput time 2. Incoming quality 2. Manufacturing cost 

3. Distance travelled 

4. Value-added time 

5. Schedule attainment 

Sales and Marketing 1. Complexity of 1. Cycletime 

Order processing lead time procedures 2. Bid time 

2. Size of batches of 
information 

3.7.1.4 Perfomance Measures Relating to Flexibility 

Flexibility has been widely recognised as a competitive priority [Hayes and 

Wheelwright, 1984; De Meyer et al, 1989; Leong et al, 1990; Vickery et al, 1993; 

Gerwin, 1993]. However, flexibility is "a complex, multi-dimensional and hard-to- 

capture concept" [Sethi and Sethi, 1990]. The flexibility concept has different 

meanings to different people. Therefore, different people give different definitions of 

flexibility [Nilsson and Nordahl, 1995]. 
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Sethi and Sethi (1990) defined flexibility as "adaptability to a wide range ofpossible 

environments that it may encounter" while Buzacott and Mandelbaum (1985) defined 

flexibility as "the ability of a manufacturing system to cope with changing 

circumstances". 

Gerwin (1993) argued that operationalising flexibility is a difficult task because: 

1. No rigorous method exists for establishing a priori the domain of flexibility, that is, 

the relevant dimensions of the concept. 

2. Multi-dimensionality compounds the effort that must go into creating scales, testing 

them and collecting data. 

3. One can study flexibility at a number of different hierarchical levels. 

4. Operationalisations which span industries are more useful for research purposes 

than those limited to a single industry. 

5. A lack of communication exists between those doing formal work with implications 

for measurement and those constructing scales to do empirical works. 

Flexibility is required to support manufacturing strategy in dealing with environmental 

uncertainty [Garrett, 1986; Swamidass and Newell, 1987]. Gerwin provided the 

conceptual framework in understanding the relationship between environmental 

uncertainties, manufacturing strategy, manufacturing flexibility, methods and 

performance measurement as depicted in Figure 3.10. 

Environmental Required Methods for 
Manufacturing Manufacturing Delivering Uncertainties Strategy Flexibility Fleidbility 

9 

Reduce 

Redefine Performance 
Measurement 

Figure 3.10. Conceptual framework of flexibility [Gerwin, 19931. 
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Management uses strategy reactively or proactively to cope with uncertainties; reactive 

strategy reducing uncertainties, proactive strategy redefining uncertainties. Different 

manufacturing strategies need different manufacturing flexibility. A variety of 

methods, including production equipment, product design, work organisation, planning 

and control system, materials management and information technology can be used to 

attain flexibility. Performance measurement is used to ensure that the existing 
flexibility supports the strategy. 

Not many researchers have provided empirical evidence that improved flexibility will 

enhance performance [Chenhall, 1996]. Swamidass and Newell (1987) are among a 

very limited number of researchers who provided empirical evidence of the positive 

effect of flexibility on financial performance. They developed a path analytic model to 

analyse the effects of environmental uncertainty, flexibility and the role of 

manufacturing managers in strategic decision making on economic performance. 

They found that flexibility (new product introduction, introducing new production 

processes, product varieties, product characteristics and R&D efforts) is significantly 

correlated to financial performance (growth in return on total assets, growth in sales 

and growth in return on sales). Other research by Chenhall (1996) identified that for 

entities achieving a high level of flexibility, the use of manufacturing measures was 

significantly associated to high performance. 

No common measures of flexibility are available. However, many classifications of 
flexibility types have been proposed [Slack, 1983; Brown et al, 1984; Gerwin, 1987; 

Sethi and Sethi, 1990]. Sethi and Sethi (1990) provided the most comprehensive 

classification of flexibility types as indicated in Table 3.4. Based on this classification, 
Gupta and Somers (1992) provided a set of measures which can be used to measure 

manufacturing flexibility. They collected all the measures relating to the types of 

manufacturing flexibility which were available in the literature. 
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Table 3.4. Definitions of flexibility types [Sethi and Sethi, 19901. 

Flexibility Type Definition 

Machine The various types of operations that a machine can perform 
without requiring excessive operation changeover costs and/or 
time. 

Material Handling The ability of the material handling system to move part types 
efficiently through the system. 

Operations The ability to be produced in different ways. 

Process The set of part types that a system can produce without major set- 
ups. 

Product The ease with which new parts can be introduced into the system 
or substituted for existing parts. 

Routing The ability to produce a part using different output volumes. 

Volume The ability to operate profitably at different output volumes. 

Expansion The ease and capability to expand volumes as needed. 

Production The range of part types that can be produced without the need to 
purchase new equipment. 

Programme The ability of a system to operate unattended for additional shifts. 

Market The ability of a manufacturing system to adapt to a changing 
market environment. 

They found there were 34 measures cited. From a survey of 269 firms and employing 
factor-analytic techniques, the measures were modified into 21 performance measures 

relating to nine flexibility types as shown in Table 3.5. Finally, performance measures 
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relating to flexibility will vary between companies. It is not necessary for all 

companies try to use exactly the same measures as listed in Table 3.5. The table can be 

used as a guideline for companies to design their own measures. 

Table 3.5. Performance measures relating to manufacturing flexibility 

[Gupta and Somers, 19921. 

Flexibility Type Measures 

Volume The range of volume in which the firm can run profitably. 

Programming The manufacturing system is capable of running virtually unattended during 
the second and third shift. 

Process Changeover cost between known production tasks within the current 
production program. 
The ratio of the total output and the waiting cost of part processed. 

Product & Number of new parts introduced per year. 
Production Scope of parts the manufacturing system is capable of producing without 

adding major capital equipment. 

Market Shortage cost of finished products. 
Cost of delay in meeting customer orders. 

Machine The number of different operations a typical machine can perform without 
requiring prohibitive cost in switching from one operation to another. 
The number of different operations a typical machine can perform without 
requiring a prohibitive time in switching from one operation to another. 

Routing Decrease in throughput because of a machine breakdown. 
Cost of production lost as a result of expediting a pre-emptive order. 

Material Handling The ability of material handling systems to move different part types for 
proper positioning and processing through the manufacturing facility. 
The ratio of number of paths the material handling systems can support to 
the total number of paths. 
The material handling system can link every machine to every other 
machine. 

Expansion & Time that may be required to double the output of the system. 
Market Cost of doubling the output of the system. 

The capacity (e. g. output per unit time) the system can be increased with 
ease when needed. 
The capacity (e. g. quality) the system can be increased with ease when 
needed. 
Time required to introduce new products. 
Time required to add a unit of production capacity. 
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3.7.2 Integrated performance measurement system 

According to Kaplan and Norton (1996) "managers realised that focusing on 

individual Performance measures such as cost, quality, time andflaxibility will lead to 

local optimisation". Performance measures must be treated as an integrated system to 

support a company's strategy. Using this concept, global optimisation can be achieved 
instead of local optimisation. Some models for developing integrated performance 

measurement systems have been proposed, and will be discussed in the following 

section. 

The Requirements ofIntegrated Performance Measurement Systems 

Most researchers have mentioned the need for a good performance measurement 

system. However, not many provide a complete description of the requirements or 

characteristics of a 'good' performance measurement system. Only two researchers 

have tried to describe the requirements of good performance measures [Neely et. al. 

1997] or good performance measurement system [Bititci et. al, 1996]. 

After reviewing extensively the literature available on performance measurement 

systems, Neely et at (1997) provided the recommendations for designing performance 

measures as indicated in Table 3.6. The recommendations are intended for designing 

performance measures, not for designing performance measurement systems. 

These recommendations describe what a good performance measure should be, even 

though some of them are just common sense. Since performance measures are the 

output of designing a performance measurement system, the proposed 

recommendations are not very helpful for the process of designing a performance 

measurement system. For example, the need for aligning performance measures with 

external factors- (competitor, market and stakeholder) is not strongly expressed in the 

recommendations. 
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Table 3.6. Recommendations for designing performance measures 
[Neely et al, 19971. 

No Recommendation 

I Performance measures should be derived from strategy 

2 Performance measures should be simple to understand 

3 Performance measures should provide timely and accurate feedback 

4 
Performance measures should be based on quantity that can be influenced, or 

controlled. 

5 Performance measures should reflect the 'business process' 

6 Performance measures should relate to specific goals (targets) 

7 Performance measures should be relevant 

8 8 Performance measures should be part of a closed management loop 

9 Performance measures should be clearly defined 

[ 

10 Performance measures should have visual impact 

11 1 Performance measures should be focused on improvement 

12 Performance measures should be consistent 

13 Performance measures should provide fast feedback 

14 Performance measures should have an explicit purpose 

Performance measures should be based on an explicitly defined formula and source of 
data 

16 Performance measures should employ ratios rather than absolute number 

17 Performance measures should use data which are automatically collected 

18 Performance measures should be reported in a simple consistent format 

Performance measures should be reported on trends rather than snapshots 

20 Performance measures should provide information 

Performance measures should be precise - be exact about what is being measured 

22 1 Performance measures should be objective - not based on opinion 
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Different from Neely et al. (1997) who provided recommendations for designing good 

performance measures, Bititci et al (1996) provided the requirements for an effective 

and efficient performance measurement system as indicated in Table 3.7. 

Table 3.7. Requirements for an effective and efficient performance measurement 

system [Bititci et al, 19961. 

No Requirement 

I Reflect stakeholder's requirement 

2 Reflect external/competitive position of an organisation 

3 Reflect competitive criteria of the organisation markets 
4 Differentiate between control and improvement measures 

5 Facilitate strategy development 

6 
Deploy strategic objectives through a logical path to business processes and 

activities 
7 Focus on critical areas of the business 

8 Be expressed in a locally meaningful terminology 
9 Facilitate resource bargaining 

10 Facilitate performance planning 

II Promote proactive management by focusing on leading measures 
Accommodate both quantitative and qualitative measures 

13 Measure organisational capability and learning where appropriate 
74- Use measures at correct levels 

Promote understanding of the relationship between various measures 

16 Facilitate simple reporting - demonstrating trends where possible 

These requirements are intended for designing performance measurement systems. 

Broader aspects of performance measurement have been covered, including: the 

requirement to consider external factors, resource bargaining, interaction between 

factors, objective deployment, characteristics of performance measures, strategy 
development and criticality of performance measures. Consequently, this requirement 
is very helpful for designing a performance measurement system. 
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Some models for developing integrated performance measurement systems have been 

proposed. Each model will be critically reviewed. For the purpose of the review, the 

researcher designed 13 attributes for describing the models. These attributes are: 

1. Framework: steps which can be followed to identify the appropriate measures. 

2. Starting point: highest level of factor which is used as a basis for deriving 

appropriate measures. 
3. Control/Improvement: the measures used as control measures, improvement 

measures, or both. 

4. Prioritisation: the process to assign the weight to each measure. 
5. Relate to strategy/objectives: whether the model explicitly states that the 

measures must relate to strategy/objectives or not. 
6. Deployment: the process of translating higher level measures to lower level 

measures. 
7. Levels of organisation: whether or not the model identifies different levels of 

organisation such as business, business unit, business process and activities. 
8. Stated specific objective: what the specific objectives of the model are. 
9. Review: whether or not the model states that the measures should be reviewed 

periodically. 
I O. External monitor: whether or not the model considers external monitor. 
1 l. Timely feedback: whether or not the model states the importance of timely 

feedback. 

12. Integration: whether or not the model produces the integrated and coherent 

measures. 
D. Interaction: whether or not the model recognises the interaction among factors 

affecting performance. 

3.7.2.1 Performance Measurementfor World Class Manufacturing 

Maskell (1991) provided characteristics of performance measurement systems that 

were suited to world-class manufacturing. Even though he agreed that the performance 
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measures used by world-class manufacturers would vary considerably, they have seven 

common characteristics as follows: 

e they are directly related to the manufacturing strategy 

9 they primarily use non-financial measures 

* they vary between locations 

* they change over times as needs change 

9 they are simple and easy to use 

* they provide fast feedback to operators and managers 

* they are intended to foster improvement rather than just monitor 

The characteristics of this model can be seen in Table 3.8. 

Table 3.8. Characteristics of performance measurement for world-class 

manufacturing. 

Model: Performance Measurement for World Class Manufacturing 

Framework None 

Starting point None 

Control/Improvement Both 

Prioritisation None 

Relate to strategy/objectives Relate to manufacturing strategy 

Deployment procedures None 

Levels of organisation None 

Stated objective As stated in seven common 

characteristics 

Review Yes 

External monitor None 

Timely feedback Yes 

Integration No 

Interaction No 
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3.7.2.2 Performance Criteria System 

Globerson (1985) proposed a framework for developing a performance criteria system 
through the following four stages: 

1) Choosing the preferred set of performance criteria. 
2) Measuring the chosen performance criteria. 
3) Assigning standard to the performance criteria. 
4) Designing a feedback loop to respond to discrepancies between standards and 

actual perfonnance. 

For choosing the preferred set of perfonnance criteria he gave the following 

guidelines: 

a) Performance criteria must be derived from the company's objective. 
b) Performance criteria must make it possible to compare organisations which are 

in the same business. 

c) The purpose of the performance criteria is clear. 

d) Data collection and methods of calculating the performance criteria must be 

clearly defined. 

e) Ratio performance criteria should be preferred on absolute numbers. 
Perfonnance criteria should be under the control of the evaluated organisational 

unit. 
g) Performance criteria should be selected through discussion with the people 

involved (customers, employees, managers). 

h) Objective performance criteria should be preferred to subjective performance 

criteria. 
i) The value of the performance criteria must be the same, or insignificantly 

different, for the same perfonnance. 

Globerson (1985) provided three techniques which could be used for assigning weight 
to each performance criterion. The weights indicate the relative importance of 

perfon-nance criteria. He also provided the techniques for assigning targets for each 
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performance criterion. Table 3.9 shows the characteristics of the performance criteria 

system. 

Table 3.9. The characteristics of the performance criteria system. 

Model: Performance Criteria System 

Frame work Yes 

Starting point Performance criteria 

Control/Improvement Both 

Prioritisation Yes 

Relate to strategy/objectives Relate to objectives 

Deployment procedures None 

Levels of organisation. None 

Stated objective As stated in the guidelines 

Review Yes 

External monitor Yes 

Timely feedback Yes 

Integration No 

Interaction No 

3.7.2.3 SMART System 

The SMART (atrategic Measurement Analysis and RePorting jechnique) System was 
developed at Wang Laboratory, Inc., Lowell, Massachusetts [Cross and Lynch, 1988- 

1989]. Following their success in implementing a Just-In-Time approach additional 

effort was sought to try and define a frmnework for: 

* Measuring departments and functions to ascertain if they were contributing 

separately and/or together in meeting manufacturing's strategic mission. 

Linking operations to strategic goals. 

Integrating financial and non-financial information in a way that could be used by 

operating managers. 
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9 Focusing all business activities on the future requirements of the business, as 
dictated by customers. 

9 Changing performance, incentive and reward systems as necessary. 

The result of the effort was the SMART system. Figure 3.11 shows the framework of 

the SMART system [Dixon et al, 1990]. 

JO 
z THE Corporate 

VI IS ON 

M 

/ 
Business Units 

MARKET FINANCIAL I 
MEASURES MEASURES 

CUSTOMER 
SATISFACTION 

I 
FLEXIBILITY 

I 
PRODUCTIVITY 

DELIVERY PROCESS TIME QUALITY COST 

OPERATIONS 

External Internal 
Focus Focus 

Business Operating 
Systems 

Departments and 
Works Centres 

Figure 3.11. The framework of the SMART system [Dixon, et al, 19901. 

At the top level the business vision forms the basis for corporate strategy. Management 

then can assign a corporate portfolio role to each business such as cash flow, growth 

and innovation. The resources are allocated to support the roles. However, it is not 

clear how management assign roles and allocate resources to each business unit. 

At the second level, objectives for each business unit are defined in market and 
financial terms. Strategies to meet these objectives are then outlined. Most business 

units define their success in tenns of- 
1) Reaching the short-tenn goals of specified levels of positive cash flow and 

profitability. 
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2) Achieving long-term goals of growth and market penetration. 

At the third level, for each Business Operating System (BOS) supporting business 

strategy, more tangible operating objectives and priorities can be defined in terms of 
6customer satisfaction', 'flexibility' and 'productivity'. The SMART system 

recognises the existence of Business Operating Systems such as 'filling customer 

orders', 'new product introduction', 'change control' and 'sales administration'. ' 

At the lowest level, the objectives of any function or department in the Business 

Operating Systems are to increase 'quality', 'delivery' and reduce 'process time' and 
'cost'. The characteristics of SMART system model are indicated in Table 3.10. 

Table 3.10. The characteristics of the SMART system. 

Model: SMART System 

Frame work Yes 

Starting point Corporate vision and strategy 

Control/Improvement Both 

Prioritisation Yes 

Relate to strategy/objectives Yes 

Deployment procedures Yes 

Levels of organisation Yes 

Stated specific objective Continually self-adjusted to the future 

needs of the business 

Review Yes 

External monitor Partly 

Timely feedback No 

Integration Yes 

ýnteraction No 
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3.7.2.4 Performance Measurement Questionnaires 

In 1980s manufacturing environment underwent fundamental changes. These changes 

affected three interconnected areas - strategy, actions and measures. Dixon et al (1990) 

argued that in the current context, strategy, actions and measures are interconnected. 

Actions are required to support strategy. Traditionally, strategy is always assumed to 

come first and then the required actions. Dixon et al (1990) considered that actions also 
lead to changes in strategy. Actions of improvement programme place a business in a 
better position to gain new competitive advantage and then strategy can be changed to 

optimally exploit this new competitive advantage. Finally, measures must support the 

strategy and actions. Different strategy needs different actions, which in turn need 
different measures. The results of actions will be reflected in performance 

measurement data and these may lead to changes in strategy. The interconnected 

relations between strategy, actions and measures are indicated by Figure 3.12. 

Strategy 

Actions Measures 

Figure 3.12. The interconnection of strategy, actions and measures 
[Dixon et al, 19901. 

Dixon et al (1990) developed four sets of questionnaires which could be used to design 

performance measurement systems. The questionnaires were constructed based on the 

strategy, actions and measures interconnection concepts. The objective(s) of each 

questionnaire is indicated in Table 3.11. 
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Table 3.11. The objective(s) of each questionnaire [Dixon et al, 19991. 

Questionnaire Objective(s) 

To gather data on: 

Questionnaire I management level and manufacturing affiliation of the respondents 
in order to exan-dne the degree of consensus among managerial 
levels and functional areas. 

To gather data on: 

9 the relative degree of the importance of improvement area. 
Questionnaire 11 

e to what extent current performance measures support or inhibit the 

improvement in that area. 
The model provides 24 items of generic improvement areas. 

To gather data on: 

Questionnaires III * the degree of importance of achieving excellence in performance 
factors or measures for the long running survival of the company, 

9 the company's current emphasis on performance measures. 

To gather data on: 

Questionnaires IV 
the most important measures against which respondents' individual 

performance should be judged. 

The data collected through the questionnaires is then interpreted using the following 

analysis: 

Alignment analysis to identify the extent to which a company's strategy, 

actions and measures line up with each other. 

Congruence analysis: to provide a detailed look at how well the measurement 

system supports an organisation's actions and strategy 
through gap and false alarm signals. 
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Consensus analysis to contrast the perceptions between hierarchical levels 

and across functional organisations on the importance 

of improvement areas and performance measures 
(ranking the means). 

Confusion analysis to determine the relative extent of consensus of opinion 

on each improvement area and performance factor item 

within a group (ranking the standard deviations). 

The characteristics of the model are indicated by Table 3.12. 

Table 3.12. The characteristics of the Performance Measurement Questionnaires. 

Model: Performance Measurement Questionnaires 

Frame work Yes 

Starting point Improvement areas 
Control/Improvement Both 

Prioritisation Yes 

Relate to strategy/objectives Yes 

Deployment procedures No 

Levels of organisation Partly 

Stated specific objective Linking strategy, actions and measures 

eview Yes 

External monitor No 

Timely feedback No 

Integration Yes 

Interaction No 
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3.7.2.5 Balanced Scorecard 

The Balanced Scorecard was developed at Harvard Business School by Robert S 

Kaplan and David P Norton [Kaplan and Norton, 1996]. Nowadays the Balanced 

Scorecard is the most popular model of a new performance measurement system 
[Neely et al, 1995]. The structure of the Balanced Scorecard is given in Figure 3.13. 

"To achieve our 
vision, how should 
we appear to our; 

ýF 

customers? " 

Customer 

3 

Objectives 

Measures 

Targets 

Initiatives 

3 
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Initiatives 

Business Strategy 

Learning and Growth 
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"To achieve our 'I 
vision, how will wXý 
sustain our ability to 
change and improve? 

2 3 

Objectives 

Measures 

Targets 

Initiatives 
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how should we appear 
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Internal Business I 
Perspective 

3 

Objectives 

Measures 

Targets 

Initiatives 

"To satisfy our 
shareholders 
and customers, 
what business 
processes must 
we excel in? " 

Figure 3.13. The framework of Balanced Scorecard [Kaplan and Norton, 19961. 

In the Balanced Scorecard performance measures identification is started from vision 

and business strategy, similar to the SMART model. Business strategy is translated 

into four objectives and measures perspectives: financial, customers, internal business 

process and learning and growth. The financial objectives serve as a focus for the 

objectives and measures in all the other scorecard, perspectives. Every measure 

selected should be part of a link of a cause-and-effect relationship that culminates in 

improving financial perfon-nance. 

-T-3 1 
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The financial objectives are translated into customer objectives. In this perspective, 
the company identifies the customer and market segments in which it has chosen to 

compete. The generic measures of customer perspective are customer satisfaction, 

customer acquisition, customer retention, market share and customer profitability. In 

the internal business process perspective, managers identify the most critical process 
for achieving customer and financial objectives. Kaplan and Norton (1996) provided 
the generic value-chain model which consists of three principal business processes: 
innovation, operation and post-sale service. This generic value- chain can be used as a 

guideline for identifying internal business processes. 

The final perspective of the Balanced Scorecard develops objectives and measures to 

drive learning and growth of the organisations. This final Oýispective will, sustain the 

long running survival of the company. The characteristics of the B"a, JIa-n--&C-Cd"Scorecard 

are depicted in Table 3-13. 

3.7.2.6 Cambridge Model 

Instead of using business strategy as a starting point, the Cambridge model uses 

product groups as a basis for identification of performance measures [Neely, 1995]. 

Products are grouped based on: 

" sales as a percentage of total sales, 

" contribution as a percentage of total contribution, 

" market share, ranking/number of competitor, 

" sales growth, 

" market growth/life cycle stage. 
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Table 3.13. The characteristics of Balanced Scorecard. 

Model: Balanced Scorecard 

Framework Yes 

Starting point Business strategy 

Control/Improvement Learning 

Prioritisation Partly 

Relate to strategy/objectives Yes 

Deployment procedures Partly 

Levels of organisation Partly 

Stated specific objective Balanced Scorecard is a communication, 
informing and learning system; Balanced 

Scorecard is also used as a management 

technique for implementing business 

strategy 

Review Yes 

External monitor No 

Timely feedback Yes 

Integration Yes 

Interaction No 

The business objectives of each product group are agreed and their related 

performance measures and key activities are then identified. The structure of the model 
is depicted in Figure 3.14. 
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Part I 
Grouping Products 

Part 3 

Part2 
Agreeing performance 
measuresfor the 

Agreeing business business objectives 
objectives 1ý1 

Part 7 

Part 4 Sign off 
Mapping perfrormance 

I It measures and activities A 

-7 Part 5 
Evaluating options 
- which of these are 
keY' 

Part 8 
lniplementation 

Part 6 and ongoing 
Agreeing performanCe management 
measuresfor the kel, 
activities 

Figure 3.14. Cambridge model of performance measurement system 
[Neely, 19951. 

For each performance measure used, the model provides a performance measure 

record sheet to describe the measure as depicted in Figure 3.15 [Neely et a], 1997]. 

Performance NI easure Record Sheet 

T It I C. 
Purpose: 
Relates to: 
Target: 
Formula: 
Frequency of measurement: 
Frequency of reý, iew: 
Who measures: 
Source of data: 
W ho own the measures: 
"' hat do they do: 
W ho acts on the data: 
N otes and com nients: 

Figure 3.15. Performance measure record sheet [Neely et al, 19971. 
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Furthermore, Neely et al (1995) argued that one of the future research issues on 

performance measurement would be to try and develop a technique to reduce the list of 

possible measures into a manageable set. Therefore, a new research problem, 

hypothesis and objective related to reducing the number ofperformance reports were 

added to the existing research problems, hypotheses and objectives. 

The characteristics of the Cambridge model are shown in Table 3.14. 

Table 3.14. The characteristics of the Cambridge model. 

Model: Cambridge Model 

Framework Yes 

Starting point Product Groups 

Control/Improvement Both 

Prioritisation Yes 

Relate to strategy/objectives Yes 

Deployment procedures No 

Levels of organisation No 

Stated specific objective Integrates, closes management loop, 

considers behavioural implications 

Review Yes 

External monitor No 

Timely feedback Yes 

Integration Partly 

Pnteraction No 

3.7.2.7 Integrated Performance Measurement System Model 

The Integrated Performance Measurement System (IPMS) is a performance 

measurement model developed at the Centre for Strategic Manufacturing, University 

of Strathclyde. The model describes the structure and constituent parts of a robust, 
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integrated, efficient and effective performance measurement system. It also contains an 

audit methodology to assess the robustness and integrity of performance measurement 

systems used within manufacturing industries. The IPMS was constructed based on 

past and present academic work and industry best practices [Bititci et al, 1996; Bititci 

et al, 1997]. The structure of the model is shown in Figure 3.16. 
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Figure 3.16. The structure of the Integrated Performance Measurement System 

model [Bititci et al, 1996]. 

At each level of the business the model requires the organisation to: 

e recognise and understand its stakeholder requirements, 

externally monitor its position against competitors and world class performance 

to identify the development needs of the business, 

e set objectives based on implications and criticality of the development needs 
together with appropriate targets and time scales, 
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9 define, report, monitor and review these objectives through a performance 
measures report. 

The charactenstics of the IPMS model are given in Table 3.15. 

Table 3.15. The characteristics of the Integrated Performance Measurement 
System model. 

Model: Integrated Performance Measurement System 

Framework Yes 

Starting point Stakeholder requirements and external 
monitors 

Control/Improvement Both 

Prioritisation Yes 

Relate to strategy/objectives Relates to objectives 

Deployment procedures Yes 

Levels of organisation. Yes 

Stated specific objective * Align critical tasks and activities with 
top-level objectives 

" Facilitate control 

" Drives improvement 

" Maximise improvement 

Review Yes 

External monitor Yes 

Timely feedback Not explicitly stated 

Integration Yes 

[Interaction Yes 
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3.8 Discussion and Conclusions 

Many models of performance measurement systems have been developed so far. Some 

models deal with a specific area of performance such as cost, quality, delivery or 
flexibility; other models propose an integrated system. From the extensive literature 

review presented in this chapter it is clear that none of the performance measurement 

system models developed so far mention the need to identify the relationship between 

factors affecting performance, except the Integrated Performance Measurement 

System. Even though some models mention prioritisation of performance measures, 

none has used such a technique with a sound theoretical background and simple 

enough to be implemented on a daily basis. 

It was also found from literature review that: 

-. / One of the future problems of performance measurement is reducing the number of 

pcrformancc rcports [Nccly ct al, 1995]. 

V Business environment is becoming more dynamic [D'Aveni and Gunther, 1995], 

therefore it is important to examine the stability of the model developed over a 

period of time. 

Based on these findings the issues of reducing the number of performance reports and 
the stability of the model is added to the tentative research problems, hypotheses and 

objectives. The modified research problems, hypotheses and objectives are as follows: 

Modified research problems: 

1. Identifying factors affecting performance. 

2. Identifying the interaction between the factors affecting performance. 

3. Quantifying the effects of the factors on performance. 

4. Reducing the number of performance reports. 

Modified research hypotheses: 

A quantitative method for a performance measurement system can be developed. 

The method can be used for: 
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V identifying factors affecting performance and their relationship, 

v-'quantifying the effect of the factors on performance. 

2. The method is valid and can be applied to real cases. 

3. The method developed can help managers to reduce the number of performance 

reports. 
4. The method is stable for a reasonable period of time. 

Modified research objectives: 
1. To develop a quantitative method that can identify the factors affecting 

performance and their relationship and quantify the effect of the factors on 

pcrformancc. 
2. To carry out experiments for testing the validity, applicability and stability of the 

method developed. 

3. To develop a method for reducing the number of performance reports. 

Some researchers have not only developed models of new performance measurement 

systems, but have also provided recommendations of on what a good performance 

measurement system or performance measure should look like. Neely et al (1997) 

provided 22 recommendations for designing performance measures, while Bititci et al 

(1996) provided 16 requirements for designing performance measurement systems. 

The latter covered broader aspects of performance measurement systems and it would 

appear that they are therefore more suitable for designing performance measurement 

systems than the former. 

The objectives of this research are in keeping with the requirements of the Integrated 

Perfonnance Measurement System in that a performance measurement system should 

focus on critical areas and promote an understanding of the relationship between 

various measures. To achieve these objectives a performance measurement system 

method, which can be used to identify factors affecting performance, quantify the 

effect of factors on performance (including the interaction effects) and consolidate 

them into a single performance indicator, will be developed. 
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3.9 Summary 

The changes in the manufacturing environment which cause the traditional, financial- 

based performance measurement systems to become less relevant to the new dynamic 

environment have been described in this chapter. In order to understand more fully the 

problems of traditional performance measurement systems, the historical development 

of performance measurement systems was reviewed. Next, the development of new 

performance measurement systems was presented which included the development of 
individual new performance measurement systems and integrated performance 

measurement systems. The individual new performance measurement systems consist 

of Activity-Based Costing and new performance measurement systems relating to 

quality, time and flexibility. The integrated performance measurement system consist 

of the Performance Measurement System for World Class Manufacturing, the 

Performance Criteria System, the SMART System, the Performance Measurement 

Questionnaires, the Balanced Scorecard, the Cambridge Model and the Integrated 

Performance Measurement System. To compare and contrast the models, a framework 

consisting of 13 attributes was used to identify the characteristics of each model. 

This chapter concludes that even though many performance measurement systems 

have been developed to deal with the new dynamic environment, none provides a 

sound technique for identifying relationships between factors affecting performance 

and quantifying the effects of factors on performance. These gaps will be addressed in 

this work by developing quantitative methods for performance measurement systems. 

The following chapter discusses the selection of the tools for identifying factors 

affecting performance and their relations ip, structuring the factors hierarchically and 

quantifying the effects of the factors on perforniance. 
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C6pter 4 

SELECTION OF THE TOOLS FOR IDENTIFYING, 

STRUCTURING AND PRIORITISING, PERFORMANCE 
MEASURES 

4.1 Introduction 

Performance measurement involves a large number of factors or measures. One of the 

collaborator organisations involved in this research, which will be discussed later in 

Chapter 6 on Case Studies, employs 130 measures for measuring the overall 

performance of its office. The effects of factors on performance are not always equal; 

some factors have greater effects on performance than others. For the purposes of 

resource allocation and monitoring, each factor must be treated differently. Resources 

should be primarily allocated to factors which have the greatest effects on performance 

and critical factors should be monitored more frequently than minor factors. Therefore, 

a procedure for structuring and prioritising the effects of factors on performance is 

required. 

This chapter firstly will present the selection of the tool for identification factors 

affecting performance and their relationship. Secondly, the selection of the tool can be 

used to structure the factors affecting performance hierarchically will be discussed. 

Finally, this chapter will present the selection of the tool for prioritising performance 

measures. 
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4.2 Requirements Specifications 

The external environment of a manufacturing system is becoming more complex, so 

does its internal environment. Customers demand better quality, faster delivery times, 

more reliable customer service, a wider range of products and more rapid new product 
development. These demands require a better approach to the whole operations of an 

enterprise, from the identification of customers' requirement to product development, 

manufacturing processes, distribution and customer services. Integration between 

business functions is becoming more important and therefore understanding the 

interactions between factors affecting performance needs to be addressed. 

Another important issue in performance measurement systems is quantifying the effect 

of factors on performance [Rangone, 1996]. Even although there are some techniques 

already available which can be used to quantify and prioritise the effect of factors on 

performance as has been discussed in the Chapter 3, [Globerson, 1985; Rangone, 

1996; Swamidass and Newell, 1987], none can be considered as satisfactory in terms 

of theoretical and applicability reasons. A new method which can be used to quantify 

the effects of factors on performance, including the interaction effects, is therefore 

required. 

To be able to fulfil this requirement, the researcher thought that the new method 

should have the following characteristics: 

1. It can identify and quantify the effects offactors on performance 

The method should be able to identify the major factors affecting performance and 

generate numbers which rcflcct the effects of factors on perfonnance. 

2. It facilitates the aggregation or consolidation of the effects of factors on 

performance , 
The factors affecting performance are multi-dimensional. Unless the aggregation 

of the effects of factors on performance can be performed, the overall performance 

of the business cannot be measured. 
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3. It accommodates the direct as well as the interaction effects 
The method should be able to quantify the direct and the interaction effects of 
factors on performance. 

4. It is simple 
Since the method is intended for managers, not all of whom are familiar or 

comfortable with mathematical methods, the application concept of the method 

should be easy to understand. A method which requires complicated mathematical 

analysis should be avoided. 

5. It is accurate 
Many important decisions such as performance evaluation, performance 
improvement and resources allocation will be made based on the information 

provided by the method. As the method should be able to provide accurate 
information on the effects of factors on performance, it must be theoretically 

justified. 

6. It is easily implemented 

The method, which may be used frequently to identify the effects of a large 

number of factors on performance, must be easy to be implemented. The 

implementation of the method should not require excessive efforts, resources and 

time. 

These characteristics will be used as criteria for the selection of the -tools used in the 

research. 

4.3 The Selection of a Tool for Identifying Factors Affecting Performance and 

Their Relationship 

As mentioned earlier, performance measurement usually involves a number of factors 

and personnel from different departments. The factors to be measured are often not 
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well defined at the start and uncovering what the real factors to be measured are and 

their relationship is not always an easy task. Eden et al (1983) pointed out that in 

organisational life the individual is an irrational and subjective person. He or she is 

involved in complicated social relationships and internal (organisational) political 

games. Therefore, different individuals will interpret a particular situation differently 

depending on their mental framework and political concerns. The followings are the 

tools can be used to identify factors affecting performance and their interaction often 

cited in literature. 

4.3.1 Repertory Grids, 

In the 1930s Kelly developed the personal construct theory [Kelly, 1955]. A central 

notion of this theory is that all women and men are scientists. Each of us actively, 

based on experiences, develops hypotheses, tests them, modifies them or discards 

them. As a result, each of us has our own personal ideas, philosophies and theories 

about the world [Beail, 1985; Fransella and Bannister, 1977]. In other words, people 

have different constructs about the world. Kelly defined construct as "a way in which 

two or more things are alike and thereby different from a third or more things 

[Kelly, 1955]. 

Repertory grid is part of the personal construct theory, and is the method for exploring 

the personal construct system. When administer a repertory grid we are basically 

saying to the subject "Construe me these elements " or "How do you see these things" 

[Beail, 1985]. Stewart et al (1981) pointed out that we could learn repertory grid 

without bothering too much with the personal construct theory. However, when 

constructing a repertory grid, it is important to remember the key points of the personal 

construct theory. These are: 

-/ Perceptions influence expectations and expectations influence perceptions. 

V The medium through which this happens is known as the construct system. 

-. / Construct systems are unique to the individual and develop through life. 
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The administration of a repertory grid can be carried out in the five stages as follows 

[Beail, 1985]: 

1. Eliciting elements. 
Elements are the domain in which construing is to be investigated. People, 

occupations, radio programmes, cars and methods all can be chosen as the 

elements of a repertory grid. The elements of a repertory grid can be supplied by 

the investigator or by providing a description of the situation to the subject of the 

study. 
2. Eliciting constructs. 

Triadic method is usually used to elicit the construct. Triads of elements are 

presented to the subject of the study. For each triad of elements a question is asked 

to the subject "In what important way are two alike and thereby differentfrom the 

third? " and then "In what way does the third element differfrom the other two? " 

The questions are repeated for different triads of elements until enough information 

is collected. 

3. Completing the grid. 

A table is drawn and the elements are listed at the top of the columns. For each 

construct of a triad a rating score of 1 to 7 is assigned to each element. An example 

of a repertory grid is indicated in Figure 4.1. 

4. Analysis. 

Analysis is carried out to clarify the information contained in the grid and to 
identify the similarity, association, pattern or structure of the constructs. A number 

of computer programs are available on the market for analysing the grid, for 

example FLEXIGRID/MULTIGRID computer program. 

5. Interpretation. 

Based on the results of the analysis the grid can be used to reveal the patterns of 

relationships between elements of the grid. 

Kelly developed repertory grid in the 1930s for applications in clinical settings. 
However, repertory grids are now used widely in business [Stewart et al, 1981; Senior, 

1997]. 
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4.3.2 Mind Map 

Mind map was originated by Tony Buzan [Buzan, 1974]. Buzan (1993) argued that a 

range of skills is available at either the right or left side of the cerebral cortex of the 

human brain. These skills include language (words, symbols), number, logic 

(sequence, listing, linearity, analysis, time, association), rhythm, colour, imagery 

(daydreaming, visualisation), and spatial awareness (dimension, gestalt). The standard 

practice of note-making/taking does not utilise fully the skill available in the human 

brain. They mainly use only linear patterning, letters, words, numbers and analysis. 

Buzan proposed radiant thinking as a new way of thinking which would enable us to 

utilise fully the skills available in the human brain. He defined radiant thinking as 

"associate thought processes that proceed from or connect to a central points" 
[Buzan, 1993]. 

Mind map is a tool for practising radiant thinking. Buzan (1993) defined mind map as 

"a Powerful graphic technique which provides a universal key to unlocking the 

potential of the brain". Mind map has the following characteristics [Buzan, 1993]: 

1. The subject of investigation is represented as a central image. 

2. The main themes of the subject radiate from the central image as branches. 

3. Branches comprise a key image or key word printed on an associated line. 

4. Topics of lesser importance are represented as branches attached to higher level 

branches. 

5. The branches fonn a connected nodal structure. 

Buzan (1993) also provided the following laws for constructing a mind map: 

1. Use emphasis. 
Always use a central image. 

V Use images throughout your mind map. 

v, ' Use three or more colours per central image. 

--/ Use dimension in images and around words. 

v, ' Use synaesthesia (the blending of the physical senses). 
V Use variations of size of printing, line and image. 
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Use organised spacing. 
Use appropriate spacing. 

2. Use association. 

v"Use arrows when you want to make connections within and across the branch 

patterns. 

v, 'Use colours. 
V Use codes. 

3. Be clear. 

v'Use only one key word per line. 

V Print all words. 
V Print key words on lines. 

V Make line length equal to word length. 

V Make major branches connect to central image. 

V Connect line to other lines. 

V Make the central lines thicker. 

V Make your boundaries 'embrace' your branch outline. 
V Make your images as clear as possible. 
V Keep your paper placed horizontally in front of you. 

-/Keep your printing as upright as possible. 

4. Develop a personal style. 

Every map you make should be slightly more colourful, slightly more three- 
dimensional, slightly more imaginative, and slightly more associatively logical. 

5. Develop a good layout. 

v" Use hierarchy. 

-/Use numerical order. 

Figure 4.2 shows an example of a mind map. 
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4.3.3 Focus Group 

Focus group is a qualitative research method of obtaining possible ideas or solutions 

on a particular topic from a group of respondents (typically about 8 to 12) by 

discussing it in informal fashion in the presence of a well-trained, objective moderator 
[Dillon et al, 1993]. Focus group is the most widely used research method in 

marketing. In 1981,95% of the largest consumer product companies in the United 

States used focus group as their marketing research method [Parasuraman, 1986]. 

There are four main steps in conducting a focus group [Greenbaum, 1998]: 

1. Planning 

Planning is the most important step in conducting focus group. It should begin as 

soon as it has been decided that focus group research is to be conducted. The 

following are some important issues of focus group planning. 

Define research objectives: what the client wishes from the results of the focus 

group should be documented briefly. 
. W- - 

Select a moderator: a qualified moderator should be selected as soon as possible to 

help the client conducting a focus group session. 

Decide the detail execution: how many groups, where, when and how long the 

focus group will be conducted should be decided with the help of the moderator. 

Brief the moderator: provide the moderator with all the required information in 

order to develop an efficient moderator guide. 

Develop a screening questionnaire: the moderator should develop a questionnaire 

to screen participants based on the specification provided by the client. 

Develop a moderator guide: the moderator should develop an outline of the 

discussion. 
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Select a facility 

Physical plant, recruitment sources and costs are among the important aspects 

should be considered when selecting the facility of the focus group. 

3. Discussion preparation 

Before discussion is started it is important to make sure that: 

V the noise level is managed, 

-/ food is provided for participants, 

-/Name cards are provided for participants, 

, /the rooms are set up properly, and 
V the temperature is set properly. 

Conducting discussion 

The moderator should be able to encourage all participants to discuss their feelings 

about discussion issues and the discussion should be carried in three parts: 

v, 'Warm-up discussion: the moderator should encourage the participants to discuss 

general issues 

-/Main discussion: the moderator should encourage the participants to discuss the 

main issues. 

-/Post-group discussion: the moderator should encourage the participants to 

express their overall feelings on the session to enable notes on any serious 
disagreement among the client and the participants to be taken by the 

moderator. 

5. Analysis and reporting 
The report should capture the impressions and observations on each topic and 
interpret them in the light of the objectives of the discussion. 

Dillon et al (1993) reported that focus group can provide the following benefits: 

1. Management has an opportunity to listen to consumers' experiences of the 

company's products and services. 
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2. The results of the research will usually the available a week after the study has 

been carried out. 

3. The cost of conducting focus group research is relatively inexpensive. 

4. Focus group is flexible because it uses unstructured interviewing fonnat. 

S. Focus group allows a highly sensitive concept to be exposed to a limited, pre- 

selected group of individuals. 

4.3.4. Cognitive Map 

Eden et al (1983) developed cognitive maps to represent the problem as perceived by 

individuals or groups of peoples [Belton et al, 1997]. Cognitive mapping is a 

modelling technique which intends to portray ideas, beliefs, values and attitudes and 

their relationship one to another in a form which is amenable to study and analysis 
[Eden et al, 1983]. Cognitive mapping is developed based on Kelly's theory of 

personal construct [Kelly, 1955]. The three key assertions of the theory, which 

cognitive mapping is based on, are as follows [Eden, 1988]: 

Man makes sense of his world through contrast and similarity. 
Man seeks to explain his world - why it is as it is and what made it so. 
Man seeks to understand the significance of his world by organising concepts 
hierarchically so that some constructs are super-ordinate to others. 

Ackermann et al (1990) provided 12 guidelines which can be used to construct a 

cognitive map. Even though the guidelines do not guarantee to produce the right map 
for a specific problem, they provide a powerful way of thinking about, representing 

and asking questions on an issue or problem. 

Guideline 1 

Separate the sentences into distinct phrases. These phrases are likely to be no 
more than about 10-12 words long. 
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Guideline 2 

Build up the hierarchy. Get the structure of the model right, by placing the 

goals at the top of the map and supporting these first with strategic issue type 

concepts and further on with potential options. 

Guideline 3 

Watch out for goals as the discussion unfolds. These will end up at the 'top' of 

the map, the most super-ordinate concept. It can help to mark them as goals 

when writing them down. 

Guideline 4 

Watch out for potential strategic issues by noting those concepts that have 

some or all of the following characteristics: long-term implications, high cost, 
irreversible, need a portfolio of actions to make them happen, may require a 

change in culture. They often form a flat hierarchy themselves but will be 

linked to Goals (above) and Potential Options (below). 

Guideline 5 

Hold on to opposite poles for additional clarification. These may be added to 

the concept later on in the interview when they are mentioned. In some cases 

where the meaning is not immediately obvious, it is useful to ask the problem 

owner for the opposite pole. Try putting the word 'not' in front of the proffered 

pole, doing so often suggests the more likely psychological contrast implied by 

the problem owner. 

Guideline 6 

Add meaning to concepts by placing the concepts in the imperative form and 

where possible including actors and actions. Through this action perspective 
the model becomes more dynamic. 
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Guideline 7 

Retain ownership by not abbreviating but rather keeping the words and phrases 

used by the problem owner. In addition identify the name of the actor(s) who 
the problem owner states and incorporate them into the concept text. 

Guideline 8 

Identify the option and outcome within each pair of concepts. This provides the 

direction of the arrow linking concepts. Alternatively think of the concepts as a 
'means' leading to a 'desired end'. Note that each concept therefore can be 

seen as an option leading to the super-ordinate concept which in turn is the 

desired outcome of the sub-ordinate concept. 

Guideline 9 

Ensure that a generic concept is super-ordinate to the specific items that 

contribute to it. This follows Guideline 8 and helps increase the accuracy of the 

map's hierarchy. Generic concepts are those for which there may be more than 

one specific means of achieving it (generic concept). 

Guideline 10 

It is generally helpful to code the first pole as that which the problem owner 

sees as the primary idea (usually this is the idea first stated). This means that 
links may be negative even though it would be possible to transpose the two 

poles in order to keep link positive. 

Guideline 11 

Tidying up can provide a better more complete understanding to the problem. 
But ensure that you ask why isolated concepts are not linked in, often their 
isolation is an important clue to the problem owner's thinking about the issues 

involved. 
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Guideline 12 

Practical tips for mappers. Start mapping about two thirds of the way up the 

paper in the middle and try to keep concepts in small rectangles of text rather 

than as continuous lines of text. If it is possible ensure the entire map is on one 
A4 sheet of paper so that it is easy to cross link things (30-40 concepts can 

usually be fitted onto a page). Thus pencils are usually best for mapping and 

soft, fairly fine (e. g. 5mm) propelling pencils are ideal. 

A cognitive map can be constructed based on interview or documents [Ackermann et 
al, 1990]. Figure 4.3 shows an example of a cognitive map which is constructed based 

on an interview transcript [Ackermann et al, 1990]. 

risk of 
impaired treatment 
of clients... 
ensure uniformity 
in treatment 

too much 
decentralisation 

lack of 
understanding about risk 

lowi ase 
of local offices 
(eg Plymouth, 
Taunton and Bath) 

improve level 
of service... 

I 

local representation 

lower purchase 
costs of offices 
in Hull, Sheffield 
& Harrogate ... higher 
cost in Leeds 

Figure 4.3. An example of a cognitive map [Ackermann et al, 19901. 

To select a tool used in this research for identifying factors affecting performance and 
their relationship, Table 4.1 was constructed. 

higher administration 
costs... 

t 

[in( ised] 
running costs... 

centralise service at Leeds 
... open local offices 
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The table shows the characteristics of the four tools (repertory grids, mind map, focus 

group and cognitive map) which can be used to identify factors affecting performance. 

All four can accommodate the consolidation of performance measures into a single 

performance indicator. All of them are also relatively simple and easily implemented. 

In term of accuracy, focus group and cognitive map are more accurate than repertory 

grid and mind map since both focus group and cognitive map are more easily used in 

group settings than that of repertory grid and mind map. However, compared to the 

other three tools, cognitive map is the best tool for representing the interaction of 

factors affecting performance. Based on those considerations, cognitive map has been 

selected to be used in this research. 

4.4 The Selection of a Tool for Structuring Factors Affecting Performance 

Hierarchically 

Performance measurement usually involves a number of factors affecting performance. 
To simplify the analysis, it is important to organise the factors hierarchically. The 

following are the tools can be used to structure the factors hierarchically: 

4.4.1 Cause and Effect Diagram 

Cause and effect diagram, which is also often called Ishikawa diagram or fishbone 

diagram, is a method widely-used in quality control to identify the causes of quality 

problems or characteristics. Cause and effect diagram consists of two parts: cause part 

and effect part. The effect part of a cause and effect diagram can be the problems of 

product quality, delivery, production cost and safety. The cause part of a cause and 

effect diagram includes factors that affect the problems. 

The construction of a cause and effect diagram can be carried out as follows [Ozeki 

and Asaka, 1990]: 
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1. Clarify the problem to be investigated and write the title of the problem. 
Define the problem precisely so that everyone concerned with the problem can 

understand the problem well. Write the title of the problem in the effect part of the 

diagram and draw a thick arrow running from left to right pointing to the title of 
the problem. 

2. Identify factors affecting the problems. 
This is the most important step in constructing a cause and effect diagram. It will 
be helpful to identify factors affecting the problem using the categories of the 

factors such as: operator, machine, material, method and environment. For each 

category, identify all the possible causes of the problems. 

3. Draw arrows to indicate the relationship between factors, categories and problem. 
4. Check the completeness of the factors affecting the problem. 

Once the cause and effect diagram has been constructed check the diagram to make 

sure that no factor has been omitted. 

5. Write down the related information of the diagram. 

The cause and effect diagram will be easy to understand if it is completed with 

some notes on the related information. 

Figure 4.4 shows an example of a cause and effect diagram. 

4.4.2 Relations Diagram 

A relations diagram is used when the relationships between the causal factors are 

relatively complex. These relationships are very difficult to represent by a cause and 

effect diagram. 

The construction of a relations diagrarn can be carried out as follows: 

1. Describe the problem. 
Write down the specific problem to be investigated on a small card. Place the card 
in the centre of a large piece of paper. 
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Figure 4.4 An example of a cause and effect diagram [Ozeki and Asaka, 19901. 

2. Identify the factors affecting the problem. 

Identify factors affecting the problem and write down each factor on a small card. 

3. Distribute the cards. 

Distribute the cards on the paper. Group similar cards together side by side. 

4. Arrange the cards. 

Place the cards around the problem. The stronger the effect of the cards on the 

problem the closer the card to be placed to the problem. 
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5. Determine the relationship between cards. 
If all the cards have been arranged on the paper, study the cards as a whole to 

understand the relationship between groups of cards. 
6. Draw the relations diagram. 

Draw the relations diagram based on the relationships identified on the paper. 

7. Identify the principal factors. 

Identify the factors which have particularly important causal relationships with the 

problem. Highlight these boxes with colour lines. 

Figure 4.5 shows an example of a relations diagram. 

4.4.3 Structured Diagram 

Structured diagram, which is also often called tree diagram or systematic diagram, is 

used to break down the whole problem into its components and structure the 

components hierarchically. This diagram is widely used in multi-criteria decision 

analysis and quality control areas. The development of a structured diagram can be 

carried out as follows: 

1. Define the problem. 
Write the problem of the study on the middle of the top of a piece of paper. 

2. Identify the primary factors affecting the problem. 

Identify the primary factors directly affect the problem. Write down the primary 
factors below the problem and draw lines connecting the primary factors with the 

problem. The primary factors serve as the first level factors of the diagram. 

3. For each primary factor, identify the secondary factors affecting the problem. The 

secondary factors are the factors which directly affect the primary factors. Draw 
lines connecting a primary factor with the secondary factors directly affect this 

primary factor. The secondary factors serve as the second level factors of the 
diagram. 
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Chapter 4: Selection ofthe toolsfor identifying, structuring andprioritising performance measures 

4. Carry out step 3 for the higher level factors of the diagram until all important 
factors have been included in the diagram. 

5. Examine the whole diagram and check if there are important factors that have been 

omitted. 

Figure 4.6 shows an example of a structured diagram. 

System Level 0 

F_ 
S stem I ub-syst Sub-system 2 Level 1 

U 
Level 2 

rA 0 In V2 rA 

Level 3 

0 rA rA w C1 1 
0 U 

. T 

-: 03 
W 

Figure 4.6. An example of a structured diagram. 

To select a tool used in this research for structuring factors affecting performance 
hierarchically, Table 4.2 was constructed. The table shows that all three tools do not 
impose barriers for identification, quantification and consolidation of performance 

measures. 
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Relations diagram is the best tool for representing the interaction of factors effecting 

performance, therefore, compared to the others it is the most accurate tool. However, 

relations diagram is difficult to implement because it is complicated. Cause and effect 

diagram and structured diagrams are easy to implement but they do not show the 

interaction of factors. For structured diagram, however, the interaction of factors can 

be presented by numbering the factors affecting performance and writing the number 

of the factors in boxes. Figure 4.7 shows how this technique is done. 

Amount of mone + 
In the b Interest 

+- \1k 
Amount of money 

Initial Interest Saving 14 /it 
In the bank (Deposit 

paid In Savings Initial Deposit 
++ paid In 

(a) 

0 
Amount of money In the 

.......................................... 

1.2 
I DýP. Osit.. Interest Savings pa d 

...... 
E! q" E. 

- ................. . ........................ , 1.2,13 

(C) 

Figure 4.7. Structuring the factors hierarchically. 

Figure 4.7(a) shows a cognitive map of factors affecting the "Amount of money in the 
bank". Factors "Initial deposit", "Interesf' and "Savings paid in7 have interaction 

effects on the "Amount of money in the barW'. These interactions can be shown in the 

structured diagram in Figure 4.7(c). The numbers below the title of a factor in a box 

indicate the list of the other factors which have interaction effects with this factor. This 

is explained in detail in another part of the thesis. 

Furthermore, structured diagram is widely used in multi-criteria decision analysis 
tools, the same tool used in this research to quantify the effects of factors on 
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performance, to structure the problems hierarchically. It is also used widely in 

performance measurement software. Based on these considerations, structured 

diagrarn is selected in this research to structure the factors affecting performance 

hierarchically. 

4.5 Selection of a Tool for Prioritising Performance Measures 

From the literature review carried out in this research it was found that there are three 

works which discuss the prioritisation of performance measures. These are: 
1. Performance Criteria System [Globerson, 1985]. 

2. Path Analytic Model [Swarnidass and Newel, 1987]. 

3. Analytic Hierarchy Process [Rangone, 1996]. 

4.5.1 Performance Criteria System 

Globerson (1985) proposed three techniques which can be used to prioritise 

performance measures, those are: 
1. Pair-comparison. 

2. Graphical. 

3. Simultaneous Comparison. 

pair Comparison Technique 

In this method the person who evaluates the measures is asked to compare every two 

measures by assigning relative weights to them. The weights can take any number 
between 0 and 100, where the sum of the relative weights has to be 100. Figure 4.8 

shows an example of this technique. 
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The weight of a factor is computed by dividing the sum of the relative weights of this 

factor by the sum of the relative weights of all factors. The result is then multiplied by 

100. This can be expressed in the following equation: 

Sum of the relative weights of factor A 
Weight (A) =x 100 

Sum of the relative weights of all factors 
(4-1) 

Weight 

280 
(13.3) 

280 
(13.3) 

280 
(13.3) 

380 
(18.1) 

370 
(17.1) 

240 
(11.4) 

270 
(12.9) 

Total 
2100 
(100) 

Relative Weight Performance Indicator 

I I " I 1 1 
50 O 6 

ý60 
5 40 4 30 40 40 3 

<40 
2 60 Efficiency ý5Oý 

S 40 60 70 60 40 
2 2 2 ' 2 

6 50 6\ 50 5 40 
\4 

30 
ý 

3 60 
\ 

P ercentage of defects 
, tn 50 Sý 60 70 

\ 
0 11 40 

3 3 3 3 
40 

!ý 
6 60 5 40 4 40 Satisfaction 

0S , 60 40 60 60 
4 4 'N 4 

7 70 60 \ \ 
ý 
50 5 50 Profitability 

30 0 40 50 50 

7 70 70 \ Growth in profit 
3 31 0 

6 
7 \40 Cost per item 

60 \. I 

Response firne 

No. 

1 

2 

3 

4 

5 

6 

7 

Figure 4.8. Pair comparison technique [Globerson, 19851. 

For example the weight of factor Profitability can be computed as follows: 

(70 + 70 + 60 + 70 + 60 + 50) 
Weight (ProfitabilitY): -' 

(280 + 280 + 280 + 380 + 370 + 240 + 270 

380 
X 100 = 18.1 

2100 

x 100 
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Graphical Technique 

This technique asks the evaluator to mark on scale the degree of importance of each 

performance measure. Ten scales which range from not important at one end to 

important at the other end are used. The graphical technique is indicated by Figure 4.9. 

Not Important Important 
IIIIIIIIIII 

Efficiency x 

Percentage of defects x 
Satisfaction x 
Profitability x 
Growth of profit x 
Cost per item x 

Response time x 

Figure 4.9. Graphical technique [Globerson, 19851. 

Simultaneous Comparison Technique 

In this method the evaluator is asked to assign weights to all the performance measures 

so that the sum of the weights is equal to 100. Table 4.3 is an example of the 

application of the simultaneous comparison technique. 

Table 4.3. Simultaneous comparison technique [Globerson, 19851. 

Performance measure Relative weight 

Efficiency 15 
Percentage of defects 10 
Satisfaction 25 
Profitability 25 
Growth in profit 15 
Cost per item 10 
Response time 10 
Total 100 
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4.5.2 Path Analytic Model 

Swamidass and Newell (1987) were the first researchers to present empirical research 

on the impact of manufacturing flexibility on business performance. They used the 

path analytic model to investigate the impact of environmental uncertainty on 

manufacturing strategy content and process and manufacturing strategy's influence on 
business performance. The path analytical model basically is the application of 

regression analysis on networks. 

Swamidass and Newell (1987) developed a model of sequential relationship between 

environmental uncertainty, manufacturing strategy process and content and business 

performance as depicted in Figure 4.4. 

ENVIRONMENTAL 

UNCERTAINTY 

CONTENT VARIABLE: 

1. Flexibility 

PROCESS VARIABLE: 

I. Role of manufacturing 
managers in strategic 
decision making 

(RMMSDM) 

BUSINESS 

PERFORMANCE 

Figure 4.10. The relationship between environmental uncertainty, manufacturing 

strategy and business performance [Swamidass and Newell, 19871. 

Based on this model, Swarnidass and Newell (1987) then built a path analytic model as 
depicted in Figure 4.11. Variables D 1, D2, D3 in Figure 4.11 represent the disturbance 

tenns associated with the three endogenous variables (B, C and D). 
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Manufacturing 
Flexibility 

D1 B D3 

+0.33 0.53 

Percei d Economic vCa 
Environmental AD Performance 
Uncertainty 

-0.31 +0.36 

D2 C 

Role of Manufacturing Managers 
in Strategic Decision Making (RMMSDM) 

Figure 4.11. Path analytic model of environmental uncertainty, manufacturing 

strategy and business performance [Swamidass and Newell, 19871. 

Data on Perceived Environmental Uncertainty, Flexibility, the Role of Manufacturing 

Managers in Strategic Decision Making and Business Performance Measures was 

collected using questionnaires. Using the path analytic method [Billing and Wroten, 

1978; Asher, 1981], the regression coefficient of each path was analysed by 

Swarnidass and Newell (1987) and the results are as indicated in Table 4.4. 

Table 4.4. Regression coefficient of each path [Swamidass and Newell, 19871. 

Path Regression Coefficient 

A-B +0.33 

A-C -0.31 
B-D +0.53 

C-D +0.36 
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Variables can affect Economic Performance either directly, indirectly, or both. In this 

research, as indicated in Figure 4.11, the factors Manufacturing Flexibility and 

RMMSDM directly affect Economic Performance. Factor Perceived Environmental 

Uncertainty actually can affect Economic Performance directly and indirectly through 
its effects on factors Manufacturing Flexibility and RMMSDM. However, in this case, 

there is no significant effect by factor Perceived Environniental Uncertainty on 
Economic Performance. The only effect by factor Perceived Environment Uncertainty 

on Economic Performance is the indirect effect through factor Manufacturing 
Flexibility and RMMSDM. The total effect of each factor or variable on Economic 

Performance is indicated in Table 4.5. 

Table 4.5. The total effect of variables on economic performance [Swamidass and 
Newell, 19871. 

Variables Direct Effect Indirect Effect Total Effect 

A Not significant (0.33xO. 53) - (0.310.36) = 0.04 0.04 

B 0.53 0 0.53 

C 0.36 0 0.36 

The strengths of the Path Analytic Method are twofold: 

1. By introducing the disturbance variables, a researcher can isolate the variables of 
interest and study the effects of selected variables on the variables. 

2. Indirect, as well as direct, effects of variables on other variables can be identified. 

However, the formula used to compute the indirect effect as shown in Table 4.5 is 

questionable since the effect of the variables were scored using different scales. The 

effects of 'Manufacturing Flexibility' and 'Economic Performance' variables were 
scored using ten-point scale system while the effects of 'Perceived Environmental 

Uncertainty' and 'The Role of Manufacturing Managers in Strategic Decision Making' 

variables were scored using five-point scale system. Therefore, the effects of the first 

two variables cannot be added to the effects of the last two variables. 
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4.5.3 The Analytic Hierarchy Process 

Rangone (1996) used the Analytic Hierarchy Process to measure and compare the 

performance of four factories supporting manufacturing strategy. The hierarchical 

structure of the manufacturing strategy performance is indicated by Figure 4.12. 

overall affat to mn&duHrlg s=egy 

Quality 

FII 

anfanuice lrqxrfi, -- -disatial 
rate oost degree 

Flm'bility 
1 

r-- 11 
Product Volum Tedmlogy 

flcmbihty fleýübihty flcmbifity 

Envhumrrbl 
conpYability 

F Solid EncW Factcry green 
waste consm#on fimge 

Figure 4.12. The manufacturing strategy performance hierarchy [Rangone, 
19961. 

Managers were asked to complete pair-wise comparison questionnaires. For each pair 

of criteria or factors in the same level, their effect on the factor from the next higher 

level was compared. A ratio scale lying between one (equally important) and nine 

(absolutely more important) was assigned for each comparison depending on the 

subjective judgement of the managers. Then eigenvector theory was used to derive the 

weights of the effects of factors on performance. The results of a pair-wise comparison 

questionnaire to assess the effect of quality, flexibility and environmental 

compatibility on overall support to manufacturing strategy is indicated by Table 4.6. 
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Table 4.6. Pair-wise comparison [Rangone, 19961. 

Factors Quality Flexibility Environmental 
compatibility 

Weights 

Quality 1 7 3 0.682 

Flexibility 1/7 1 1/2 0.103 

Enviromnental 
compatibility 

1/3 2 1 0.215 

The same procedure was repeated to level II and III. At the final step, the composition 

process was carried out to calculate the effect of each factory on overall support to the 

manufacturing strategy performance. The results are indicated by Table 4.7. 

Table 4.7. The effect of factories on overall support to manufacturing strategy 

performance [Rangone, 19961. 

Factory A B C D 

The effect 0.194 0.279 0.192 0.335 

Ranking 4 2 3 1 

Finally, Rangone (1996) pointed out that to be successful in applying the AHP for a 

performance measurement system, the following critical assumptions should be 

considered carefully: 

9 the manufacturing departments to be compared should be homogenous in terms of 

manufacturing competitive priorities and performance measures; 

competitive priorities and performance measures should be independent, not 

redundant and additive; 

9 the pair-wise comparisons made by managers should be fairly consistent; 

the 1-9 ratio scale should allow the relative importance of competitive priorities 

and performance measures to be expressed well. 

The similar work was also reported by Lee et al (1995) which used the AHP to 

structure hierarchically and prioritise the effect of factors on business objectives. 
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4.5.4 Multi-Criteria Decision Analysis Models 

Performance measurement involves multi Ai mensional factors, which can be measured 

in pounds, percentage of defects, time, or number of new products to be introduced per 

year. Some factors, for example management commitment and company culture, are 

even more difficult to measure. Aggregating and prioritising the effects of factors on 

performance needs a procedure for facilitating value trade off between multi- 

dimensional measures. In operation research discipline this subject is covered by 

Multi-Criteria Methods. 

Multi-Criteria methods consist of several models which can be classified further as 

indicated by Figure 4.13 [Zimmermann and Gutsche, 1991; Von Winterfeldt and 

Edwards, 1986; Belton, 1986]. 

Multi-Criteria 
Methods 

Multi-Objectives 
Decision Making 

Optimising Multi- 
Objective function - 
unlimited solutions 

Multi-Attribute 
Utility Function 

Uncertainty 

Multi-Attribute 
Value Function of 
Raiffa and Keeney 

Multi-Criteria 
Decision Making 

Ranking limited 
altemative solutions 

Multi-Attribute 
Value Function 

Certainty 

tribute Rating 
Technique 
(SMART) 

Process 

Figure 4.13. Classification of multi-criteria methods. 
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Firstly, Multi-Criteria methods can be classified based on the objective of the study 

and the number of alternatives. If the objective of the study is to find an optimal 

solution from unlimited feasible solutions as in a linear programming problem, then 

the model falls into category Multi-Objective Decision Making. On the other hand, if 

the problem is to rank limited alternatives, the problem is categorised as Multi-Critena 

Decision Making. Prioritisation of performance measures falls into the latter category. 

Multi-Criteria Decision Making can be classified further based on the consequences of 

the decision or action. If the decision-maker can predict the consequences of his 

decision or action with certainty, the problem is categorised as Decision-Making 

Under Certainty. Otherwise, the problem is Decision-Making Under Uncertainty. 

In performance measurement systems the effects of factors on performance, whether 

they have a positive or negative effect, can be identified in advance. Consequently, the 

problem falls into the category under certainty. As indicated in Figure 4.13, Multi- 

Attribute Value Function is the model that deals with the problems under certainty. 

Some Multi-Attribute Value Function models have been developed [Belton, 1986], 

two of which are used widely. The first is the Multi-Attribute Value (Utility) Function 

developed by Keeney and Raiffa (1976) and the second is the Simple Multi-Attribute 

Rating Technique (SMART) developed by Von Winterfeldt and Edwards (1986). The 

concept of these two models is basically the same [Von Winterfeldt and Edwards, 

1986], the difference lying in the measurement technique. Keeney and Raiffa use 

indifference techniques such as difference standard sequence and bisection [Von 

Winterfeldt and Edwards, 1986], while SMART uses direct rating for numerical 

estimation. The latter is much easier to use than the former, consequently, the SMART 

is used widely [Goodwin and Wright, 1998]. 

We are now left with two models to be evaluated more critically, the SMART and the 

Analytical Hierarchy Process. For this evaluation the general framework of these two 

models will be reviewed. 
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The Differences between the SMART and the Analytic Hierarchy Process 

Solving multi-attribute problems using SMART involves the following stages 

[Goodwin and Wright, 1998]: 

I. Identify the decision-maker (or decision-makers). 

2. Identify alternative courses of action. 

3. Identify attributes which are relevant to the decision problem. 

4. For each attribute, assign values to measure the perforinance of the alternatives on 

that attribute. 

5. Detennine a weight or priority of each attribute. 

6. For each alternative, take a weighted average of the values assigned to that 

alternative. 

7. Make a provisional decision. 

8. Perform a sensitivity analysis. 

if the Analytic Hierarchy Process is used, the process will be carried out as follows 

[Saaty and Kearns, 19851: 

1. Define the problem and determine the overall objective. 

2. Structure the hierarchy from the top (management objectives) through the 

intermediate levels (criteria), to the lowest level (alternatives). 

3. Construct a set of pair-wise comparison matrices for each lower level; one matrix 
for each element in the level immediately above. 

4. Compute the priority using eigenvector equation. 

5. Check the consistency of the judgement and modify if necessary. 

6. Calculate the overall priority vector. 

7. Check the consistency of the whole hierarchy and modify if necessary. 

Even although the tenninology used is different, the general steps of the two methods 

for solving the problem are quite similar. Both methods involve problem definition, 

II ibutes or criteria, computing the score of each identifying altematives, identifying attr I 
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alternative on each attribute, computing overall score of each alternative and making a 

decision. 

However, the SMART and AHP also have fundamental differences in some areas 

[Belton, 1986; Von Winterfeldt and Edwards, 1986; Saaty, 1980; Goodwin and 

Wright, 1998] as indicated in Table 4.8. 

The AHP uses the pair-wise comparison technique and assigns a ratio scale of between 

(equally important) and 9 (absolutely more important) both for assessing the score of 

the alternative and the weights of criteria. This method is very simple and easy to 

understand. However, it has been criticised [Belton, 1986] as it is very difficult for a 

decision-maker to interpret the questions posed. Consequently, the results may not be 

accurate [Belton, 1983; Belton, 1986; Dyer, 1990]. 

Table 4.8. The fundamental differences between SMART and AHP. 

Area SMART AHP Remark 

Assessment of Scale: Interval Scale: Ratio (I - 9) AHP is simpler 
alternative's score Method: Direct rating Method: Pair-wise SMART is more accurate 

comparison 
[Von Winterfeldt and [Belton, 1986] 
Edwards, 1986; [Saaty, 1980] 
Goodwin and Wright, 
1998] 

Assessment of weights Swing technique Scale: Ratio (1-9) AHP is simpler 
of criteria Method: Pair-wise SMART is more accurate 

[Von Winterfeldt and comparison 
Edwards, 1986; [Belton, 1986] 
Goodwin and Wright, [Saaty, 1980] 
1998] 

Consistency check of Does not have formal Inconsistency Index AHP is better 
judgements procedure 

1 
[Saaty, 19801 

1 11 

The SMART uses different methods for assessing the score of the alternative and for 

assessing the weights of criteria. For assessing the score of the alternative on a 
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particular criteria the SMART uses the direct rating technique [Von Winterfeldt and 

Edwards, 1986; Goodwin and Wright, 1998]. The direct rating technique requires the 

specification of two arbitrary end points of the interval scale [Von Winterfeldt and 

Edwards, 1986; Belton, 1986]. These points represent the worst and the best 

achievements of the alternative. Generally, a scale of 0 to 100 is used. The score for 

each alternative is then directly rated by that scale. 

For assessing the weights of criteria the SMART uses the swing technique. In this 

technique the decision-maker is asked to compare the degree of importance of the 

change (or swing) of a criteria from least preferred to most preferred, to the change of 

another criteria from least preferred to most preferred. Managers, for example, may 

believe that the change of quality criteria from lowest to highest is 1.5 times more 

important than the change of cost chteria from highest cost to lowest. 

it is clear that both methods used by the SMART for assessing the score (direct rating) 

of an alternative on a criterion and for assessing the weights of criteria (swing 

technique) are more difficult than the pair-wise comparison questionnaire used by the 

AHP. However, some authors reported that the SMART is extremely robust [Watson 

and Buede, 1987]. 

Experimental research has been reported comparing multi-criteria methods 

[Schoemaker and Wald, 1982; Zapatero et a], 1997]. Schoemaker and Wald (1982) 

conducted an experiment on college admissions to compare the weight produced by 

and the predictive ability of, five different approaches, the approaches being multiple 

linear and non-linear regression, direct decomposed tradeoffs as proposed by Keeney 

and Raiffa (1976), AHP, straightforward allocation of 100 importance points and unit 

weighting. Subjects were asked to evaluate hypothetical college applicants on the basis 

of verbal scholastic aptitude (VSAT), quantitative scholastic aptitude (QSAT), high 

school cumulative average (CUM) and extra curricular activity (EQ. Even though the 

results of the research did not prove the existence of the best method, the subjective 

perception of the respondents showed that AHP was the least difficult and most 
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trustworthy compared to the direct tradeoffs (another name of multi-attribute value 

function) and Multiple Regression methods as indicated in Table 4.9. 

Table 4.9. Comparison of the degree of difficulty and trustworthiness of AHP, 

direct tradeoffs and multiple regression [Schoemaker and Waid, 19821. 

Mental Difficulty of the Method Trustworthiness in Capturing Preferences 

Percentage Percentage 

Mean SD Most 
Difficult 

Least 
Difficult 

Mean SD Best 
Capture 

Least 
Capture 

4.42 0.84 78% 6% 2.78 1.38 21 % 32% 

3.08 1.18 17% 36% 3.02 1.46 39% 35 % 

2.33 1.04 6% 58% 3.33 1.22 40% 33 % 

I= least difficult 

5= most difficult 

I= least trustworthy 

2= most trustworthy 

More recent research work by Zapatero, et al (1997) evaluated six multi-attribute 

decision support software packages in tenns of user- fri endl i ness, confidence in the 

procedure, users' confidence in the results and time to reach decision. The software 

evaluated were Critenum, ExpertChoice, which are both based on AHP [Saaty, 1980]; 

Logical Decision, which is based on multi-attribute utility theory [Keeney and Raiffa, 

1976]; VIMDA, which is based on the visual reference direction approach [Korhonen, 

1988]; VISA, which is based on multi-attribute value function [Belton, 1990]; and the 

spreadsheet package, Quatro Pro. 

Twenty-four college faculty members participated in the research and they used the 

software repeatedly to analyse semi-structured multi-attribute problems. The results 

are summarised as follows [Zapatero et al, 1997]: 

1. VISA and ExpertChoice were ranked the highest out of six tools. 

2. ExpertChoice and VISA had the highest factor scores for user- firiendl iness. 

3. VISA and ExpertChoice had the highest factor scores for confidence in the 

procedure. 
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4. Criterium and VISA required the least time for decision-makers to reach a 

decision. 

For confidence in solution criteria, ExpertChoice was ranked second, while VISA was 

ranked sixth. However, this criteria is not statistically significant [Zapatero et al, 
1997]. 

As has been presented earlier there are seven toos that can be used to priontising or 

quantifying the effects of factors on perforinance. These methods are: 

Pair-comparison. 

Graphical. 

Simultaneous comparison. 

Path analytic method. 

Analytic hierarchy process (AEP). 

Utility function. 

Simple multi-attribute rating techniques (SMART). 

The characteristics of the tools that can be used for prioritising or quantifying the 

effects of factors on perfon-nance are indicated in Table 4.10. All seven tools facilitate 

the quantification of the effect of factors on perfon-nance and also can accommodate 

the consolidation of perfon-nance measures into a single performance indicator. The 

pair-comparison, graphical and simultaneous comparison, models proposed by 

Globerson (1985), are very simple and easy to implement. However, those toolss are 

very intuitive and have no theoretical background. Consequently, their accuracy is 

questionable. 

In contrast, the Path Analytic Model [Swamidass and Newell, 1987] is a very powerful 

tool for quantifying the effects of factors on performance, Including the interaction 

effect. However, like many other statistical tools, it is very complicated and requires a 
large amount of data. While this method is commonly used by researchers, it is 

unlikely that managers would use this tool for perfon-nance measurement systems in 

their daily work. 
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The Utility Function and SMART methods have similar characteristics with the path 

analytic method except that they do not accommodate the interaction effects. The 

analytic hierarchy process seems to have balanced charactenstics of simplicity and 

accuracy. However, the analytic hierarchy process proposed by Rangone (1996) did 

not take into account the interaction effects. 

In this research the analytic hierarchy process has been selected. However, it will be 

modified to accommodate the interaction effect. How the researcher dealt with this 

problem will be explained in the next part of the thesis. 

Since the AHP has been selected as the model to be used for priontising perfon-nance 

measures, it is important to elaborate the underlying theory in more detail. 

4.6 Basic Theory of the Analytic Hierarchy Process 

The aim of this sub-chapter is to provide a general theoretical background of the 

Analytic Hierarchy Process without necessarily going into details of the mathematical 

aspect of the model. This sub-chapter is mainly extracted from the work of Saaty 

(1980). The controversy and the variant of the model will also be presented. 

Supposing a manager has to decide on ranking the effects of factors - cost, quality, 

delivery and flexibility - on business performance. Such a task is not easy, since cost, 

quality, delivery and flexibility factors are measured in different dimensions. To deal 

with this problem the Analytic Hierarchy Process uses relative measurement based on 

the manager's judgement in the form of ratio scales to derive the relative effects of 

factors on performance and the quantified judgement is elicited through pair-wise 

comparison questionnaires. 
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Pair-wise Comparison Matrix 

Let Fl, F21 ..., Fn be a set of factors. The quantified judgements on pair of factors Fi, 

Fj are represented by n-by-n matrix 

(aij), i, j=1,2, ..., 

The matnx A is called pair-wise comparison matrix. 

The entries of aij are defined by the following entry rules. 

Rule 1. If aij = (x , then aji = 1/(x, cc #0 

Rule 2. If Fj is judged to be of equal relative importance as Fj, the aij = 1, aji = 1; in 

particular, aii =I for all i. 

Thus the pair-wise comparison matrix A has the form of 

I a12 ... aln 

l1a12 I 
... 

a2, 

I /ain I/a7, 
... 

Since aij = I/aji the matrix A is reciprocal. If aik= aij. aik for all ij, k then the matrlx A 

is called consistent. 

An example of a consistent, reciprocal pair-wise comparison matrix is the one which is 

constructed based on exact measurement. For example there are three stones X, Y and 
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Z which are 2 lb., 3 lb. and 5 lb. in weights respectively. Comparing those three stones 

in pairs generates a consistent reciprocal matrix A below. 

1 2/3 2/5 

3/2 1 3/5 

5/2 5/3 

The pair-wise comparison matrix A has captured the manager's perception of the 

relative effects of factors on perfon-nance. Therefore, the pnority of factors affecting 

performance can be denved from the pair-wise comparison matrix A. The Analytic 

Hierarchy Process uses Perron-Frobenius eigenvectors theory to derive the pnority of 

factors affecting performance from pair-wise comparison matrix [Saaty, 19801. 

Eigenvalue and Eigenvector 

Let WI, W2, ---, Wn are the weights derived from an exact measurement. Then 

Wi 

Wi 

and thus 

i, i=1,2, (4-2) 

Wi Wi 

aij ajk =-*-= aik 
Wj WA 

Also, 

Wj 

aii =- wi Wi I Wj aij 
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Let us consider a simultaneous linear equation 

ai, x, + a12 X2 +-.. + ain Xn ý YI 
a,, x, +a 12 X2 +-.. + a2n Xn '-- Y2 

anl x, + an2 X2 +-.. + ann Xii ý Yn 

The equation can be written in matrix and vector fonns as follow: 

a// 
a2l 

a, 

or 

a12 
. .. a,, 

a22 
. .. 

a2, 

an2 
. .. 

ann 

Xi YI 

x2 y2 

X, Yn 

n 

ýa for in 
j=l ij xj = Yi 

The shorthand notation of the equation is 

AX=Y 

where: A is mxn matrix. 

and Y are column vectors. 

From the equation (4-2) we obtain 

Wi 

aij -=I Wi 

and consequently 

for ij=l, ..., n 

135 



Chapter 4. - Selection of the toolsfor identifying, structuring and prioritising performance measures 

nI 

a,, wj -=n for i=1, ..., n Wi 

or 

aij wj =n wi for i=1, ..., n 

which is equivalent to 

Aw=nw (4-3) 

In linear algebra w is called an eigenvector of A with eigenvalue of n. When 

written fully the equation will be 

wl wl 
.. . 

wl 
wl 

W, W, Wn 

W. ý W, 
.. 

W, 
. W2 

W, W. ý Wn 

Wn Wn 
.. . 

Wn 
Wn 

W, W2 Wn 

W, 

W2 

Wn 
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Computation of Eigenvalue and Eigenvector 

In practice ay are not denved from exact measurement, but based on subjective 

judgements. Consequently, aij will deviate from ideal ratio wi/wj and equation (4-3) 

will no longer hold. 

Suppose that ý11, X2,..., kn are eigenvalues of A, therefore they satisfy equation 

AX= XX 

If aii =I for all i, then 

xi = 

If matrix A is consistent, the equation (4-3) is held and all the cigenvalues are zero, 

except one which has the largest value of n. The small changes of the entries aij of a 

consistent matrix A will change the eigenvalues by small amounts. Combining this 

results will be found that if the diagonal consistent matrix A is one, then a small 

deviation of aij will keep the largest eigenvalue close to n and the remaining 

eigenvalues close to zero [Saaty, 19941. Therefore, for pair-wise comparison matrix A 

which is derived from subjective judgement, in order to find the priority vector, we 

must find the vector w which satisfy 

w=kma. v (4-4) 

The eigenvector w denved from equation (4-4) is not unique. Normalisation is 

carried out to ensure the uniqueness of w by setting 

(X = 2: 
i=I (4-5) 

and replacing w by (I Ax) w. This makes 
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Let us consider equation (4-4) 

Aw= Xrnax W 

The equation can be transformed into 

Aw- kniax W -,,,: 0 

(A -I X1) w=0 (4-6) 

where I is an identity matrix, w would be the eigenvector of A and would be 

the corresponding maximum eigenvalue if there is a nontnvial (nonzero) solution of 

equation (4-6). Nontnvial solution of equation (4-6) exists if matrix A-I kinax is 

singular, i. e. its determinant IA-I Xinax I is zero. 

For example the eigenvalue and eigenvectors of the pair-wise comparison matrix of 

stones X, Y and Z can be computed as follows 

1 2/3 2/5 100 

A 3/2 1 3/5 1= 010 

_5/2 
5/3 11 001 

I-k 2/3 2/5 

A- IkI 3/2 1-k 3/5 0 

5/2 5/3 I-k 

This leads to an n Ih degree of polynomial in k as follows 

k2 (k- 3) =0 
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The solution of this polynomial is 

kl ý 09 ý-2 ý 09 k3 =- kmax =3 

it is clear that if the matrix A is consistent then all the eigenvalues will be zero, 

except one k,,,, equal to n. 

The eigenvector or priority will be derived as follows: 

From equation (4-4), Aw=k,,,, w, 

1 2/3 2/5 W/ W/ 

3/2 1 3/5 W2 3 W2 

5/2 5/3 1 W3 W3 

I W, + 2/3 w, + 2/5 W3 =3 

3/2 wl +I W2 + 3/5 W3 =3 W2 

5/2 w, + 5/3 W2 +I W3 =3 W3 

Since the rank of matrix A is a unity, the above equation has multiple solutions of 

w as follows: 

W3 = 5/3 W2 = 5/2 w/ 

Any vectors which satisfy that equation are the eigenvectors of matrix A associated to 

maximum eigenvalue =I Normalisation using equation (4-5) is used to get a 

unique eigenvector w. This will lead to a unique eigenvector (priority) 

W/ 0.2 

W W2 0.3 

W/ 0.5 
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The result conforms with the data that the weights of stones X, Y and Z are 2 lb., 3 

lb. and 5 lb. respectively. 

If the size of the matrix is large, as in a performance measurement system, the 

computation of priority using the equations (4-4) and (4-6) will be tedious and time 

consuming. From matrix theory the eigenvector associated with the principal 

eigenvalue of A can be obtained using the equation [Saaty and Vargas, 1982]. 

e 
lim Cw 
k->oo eT Aý e 

(4-7) 

Where e is the unity column vector, eT is its transpose and C is a positive 

constant. In other words the eigenvector associated to the principal eigenvalue is 

obtained by raising the matrix to arbitrarily large power and dividing the sum of each 

row by the sum of the elements of the matrix. The computation is terminated if an 

eigenvector with sufficient accuracy has been produced. This procedure can be carried 

out easily and quickly using a computer programme. 

Analytic Hierarchy Process - The Scale 

The Analytic Hierarchy Process uses ratio scale to measure the preference of one 
factor over another. This scale is derived based on Weber-Fechner's psychophysical 
law [Saaty, 1980, Saaty 1994]. 

In 1846 Ernest Heinrich Weber (1795-1878) equationed his law regarding a stimulus 

of measurable magnitudes. He said that we needed to increase a stimulus S by a 

minimum amount AS to reach a point where our senses can first discriminate between 

S and S+ AS [Saaty, 1994]. The AS is called the just noticeable difference. The ratio 
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r= AS/S does not depend on S. Weber's law states that 'change in sensation is noticed 

when the stimulus is increased by a constant percentage ofstimulus itseýf '. 

Fechner considered a sequence ofjust noticeable increasing stimuli [Batschelet, 1973]. 

He denoted the first noticeable stimuli by So. The next just noticeable stimulus is 

given by 

S, = So+ ASo = (i + r) So 

Similarly 
S2'= S, + AS, = (1 + r) S, = (I +r )2 So = (x 

2SO 

In general 

Sn : -- Sn-I a-"": SO CO for n=0,1, .... (4-8) 

or 

(log S,, - log SO) 

n= (4-9) 
log a 

II 

The equation (4-9) implies that the corresponding sensations should follow each other 

in arithmetic sequence at the discrete points at which just noticeable differences occur. 

By calibrating the stimulus it is possible to have log So =0 or So = 1. This is carried 

out by comparing one factor with itself. The next noticeable response is due to the 

stimulus 
SI=Soa= a, 

(log SI- log SO) log cc -0 
ni ==I 

log a log a 
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S2 --'ý SO CC 2 

(109 S2- 109 SO) log a 2-o 

n2: -- =2 
log a log a 

Using that method we obtain the sequence 1,2,3 . ......... The Analytic Hierarchy 

Process sets nine as the upper limit of the scale for the following reasons [Saaty, 

1980]: 

The qualitative distinctions are meaningful in practice and have an element of 

precision when items being compared are in the same order of magnitude or close 

together with regard to the property used to make the comparison. 

(2) People's ability to make qualitative distinctions is well represented by five 

attributes: equal, weak, strong, very strong and absolute. Between adjacent 

attributes can be used if greater precision is needed. This total number of scales 

will be nine. 
(3) Miller (1956) suggests that the human brain capacity for processing simultaneous 

information is limited to 7±2. 

As a result the ABP uses the ratio scales as indicated in Table 4.11. 

Table 4.11. The analytic hierarchy process ratio scale [Saaty, 1980]. 

Intensity of importance Definition 

1 Equal importance 

3 Weak importance of one over another 
5 Essential or strong importance 

7 Very strong or demonstrated importance 

9 Absolute importance 

2,4,6 and 8 are used to facilitate compromise between slightly differing judgements. 
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Analytic Hierarchy Process - the Consistency ofJudgement 

The Analytic Hierarchy Process provides an equation to check the consistency of 
judgement. The equation is developed based on the fact that the small changes in ay 

will bring small changes in If the pair-wise comparison matrix is consistent then 

equals n. The more 2 ..... is greater than n, the more judgement is inconsistent. 

Therefore, the mean deviation of %,,,. from n, then is called Inconsistency Index, 

can be used to measure the inconsistency of the judgement. The value of Inconsistency 

Index can be calculated using the formula (4-10) below. 

%max n 
Inconsistency Index = (4-10) 

n- 

The value of Inconsistency Index of random judgement called Random Index is used 

to decide the inconsistency of the judgement. If the ratio of Inconsistency Index of the 

judgement to Random Index, then is called Inconsistency Ratio as indicated in formula 

(4-11), is greater than 10 % the judgement is considered to be inconsistent. 

Inconsistency Index 
Inconsistency ratio = 

Random Index 
(4-11) 

The value of Random Index for a different number of factors is indicated in Table 

4.12. 
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Table 4.12. Random Index 

ILI n ILI n ILI 

0.0 6 1.24 11 1.51 

2 0.0 7 1.32 12 1.54 

3 0.58 8 1.42 13 1.56 

4 0.90 9 1.45 14 1.57 

5 1.12 10 1.49 15 1.58 

Then the inconsistency index of hierarchy can be computed using equation (4-12). 

h nij+l 
IIH ZE WY PIJ+l 

j=l i=l 
i 

(4-12) 

where: - nj, j=1,2, ..., h is the number of elements in the J th level of hierarchy, 

- wij is the composite weight of the ith criterion of the jth level, 

- gij+l is the consistency index of all elements in the (j+1)" level compared 

to the ith criterion of the j'h level, 

n1j+1 is the number of elements of the (j+1)'t level with respect to the 
eh criterion of the P level. 

The Composition of the Analytic Hierarchy process 

In the AHP a large problem is decomposed into several smaller problems. The smaller 

problems are structured in hierarchical fashion. The priority of factors is computed 

level by level. In the final stage of computation the composition process is carried out 

to address the original problem. In a particular level, the Analytic Hierarchy Process 

uses the additive composition equation to compute the priority of factor affecting 

performance with respect to criteria, as indicated in equation (4-13). 
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m 
wl' E wy vi for i=1,2, (4-13) 

j=l 

where :- wjH is the priority of factor i, 

-n is the number of factor, 

-m is the number criteria in the particular level, 

- wy is the priority of factor i with respect to criteriaj, 

- vj the weights of criteriaj. 

4.7 The Controversy and Variants of the Analytic Hierarchy Process 

The Analytic Hierarchy Process may be the most popular multi-criteria decision 

analysis model [Zahedi, 1986]. More than 60 applications of the model were published 

in the years 1990 and 1991 [Murphy, 1993]. However, the Analytic Hierarchy Process 

is also the most criticised model [Belton and Gear, 1983; Belton and Gear, 1985; 

Belton, 1986; Dyer, 1990a; Dyer, 1990b]. This sub-chapter will present the areas of 

criticism of the Analytic Hierarchy Process. 

4.7.1 The controversy of the analytic hierarchy process 

Belton and Gear (1980,1985) were the first scholars who criticised the AHP. They 

used a simple example as depicted in Figure 4.14 to show the inconsistency of the 

ranking produced by the AHP if an alternative is added or removed. 
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Objective 

Criterion a Criterion b Criterion c 

Alternative Alternative Alternative 
ABC 

Figure 4.14. Belton and Gear's example. 

Supposing the pair-wise comparison matrices and local priorities of each alternative 

relative to each criterion were as follows: 

Criterion Criterion Criterion 
abc 

1/9 1- -1/1 -1 9 97 -9/1 -1 8/9 8 

919= 9/11 1/9 11 1/11 9/8 19 9/18 

1 1/9 li LI/I 1_j LI /9 1 ij L-1/11J Ll /8 1/9 1 
-j L1/18J 

then if each criteria were considered equally important, the vector weight would be 

(1/3,1/3,1/3). The overall priority and the ranking of the alternatives would be: 

Ranking Alternative Priority 

1 B 0.47 

2 A 0.45 

3 c 0.08 

and an additional alternative D, which is in fact a copy of alternative B, is added 

without changing the initial entries of pair-wise comparison matrix of alternatives A, 
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B and C. The new pair-wise comparison matrices and local priorities of each 

alternative relative to each criterion would be: 

Criterion 
a 

1 1/9 1 1/9 1/20 

9 191 9/20 

1 1/9 1 1/9 1/20 

9 191 9/20 

Criterion 
c 

1 8/9 8 8/9 8/27 

9/8 19 1 9/27 

1/8 1/9 1 1/ 1/27 

9/8 19 1 9/27 

Criterion 
b 

1 9 99 9/12 

1/9 1 11 1/12 

1/9 1 11 1/12 

1/9 1 11 1/12 

Hence, the new overall priority and the ranking of the alternatives would be: 

Ranking Alternative Priority 

1 A 037 

2 and 3 B, D 0.29 

4 c 0.06 

The result shows that the ranking of alternatives A and B is reversed by the addition of 

a copy of alternative B. Belton and Gear (1980) argued that the sources of rank 

reversal phenomenon which occurred in that example could be: 

1. The normalisation procedure so that the surn of the entries of priority vector is a 

unity. 
2. The concept of criteria weight. 
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3. The scale and the additive composition equation. 

Belton and Gear (1980,1985) suggested that the normalisation procedures used by the 

Analytic Hierarchy Process are consistent with the belief that the relative importance 

of criteria is proportional to the arithmetic mean value of the alternatives relative to 

each criterion. This was later supported by other authors [Watson and Freeling, 1982; 
Watson and Freeling, 1983; Schenkerman, 1994; Boucher et al, 1997]. Consequently, 

the question asked of the manager must be made very clear, i. e. whether the criteria 

weights associate with the arithmetic mean of the values of alternatives under 

consideration. Otherwise, the question would be meaningless and lead to an inaccurate 

solution [Watson and Freeling, 1983; Belton, 1986]. 

To preserve the ranking, Belton and Gear (1980) proposed different normalisation 

procedure. Instead of normalising the entries of priority vector so that the sum is a 

unity, normalisation should be carried out so that the maximum value of the entries of 

priority vector is equal to one. This procedure is consistent with a definition of weight 

being the value of a unit on the scale on which the criterion is measured. The scale is 

determined by the nature of the alternative ranked most highly on it. Consequently, the 

addition and removal of an alternative to the existing alternative could change the 

weight of the criterion depending on whether or not the maximum entry of priority 

vector changed under each criterion. 

Under the normalisation method maximum entry is equal to 1, therefore, the previous 

example can be solved as follows: 

Renormalised, priority vectors: 

Criterion Criterion Criterion 
abc 

1/9 1 8/9 

1 1/9 1 

119 1/9 1/9 
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If each criterion is still considered equally important, the overall priority and the 

ranking of the alternatives are: 

Ranking Alternative Priority 

I B 19/27 

2 A 2/3 

3 c 1/9 

If alternative D is added, then the renormalised priority vectors are 
Criterion Criterion Criterion 

a b c 

1/9 8/9 

1 1/9 1 

1/9 1/9 1/9 

1 1/9 1 

Since the maximum entries under each criterion are not changed, the weights of. the 

criteria remain the same. The overall priority and the ranking of the alternatives are: 

Ranking Alternative Priority 

1,2 B, D 2/3 

3 A 19/27 

4 c 1/9 

The ranking is preserved. 

Furthennore, Belton (1986) doubted that the 1-9 scales used by the AHP could 

accommodate the judgement well. For example, if A was four times preferred to B and 
C was five times preferred to B, then C had to be 25 times preferred to A. The 

Analytic Hierarchy Process considers C as nine times preferred to A. The additive 

composition equation used by the AHP is also criticised as a source of rank reversal. 
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The multiplicative composition equation would be better used to avoid rank reversal 
[Belton, 1986; Lootsma, 1993]. 

A similar criticism was also raised by Dyer (1990a, 1990b). He believed that rank 

reversal is just a symptom of a much more profound problem with the Analytic 

Hierarchy Process: the method is flawed as a procedure for ranking alternatives since 
the rankings provided by the AHP are arbitrary. 

in responding to those criticisms, Saaty and his proponents defended that: 
Rank reversal is not always a bad thing. It is natural and has been accepted as a 

common phenomenon in areas of economy, marketing and human behaviour 

[Saaty, 1984; Saaty, 1994]. Therefore, rank reversal should not be considered as a 

weakness of the AHP, but instead, strength, since the AHP can accommodate the 

natural phenomenon. 

2. Rank reversal does occur in Belton and Gear's example because it violates Axiom 4 

of the AHP, which essentially states that when a copy of an alternative is added, 

new criteria must be added to preserve one's expectations [Harker and Vargas, 

1987; Saaty and Takizawa, 1986]. 

3. Most of problems in multi-criteria decision making show that the weights of criteria 

are independent to alternatives. Consequently, there is no need to assign the criteria 

weights dependent on the value of alternatives as proposed by the critics of the 

AHP. However, if interdependency does occur between criteria and alternatives or 
between one alternative and another, the AHP system with feedback should be used 
[Harker and Vargas, 1987; Saaty, 1994; Saaty, 1996]. 

4. Experience of using the AHP in government, industry and other private 

organisations has shown that there have been very few complaints from people not 

understanding what the questionnaires meant. If a problem was complicated then 

assistance to formulate the problem, organise the criteria and design the 

questionnaires was required. Two good practical examples usually help people 

understand the process [Saaty, 1984]. 

5. Experiments on using the 1-9 scale proved that the scale captures the preference of 

an individual on homogeneous objects fairly well [Saaty, 1980; Harker and Vargas, 
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1987]. However, the scale can be altered to suit an individual's needs [Harker and 
Vargas, 1987]. For example, instead of using a 1,2,9 scale, one can use a 1.1, 

1.2,1.9 scale if necessary [Saaty, 1994]. Finally, clustering should be carried 

out if the objects are of different orders of magnitude. 
6. Additive equation is the correct method to be used for the composition process since 

it is consistent with the decomposition process carried out in breaking the large 

problem into several smaller problems. For example, if a large object is divided 

equally into four smaller objects and then each smaller object is divided equally into 

four smaller-smaller objects, then the last object will be (1/4 x 1/4) smaller than the 

original object. It is not (1/4)1/4 smaller than the original object as implied by the 

multiplicative equation [Saaty, 1994]. 

4.7.2 The variants of the analytic hierarchy process 

The controversy surrounding the Analytic Hierarchy Process has stimulated people to 

develop variants of the AHP. The following are a few variants which have often been 

cited in literature. 

The Referenced AHP 

Schoner and Wedly (1989) and Schoner et al, (1993) demonstrated that to avoid rank 

reversal, the vector of criteria weights must reflect a particular interpretation of the 

relative importance of criteria, i. e. it must reflect the ratio of the sum (or average) of 

the subjective values of the alternative on criteria. This concept has also been proposed 

by other authors [Belton and Gear, 1980; Watson and Freeling, 1982; Watson and 

Freeling, 1983; Schenkerman, 1994; Boucher et al, 1997]. The referenced AHP 

mathematically can be expressed as: 

Ti 
k 

Where: 

xj is the priority of criteria j, 

Tj is jh column of T, 

Tj is the average of Tj. 
(4-14) 
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Basically the Referenced ABP is the same as the conventional AHP except for the 

question posed to the manager. In Referenced AHP the question should refer to 

average values of the objects, for example, "How many times is the average sound of 

the two systems more preferred to that of the average price? ", and not "How many 

times is the sound more preferred to the price? " as proposed by the conventional AHP 

[Schoner et al, 1997]. 

Linking Pins 

Consider that the vector W is the synthesised global priorities of the alternatives. It 

can be derived from [Saaty, 1986]: 

All A12 ... Ain S11 0 ... 0 XI 

W=ASx = A21 A12 
... Ain 0 S22 

... 
0 X2 (4-15) 

Am, Am2 
... Amn 00... Snn X, 

where: 

Tij 

-Au= - 
T -j 

- Ty is a subjective value of alternative i on criterion j measured in ratio scale 

- T-j = min {Tlj, T2j, T. j) 

-S is a diagonal matrix where each diagonal element Sy is defined as: 

1(T. j 
T *j 

jA! m (mT T 
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where: -e is unity vector, 

- e'r is the transpose of e, 

Tj is the average subject value of the alternatives under criterionj. 

-x is the weight of the criteria. 

The equation (4-15) can be generalised as: 

W= AS x= AN N-1 S x= (AN) (N-1 S x)= AN y 

where: y= N-1 Sx 

(4-16) 

By selecting a different N for a different normalisation method, the alternative forms 

for y= N-1 Sx are generated, each of which implies a different interpretation of 

assessing the relative importance of the criteria [Schoner et al, 1993]. If N=S, 

equation (4-16) reduces to equation (4-14), which is actually the Referenced AHP, the 

weight of the criteria referring to the average value of the objects. If N=I (identity 

matrix) the weight of the criteria refers to the minimum value of the objects. Finally, 

if the diagonal elements of N are set to ni/ = T*j / Tj* where Tj* = max (Ty, T2j, 

T,,, j} the weight of the criteria refers to the maximum values of the objects. In 

conclusion, there is no single interpretation of criteria weight. The interpretation of 

criteria weight depends on the linking pins which are used as a basis for comparison. 

Again, the linking pins model basically is similar to the conventional AHP, with the 

exception of the questions posed to the decision maker for eliciting the decision 

maker's judgement on the weight of the criteria. The question must refer to the linking 

pins entries under the criteria. 
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Multiplicative AHP 

Lootsma (1993,1997) developed Multiplicative AHP because of criticisms raised to 

conventional AHP, especially on the fundamental scale, the estimation of the priority 

and the composition techniques. 

In general, the multiplicative AHP works as follows. Alternatives Aj and Ak are 

compared under the criterion Ci. The preference information (indifference, weak, 

strict, strong, or very strong preference for one of the two) is collected and converted 
N the verbal statement of decision maker d into a numerical value r jkd on a 

geometric scale, i. e. on a discrete scale with echelons constituting a series of geometric 

progression [Lootsma, 1993]. Next, logarithmic regression is used to calculate the 

single-criterion impact score wi (Aj), j n, approximating the subjective values 

of the alternative under criterion Ci. 

In calculating the weight of the criteria, the decision maker is asked to state his 

preference among the criteria (weak, strict, strong or very strong). Judgement is then 

converted into numerical value on a particular geometric scale. Logarithmic regression 

is used to calculate normalised weights w(Ci), i=1, m, for the respective criteria. 

Finally, the overall priority of alternatives is computed using the 

composition/aggregation equation. 

Multiplicative AHP - The Scale 

Let us consider a decision maker who evaluates the alternatives under price criterion. 
In multiplicative AHP it is assume that the decision-maker is only prepared to consider 

alternatives with prices between a desired lower bound P .. j, and upper bound Pm,,,. In 

order to model the relative preference for alternative Aj respect to Ak in the range 
p. i,, P,,,,, ) by the grade with the geometric sequence of points 
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Pmin + (Pmax - Pmin )*' ýI = 0, l,..., 6 
64 

where: 

- Pju is the gth price category. 

- [t is order of magnitude (integer). 

The value of ýt can be computed using the following equation 

pp- Pmin 

ýL=2 log 164* Pmax - Pmin 

(4-17) 

(4-18) 

The prices near category P. will be considered as belonging to that category. The 

corresponding verbal statement of the categories will be: 

PO= cheap 

P2 = somewhat more expensive 

P4 = more expensive 

P6= much more expensive. 

The odd numbered grid points PI, P3) Ps are used if the decision maker hesitates 

between two adjacent gradations of expensiveness. The even numbered grade points 

(major grid points) constitute the major grid points of a geometric sequence with 

progression factor 4. If the odd numbered grid points corresponding to hesitations are 

also taken into account, the grids constitute a geometric sequence with the progression 
factor 

For two cars Aj and Ak which its prices (criteria Q are belong to the categories Pig 

and PjA, the relative preference rijk for Aj with respect to Ak is expressed by the 

inverse ratio of the price increment above P .. j,, as shown by equation (4-19). 
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P; dk - Pmin 

ryk ý=2 
Pik - Pij 

Pi, 4 - Pmin (4-19) 

Therefore, a car in the price category PO is 4 times more desirable than a car in the 

price category P2- 

if the performance of the alternative under criterion Ci cannot be measured in physical 

or monetary value, the subjective preference of the decision-maker can be elicited 

using verbal expression. He would be asked to state whether he is indifferent to two 

alternatives under a given criterion, or whether he has a weak, definite or strong 

preference for one of them. Then the numerical estimate ryk of his relative preference 

for alternative Aj over alternative Ak under criterion Ci can be set using equation 

4-20). 

Rijk =2 
8', *k (4-20) 

where 8uk stands for an integer valued index designating the major gradation of his 

comparative judgement. Thus, 8yk =0 designates indifference, 8yk =±2 designates 

weak preference, etc. 

Multiplicative AHP - Computation ofPriority Vector 

The estimated ryk are bundled into a pair-wise comparison matrix, one for each 

criterion. Unlike the conventional AHP, in which the priority of alternative on the 

criteria is computed using eigenvector theory, in the Multiplicative AHP the priority of 

alternative Aj on the criteria is computed using the geometric mean of the jth row in 

the corresponding pair-wise comparison matrix as indicated by equation (4-21). 
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ruk 
k-I (4-21) 

Then the overall priority vector under all criteria is computed using equation (4-22). 

fj 

where cl is thp weight of criterion i. 

Multiplicative AHP-The Relative Importance of Criteria 

(4-22) 

Multiplicative ABP uses a simple geometric sequence of values between 1/16 and 16, 

with echelons corresponding to indifference, weak, strict, strong and very strong 

preference. The geometric value, verbal preference and the weight of first criterion (Cf) 

with respect to the second criterion (Q are indicated in Table 4.13. 

Table 4.13. Relative importance of criteria in Multiplicative AHP. 

Geometric Value Verbal Judgement Weights 

16 Cf vastly more important than C, 0.95 and 0.05 

8 Cf much more important than C, 0.90 and 0.10 

4 Cf more important than c, 0.80 and 0.20 

2 Cf somewhat more important than C, 0.66 and 0.33 

Cf as important as C, 0.50 and 0.50 

1/16 Cf vastly less important than C, 0.05 and 0.95 
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4.8 Discussion and Conclusion 

As mentioned earlier, performance measurement usually involves a number of factors 

and personnel from different departments. Eden et al (1983) pointed out that in 

organisational life the individual is an irrational and subjective person. He or she is 

involved in complicated social relationships and internal (organisational) political 

games. Different individuals will interpret a particular situation differently depending 

on their mental framework and political concerns. Therefore, in performance 

measurement system, the factors to be measured are often not well defined at the start 

and uncovering what the real factors to be measured are and their relationship is not 

always an easy task. This chapter reviewed the tools can be used to identify factors 

affecting performance. Those tools are repertory grids, mind map, focus group and 

cognitive map. The cognitive map is selected to be used in this research mainly 
because of its ability to accommodate the interaction of factors affecting performance. 

For structuring the factors hierarchically, structured or tree diagram will be used in this 

research. By numbering the factors the relationship of the factors affecting 

performance can be clearly shown. The structured diagram is also widely used in 

multi-criteria decision analysis to structure the factors hierarchically. Based on these 

considerations structured diagram is selected to be used in this research. 
Since the effect of a factor on performance is different from that of others, it is 

necessary to assign weights to factors affecting performance to reflect the degree of 
impacts of the factors on performance. These degrees of impact are important for 

monitoring and resource allocation purposes [Suwignjo et al, 1997c]. Five models 

often cited in literature have been used to prioritise the effects of factors on 

performance. These are pair comparison, graphical, simultaneous comparison 

techniques [Globerson, 1985], Path Analytic Model [Swaraidass and Newell, 1985], 

Analytic Hierarchy Process [Lee et al, 1985; Rangone, 1996]. 

The pair comparison, graphical and simultaneous comparison techniques are very 

straightforward, simple and easy to use as no complicated computation is required. 

However, these techniques are purely intuitive. No theoretical background is used to 
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justify their validity. As a result, the accuracy, of the priorities derived by those 

techniques cannot be guaranteed and it is no surprise, therefore they are not widely 

used. 

The Path Analytic Model seems to be a very good technique to use to identify the 

effect of variables on other variables, especially if the variables form a network. Using 

this technique one can analyse a limited number of variables under study and treat 

other variables as the disturbance. This process simplifies the problem significantly. 

Using the Path Analytic Model the direct and indirect effects of variables on other 

variables can be identified. As in the regression model, the Path Analytic Model 

provides information on how much the level of other variables will increase or 

decrease if the level of a particular variable increases/decreases a unit. 

Similar to other statistical models, in order to get a good model, sufficient data is 

required. Usually up to ten lots of data are required to be able to develop a good 

model. In a performance measurement system, a large number of factors are involved 

and it could therefore prove to be a difficult task to collect enough data to develop a 

good model. Moreover, the computation involved in the Path Analytic Model is quite 

complicated for managers, especially if the number of factors involved is large. A 

simpler model would be better for managers. 

As performance factors are multi-dimensional, a common scale is needed to aggregate 

the effects of factors on performance. If the number of factors is large, a systematic 

procedure is required to organise the factors in order that the computation of the 

effects of the factors on performance can be simplified. The Analytic Hierarchy 

Process would appear to be the appropriate model to serve such purpose. It has been 

applied widely, including in the area of performance measurement systems [Lee et al, 

1985; Rangone, 1996]. Even though the Analytic Hierarchy Process is subject to 

criticism, a large number of successful applications of the model to various cases have 

been reported. Having reviewed the literature on multi-criteria decision analysis 

models and their applications extensively, the author believes that AHP is the most 
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appropriate model to prioritise performance measures because of its simplicity, it is 

easily implemented and it is accurate. 

Some variants of AHP have been developed including Referenced AHP, Linking Pins 

AHP and Multiplicative AHP. The Referenced AHP and the Linking Pins AHP only 

differ from conventional ABP in the way questions are posed, as has been discussed in 

the previous chapter. The Multiplicative AHP differs quite significantly to the 

conventional AHP in that the scale, the computation of priority vectors and the 

composition procedures used by Multiplicative AHP are different to those used by the 

conventional AHP. However, no single agreement exists among the experts on multi- 

criteria decision analysis on the validity of this model [Barzilai and Lootsma, 1997; 

Larichev, 1997; Korhonen, 1997; Vargas, 1997; Lootsma and Barzilai, 1997]. 

As stated, selecting the most appropriate model for aggregating and quantifying the 

effects of factors on performance is not an easy task. Perhaps it is worth acting what 

the editors of the Journal of Multi-Criteria Decision Analysis wrote in their Welcome 

(1992): 

"We recognise that there are differences, significant differences in the underlying 

principles, between the various methodologies practised around the world', 

and added: 

"We hope that part of the service the Journal can perform is to debate these 

differences so that we can learnfrom each other's strength". 

This hope is parallel to the belief of Costa et al (1997) that: 

".... the different streams of thought in MCDA must not be seen as conflicting, but 

rather as complementary approaches and sources of new and rich ideas. Under this 

constructive perspective, the image of the [MCDA as a] hydra with several heads can 

be replaced by a rocket with several engines 
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4.9 Summary 

This chapter presents the available methods which can be used to identify factors 

affecting performance and their relationship, structure them hierarchically and 

prioritise the effects of factors on performance 

The chapter concludes that: 

Cognitive maps is an appropriate tool for identifying factors affecting performance 

and their relationship for several reasons, e. g. it has been proved that cognitive 

maps can be used to solve management problems, can be used integratedly with 

multi-criteria decision analysis models and can be used alongside the AHP. 

(2) Structured diagram is an appropriate tool for structuring the factors affecting 

performance hierarchically. 

(3) Even although the AHP has suffered from criticism, it is an appropriate method for 

prioritising and aggregating the effects of factors on perfonnance because of its 

simplicity and accuracy. The AHP may be theoretically imperfect, but it is 

acceptable. 

The next chapter will discuss the development of a Quantitative Method for a 

Performance Measurement System. The method uses cognitive maps, structured 
diagram and the Analytic Hierarchy Process for identifying factors affecting 

performance, structuring the factors hierarchically and quantifying the effects of 

factors on performance. 
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CImpter 5 

QUANTITATIVE METHODS FOR 

PERFORMANCE MEASUREMENT SYSTEMS 

" Wlhm pu can mmov uh-zt YOU are speakhT akw and express it in 
mnAr, )vu know swwdi? g alloa it... (odxmise) yow knoukdge is a 
nmgm xd tomfisfacto)y kiA- it may he the b%, ivzbg of kna"ge, hit 
)w hav xan* in dxught adzunxd to d)e stage oftima- 

(LoniK&i?; 1824-1907) 

5.1 Introduction 

As the business environment has been changing enormously in the last decade 

traditional performance measurement systems have become less relevant and new 

performance measurement systems, more suited to the new environment, are required. 

Several new performance measurement systems. have been developed to respond to 

this requirement. Some of them, for example, the Balanced Scorecard [Kaplan and 
Norton, 1996], the SMART [Cross and Lynch, 1988-1989], the Performance 

Measurement Questionnaires [Dixon et al, 1990], the Cambridge Model [Neely, 1995] 

and the Integrated Performance Measurement System [Bititci et al, 1997], provide 
frameworks for designing new performance measurement systems, while the others 

such as Performance Measurement for World Class Manufacturing [Maskell, 1991] 

and Performance Criteria System [Globerson, 1985] provide criteria for developing 

new performance measurement systems. Table 5.1 shows the summary of the analysis 

on the existing new performance measurement systems using thirteen attributes, at the 

end of Chapter 3. 
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Chapter 5: Quantitative Methodsfor Performance Measurement Systems 

As has been mentioned in the conclusion of Chapter 3, only the Integrated 

Performance Measurement System developed at the Centre for Strategic 

Manufacturing, University of Strathclyde, points out the importance for recognising 

and modelling interactions of factors affecting performance. A quantitative method for 

quantifying the effects of factors, including the interaction effects, has been developed. 

It is named the Quantitative Method for Performance Measurement System 

(QMPMS). 

5.2 The Framework of the Quantitative Method for Performance Measurement 

System 

To identify and quantify the effect of factors on performance a method has been 

developed named Quantitative Method for Perforr'nance Measurement System 

(QMPMS). As has been mentioned in Chapter 1, the objectives of this method are: 

To identify and quantify the effects of factors on performance and 
consolidate them into a single performance indicator. 

2. To develop a tool for reducing the number of performance reports. 

The are three steps to the Quantitative Method for Performance Measurement System 

as depicted in Figure 5.1. 

5.2.1 Identification of factors affecting performance 

Factors affecting performance are any variables which determine the level of 

achievement of performance. There is no unique answer on "How manyJactors should 
be included in the analysis? ". Different cases with different objectives of study may 

require different number of factors to be considered in the analysis. However, we can 
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use the general principle which says that all the important factors should be included 

in the analvsis but at the same time the number offactors is kept as small as possible. 

Factor identification is the most crucial step in QMPMS implementation. Failing to 

include all the factors affecting performance and identifying their relationship in 

implementation certainly would cause deterioration of results. In order to explore and 

identify factors affecting performance and their relationship, the QMPMS uses 

cognitive maps. 

Step 1 
identification of factors affecting perfonnance 
and their relationship. 

Tools: Cognitivc maps 

Step 2 
Structuting the factots hicrarr-hically 

Tools: Stnictured diagrams 

Step 3 
Quantifying the effects of factors on 
perfonnance 

Tools: Analytic Hierarchy Proms 

Figure 5.1. The framework of the QMPMS. 

As stated in previous chapter, perforinance measurement usually involves a number of 
factors and personnel from more than one department. The factors to be measured are 

often not well defined from the beginning and uncovering what the real factors to be 

measured are and their relationship is not always an easy task. Eden et al (1983) 

pointed out that in organisational life the individual is an irrational and subjective 

person and may be involved in complicated social relationship and/or internal 

(organisational) political games. Therefore, different individuals will interpret a 
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particular situation differently depending on their mental framework and political 

concerns. The analysis of the tools carried out in the Chapter 4 concluded that 

cognitive map would appear to be an effective tool to help identify the factors 

affecting performance and their relationship. The following support the conclusion: 

It has been proved that cognitive maps can be used successfully to capture the 

ideas of decision-makers in solving management problems [Ackermann and 

Belton, 1994; Belton et al, 1997; Carlson and Walden, 1996]. 

2. Cognitive maps have been used integratedly with a multi-criteria decision analysis 

model [Ackermann and Belton, 1994; Belton et al, 1997]. A similar approach has 

been used in this work. 

3. Cognitive maps can identify the causal relationship between factors [Eden, 1983]. 

4. Cognitive maps can be used alongside the Analytic Hierarchy Process [Eden, 

19881. 

Eden et al (1983) defined cognitive mapping as "a modelling technique which intends 

to portray ideas, beliefs, values and attitudes and their relationship one to another in a 
form which is amenable to study and analysis. " 

To give a simple example, suppose a person wanted to move to another country. 

He/she might choose a country where he/she could maximise his/her wealth in terms 

of the amount of money in the bank. He/she could use cognitive maps to identify 

factors affecting the amount of his/her money in the bank. Figure 5.2(a) shows the 

cognitive maps produced. The effect of factors on performance or on other factors is 

indicated by an arrow. 

In general, the effect of a factor on performance, as indicated by Figure 5.2(a), can be 

classified into: 

o Direct (vertical) effect 

9 Indirect (horizontal) effect 

* Self-interaction effect 
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Amount of money 
+ 

+ 
in the ban Interest 

+ 
Nýk 

Amount of money 

Initial Interest Savings /If 
- in the bank 

Deposit paid In Savings Initial Deposit 
++ paid In 

(b) 

0 
Amount of money In the bank 

.......................................... 

F- 
1.1 1*1 1-3 

Initial 
I 

............... . F. 

Figure 5.2. (a) Cognitive maps, (b) Cause and effect diagram and (c) Tree 

diagram of 'amount of money in the bank'. 

Direct effect 
Direct effect of a factor on performance is an aggregate of all the effects of factors on 

performance through that factor. Usually direct effect is people's perception about 
'effect' of factor on performance. Direct effect of a factor is made up of its inherent 

effect, its self-interaction effect and indirect effects of other factors through that factor. 

As indicated by Figure 5.2(a) there are three factors that directly affect 'amount of 

money in the bank'. The factors are 'initial deposit', 'interest' and 'savings paid in'. 

positive signs at the end of the arrows indicate positive effects of the factors. 

Indirect effect 
In addition to direct or vertical effect, factors 'initial deposit' and 'savings paid in' in 

Figure 5.2(a) also indirectly affect 'amount of money in the bank' through their effects 

on other factors within the same level (factor 'interest). Indirect effect is the effect of 

a factor on performance through other factors within the same level. 
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Set(-interaction effect 

While factors 'initial deposit' and 'savings paid in' indirectly affect 'amount of money 
in the bank' through their horizontal effects on factor 'interest', factor 'interest' 

indirectly affects 'amount of money in the bank' through its self-interaction. Self- 

interaction effect is the effect of a factor on itself. Factor 'interest' in Figure 5.2(a) has 

self-interaction effect since the amount of money received from interest this month 

will increase the amount of interest received next month. 

5.2.2 Structuring the factors hierarchically 

In the first step, the main concern is merely to elaborate on the factors affecting 

performance and their relationship. No attempt is made to classify factors in the same 

level into one group. As a result, the hierarchical structure of the factors is not clear. 

Cause and effect diagrams can be used to identify the hierarchical structure of the 

factors [Bititci, 1995]. A factor is a member of level 0 if this factor is affected by other 

factors but it does not affect them, while factors which directly affect factors at a 

particular level will be the members of the next lower level. As has been shown by the 

analysis in Chapter 4, a structured diagram or tree diagram can then be used to give a 

clearer picture of the hierarchical structure. For the money in the bank problem the 

cause and effect diagram and the tree diagram can be seen in Figure 5.2(b) and 5.2(c). 

In this tree diagram, the number above each factor indicates the level and the factor's 

number within that level. For example, the number 1.2 above 'interest' indicates that 

interest is factor number 2 in level 1, while numbers below the factors indicate 

interaction relationship of the factors. For example, the numbers 1.1,1.2,1.3 below 

'interest' indicate that besides affecting 'amount of money in the bank' directly 

(vertically), the factors also indirectly affect 'amount of money in the bank' through 

their interaction with 'interest'. 

Structuring the factors hierarchically serves to simplify the problem through 

decomposing a large problem (factor at level 0) into several manageable, smaller 

problems (factors at lower levels). Analysis will be carried out level by level starting 
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from the highest level down to the lowest level. At the final stage of analysis, the 

composition process will be carried out to address the top-level problem. 

How widely and deeply should the original problem be decomposed? There is no 

unique answer to this question. However, Keeney and Raiffa (1976) and Keeney 

(1992) provided the following guidelines on what makes a good hierarchical structure: 

9 Completeness: the hierarchy includes all the important factors affecting 

performance. 

* Operational: it is meaningful and can be implemented with considerable 
efforts. 

e Decomposable: it allows different parts of the hierarchy to be analysed 
separately. 

9 Non-redundancy: no factor's effect on performance is counted twice. 
Minimum size: the number of factors included in the hierarchy is kept as 
small as possible. 
Understandable: it allows understanding and communication of the 

problem. 

e Measurable: the factors can be measured quite comfortably. 

5.2.3 Quantifying the effect of the factors on performance 

Finally, the relative effects of the factors (direct, indirect and combined) can be 

quantified using the Analytic Hierarchy Process (AHP) procedures [Saaty, 1980; 
Saaty, 1994]. It was concluded in the literature review - Chapter 4- that even although 
the AHP may be theoretically imperfect, it is acceptable practically. 

The quantification process in AHP is carried out based on the results of pair-wise 

comparison among factors. For each pair of factors -from a particular level, their effect 
on the factor from the next higher level (direct effect) or on the factor within the same 

cluster (indirect effect) is compared. A score lying between one (equals important) and 
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nine (absolutely more important) is assigned for each comparison depending on the 

subjective judgement of the analyst. The result is a pair-wise comparison matrix. The 

relative effects of the factors on performance can be generated by normalising the 

eigenvector associated with the maximum eigenvalue of the pair-wise comparison 

matrix. A computer program package called ExpertChoice (1995) can be used to 

calculate the effects of factors on performance. 

The pair-wise comparison questionnaire and the pair-wise comparison matrix of 
camount of money in the bank' problem described earlier are indicated in Figure 5.3. 

Level 0 
Factor Amount of money In bank. 
Sub-factors Initial deposit, Interest, Saving. 

Row Absolutely Very Strong Weak Equal Weak Strong Very Absolutely Column 
Strong Strong 

1.1 Deposit V 1.2 Interest 

1.1 Deposit V 13 Saving 

1.2 Interest V 13 Saving 

(a) 

Amount of Deposit Interest Saving Priority 
money In bank The priority In the table Is computed using 

ExpertChoice software 

Deposit 15 115 0.212 

Interest 1/5 1 1/8 0.062 

Saving 58 1 0.726 

(b) 

Figure 5.3. (a) Pair-wise comparison questionnaire, (b) Pair-wise comparison 

matrix. 

The questions posed would be: "Comparing factor 'A' to V, which one has a stronger 

effect on 'amount of money in the bank'T' and "How strong? ". In answering these 

types of questions suppose someone believes that factor 'deposit' has a stronger effect 

on samount of money in the bank' compared to that of factor 'interest', then the score 

Amount of Deposit Interest Saving Priority 
money In bank 

Deposit 15 115 0.212 

Interest 1/5 1 1/8 0.062 

Saving 581 0.726 
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in the pair-wise comparison matrix is 5. Based on the result of pair-wise comparison 

questionnaire in Figure 5.3(a), the pair-wise comparison matrix of 'amount of money 

in the bank' can be constructed as indicated in Figure 5.3(b). Using ExpertChoice 

software, the relative effect of factors 'initial deposit', 'interest' and 'savings paid in' 

on (amount of money in the bank' are 0.212,0.062 and 0.726 respectively. The effect 

of factor 'savings paid in' on 'amount of money in the bank' is roughly 3.5 times 

stronger than the effect of 'initial deposit, while the effect of 'initial deposit' on 

4amount of money in the bank' is roughly 3.5 times stronger than the effect of 

'interest'. 

The combined effects of the factors on performance can be computed by decomposing 

the direct effects of the factors into two clusters. For example, for factor A at a 

particular level as indicated in Figure 5.4, the direct effect of factor A on performance 

can be decomposed into cluster I and cluster IL Cluster I consists of the inherent effect 

of factor A, while cluster II consists of the self-interaction effect of factor A and the 

horizontal effects of other factors through factor A. The interaction effect of factor A 

on performance is made up of the self-interaction effect of factor A and the horizontal 

effects of factor A through other factors within the same level. 

Combined effect of factor A 

Inherent Horizontal Self-interaction 
effect of effects of other effect of factor A 
factor A factors 

through factor 
A 

Cluster I Cluster H 

Direct effect of factor A 

Horizontal 
effects of 
factor A 
through 

other factors 
within the 
same level 

Factor A at a particular level Other factors within 
the same level 

Figure 5.4. The interaction model of the QMPMS. 
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Finally, the combined effect of factor A on performance is made up'of the inherent 

effect of factor A and the interaction effect of factor A. The decomposition matrices 

can be generated based on the results of this decomposition process. Summation of the 

values in a row of the matrix will give the combined effect of a factor. For example, 
the direct or vertical effect of factor 'interest' on 'amount of money in the bank' can be 

decomposed into cluster I and cluster II as indicated in Figure 5.5. Using the pair-wise 
comparison questionnaire as explained earlier, the person believes that cluster I 
(inherent effect) and cluster II (self interaction effect plus the effect of other factors on 
'amount of money in the bank' through factor 'interest') has an equal effect on 
ramount of money in the bank'. 

Combined effect of factor 'Interest' - 0.033 

tt 

Inherent Self-interaction Horizontal effects Horizontal 
effect effect of factor of other effects of 

of 'Interest' factors factor 
factor through factor 'Interest' 

'Interest' 'Interest' through 
other factors 

within the 
'Deposit' 0.006 same level 

0.031 0.002 'Saving' 0.023 

Cluster I Cluster 11 
0.031 0.031 0.00 

Direct effect of factor 'Interest' - 0.062 

Factor 'Interest' Other factors within 
the same level 

Figure 5.5. The decomposition of the direct effect of factor 'interest'. 

The effect of cluster II is then decomposed further to identify the effects of self- 
interaction of factor 'interest', indirect effect of factor 'initial deposit' and indirect 

effect of factor 'savings paid in'. Using the same procedure as has been explained 

earlier to compute the effects of self-interaction of factor 'interest', indirect effect of 

Inherent Self-interaction Horizontal effects 
effect effect of factor of other 

of 'Interest' factors 
factor through factor 

'Interest' 'Interest' 

'Deposit' 0.006 
0.031 0.002 'Saving' 0.023 

Cluster I Cluster 11 
0.031 0.031 

Direct effect of factor 'Interest' - 0.062 
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factor 'initial deposit' and indirect effect of factor 'savings paid in' on 'amount of 

money in the bank', gives the results 0.002,0.006 and 0.023 respectively. The 

combined effect of factor 'interest' on 'amount of money in the bank' (0.033) can then 
be found by summing up the inherent effect (0.031), self-interaction (0.002) and 
horizontal effects through other factors of factor 'interest' (0.00). A summary of the 

computation of combined effects of factors 'initial deposit', 'interest' and 'savings 

paid in' can be seen in Figure 5.6. 

Direct Effects 
1 

Initial Deposit - 0.212 Interest - 0.062 Saving - 0.726 
Combined - 

Ouster I Cluster 11 Cluster I Cluster II Cluster I Cluster 11 Effect 

Inherent Self Other Inherent Self Other Inherent Self Other 
Interactior factors Interacdoii factors Interactior factors 

initial Deposit 0.212 0.006 0.218 

....... ............. 

Interest 0.031 0.002 0.033 

Saving 0.023 0.7261 0.749 , 

Figure 5.6. The computation of combined effects. 

5.2.4 The computation of overall performance 

Most performance measures of a business are of multi-level hierarchy. Performance 

measures affect the next higher level factors and the next higher level factors in turn 

will affect the next-next higher level factors. Through this mechanism, a factor in 

particular, finally will affect the top-level factor. The effect of a factor on the next 
higher level factors is called the local priority or local effect, while the effect of a 
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factor on the top-level factors is called global or overall priority. The overall effect of 

factors on performance can be calculated using the additive composition formula (4- 

13) as explained in Chapter 4. 

Supposing after a preliminary evaluation a person finally came up with only two 

possibilities, country A and country B, where he/she should move to. To choose which 

country he/she should move to, he/she must evaluate the effects of each country on the 

factors affecting 'amount of money in the bank'. Using the same pair-wise comparison 

questionnaire method, he/she can compute the effect of the countries on 'initial 

deposit', 'interest' and 'savings paid in' as indicated in Figure 5.7. 

Factor : Initial deposit 

Country A Country B Priority 

Country A 

Country B 

11 

11 

0.50 

0.50 

IF2ctor : Savina 

Country A Country B Priority 

Country A 

Country B 

12 

1/2 1 

0.666 

0-333 

Factor : Interest 

Country A Country B Priority 

Country A 

Country B 

1 1/3 

31 

0.25 

0.75 

Figure 5.7. The pair-wise comparison matrices of the effects of country A and 

country B on 'initial deposit', 'interest' and 'savings paid in'. 

Finally, in the composition step, the performance of country A and country B can be 

computed as indicated in Figure 5.8. Since the performance of country A (0.617) is 

better than the performance of country B (0.383), he/she would probably decide to 

move to country A. 
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0 
pf. mImAlk 

0.2181 0.033 

1.1 
............. 

! Rlgýj! Initial De osit 
.................. .... 

p 
...... ........................ 

Country A 

1 0.749 

1.3 

Country B 

Performance (Country A) - (0.5 x 0.219 )+(0.25 x 0.033 )+(0.666 x 0.749 )-0.617 

Performance (Country B) -(0.5 x 0.218 )+ (0.75 x 0.033 )+(0.333 x 0.749 )-0.383 

Figure 5.8. The performance of country A and country B on 'amount of money in 

the bank'. 

5.2.5 Sensitivity analysis 

The result of the QMPMS is a list of numerical values which represents the relative 

effect of factors on performance. This value can be used as a main input in 

management decision-making such as resource allocation, improvement programme 

development and strategy formulation. As the environment changes frequently, not all 

the states of factors affecting performance can be identified accurately in advance. As 

a result, more than one scenario can result. The decision-maker should consider all 

possible scenarios occurring. This is done through the "what-if' game or sensitivity 

analysis on the method. This was actually one of the feedback the researcher got from 

the dissemination of the research in a conference. 

The sensitivity analysis of the QMPMS can be carried as follows [Saaty, 1994]. Let H 

be a complete hierarchy with h levels. Let Bk be the priority matrix of the kth level, 

k=1,2, h. If W' is the global priority vector of the pth level with respect to 
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some element in z in the (p-l)st level, then the priority vector W of the qth level 

(p<q) with respect to z is given by the multi-linear form, 

W= Bq Bq-10 ..... Bp+l W' (5-1) 

Then the global priority vector of the lowest level with respect to the goal is given by, 

W= Bh Bh-I 
...... BI Wl (5-2) 

The sensitivity analysis process can be carried out easily and quickly using a software 

package such as ExpertChoice (1995). 

To give a simple example, suppose an engineering company wants to expand its 

business by introducing a new product line and also wants to construct a new factory 

to produce the new product line. As the characteristics of the new factory will be 
influenced by the manufacturing strategy adopted, an analytical evaluation must be 

carried out to decide what kind of manufacturing strategy should be adopted. This 

analysis could be carried out using the QMPMS frarnework. 

Manufacturing strategies adopted by companies have a great impact on their internal 

environment. Different manufacturing strategies require different competitive 
capabilities [Miller and Roth, 1994; Sweeney and Szwejczewski, 1996a]. To build 

particular competitive capabilities as required by the adopted manufacturing strategy, 
companies must employ specific types of machines, tooling, layout, qualified human 

resources, information flows, system and procedures and technology. The 

configuration of those entities determines the generic performance of the 
manufacturing system: cost, quality, delivery and flexibility. Evaluation of alternative 

manufacturing strategies requires that the perforrnance of the strategies on cost, 
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quality, delivery and flexibility can be quantified and aggregated. This is not a 

straightforward task, since cost, quality, delivery and flexibility are measured in 

different dimensions. Cost is measured in pounds, quality may be measured in parts 

per million (ppm) of critical defects, delivery may be measured by the number of 

orders missing the due date and flexibility may be measured by the time required for 

changeover. The QMPMS method could be an effective tool for evaluating 

manufacturing strategy alternatives. 

As the market changes rapidly, selection of manufacturing strategy to be adopted is 

becoming more difficult. A manufacturing strategy which is being employed 

successfully today, cannot be guaranteed to bring about the same success story in the 

future. Consequently, evaluation of alternative manufacturing strategies must take into 

account market dynamics. 

Returning to the hypothetical case example, the company will employ a 'make to 

order' policy. Based on the generic manufacturing strategy identified by Sweeney and 

Szweiczewski (1996a, 1996b), two alternative strategies can be adopted by the 

company depending on the volume of demand. If the demand is low the company 

should adopt 'Innovator' strategy. However, if the demand is high the company should 

adopt 'Mass Customiser' strategy. These two strategies require different competitive 

capabilities. Innovator strategy requires the follow ing competitive capabilities: 

" consistent quality, 

" rapid product design change, 

" improved product performance, 

" dependable delivery, 

while Mass Customiser strategy requires competitive capabilities of- 

" dependable delivery, 

" short delivery lead time, 

" consistent quality, 

" product performance. 
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The differences between the two groups lie in the elements of the capabilities and their 

relative positions in the group (ranking). The'Innovator strategy primarily stresses on 

quality and rapid product design change. To have the ability to accommodate rapid 

product design changes the manufacturing system must be able to shift from one type 

of product to another very quickly. In other words, the manufacturing system 

possesses flexibility. The next two competitive capabilities of the Innovator strategy 

are improved product performance and dependable delivery. Referring to the generic 

performance of a manufacturing system mentioned earlier, the Innovator must be 

excellent in quality, flexibility and delivery. Although it is necessary to control cost, 
but it is not the principal capability of competitiveness. 

The Mass Customiser strategy primarily puts stress on dependable delivery and short 
delivery lead time. Both these competitive capabilities relate to delivery in the generic 

performance of a manufacturing system. The next two competitive capabilities are 

consistent quality and product performance, both relating to the quality in the generic 

performance of a manufacturing system. The ability of the Mass Customiser to win 

competition is affected much more by performance in delivery and quality rather than 

performance in flexibility and cost. 

The hierarchical structure of the evaluation of the performance of Innovator and Mass 

Customiser manufacturing strategies can be constructed as indicated in Figure 5.9. The 

level 0 of the structure is the overall performance of the manufacturing strategies. The 

performance of the manufacturing strategies depends on the volume of the demand 

(the scenario) as indicated by level 1 of Figure 5.9. There are three possibilities of the 
level of demand: low (pessimistic scenario), average (normal scenario) and high 

(optimistic scenario). Level 2 of the structure is performance criteria. Based on the 

generic performance of manufacturing strategy the performance of the alternatives can 
be evaluated based on the criteria cost, quality, delivery and flexibility. Finally, level 3 

of the structure is the alternatives. 
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Overall Performance 

Scenario 

Performance Criteria 

Manufacturing Strategies 
Alternatives 

Figure 5.9. Hierarchical structure of manufacturing strategy performance 

evaluation. 

Evaluation of alternative performance is carried out level by level starting from the top 
level down to the lower levels. The first evaluation assesses the possibilities of 

scenarios occurring in the planning period. The second evaluation assesses the relative 

effects of each criterion on performance under a particular scenario. 

For example, what are the relative effects of cost, quality, delivery and flexibility on 

performance if demand is low. The relative effects of each criterion on performance 

are not necessarily the same under different scenarios. The third evaluation assesses 

the performance of each alternative on each performance criterion. Finally, the overall 

performance of each alternative can be computed through the composition process as 

explained earlier. Using the ExpertChoice (1995) software which is available on the 

market, the performance of Innovator and Mass Customiser strategies can be evaluated 

as indicated in Figure 5.10. From the evaluation, it can be seen that the performance of 

Mass Customiser strategy (0.515) is better than the performance Innovator strategy 

179 



Chapter 5. - Quantitative Methodsfor Performance Measurement Systems 

(0.485), given that the probability of demand being low, average and high are 0.143, 

0.286 and 0.571 respectively. 

cost 
L: 0.074, G: 0.011 

Quality 
1 0.471, G: 0.067 

Pessimistic Cost 
1- 0.143, G: 0.143 Delivery L: 0333 

L 0.188, G: 0.027 
Quality t. : 0.667 

Flexibility 
L 0.267, G 0.038 Innovator 

cost Delivery 1. : 0.250 G: 0.485 
L 0.095, G 0.027 

Quality Flexibility L: 0.750 

Overall Performance Normal L: 0,467, G: 0.134 

Cost L: 0.667 

L: 0.286, G: 0.286 Delivery 
L : 0.277, G: 0.079 

Quality L: 0.333 
Flexibility 

1. : 0.160, G: 0.046 Mass Custorniser 

cost Delivery 1.: 0.750 G: 0.515 

L : 0.083. G: 0.047 

Quality Flexibility 1, : 0.250 

Optimistic L : 0.265, G: 0.151 

L: 0.57 1, G: 0.571 Delivery 

L : 516, G: 0.295 
I-RiEND: 

Flexibility L= Local priority 

L : 0.136, G: 0,078 G= Global priority 

Figure 5.10. Evaluation of Innovator and Mass Customiser manufacturing 

strategy performance. 

The probability of occurrence of low, average and high demand is based on current 

available information, but may change if more information becomes available. Based 

on the current judgement, the priority (perforinance) of Mass Custormser strategy is 

better than the priority (perfon-nance) of Innovator strategy. However, It Is important to 

analyse further how the perforinance will change if the probability of demand level 

changes. Using the ExpertChoice software the results of the sensitivity analysis are 

indicated in Table 5.2. 
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Table 5.2. Sensitivity analysis of manufacturing strategy performance. 

Probability of 
Pessirnistic Scenario 

Probability of 
Nbm-w Scenario 

Probability of 
OrAintistic Scenario 

Priority of 
Innovator Strategy 

Priority of Mass 
Clstorniser Straw-gy 

Stratcgy to be 
A"(Xi 

0.14-1 0.280 0.571 0.485 0.515* Mass OBtontiscT 

1.000 0.000 0.000 0.586* 0.414 Innovator 

0.000 1.000 0.000 0.533* 0.467 Innovator 

0. (XX) 0.000 LOW 0.435 0.565* Miss OistoniisLr 

0.4-13 0.000 0.567 0.500 0.500 Either 

0.5-30 0. (M 0.470 0.515* 0.485 hirimator 

- preferred strates! v 

If the probability of occurrence of low demand is 100%, the performance of innovator 

strategy will be better than the performance of Mass Custormser strategy, whereas if 

the probability of occurrence of high demand is 100%, the Mass Customiser strategy 

performance will be better than the Innovator strategy performance. Finally, if the 

probability of occurrence of average demand is 100%, the perforinance of Innovator 

strategy will be better than the perfon-nance of Mass Customiser strategy. In general, if 

the probability of occurrence of low demand greater is than 43.3%, the Innovator 

strategy perfon-nance will be better than the Mass Customiser strategy performance as 

indicated in Table 5.1. Therefore, the decision on which strategy to choose will depend 

on the probability of the occurrence of low demand. If the probability of low demand 

is unlikely to exceed 43.3% Mass Custormser strategy must be adopted. Sensitivity 

analysis can also be camed out on the changes of impacts on perfon-nance criteria on 

perforinances under different scenarios. 

5.3 Consolidating Performance Measures 

As has been mentioned earlier in this research work, performance measurement 

involves a large number of multi -dimensional factors which affect perfon-nance. It has 

been reported that an organisation has used 114 top-level measures consisting of 17 
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financial measures, 17 customer measures, 19 internal process measures, 35 measures 

of renewal and development and 26 human resources measures [Meyer, 1998]. It will 
be extremely difficult for top-level managers to manage those measures and make 
decisions based on them unless the measures are aggregated or consolidated into a 

single perfon-nance indicator. For this reason, it is extremely important to have a 

method or procedure which consolidates performance measures into a single 

performance indicator. 

it is widely accepted that consolidating performance measures will be very helpful in 
decision-making. In their daily work it is common for managers to be faced with more 
than one alternative. Each alternative decision can lead to difference consequences in 

various aspects of an organisation. It is also common that no alternative decision is 

superior to other alternatives in all criteria. Consequently, it will be very difficult for a 

manager to arrive at the best decision, especially if taking a large number of factors 

and a large number of criteria into account unless the perfon-nance of each alternative 

can be aggregated or consolidated into a single performance indicator. Unfortunately, 

at the time writing, there is a belief among practitioners and researchers on 

perfon-nance measurement systems that it is impossible to consolidate multi- 
dimensional performance measures into a single performance indicator [Clark, 1998]. 

The QMPMS has been equipped with a procedure for consolidation of performance 

measures and the consolidation process is very simple. it is carried out by comparing 
the achievement against target and expressing the results in percentages thus changing 

all the dimensions of the measures into a single dimension - percentage. As a result, 

measures can now be aggregated since they are already in the same dimension. 

To make the concept clear, let us considers an example consolidating performance 

measures as indicated in Figure 5.11. The overall performance is affected by two main 

areas: cost and delivery. 
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Overall Performance of 
Alternative Decision 

0.4 0.6 

Figure 5.11. An example of consolidation of performance measures. 

Suppose the effect of each area on the overall performance has been calculated using 
the QMPMS. The result indicates that the overall performance is 40% affected by cost 

and 60% affected by delivery. Furthermore, in the particular period of time, if the 

achievement in cost is f 110,000 while the target cost is fI oo, ooo and the achievement 
in delivery time is 20 days, while the target delivery is 25 days, the consolidation of 

performance measures is carried out as follows: 

Cost criteria: 

, Target =f 100,000 

Achievement =EI10,000 

Since the higher the cost the less the performance, cost performance is computed as 
follows: 

Cost perfonnance in percent = (1/110,000) / (1/100,000) = 90.91 percent. 

Delivery criteria: 
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Target = 25 days 

Achievement = 20 days 

Delivery performance in percent = (1/20) / (1/25) = 125 percent. 

The overall perfomiance = (0.4 x 90-91%) + (0.6x 125%) = 111.364 percent. 

It is clear that the dimensions f and day can be aggregated and expressed into a single 

performance indicator percent. This procedure can be implemented very easily using 
the ExpertChoice software since it has a facility for carrying out this procedure. 

Target 

Since consolidation process basically is comparing the achievement against the target, 

the value of the consolidated measure depends on the target used. There are three types 

of targets that can be used: 

1. Absolute target: refers to perfect condition. 

2. Potential target: refers to the level which can be achieved if some or all of the 

constraints can be resolved. 
3. Realistic target: refers to the level which can be realistically achieved under the 

current conditions or available resources. 

Realistic targets are reviewed periodically. However, it is quite difficult to compare the 

realistic performance in one particular period to another, since the realistic targets are 
different. To solve this problem fixed targets are set. These targets are absolute targets 

which refer to perfection. Since absolute targets are fixed, comparing two absolute 

performances of different periods of time is meaningful; consequently, absolute 

performance can be used to measure the performance of continuous performance 

programmes. Finally, potential performance can be used to indicate the achievement in 

resolving the constraints. 
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5.4 The Extension of the QMPMS to Reduce the Numher of Performance Reports 

Maskell (1991), as described in Chapter 3, proposed seven common characteristics for 

the design of performance measurement systems, three being that the new performance 

measurement system should: 

* relate directly to manufacturing strategy, 

vary between companies, 

change over time. 

Some people believed that implementing a performance measurement system 

compatible with the above criteria usually produces unmanageable performance 

reports [Maskell, 1991]. As reported by Neely et al (1995) an issue for future research 

on performance measurement would be to develop a technique to reduce the list of 

possible measures into a manageable set. 

A framework as depicted in Figure 5.12 has been developed to reduce the number of 

performance reports. This framework has been developed based on the extension of 
the QMPMS method. According to the framework, reduction in performance reports 

can be achieved through the following steps: 

1. Quantification of the effects offactors on performance. 

The effects of factors on performance are identified and quantified using the QMPMS 

method explained earlier. How the method works has been discussed extensively in the 

previous sub-chapter. 
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Step L 
Quantification of the effects 
of factors on perfonnance 

Tools: the QMPMS 

Step 2-, 
Classification of factors into 

classes A, B and C 

Tools : Pareto Analysis 

-. 00 

Step 3: 
Determination of the frequency 
of perforniance measurement 

Tool: Taxonomy of performance 
measuren-ent 

Figure 5.12. Framework to reduce the number of performance reports. 

2. Classification offactors into classes A, B and C. 

The results of the quantification process are the relative effects of factors on 

perforinance. Not all factors have an equal effect on perfon-nance. Pareto analysis can 

be used to classify factors into classes A, B and C, based on their degree of impact on 

performance. Factors which have the greatest impact on performance, contributing 

about 75 percent, will be classified as class A. Factors which have the lowest effect on 

performance, contributing about 5 percent, will be classified as class C. The remaining 

factors will be classified as class B. The performance measurement process will give 

the greatest prionty to class A factors. 
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3. Classification of the factors into categories and determination of performance 
measurementfrequency 

The final step of the prioritisation process is to determine the frequency of 

measurement. Factors within classes A, B and C are classified further, based on 

activities affected by those factors. Factors which affect strategic activities will be 

grouped into strategic factors and performance measures applied to those factors will 
be classified into strategic performance measures. The same method will be applied to 
identify tactical and operational measures. The general principle of prioritisation of 

performance measures is that factors having the' greatest impact and which change 

most rapidly should be monitored most frequently, while those of less importance and 

which are more stable should be monitored less often. It is not necessary for class A 

factors which affect strategic performance to be measured and reported on daily, since 
the time horizon of this type of performance measure is usually quite long. Because no 

significant change occurs over a short period of -time, measuring and reporting such 

performance measures at short intervals is a waste of time and energy. Also, not all 

operational performance measures should be measured at short intervals. Operational 

performance measures which are members of class C can be measured at longer 

intervals. The performance measurement system gives priority to the most dynamic 

and highest impact factors. 

Taxonomy of performance measurement has been developed as indicated in Figure 

5.13. This taxonomy can be used as a general guideline in classifying the performance 

measures into the categories 'critical', 'intermediate' and 'minor'. The 'intermediate' 

and 'minor' categories are classified further into 'intermediate I', 'intermediate 11' and 

'minor I', 'minor Il'. These classifications allow the determination of the frequency of 

performance measurement, as indicated in Figure 5.13. The time frame used in this 

taxonomy varies between companies as companies producing capital goods use a 
longer time frame compared to that used by companies producing consumer goods. 

The application of the method to prioritise performance measurement will be presented 

in Chapter 6. 
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RATE OF CHANGE 

Operational Tactical Strategic 
Performance Measures Performance Measures Performance Measures 

Critical 
C i l D il 

Intermediate I Intermediate Il 
A ont nuous y to a y Daily to Weekly Weekly to Monthly 

Ito Monitoring Monitoring Monitoring 

Intermediate I Intermediate II Minor I 
r4 
0 B Daily to Weekly Weekly to Monthly Monthly to Quarterly 

Monitoring Monitoring Monitoring 

Intermediate 11 Minor I Minor Il 
w 
0 

C Weekly to Monthly Monthly to Quarterly Quarterly to Annually 
Monitoring Monitoring Monitoring 

Figure 5.13. The taxonomy of performance measurement. 

in the context of performance measurement in strategic change, a similar model has 

been developed by Feurer and Chaharbaghi (1995). They argue that a constant review 

of all measures is impractical due to their sheer number. Therefore, it is important to 
determine the frequency with which measures should be reviewed. For this purpose 
Feurer and Chaharbaghi (1955) developed the matrix which groups measures into 

three categories as indicated in Figure 5.14: 

1) A-measures which require a high level of attention and should constantly be 

reviewed. 
2) B-measures which require less attention when compared to A-measures. 

3) C-measures which require the least attention. 

However it is not clear how the classification of low, medium and high importance to 

perform is carried out. 
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Frequency 
ofchange 

High 

Medium 

Low 

Low Medium High 

Key: 

Rcquire high 
management 
attention 

Require mediurn 
management 
attention 

Require low 
management 
attention 

Importance 
to perfon-n 

Figure 3.14. ABC-measurement matrix [Feurer and Chaharbaghi, 19951. 

5.5 Discussion and Conclusion 

A method has been developed for identification of factors affecting performance and 

their relationship and quantifying their effects on performance. The method uses 

cognitive maps, structured diagrams and the AHP. Theoretically, the method appears 

to work properly, since the tools used in the method have been successfully used in 

management practices as discussed in Chapter 4. However, like all management 

methods, the quality of the method must not only be judged on the elegance of the 

underlying theory, but also on how well it can perforin in practice. Therefore, the 

method should be validated by field case studies to test it works. The application of the 

method to various field case studies will be presented in Chapter 6. 
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5.6 Summary 

This chapter presented the Quantitative Method for Performance Measurement 

System. The method uses: (a) cognitive maps for identification of factors affecting 

performance and their relationship, (b) structured diagrams or tree diagrams for 

structuring the factors hierarchically and (c) AHP for quantifying the effects of factors 

on performance. How the method works was explained through simple examples. The 

procedure for consolidating performance measures was discussed as was the extension 

of the method (Figure 5.13) which can be used to reduce the number of performance 

reports. Finally, the chapter concluded that even though the method seems 
theoretically to be able to work properly, the application of the method to field case 

studies is required to check its validity. 

The next chapter will discuss some field case studies. 
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CASE STUDIES 

6.1 Introduction 

As stated in Chapter 2, five questions are addressed in this research. Chapter 5 

addressed the first three, inductive questions: 

9 How can factors affecting performance and their relationship, especially in 

performance measurementfor improvement, be identified and quantified? 

e How can the effects offactors on performance be consolidated and expressed in a 

single performance indicator? 

9 How can the method developed be extended to reduce the number ofperformance 

reports? 

This chapter will address the remaining two, deductive questions which are: 

9 Is the method valid and can it be applied to real cases? 

* Is the method stablefor a reasonable period of time? 

This chapter will present three case studies. The first will present the use of the 

Quantitative Method for Performance Measurement System and its extension to 

method the 'on time delivery' performance of a collaborator company. This case study 

will be used primarily for the purpose of 'desk' validation of the method, i. e. whether 

the method can produce the intended output. 
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The second case study will discuss the experiment for testing the application validity 

of the Quantitative Method for Performance Measurement System, i. e. whether the 

output of the QMPMS is close to the actual performance. This case study will also be 

used to test the stability of the QMPMS. 

Finally, the last case study will present the application of the Quantitative Method for 

Performance Measurement System at the Inland Revenue, Cumbernauld for testing 

another application validity of the QMPMS, i. e. whether the QMPMS can be applied 

comfortably to a real case. 

6.2 Case Study One: On Time Delivery Performance 

6.2.1 The application of the QMPMS to 'on time delivery' performance 

In developing the Quantitative Method for Performance Measurement System 

(QMPMS) the author was mainly influenced by the 'on time delivery' problem of a 

collaborator company [Bititci, 1995]. The company, J&B Scotland Ltd, is a Scottish- 

based subsidiary (cost centre) of a major multi-national specialising in the production, 
bottling, packaging and world-wide distribution of spirits. The operation process of the 

company was modelled by Bititci (1995) as indicated in Figure 6.1. 

The company was faced with the problem of failing to deliver orders on time [Bititci, 

1995]. Many factors were, in fact, affecting 'on time delivery' as depicted in Figure 

6.2. An important question that had to be addressed was which activities the scarce 

resources should be deployed to in order to gain maximum improvement to 'on time 

delivery' performance. To be able to answer this question, one had to know the effect 

of activities or factors on 'on time delivery performance'. Obviously maximum 
improvement would be gained if scarce resources were deployed to activities which 
had the greatest impact on performance. 
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Figure 6.1. Process model of 'on time delivery' performance jBititci, 19951. 
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Figure 6.2. Cause and effect diagram of 'on time delivery' problem jBititci, 19951. 
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The Quantitative Method for Performance Measurement System (QMPMS) was 
developed by referring to the 'on time delivery' problem mentioned earlier. It was also 

applied for the first time to model the 'on time delivery' perfon-nancc and was refined 

throughout the application. Consequently, the objectives of the case study were not to 

test the operational validity of the Quantitative Method for Performance Measurement 

System, but to develop the Quantitative Method for Performance Measurement System 

and see whether the method could or could not: 

clearly show the interaction of factors affecting performance using structure 
diagram, especially if there are a large number of factors included in the 

structure diagram, 

compute direct, interaction and combined effect, 

reduce the number of performance reports using the taxonomy of 

performance measurement. 

Identification of Factors Affecting Performance 

In this case study the identification of factors affecting 'on time delivery' had been 

done in previous research [Bititci, 1995] as indicated in the cause and effect diagram in 

Figure 6.2. 

Structuring the Factors Hierarchically 

Based on the cause and effect diagram in Figure 6.2 and the simplified structured chart 

developed in previous research [Bititci, 1995], the factors affecting 'on time delivery' 

performance could be hierarchically structured as indicated in Figure 6.3. At this stage 

the relationship of factors affecting performance was also identified and indicated by 

the numbers in the lower half of the box. 
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Chapter 6: Case Studies 

For example, for factor number 1.1 'Bottling and Palletising, six factors had an 

indirect effect on the 'on time delivery' performance through the factor 'Bottling and 

Palletising'. These factors are: 

factor number 1.3 'Planning and Procurement', 

factor number 1.4 'Spirit Processing', 

factor number 1.5 'Purchasing', 

factor number 1.6 'Data Accuracy and Timeliness', 

factor number 1.7 'External', 

factor number 1.8 'Warehouse'. 

Quantifying the Effects of Factors on Performance 

To quantify the effects of factors on performance two sets of questionnaires were 

constructed. The first set of questionnaires was for eliciting judgement on the direct 

effect of factors on performance. An example of this questionnaire is given in Figure 

6.4. 

Based on the results of the pair-wise comparison questionnaires, a pair-wise 

comparison matrix of factors affecting 'on time delivery' could be constructed. An 

example of the pair-wise comparison matrix of factors directly affecting 'on time 

delivery' performance is depicted in Figure 6.5. Using the Analytic Hierarchy Process 

Software, ExpertChoice [1995], the direct effect of level 1 factors on ton time 

delivery' performance could be computed and the result is indicated by Figure 6.6. 

The direct effect of other factors of the lower hierarchy level on con time delivery' 

performance could be computed using the same method, and these results are given in 

Appendix A. I. A summary of the direct effect of the lowest hierarchy factors on 'on 

time delivery' performance is indicated in Table 6.1. 
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Figure 6.5. Pair-wise comparison matrix of factors affecting 'on time delivery'. 
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Figure 6.6. The effect of factors level I on 'on time delivery' performance. 
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Table 6.1. Direct effect of factors on 'on time delivery' performance. 

No Factor Direct 
Effect 

No Factor Direct 
Effect 

1 2.1 Breakdown 0.021 24 2'. 26 Pur. Plann.. & Cost Data 0.012 

2 2.2 Bottling Quality 0.041 25 2.27 Stock Lost & Damage 0.003 

3 2.3 Bottling Daily Priority 0.021 26 2.28 Picking Accuracy 0.006 

4 2.4 Bottling Labour Supply 0.019 27 2.29 Inventory Acc. 0.016 

5 2.5 Bottling Material Supply 0.043 28 2.30 Data Accuracy 0.006 

6 2.6 Bottling Spirit Supply 0.044 29 2.31 Product Knowledge 0.003 

7 2.7 Bottling Plan 0.004 30 2.32 Data Availability 0.003 

8 2.8 Documentation 0.005 31 2.33 Transport &Shipping 0.022 

9 2.9 External Warehouse 0.009 32 2.34 Order Bookability 0.007 

10 2.10 Order Bookability 0.005 33 2.35 Ext. Material Supply 0.043 

11 2.11 Order Accuracy 0.010 34 2.36 Blending Program 0.004 

12 2.13 Stock Record Accuracy 0.005 35 2.37 W/h M'rial Availability 0.021 

13 2.14 Bookshipability 0.005 36 2.38 Blend. Spec. Avail. 0.005 

14 2.15 Forecast Accuracy 0.007 37 2.39 Liquid Arrival 0.020 

15 2.17 Planning Data Avail. 0.013 38 2.40 Transportation 0.015 

16 2.18 Plann. Material Supply 0.024 39 2.41 W/house Spirit Quality 0.018 

17 2.19 Line Capacity 0.049 40 2.42 W/house Labour Supply 0.019 

18 2.20 Plan. Data Accuracy 0.013 41 3.1 Loading Capacity 0.007 

19 2.21 Spirit Quality &Strength 0.106 42 3.2 Loading Priorities 0.002 

20 2.22 Spirit Availability 0.106 43 3.3 Loading Plan 0.002 

21 2.23 Flexibility 0.053 44 3.4 Loading Trans. Avail. 0.003 
22 2.24 Spirit Processing Capa. 0.106 45 3.5 Line Choice 0.003 

r2 T T2.25 
Pur. Material Supply 0.049 46 3.6 Product Mix 0.001 

The second set of pair-wise comparison questionnaires was for eliciting judgement on 

the indirect effect of factors on performance. An example of this questionnaire is given 
in Figure 6.7. 

The combined effect of factors affecting 'on time delivery' could be computed based 

on the interaction model which was developed and presented in Chapter 5, Figure 5.4. 
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Chapter 6. - Case Studies 

Based on the results of the pair-wise comparison questionnaires on the indirect effect 

of factors affecting perforrnance, the pair-wise comparison matrix could be devclol)C(I. 

An example of the pair-wise comparison matrix of factors Indirectly affecting 'oil t, Ic 

delivery' performance through factors 'Bottling & Palletising' is indicated in Figure 

6.8. 

GOAL: Indisect Effect 11twough Boftv aW Pail MEIN 

file Options Inconsistency Help 

Veitial Mahix- 
-Que., 

li. 
rindile fiiaphic 

II-q, 7; 1 

SPITI'loc. 1piritproussing 

is 5.0 times (STRONGLY) maie IMPORTANT than 

PlanPioc Planning and Procui ement 

(Rpxl Fill SE)iFpfoc I Putchati Data Acc Exteinal Waiehous 
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_j 
10 3.0 2.0 20 

spilploc 5ý0 80 3.0 Go 
Puichasi 2-0 0 3.0 
Data Acc 0 1.0 
Exteinal 1 30 

Equal 2' Moderate V Strong G. V. Strong 0. Extreme 

Calculate I Abandon 11 InVeFt II Entei IF Pioduct F ýtrucluie F Link Elem 

Figure 6.8. Pair-wise comparison matrix of factors indirectly affecting 'on time 

delivery' performance through factor 'Bottling & Palletising'. 

The relative indirect effect of factors 'Planning & Procurement', 'Spirit Processing', 

'Purchasing', 'Data Accuracy', 'External' and 'Warehousing' on 'on tinic delivery' 

performance through factor 'Bottling & Palletising' is indicated in Figure 6.9. 
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Figure 6.9 The relative indirect effect of factors on 'on time delivery' 

performance through factor 'Bottling & Palletising. 

The same method could be used to compute the relative indirect effect of all factors 

which have an indirect effect through level I factor of tile hierarchy. Some results of' 

this computation can be seen in Appendix A. 2. 

The interaction model presented in Chapter 5, Figure 5.6, could be used to calculate 

the combined effect of factors on performance. Table 6.2 shows the calculation oftlic 

combined effect of level I factors on 'on time delivery' perfon-nancc. 

As explained in Chapter 5, Cluster I consists of tile inherent effect of a factor, while 
Cluster 11 consists of the self-interaction effect of a factor and the indirect eftects of 

other factors from the same level through that factor. For factor 'Bottlirig and 
Palletising', for example, the direct effect is 0.193 as indicated in Figure 6.6. The 

decision-maker believed that the effect of Cluster I on the direct effect was 7 times 

more than the effect of Cluster 11 oil the direct effect. Consequently, the effect of 
Cluster II is 1/8 x 0.193 = 0.024125. 
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Chapter 6. - Case Studies 

From the pair-wise comparison questionnaires for indirect effect, the relative effects of 

factors which have an indirect effect through factor 'Bottling and Palletising' have 

been computed as follows as indicated in Figure 6.9: 

Planning and Procurement = 0.110 

Spirit Processing = 0.475 

Purchasing = 0.112 

Data Accuracy = 0.048 : 
External = 0.198 

* Warehousing = 0.056 

The values of relative indirect effects of level 1 factors are listed in Table 6.2 under 

the heading Relative Contribution on Cluster 11. 

The value of the Relative Contribution on Cluster II determines the indirect effect of 

each factor on performance. For factor 'Bottling and Palletising' the indirect effect of 

factors 'Planning and Procurement', 'Spirit Processing', 'Purchasing', 'Data 

Accuracy', 'External' and 'Warehousing' can be computed as follows: 

Planning and Procurement 

Spirit Processing 

Purchasing 

Data Accuracy 

External 

Warehousing 

= 0.110 x 0.024125 = 0.00265 8 

= 0.475 x 0.024125 = 0.011459 

= 0.112 x 0.024125 = 0.002702 

= 0.048 x 0.024125 = 0.001158 

= 0.198 x 0.024125 = 0.004777 

= 0.056 x 0.024125 = 0.001351 

These values are listed in Table 6.2 under the heading Inherent Effect and Indirect 

Effect. 

The inherent effect of a factor is computed by multiplying the relative effect of 

Cluster I by its direct effect. For example, for factor 'Bottling and Palletising', its 

inherent effect is 7/8 x 0.193 = 0.168875. The combined effect of a factor is then 

calculated by summing up its inherent effect and all the indirect effects of other 

factors through this factor. 
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For example, the combined effect of factor 'Planning and Procurement' is 0.00265 8+ 

0.000530 + 0.099555 + 0.020273 + 0.002486 = 0.125502. A summary of the 

combined effect of the lowest level factors on 'on time delivery' performance is 

indicated in Table 6.3. 

Table 6.3. Combined effect of factors on 'on time delivery' performance. 

No Factor Comb. 
Effect 

No Factor Comb. 
Effect 

1 2.1 Breakdown 0.018384 24 2.26 Pur. P. &C. Data 0.005515 

2 2.2 Bottling Quality 0.004094 25 2.27 Stock Lost&Dam. 0.032747 

3 2.3 Bott. Daily Priority 0.008511 26 2.28 Picking Accuracy 0.012926 

4 2.4 Bott. Labour Supply 0.004273 27 2.29 Inventory Acc. 0.053559 

5 2.5 Bott. Material Supply 0.003682 28 2.30 Data Accuracy 0.003543 

6 2.6 Bott. Spirit Supply 0.013012 29 2.31 Product Knowledge 0.018573 

7 2.7 Bottling Plan 0.013474 30 2.32 Data Availability 0.004819 

8 2 
-8Documentation 0.025123 31 2.33 Transport&Shipping 0.019714 

9 2.9 External Warehouse 0.056574 32 2.34 Order Bookability 0.017619 

10 2.10 Order Bookability 0.031695 33 2.35 Ext. M'rial Supply 0.017240 

11 2.11 Order Accuracy 0.013206 34 2.36 Blending Program 0.018421 

12 2.13 Stock Rec. Accur. 0.110253 35 2.37 W/h M'rial Availabi. 0.018969 

13 2.14 Bookshipability 0.083525 36 2.38 Blend. Spec. Avail. 0.038598 

14 2.15 Forecast Accuracy 0.055600 37 2.39 Liquid Arrival 0.043142 

15 2.17 Plan. Data Avail. 0.091679 38 2.40 Transportation 0.004437 

16 2.18 Plan. M'rial Supply 0.043894 39 2.41 W/h Spirit Quality 0.005686 

17 2.19 Line Capacity 0.015450 40 2.42 W/h Labour Supply 0.009259 

18 2.20 Plan. Data Accuracy 0.007538 41 3.1 Loading Capacity 0.004910 

19 2.21 Spirit Qual. &Str'th 0.007883 42 3.2 Loading Priorities 0.002324 

20 i 2.22 Spirit Availability 0.023253 43 3.3 Loading Plan 0.001701 

21 2.23 Flexibility 0.015764 44 3.4 Loading Trans. Avail. 0.002150 

22 2.24 Spirit Proc. Capa. 0.007886 45 3.5 Line Choice 0.003426 

23 
1 

2.25 pur. M'rial Supply 0.004742 46 3.6 Product Mix 0.001230 
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6.2.2 Reducing the number of performance reports 

As presented in Chapter 5, the QMPMS has been extended to reduce the number of 

performance reports. In general, a reduction in the number of performance reports 

could be carried out by: 

1. Identifying the effect of factors on performance. 
2. Classifying the factors into class A, B, or C using Pareto Analysis. 

3. Classifying the factors into categories critical, intermediate and minor and 
determining the frequency of reporting. 

For 'on time delivery' performance, a reduction of the number of performance reports 

was carried out as follows: 

1. Identifying the effects offactors on performance 

Identification of the effects of factors affecting 'on time delivery' performance was 

carried out and the results are indicated in Table 6.3. 

Classifying thefactors into class A, A or C 

Using Pareto Analysis, factors affecting 'on time delivery' performance can be 

classified into classes A, B, or C as indicated in column five of Table 6.4. Since class 
A factors contribute 78.37 percent of the total effect on 'on time delivery' 

performance, measurement and reporting should be prioritised into factors which are 

members of this class. 

3. Classifying the factors into categories critical, intermediate and minor and 
determining thefrequency of reporting 

Frequency of measurement is not only determined by the class of factor. The rate of 

change also determines the frequency of measurement and reporting as explained in 

Chapter 5. 
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Table 6.4. Classification of factors affecting 'on time delivery' performance into 
A, B, or C classes. 

No Factor Ranked 
Combined 
Effect 

Cumulative 
Combined 
Effect 

Class Category Measurement 
Frequency 

1 2.21 Spirit Qual. &Strth 0.110253 0.110253 A Critical Every 4 hours 
21 2.24 Spirit Proc. Capa. 0.091679 0.201932 A Intermediate I Weekly 
3 2.22 Spirit Availability 0.083525 0.285457 _ A Critical Daily 
4 2.19 Line Capacity 0.056574 0.342031 A Critical Daily 
5 

- 
2.23 Flexibility 0.055600 0.397631 A Critical Daily 7 

- 
xt. M'rial Supply 

' 
0.053559 0.451190 A Critical Daily T ur. M'rial Supply 0.043894 0.495084 

- - 
A Critical Daily 

8 2.6 Bott. Spirit Supply 0.043142 0.53i 2 26 7- Critical Every 4 hours 
9 2.5 Boft. Material Supply 0.038598 0.576824 A Critical Daily 

- 
2.33 Transport&Shipping 

-- - 
0.032747 0.609571 A Critical Daily Fl 1 2Bottling Quality 

' 
0.031695 0.641265 A Critical Every hour 

12 
- - 

2.18 Plan. M'rial Supply 0.025123 0.666388 A Critical Daily T 3 2.29 Inventory Acc. 0.023253 0.689641 A Critical Daily 

- 
14 2.39 Liquid Arrival 0.019714 0.709355 A Critical Every 4 hours 
15 2.42 W/h Labour Supply 0.018969 0.728325 A Critical Daily 
16 
- 

2.37 W/h M'rial Availabi. 
-- - - 

0.018573 
-- 

0.746898 A Critical Daily T7 1W/h Spirit Quality ý 4 0.018421 
- 

0.765319 A Critical Daily 
18 
- 

2.1 Breakdown O-OlEiT 0.783703 A Intermediate 11 As occured i 9 2.4 Bott. Labour Supply 
- - 

0.017619 0.801323 B Intermediate I Weekly 
25 

7 
E 46 Transportation 

-- - 
0.017240 0.818563 B Intermediate I Weekly E 

- 
3Boft. Daily Priority i 

- 
0.015764 0.834326 B Intermediate I Weekly F2 

7 
2.26 Pur. P. &C. Data 0.015450 0.849776 B Intermediate I Weekly T3 

- 
2.17 Plan. Data Avail. 0.013474 0.863250 B Intermediate I Weekly 

ý4 2.20 Plan. Data Accuracy 0.013206 0.876455 B Intermediate I Weekly 
25 2.15 Forecast Accuracy 0.013012 0.889467 B Intermediate I Weekly 
26 2.34 Order Bookability 0.012926 0.902393 B Intermediate I Weekly 
27 2.9 External Warehouse 0.009259 0.911652 B Intermediate I Weekly 

- 
2.11 Order Accuracy 

- 
0.008511 0.920163 B Intermediate I Weekly i9 F30 Data Accuracy 0.007886 0.928049 B Intermediate I Weekly 

30 
- 

2.28 Picking Accuracy 0.007883 0.935931 
_ _B 

Intermediate I Weekly 
3 1 2.27 Stock Lost&Dam. 0.007538 0.943469 B Intennediate I Weekly 

- 
2.8 Documentation 
- 

0.005686 0.949155 B Intermediate I Weekly ý3 
- 

32Data Availability 2. 
- 

0.005515 0.954670 C Minor I Monthly ý 4 
- - 

lLoading Capacity 3. 0.004910 0.959580 
- 

C 
- 

Minor I Monthly T5 
- 

2.38 Blend. Spec. Avail. 0.0048 0.964399 c Minor I Monthly i6 2.31 Product Knowledge 
- - 

0.004742 0.969140 
- 

c MinorI Monthly T7 7 Boffling Plan T 0.004437 
- 

0.973578 C Minor I Monthly 
38 2.13 Stock Rec. Accur. 0.0042T3 0.977851 C Minor I Monthly T9 

- 
2.10 Order Bookability 0.004094 0.981945 C Minor I Monthly 

40 2.14 Bookshipability 0.003682 0.985627 C Minýr -I Monthly 
ýI 2.36 Blending Program 

- - 
0.003543 0.989170 

- 
- Minor I Monthly 

Line Choice : T5 0.003426 0.992596 7- Minor I Monthly 
43 3.2 Loading Priorities 0.002324 0.994919 C Minor I Monthly 
44 

- 
3.4 Loading Trans. Avail. 

- 
0.002150 0.997069 C Minor I Monthly T5 j. 3 Loading Plan , 0.001701 0.998770 C Minor I Monthly 

[46 1 3.6 Product Mix 0.0012 1 7- Minor I Monthly 
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The greater the rate of changes of a factor, the more frequent measurement and 

reporting on this factor should be carried out. Factors that are members of class A and 

which change most frequently, are classified into the 'critical' category. This category 

is measured and reported on most frequently. The categories and frequency of 

measurement of 'on time delivery' performance are indicated in columns six and seven 

of Table 6.4. Using this method the number of performance reports can be reduced 

significantly. 

6.2.3 Discussion and conclusion of case study one 

A quantitative method for a performance measurement system with an example of the 

application and its extensions have been presented. The application of the method to 

'on time delivery' performance at J&B Scotland Ltd. resulted the following findings: 

1. The interaction of factors affecting performance can be clearly shown using a 

structured diagram or tree diagram. By numbering the factors as indicated by 

Figure 6.3 the indirect effect of factors on perfannance through other factors 

within the same level could be clearly indicated. 

2. The QMPMS can be used to compute the direct, the interaction and the combined 

effect of the factors on performance. Using the method developed, the effects of 

multi-dimensional factors on performance can be aggregated into a single 
dimensionless unit (priority). This enables managers to determine the level of 
impact of factors on performance and allows them to focus on performance 
improvement. The identification of the interaction effect of factors affecting 

performance goes one step forward in helping to understand the dynamic 

behaviour of factors affecting performance. 

The number of performance reports can be reduced using the taxonomy of 

performance measurement developed. Using this method, performance measures 

can be classified. Critical performance measures should be measured at shorter 
intervals, while non-critical performance measures should be measured at longer 
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intervals. As a result, the number of performance reports can be minimised and 

performance improvement programmes can be focused on the critical measures. 

It may seem that the technique used in the QMPMS method for quantifying the effects 

of factors on performance (AHP) is very intuitive, subjective and very difficult to use 
in practice. However, through a careful explanation of the concept of the method, it 

has been found that the method can be understood and implemented quite comfortably. 
Moreover, in performance measurement systems a large number of multi-dimensional 
factors can affect performance. Integrating those multi-dimensional effects into a 

single unit can only be done through subjective, individual or group judgement. It is 

impossible to have objective measurement and a scale system for each different 

dimension of measurement which would facilitate an objective value trade-off between 

different measures. For example, how could we develop an objective measurement and 

scale to measure management commitment? How could we quantify objectively value 

trade-off between management commitment and percentage of rejects? These types of 

measurement definitely do not exist. In fact, subjective measurement is the only 

concept that is widely accepted in Multi-Criteria Decision Analysis to deal with multi- 

criteria problems. 

Since the QMPMS uses subjective measurement, results may not be very accurate. 
However, this problem could be overcome by using group judgement rather than 

individual judgement and this would reduce the subjectivity of the judgement. The 

accuracy of the QMPMS could also be improved through experience. Saaty (1984) 

suggested that with the help of two practical experiences in using accurate judgement 

could normally be made. 

Some potential problems might be encountered in applying the QMPMS method. The 

first would probably be hesitation on the part of managers to complete the pair-wise 

comparison questionnaires, particularly if the method was to be applied to model 

performance improvement as shown by the 'on time delivery' problem. Performance 

improvement usually involves identification and quantification of a large number of 

factors affecting performance. Consequently, the number of pair-wise comparison 
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questionnaires would be enormous and their completion would be exhausting and 

time-consuming. However, this problem could be eliminated through decomposing the 

model into several smaller models. Each smaller model could then be distributed to a 

group of people responsible for filling in the questionnaires. The use of interactive 

software, such as ExpertChoice (1995), would make implementation of the method 

much easier. 

The second problem of the QMPMS application would be getting a single judgement 

on pair-wise comparison if more than one person was involved in filling in the 

questionnaires. Even though Saaty (1994) provided a formula for computing the 

priority of group judgement using geometric mean, getting consensus among members 

of a group in filling in the score in the pair-wise comparison matrices appears much 

better than just using geometric means. Much discussion may be required to elaborate 

on the real situation before a general consensus of the judgement of a particular 

problem can be achieved. Cognitive mapping is also an effective method which could 

be used to elaborate on the problem. 

Furthermore, if companies operate in a dynamic environment, performance 

measurement is consequently a dynamic process. This means that performance 

measures will change over time and vary between companies. In a particular company, 

performance measures that are critical today and measured on a short interval basis, 

could change after a period of time and become trivial performance measures 

measured quarterly. These changes could be as a result of a performance improvement 

programme, or because the internal and/or external environments of the company had 

changed. it is important to recognise these changes as early as possible in order that 

the priority of the performance measurement system can be changed accordingly. 

However, changes in some factors up to a certain level would have no significant 

effect on performance measurement and the current performance measurement system 

would not need to be changed. To deal with this problem it seems a 'sensitivity 

analysis' on the method is required. 
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The application of the QMPMS on 'on time delivery' problem at J&B Scotland Ltd. 

was a 'desk experiment'. We could not learn about the applicability, validity and 

stability of the QMPMS. To be able to identify the applicability, validity and stability 

of the QMPMS real case studies should be carried out. 

Table 6.5 shows the summary of the case study 1. 

6.3 Case Study Two: Validation of the QMPMS 

6.3.1 Validation concept 

To test the validity of the QMPMS the following concept was adopted: 

The direction of changes of the QMPMS is the same as the direction of changes of 
the actual data. For example, if the actual data at a particular period of time 

indicated the occurrence of performance improvement, the QMPMS should also 

show the same occurrence. 

2. The lesser the difference of the relative changes of the QMPMS from the relative 

changes of the actual data, the more the QMPMS is valid. 

To implement this concept, the following steps were carried out: 

1. A case for experiment was selected. 

2. The QMPMS model of the selected case was developed. 

3. Related data was collected. 

4. The relative change of performance of two successive periods of the selected cased 

was computed. 
5. The relative changes computed using tfie QMPMS to the relative changes of the 

actual data in pairs was compared. 

6. The results using graphics, descriptive and inference statistical methods were 

analysed. 
7. Conclusions were drawn. 
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Chapter 6: Case Studies 

6.3.2 The validation experiment 

A. The selection of the case and the development of the QMPMS model 

The validity of the QMPMS was carried out through the application of the QMPMS to 

model 'Total production cost per unit' at a collaborator company - 'Seagate 

Distribution (UK) Ltd'. 'Seagate Distribution (UK) Ltd' is part of the 'Seagate 

Corporation' which specialises in the manufacture and distribution of disk and tape 

drives for the electronics industry. 'Seagate Distribution (UK) Ltd' configures the 

company's product to the customer specification before delivery to the customer. 

The selection of the case and the development of the QMPMS model were carried out 

as follows. Firstly, the research team conducted a presentation to the general manager 

of 'Seagate Distribution (UK) Ltd' to explain the objective of the research and the 

concept of the QMPMS. It was very critical at this stage to make clear to management 

the concept of the pair-wise comparison questionnaires used by the method, which 

asked the following questions: "Comparing factor A to B, which one has a stronger 

effect on performance? " and "How strong? " After the presentation the research team 

asked the company's manager to think about a problem that might be selected for a 

case study and advised that the selection of the case study and the development of the 

model could be discussed at a future meeting. 

At a following meeting the research team and the general manager discussed the 

selection of a case study and agreed to select 'Total production cost per unit' because 

the availability of information related to this. The research team asked the manager to 

identify factors affecting 'Total production cost per unit' and their relationship. It was 

important at this point to ensure that it was the manager's thoughts concerning factors 

affecting 'Total production cost per unit' and their relationships which were mapped. 

The results are indicated in Figure 6.10. 
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Figure 6.10. Factors affecting 'Total production cost per unit' and their 

relationship. 

The manager's judguement on the effects of factol-s oil -yotýlj III-OcIL cti j Z, I loll cost per unit, 

was elicited by the use ExpertChoice. The direct effect of factors on 'Total productiol, 

cost per unit' is indicated in Figure 6.11. 

FC/Unit 
1-51 

GOAL 

Options M agnify Level III 
Fx Pposatias C 
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fx- 3P Style amall 
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1 . 1371 
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Volume 
( 

. 
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MtFI&SUP 

(. 0521 

Figure 6.11. Direct effect of factors affecting 'Total production cost per unit. 
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Furthermore, the manager believed that, in his company, 5 per cent of the direct effect 

of 'Material and supplies cost per unit' on 'Variable cost per unit' is contributed by 

factor 'Volume'. He also believed that 10 per cent of the direct effect of 'People 

related cost per unit' on 'Variable cost per unit' was contributed by factor 'Volume'. 

Consequently, the combined effect of factor 'Volume' on 'Total production cost per 

unit' would be greater than that indicated in Figure 6.11, and the combined effect of 

factor 'Material and supplies cost per unit' and 'People related cost per unit' lower 

than that indicated in Figure 6.11. As explained in Chapter 5 the combined effect of 

factors affecting 'Total production cost per unit' can be computed using the interaction 

model of the QMPMS. The results are indicated in Table 6.6. 

Table 6.6. Combined effect of factors affecting 'Total production cost per unit". 

Factor Direct Effect Combined Effect 

Fixed cost per unit 0.500 0.500 

Variable cost per unit 0.500 0.500 

Fixed cost 0.137 0.137 

Allocations 0.158 0.158 

Volume 0.205 0.2487 

Material and supplies cost per unit 0.052 0.0494 

People related cost per unit 0.411 0.3699 

Other cost per unit 1 
0.038 0.038 

B. Data collection and analysis 

Secondary data on production costs from July 1997 to June 1998 were collected. The 

original data can be seen in Appendix B 1. For the purpose of the analysis the original 

data was reformatted and the results indicated in Table 6.7. Using ExpertChoice and 

Excel, the relative changes of total production cost per unit using direct effect and 

combined effect were computed and the results are surnmarised in Table 6.8. 
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Chapter 6: Case Studies 

Table 6.8. Relative changes of 'Total production cost per unit'. 

Period 
Direct Effect 

(per cent) 

Combine Effect 

(per cent) 

July - August 1997 89.810 89.062 

August - September 1997 78.434 79.723 

September - October 1997 100.107 99.459 

October - November 1997 123.302 120.925 

November -December 1997 103.763 89.990 

December 1997 - January 1998 133.271 120.975 

January -February 1998 91.855 90.695 

February -March 1998 86.290 73.151 

March -April 1998 115.012 117.062 

April - May 1998 88.593 
1 

75.339 

May-June 1998 114.535 1 104.083 

The relative change of total production cost per unit at successive period of times is 

calculated as follows: 

Relative change (July -August) ý-- (Total production cost per unit (August) / Total 

production cost per unit (j,, Iy)) X 100 

To analyse the data three techniques were used: mean percentage of deviation, 

graphical, and Wilcoxon Matched-Pair Test. 

Mean percentage ofdeviation (MPD) 

Mean percentage of deviation (MPD) indicates, in average, how far the QMPMS 

differs from the actual condition. The less the MPD, the less the QMPMS differs from 
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the actual condition, and the more the QMPMS is valid. Table 6.9 shows the MPI)s of 
the QMPMS from the actual data for both direct and combined effect. 

Table 6.9. Mean percentage of deviation for both direct and combined effect. 

Period Relative change 
(percent) 

Percentage Deviation 

Actual Direct Combined Direct Combined 

July - Aug'97 84,577 89.810 89.062 6.187 5.302 

Aug - Sept'97 81.176 78.434 79.723 3.377 1.789 

Sept - Oct'97 98.067 100.107*) 99.459 2.081 1.420 

Oct - Nov'97 120.197 123.302 120.925 2.583 0.605 

Nov - Dec'97 99.190 103.763 89.990 4.621 9.265 

Dec'97 - Jan'98 171.281 133.271 120.975 22.191 29.370 

Jan - Feb'98 92.038 
_91.855 

90.695 0.198 1.458 

Feb - March'98 64.613 86.290 73.151 33.549 13.214 

March - API '98 308.722 115.012 117.062 62.745 62.081 

April - may 198 40.144 88.593 75.339 120.686 87.671 
-- May - June'98 101.964 114.535 104.083 12.329 2.079 

*) the model failed to identify the direction of change 

Direct 
_Effect. 

' 

MPD (July - Dec'97) = 3.77% 

MPD (Dec'97 - June'98) = 41.95% 

MPD (July'97 - June'98) = 24.59% 

Combined Effect: 

MPD (July - Dec'97) = 3.67% 

MPD (Dec'97 - June'98) 32.645% 

MPD (July'97 - June'98) 19.478% 

The graphics of relative changes 

To get a clearer picture of the QMPMS relative changes from the actual relative 

changes, the relative changes of the QMPMS and the actual data are presented in 

graphical form as indicated in Figure 6.12. 

219 



cu 
E a) E 

!:: o 0 
(D 
I U) U) 
Fz 22 
:3 IL cl- 

00 

Z 

\C 

-Z 

,eý Lo ý m' 
Co ! cý 

CD 

c() 
(M 

CM C) 

2 00 Ln 
=ie 00 r. - 

(N C, 4 

w ---- cc) 
C'4 

<ý; 
(0 

(7) , Illý . cý 
< CO Ln 

CD 

CD 

CN 

OD r, - 

c0-. x CY) C: ) 00 (0 
LL- 

cý CY) 

i 
zw 

LO 

c"i (M 
: 4. d m1 

lý 
.. 1 M CD 

CD (0 1 CD 
Co 

m a; CD 
00 

C, 4 Ln 
CD C%j 

CD' 
IN 

ci t- cý 
(0 ý- LO 
CD 

CD 
OD (2 M1 
G) 

(D -4 mý 

OD cý 
r, - 

"No 

oý 1 tn 1 00 CD i 

ý �i ým 

LO 

.. - -- ------ 

CD 

.... . ...... 

U') 

------- OD 1 "" Co ý 

ý l) ý :& CD CD CD CD CD CD CD 0 (D LO CD LO C, 4 C, 4 
E 

i u) u) ; uaOJ0d 

"0 

"l= 

(A 



Chapter 6: Case Studies 

From the values of percentage deviation in Table 6.9 and the graphics in Figure 6.12, it 

is clear that the pattern of relative change of total production cost per unit changed. 

From July to December 1997 the values of the percentage deviation are quite small, 

the MPD being equal to 3.77% for direct effect model and 3.67% for combined effect 

model indicating that the QMPMS model is good. However, from January to June 

1998 the values of percentage deviation increased significantly. The greatest 

percentage deviation occurred from April to May 1998. In that period the percentage 

deviations are 120.686 for the direct effect model and 87.671 for the combined effect 

model. Careful examination of production data found that the volume dropped sharply 

in April 1998 to 6397 units. For the period January to June 1998 the MPD is 41.95% 

for the direct effect model and 32.645% for the combined effect model. It is therefore 

apparent that the QMPMS was not valid in that period. The overall MPD is 24.59% for 

direct effect model and 19.478% for combined effect model. These values appear too 

high to be able to draw any conclusions as to whether the QMPMS is valid or not. 

The performances of the direct effect model and the combined effect model can be 

analysed from the values of MPDs in Table 6.9. In terms of the direction of change, the 

direct effect has failed to identify the correct direction in two periods, September - 
October 1997 and November - December 1997. The actual performance indicated that 

the total production cost per unit decreased during those periods, while the direct effect 

model identified that the total production cost per unit increased during those periods. 
In identifying the direction of change the combined effect model performed better, 

correctly identifying the direction of changes during all periods. 

In terms of MPD, the combined effect model also outperformed the direct effect 

model. As can be seen in Table 6.9, the MPDs of the combined effect model are better 

than the MPDs of the direct effect model, even although the difference is quite small 
for the periods July - August 1997 and November - December 1997. 
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Statistical test 

As explained in Chapter 2 that the Wilcoxon Matched-Pairs test was used to test the 

validity of the QMPMS. To show how this statistical test was carried out, the validity 

of the direct effect model over the period July 1997 to June 1998 has been used as an 

example. 

1. Define the statistical hypothesis: 

Since the hypothesis is that the QMPMS is a valid method, the null and alternative 
hypotheses can be defined as follows: 

Ho: d=0 (There is no difference between the QMPMS and actual data) 

HA: d: f 0 (There is a difference between the QMPMS and actual data) 

The null hypothesis is rejected only if the data strongly indicates that the deviation 

is significantly large. 

2. Find the difference score of each pair (di). 

No. 1 2 3 4 5 6 7 8 9 10 11 

di + 
5.233 

- 
2.742 

+ 
2.040 

+ 
3.105 

+ 
4.583 

- 
38.01 

- 
0.182 

+ 
21.67 

- 
193.7 

+ 
48.44 

+ 
12.57 

3. Rank the order of the differences from smallest to largest regardless of the signs. 

No. 1 2 3 4 5 6 7 8 9 10 11 

di 00182 2.040 2.742 3.105 4.583 5.233 -' 12-57 21.67 38.01 48.44 193.7 

4. Add the actual signs of the differences to the rank values. 

No. 1 2 3 4 5 6 7 8 9 10 11 

di - + - + + + + + + 

0.182 2.040 
. 

2.742 
. 

3.105 4.583 5.233 12.57 21.67 38.01 48.44 193.7 
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Calculate the test statistic T, which is defined as the sum of the ranks with the less 

frequent sign. 

Negative sign is the less frequent, so the test statistic test T is =I+3+9+ 11 = 
24. 

6. Find critical value T from the statistical table for particular significance level and 

number of pairs. 

For this experiment 95% of significant level was chosen and the number of pairs is 

11. From the statistical table for Wilcoxon Matched-Pairs Test in Appendix B2, the 

value of statistical test T is 11. 

7. Make decision to accept or reject the null hypothesis. 

The null hypothesis is rejected if test statistic T is greater than the critical value T. 

Since the test statistic T is greater than the critical value of T, reject the null 
hypothesis. In other words the test has failed to prove that the performance of the 

QMPMS is the same as the performance of the actual data. The conclusion is that 

the direct effect model of the QMPMS is invalid. 

Using the same procedure the statistical test T of the combined effect model was 

computed and the value is 34. Since the value is greater than 11, the combined effect 

model of the QMPMS is also invalid. 

6.3.3 Discussion and conclusion of case study two 

In this case study the general manager of Seagate Distribution (UK) did not feel it was 

difficult to understand the operational (not theoretical) concept of the QMPMS. 

Through the explanation of the concept of the QMPmS given by the researchers during 

the presentations and meeting the general manager could understand the QMPMS quite 
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easily. It was also found that the general manager wanted to include the interaction 

effect in the model. He agreed that in the current dynamic environment the interaction 

of factors affecting performance is becoming important to be examined. 

The accuracy of the QMPMS is good. From July to December 1997 the values of the 

percentage deviation are quite small, the MPD being equal to 3.77% for direct effect 

model and 3.67% for combined effect model indicating that the QMPMS method is 

good. However, from January to June 1998 the values of percentage deviation 

increased significantly. The greatest percentage deviation occurred from April to May 

1998 i. e. 120.686 for the direct effect model and 87.671 for the combined effect model. 
This happened because the volume dropped sharply in April 1998 to 6397 units. As 

can be seen from Table 6.9 and the graph in Figure 6.12, the pattern of the relative 

change of total production cost per unit changed significantly from January 1998. In 

that period volume started to decrease. The lowest level of volume occurred in April 

1998 with a total production of 6397 units. Clarification of this situation to 

management of 'Seagate Distribution (UK) Ltd' revealed that since January 1998 the 

company had suffered by losing its market share to its competitor, the worst loss 

occurring in April 1998. In other words, the business environment had changed in 

1998 and such changes to the external and internal environment certainly needed a 

change of model. 

As the company loses its market share, increasing demand and production volume 
becomes a much more important factor than ever before. If demand and production 

volume are low, many resources lie idle making the fixed cost per unit high. Thus the 

effect of fixed cost per unit to total production cost per unit becomes more important 

than the effect of variable cost per unit. Consequently, the model should be modified to 

accommodate the change of production volume. 

Basically, two types of modification to the model can be done. Firstly, no other factor 

emerged on the model and in this case modification can be carried out by modifying 

the effect of factors on total production cost per unit through filling new pair-wise 

comparison questionnaires. The second modification occurs if new factors emerge on 
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the model. For this situation the model must be rebuilt by introducing new factors to 

the model and filling the pair-wise comparison questionnaires for the new model. 

In this experiment, the author discussed the situation with the manager of 'Seagate 

Distribution (UK) Ltd' who explained that in 1998 demand was low as a result of the 

company losing its market share to its competitor, hence production was low. It was 

agreed that the model should be modified to adapt to the changes in the environment. 
However, the manager believed that rather than modify the effects of factors on 

performance, introducing another factor (flexibility) into the model would be more 

appropriate. Based on his evaluation of the market situation, he believed that the 
demand and production volume could be increased if the flexibility of the 

manufacturing system was improved. Unfortunately, the company still has no clear 
idea how flexibility will be improved or how to measure it and is currently trying to 
deflne this. Consequently, a new model incorporating the flexibility factor cannot be 

developed as yet. 

In was also found in this case study that the different of the accuracy of the direct 

effect (do not take into account interaction effect) and the combined effect (take into 

account interaction effect) was small. The MPD of the direct effect was 3.77 %, while 
the MPD of the combined effect was 3.67 %. However, this phenomenon could not be 

generalised for all cases. 

The stability of the QMPMS can also be examined from Figures 6.12. The figures 

show that the QMPMS method was quite stable from July to December 1997. 

However, as production volume decreased from January 1998 the model seemed to be 

unstable as indicated by the large difference in the performance of the QMPMS model 
to the actual performance as indicated in Figure 6.12. 

In conclusion, the results of the validity testing of the QMPMS in this experiment can 
be summarised as follows: 
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Chapter 6. - Case Studies 

9 The method developed (QMPMS) can be used to identify the factors affecting 

perfonnance and their interaction and quantify the effect (including interaction 

effect) of the factors on perfonnan6e. 

* The general manager did not feel difficult in understanding the operational (not 

theoretical) concept of the methods developed (QMPMS). 

e The general manager wanted to include the interaction effect in the model. 

o In this case, within the period of July 1997 to December 1997 the accuracy of the 

method (QMPMS) was good (Mean Percentage Deviation was less than 4 

e In this case the different of the accuracy of the direct model and the combined 

model was small. The MPD of the direct effect was 3.77 %, while the MPD of the 

combined effect was 3.67 %. However, this phenomenon can not be generalised 

for all cases. 

9 In this case the method (QMPMS) was stable within the period of July 1997 to 

December 1997. However, as the environment changed, the system should be 

modified to accommodate the changes. 

Table 6.10 shows the summary of the case study two. 
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Chapter 6: Case Studies 

6.4 Case Study Three: Prioritisation and Consolidation of Performance Measures 

at Inland Revenue, Cumbernauld 

6.4.1 Background of the case study 

In the middle of 1997 the Inland Revenue, Cumbernauld ageed to take part in a pilot 

exercise of the application of performance measurement systems developed at the 

Centre for Strategic Manufacturing, University of Strathclyde. It was found that in this 

case study Inland Revenue, Cumbernauld had the objectives: 

1. To audit the Inland Revenue's performance measurement system against the 

Reference Model of Integrated Performance Measurement System. 

2. To prioritise the Inland Revenue's performance measures and consolidate them 

into a single performance indicator. This was actually in line with what had been 

highlighted by Michael Heseltine in 1996 concerning the need to provide a single 

performance indicator for the Civil Service, something that the Inland Revenue, 

Cumbernauld wanted to implement. 

In line with the second objective, a new research problem, hypothesis and objective 

related to the consolidation of performance measures into a single performance 

indicator were added to the current research problems, hypotheses and objectives to 

form the final research problems, hypotheses and objectives as follows: 

Final research problems: 

I Identifying factors affecting performance. 

2. Identifying the interaction between the factors affecting performance. 

3. Quantifying the effects of the factors on performance. 

4. Reducing the number of performance reports. 

5. Consolidating performance measures into a single performance indicator. 
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Final research hypotheses: 

A quantitative method for a performance measurement system can be developed. 

The method can be used for: 

V identifying factors affecting performance and their relationship, 
V quantifying the effect of the factors on performance. 

-/ consolidating performance measures into a single performance indicator. 

2. The method is valid and can be applied to real cases. 

3. The method developed can help managers to reduce the number of performance 

reports. 
4. The method is stable for a reasonable period of time. 

Final research objectives: 

1. To develop a quantitative method that can identify the factors affecting 

performance and their relationship, quantify the effect of the factors on 

performance and consolidate them into a single performance indicator. 

2. To carry out experiments for testing the validity, applicability and stability of the 

method developed. 

3. To develop a method for reducing the number of performance reports. 

Table 6.11 shows the summary of the case study three. 

6.4.2 Auditing the Inland Revenue, Cumbernauld's performance measurement 

system 

A series of meetings was carried out by the University of Strathclyde's research team 

with inland Revenue senior managers to audit and consolidate the Inland Revenue, 

Cumbemauld's performance measurement system. The results of the audit are as 
follows [Suwignjo et al, 1998]: 

1. There was confusion between Business Processes and Functions. 

2. There was an absence of Business Process focused measures. 
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Chapter 6: Case Studies 

3. There were a lot of detail measures at activity levels, but nothing to measure the 

performance of each Business Process. 

4. Similarly, there were no means of measuring the overall performance of the office. 

5. A lot of detail measures existed, some possibly irrelevant, i. e. insignificant to 

strategic and operational objectives. 

The audit recommended the need to redefine the business structure and measuring the 

performance of each business process and the overall office. 

In response to the recommendation, the structure of the business was changed. Before 

the audit the office was structured based on division as indicated in Figure 6.13(a). 

However, this structure made the office unable to focus on business processes - the 

processes that really add value. To eliminate this weakness the office was restructured 

as indicated in Figure 6.13(b). The new structure, based on business processes, allows 

the office to focus on processes that really add value to the business; consequently, 

performance measurement and control of the business processes are become more 

effective. 

6.4.3 Prioritisation of the Inland Revenue, Cumbernauld's performance measures 

Having restructured the office based on business processes as recommended the next 

step was the prioritisation of the Inland Revenue's performance measures. The 

objectives of the prioritisation were threefold: 

To identify the relationship between measures. 
2. To identify the effect of factors on business process performance and overall 

office performance. 

3. To enable the consolidation of performance measures and expressed them into 

a single performance indicator. 
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Chapter 6. - Case Studies 

As explained in Chapter 5, the prioritisation process using the QMPMS is carried out 

in three stages. These stages are: identify factors affecting performance, structure the 

factors hierarchically and quantify the effect of factors on performance. 

The identification of factors affecting performance was done by the Inland Revenue's 

staff involved in this project who also did the early stage structuring of the hierarchical 

factors. For the financial year 1996/1997 130 measures were used by the Inland 

Revenue to measure the performance of its business processes and the overall office as 

indicated in Appendix C. 1. The measures affecting business processes are grouped into 

two areas: Key Business Results and Other Operational and Quality Results as 

indicated in Figure 6.14. 

Business 
Process 

Key Business Other 
Results Operational 

and Quality 
Results 

Figure 6.14. The grouping of performance measures at the Inland Revenue, 
Cumbernauld. 

A minor problem faced in structuring the factors hierarchically was that some of the 

business processes had so many performance measures under a particular area. Since 

the Analytical Hierarchy Process limits the maximum number of factors of each group 

or cluster to nine, sub-grouping of performance measures had to be done. For example 
Business Process Maintain Accounting Record, Issue Invoices, and Collect Tax has 

43 measures under the Other Operational and Quality Results area. Consequently, 

sub-grouping or clustering had to be carried to split the measures into sub-groups of 
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AccuracN. Timeliness, Quantity and Speed. With the help or ExpertChoice software 

inland Revenue's performance measures can be structured as depicted in 1, igure 6.15. 

Figure 6.15. The hierarchical structure of the Inland Revenue, Cumbernauld's 

performance measures. 

Inland Revenue managers were asked to fill pair-wise comparison questionnaires. 

Based on the pair-wise comparison, the effect of factors oil performance was 

calculated with the help of ExpertChoice software. An example of the effect of each 

business process on overall perfon-nance is depicted in Figure 6.16. Tile results ofthe 

computation of the effects of all factors affecting performance can be seen in Appendix 

C. 2. 
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Derived Priorities with respect to GOAL 

INCONSISTENCY RATIO = 0.0 

An Inconsistency Ratio of -1 or more may warrant some investigation. 

CX 180 

C 206 

CD . 179 

3s . 
144 

;E '167 
7RV . 

124 

Eit 

Figure 6.16. The effect of business processes on overall office performance. 

it is clear froin Figure 6.16 that Inland Revenue managers believe that Business 

Process Bank and Account Money Received is the most important business pl-ocess 

since it was tile highest impact on overall office performance. 

6.4.4 Consolidation of Inland Revenue, Cumbernauld's performance measures 

For quite a long time the Inland Revenue, Cumbernauld has wanted a single 

performance indicator to measure the perforrnance of each business process and the 

overall office. As the Inland Revenue, Cumbernauld employs so many performance 

indicators which are not structured systernatically this rcqui II irement is becoming more 

important. As a result of this structure it is very difftUlt for managers to get 
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information on the aggregate performance of each business process and the overall 

office. 

The consolidation of performance measures using the QMPmS is basically carried out 
by comparing the achievement against the target. For example, for vehicle security 

check measures, if the target set is 10 vehicles per period and the achievement for a 

particular period is 11, the performance for that period is 110 percent. Using this 

method all the dimensions used in the performance measurement can be eliminated 

and replaced by a single dimension: percent. This enables all the measures to be 

consolidated into a single performance indicator, which is expressed in percent. At 

Inland Revenue, Cumbernauld this process would not be difficult since all the 

measures used already have the targets set. 

There are two types of targets used by the Inland Revenue, Cumbernauld. The first 

target is the absolute target, refers to perfection. For example, 100 percent of all 

cheques must be processed on the same day (one-day banking) and this is useful in 

identifying achievement in a continuous improvement programme. The second target 

is realistic target refers to the level which can be realistically achieved using the 

available resources. For example, 92 percent of overpayments must be dealt with 

within 2 months. Since the consolidation process basically is the comparison of 

achievement against target, consequently the value of the consolidated indicator 

depends on the target set. 

Using the ExpertChoice software, the consolidated performance report for financial 

year 1996/1997 relative to the absolute target is indicated in Figure 6.17. The value 

produced by the ExpertChoice software indicated the relative value of achievement 

and target and the summation of these values is one. To convert to a 100 percent scale, 
the following calculation is required: 

Consolidated overall performance = (0.488 / 0.512) x 100 percent = 95.3 percent 
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In other words, relative to perfection, the perfomiancc of the 01-FIce is 4,7%0 below flic 

target. 
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Figure 6.17. The consolidated performance of the overall office. 

The same method Could be used to calculate the consolidated performances of the 

business processes. The consolidated performance of some business processes can be 

seen in Appendix C. 3. 

Another important strength of ExpertChoice is that the output of the model can be 

exported to spreadsheet file. Using this utility, the QMPMS can be integrated with 

other information system modules the organisation. I ig Excel the reports can be II Usk 

presented in graphical forrn as depicted in Figure 6.18. 
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Chapter 6. - Case Studies 

6.4.5 The review of the QMPMS at Inland Revenue, Cumbernauld 

Inland Revenue, Cumbernauld learned few things from the exercise of the 

implementation of the QMPMS. Based on the model developed for financial year 
1997/1998 the Inland Revenue realised that some of the measures employed were not 

very important to be monitored and controlled. This led Inland Revenue, Cumbernauld 

to rationalise their performance measurement system. In 1998, the Inland Revenue, 

Curnbernauld rationalised their business processes from six business processes used in 

financial year 1997/1998 as indicated by Figure 6.13(b) to just three business 

processes used in financial year 1998/1999. Those business processes are Banking 

Process, Records Process and Support Process. The number of performance measures 

was also rationalised from 130 measures in financial year 1997/1998 to just 20 

measures for financial year 1998/1999. The measures were reported, discussed and 

reviewed quarterly. The annual report of financial year 1998/1999 can be seen in 

Appendix C-4. 

Finally, the annual review of the QMPMS carried out in the first week of April 1999 

have decided that 1998/1999 model would be continue to be used to monitor and 

control the performance of Inland Revenue, Cumbernauld for financial year 
1999/2000. It was also decided that the measures would be reported and discussed 

more frequently (monthly). 

6.4.6 Discussion and conclusion of case study three 

The case study showing how the QMPMS was used to prioritise and consolidate 

performance measures at the Inland Revenue, Cumbernauld, has been presented. This 

consolidation will enable the Inland Revenue at Curnbernauld to supply top managers 

with aggregate information on the performance of each business process and the 

overall office which are the only information that top managers needs to enable them 
to make strategic decisions. More detailed measures are supplied to the lower level 

managers who require the information for managing their daily jobs. 
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The QMPMS, through this case study, has shown a different perspective on the nature 

of performance measures to that highlighted by Professor Bruce H. Clark of North 

Eastern University in his keynote speech at the International Conference on 

Performance Measurement in Cambridge 1998. He stated that: 

"Measuring of marketing performance has become increasingly multi-dimensional in 

nature (e. g. Bhargava et a., 1994; Dunn, Norburn, and Briley, 1994), reflecting the 

wisdom that performance cannot be summarised in a single measure. A problem arises 

in that many of these measures appear to be correlated with or related to one another 

(e. g. Seines, 1993). Distinct constructs can be extracted by statistical techniques, but 

these seem unlikely to be part of everyday management. More generally, it is unclear 

whether management is interested in elegant multi-dimensional schemes. The 

challenge is to present management with a handful of measures that are simple enough 

to be useable but comprehensive enough to be accurate. " 

Furthermore he stated that: 

"Assuming a reasonable set of measures is available, it will be important to measure 

performance at different levels of thefirm's organisation. 

Even though Professor Clark's statements related to marketing performance 

measurement, they are also valid for performance measurement in general. 

The QMPMS, using the method of comparing achievement against target, has proved 

that multi-dimensional measures can be consolidated into a single performance 
indicator, thus overcoming one very important problem in performance measurement 

system which most people have been sceptical about. The consolidation of 

performance measures is a very important aspect in a performance measurement 

system since it will allow decisions relating to performance appraisal, resource 

allocation and designing of an incentive system to be made. 
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The QMPMS is also easily implemented. Even although the basic concept of the 

Analytic Hierarchy Process, the multi-criteria decision analysis model used by the 

QMPMS, is quite complicated, to implement this method is very simple. What 

managers should do is just to fill in the pair-wise comparison questionnaires but if the 

number of factors involved in performance measurement is large, the task of filling in 

the questionnaires can be quite tedious. However, by using the interactive software 

available on the market, the task is made easier. The implementation of the QMPMS, 

in fact, becomes much easier because of the availability of the spreadsheet program 
developed in this research. What users need to do is merely to enter the achievement 

of each measure to the program. 

Another method which could be used to make the application easier would be to 

delegate the task of filling in the questionnaires to several groups of people from the 

lower level hierarchy, e. g. a group of people with the best knowledge, experience, or 

information could be given responsibility filling in the questionnaires. This would 

make the group feel as if they owned the measures and it is likely that implementation 

would be more successful. 

How to get accurate judgements when comparing the effect of a pair of factors on 

performance may present a problem in the application. As mentioned in Chapter 5, two 

good practical experiences would result in accurate judgements and the subjectivity of 

judgements could also be reduced using group decision-makers. 

While the general manager of the Seagate Distribution (UK) wanted to consider the 

interaction effect of factors affecting perfon-nance, the managers of Inland Revenue, 

Cumbernauld did not want to consider the interaction effect of factors affecting 

performance in his model. The managers of Inland Revenue, Cumbernauld were quite 

happy with the results of the direct effect model. This might be because at that moment 

Inland Revenue, Cumbernauld employed a large number of performance measures and 

wanted to use the QMPMS for monitor and control purposes. 
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The implementation of the QMPMS enabled the Inland Revenue, Cumbemauld to 

rationalise their performance measurement system. For financial year 1997/1998 

Inland Revenue, Cumbernauld employed six business processes with 130 measures. In 

1998 Inland Revenue, Cumbernauld rationalised their performance measurement 

system to just three business processes with 20 measures. It seemed that the 

implementation of the QMPMS has led the managers of Inland Revenue, Cumbemauld 

to have better understanding of the nature of their business. The followings might be 

the reasons why by implementing the QMPMS the managers of Inland Revenue, 

Cumbemauld could better understand the nature of their business: 

V When a group of people of Inland Revenue, Cumberriauld involved in filling pair- 
wise comparison questionnaires each member of the group might have different 

opinion on the effect of factor on performance. Intensive discussion occurred 

between the member of the group. Each member explained his/her opinion and 

why did it so. This led to better understanding of the other people's tasks, 

constraints, and objectives. 

Using the QMPMS the performance of activities, business processes and business 

units can be reported in a single performance indicator. Then the review of the 

performance reports examined why some units of organisation did not perform 

well, while the others did. This gave a clear picture on how well each unit of 

organisation performed and why did it so. The QMPMS provides a viewing glass 

to managers to see the performance of an organisation. 

In this case study the researcher trained three staffs of the Inland Revenue, 

Cumbernauld about the concept of the QMPMS and how to implement it. The content 

of the training can be seen in the summary of the case study in Table 6.11. It was 
found during the training that they did not have a problem in understanding the 

implementation concept of the QMPMS. The implementation concept of the QMPMS 

can be transferred easily to the staffs of Inland Revenue, Cumbernauld through 

training. The staffs in turn facilitated the implementation of the QMPMS at Inland 

Revenue, Cumbernauld. It was also found in this case study that the implementation of 

the QmpMS at Inland Revenue, Cumbernauld did not require a lot of efforts, time and 

resources. 
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The implementation of the QMPMS at Inland Revenue, Cumbemauld could be 

considered as successful. Inland Revenue, Curnbemauld' managers were very happy 

with the results of the QMPMS and decided to continue to use the model for financial 

year 1999/2000. The success of the implementations could be because of- 

- Inland Revenue - Cumbernauld has been for a long time wanted to have the 

QMPMS-like method. It was discovered in the implementation of the QMPMS 

at Inland Revenue, Cumbernauld that the Inland Revenue has been for a long 

time wanted to have a single performance indicator for each business process 

and overall office. This was in line with Michael Heseltine's concern of the 

need of Civic Service to have a single performance indicator. 

- The people of the Inland Revenue - Cumbernauld felt that they owned the 

model because they built the system themselves. In this case study the 

researchers trained three staffs of Inland Revenue - Cumbernauld on the 

concept of the model and how to implement it. The people from the Inland 

Revenue - Cumbemauld then developed their performance model themselves. 

Since they developed the model themselves they felt that they owned the 

model. 

Based on the above discussions, the conclusions of the implementation of the QMPMS 

at Inland Revenue, Cumbernauld can be surnmarised as follows: 

The QMPMS provided the Inland Revenue, Cumbernauld the method for 

consolidating performance measures into a single performance indicator. 

2. The managers of Inland Revenue, Cumbernauld did'not want to consider the 
interaction effect of the factors affecting performance in their model. 

3. The QMPMS can be easily understood and implemented. 

4. The implementation concept of the QMPMS can be easily transferred to other 

people through training. 

5. The implementation of the QMPMS led the Inland Revenue, Cumbernauld to 

understand better the nature of their business. 

6. The implementation of the QMPMS enabled the Inland Revenue, Cumbernauld to 

rationalise their performance measurement system. 

243 



Chapter 6: Case Studies 

7. The need of the QMPMS-like method and the ownership of the model made the 

implementation of the QMPMS at Inland Revenue, Curnbernauld successful. 

6.5 Conclusions 

To test the validity, stability and applicability of the QMPMS, three case studies have 

been carried out in the research. 

The first case study objective was to test whether the QMPMS could produce the 

intended output or not. Through modelling the 'on time delivery' performance of a 

spirit company, the experiment showed that the intended output of the QMPMS model 

could be generated. The quantitative effects of factors affecting the 'on time delivery' 

performance, including the direct effect and the combined effect, could be identified 

using the QMPMS and the experiment also found that the QMPMS could be extended 

to reduce the number of performance reports. 

The second case study objective was to test the validity and stability of the QMPMS 

method. This experiment was carried Out through the implementation of the QMPMS 

to method the 'Total production cost per unit' of an electronics company. The 

experiment showed that the QMPMS was a valid method as indicated by the small 

value of mean percentage of deviation (MPD) of the QMPMS performance from the 

actual performance. However, the QMPMS should be modified if the external and/or 
internal environment of the Organisation change. The experiment also found that the 

QMPMS was quite stable for a period of six months. Of course, the stability of a 

performance measurement system will vary from company to company. 

The third case study objective was to test the applicability of the QMPMS. Through 

the implementation of the QMPMS to prioritise and consolidate performance measures 

at the Inland Revenue, Cumbemauld, it has been proved that the method can be 

applied comfortably. By implementing the -QMPmS, Inland Revenue, Cumbernauld 
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could understand better the nature of their business and enabled them to rationalise 
their performance measurement system. 

6.6 Summary 

This chapter presented three experiments for testing the validity, applicability and 

stability of the QMPMS. The experiments were carried out by implementing the 

QMPMS in three different collaborator companies. 

The first experiment was to model the 'on time delivery performance' at a spirit 

company for testingwhether or not the QMPMS could produce the intended outputs. 

The second experiment, implementing the QMPMS to model the 'Total production 

cost per unit' of an electronics company, was carried out to test the validity and 

stability of the QMPMS. 

Finally, the third experiment was carried out by implementing the QMPMS at the 
Inland Revenue, Cumbernauld to prioritise and consolidate performance measures. 

Chapter 7 will present the discussion, conclusion and further research. 
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CONCLUSIONS AND FURTHER WORK 

As has been mentioned earlier in Chapter 1 the objectives of this research are as 

follows: 

1. To develop a quantitative method that can identify the factors affecting 

performance and their relationship, quantify the effect of the factors on 

performance and consolidate them into a single performance indicator. 

2. To carry out experiments for testing the validity, applicability and stability of 

the method developed. 

3. To develop a method for reducing the number of performance reports. 

The following have made the achievement of the above objectives more difficult: 

Performance measurement may involve a large number of multi-dimensional 
factors affecting performance and personnel from various departments. As pointed 

out by Eden et al (1983) that in organisational life the individual is an irrational 

and subjective person. He or she involves in complicated social relationships and 

internal (organisational) political games. Therefore, different individuals will 

interpret a particular situation differently depending on their mental framework and 

political concerns. This makes the identification of the factors affecting 

performance and their relationship more difficult. 

Factors affecting performance are multi-dimensional. Some of them may be 

difficult to measure. Therefore, quantifying the effects of the factors on 

performance and consolidating them into a single performance indicator are 

difficult tasks. 
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V To test the validity, stability and applicability of the method developed some case 

studies are required. To persuade company's managers so that they agree to 

implement the method seriously at their company for a reasonable period of time is 

not an easy task. Most companies are very reluctant to allocate additional resources 

for the implementation of a new method except where they see the potential 

benefits of the implementation. 

Chapters 5 and 6 have presented the development of the methods (the QMPMS and the 

taxonomy of performance measurement) to achieve the research objectives. The 

objectives of this chapter are: 

" to draw conclusions from the research, 

" to highlight the research contribution to performance measurement knowledge, 

" to present potential research as a continuation of this research. 

7.1 Conclusions 

Discussions and conclusions on the important findings of this research have been 

presented in previous chapters, in particular Chapters 5 and 6. However, this sub- 

chapter will consolidate them based on the research questions. 

Research Question 1: 

How can factors affecting performance and their relationship, especially in 

performance measurementfor improvement, be identified and quantified? 

To answer this question a quantitative method for -performance measurement system 
(QMPMS) was developed. The development of the method was presented in Chapter 

5. The method uses the following tools: 

1. Cognitive maps for identifying factors affecting performance and their 

relationship. 

2. Structured diagrams for structuring the factors hierarchically. 
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3. Analytic hierarchy process for quantifying the effect of the factors on 

performance. 

The selection of the tools used in the method was explained in Chapter 4. 

In a dynamic environment the interdependency of factors affecting performance is 

more eminent. Consequently, it is important to understand the interaction of factors 

affecting performance, and the QMPMS can be a good method for this purpose. Using 

the QMPMS, both the direct effect and the interaction effects of a factor on other 
factors can be identified and quantified, which will lead to a better understanding of 

the relationship between factors affecting perfon-nance. 

The QMPMS can help decision making in allocating resource for improving 

performance. In order to gain maximum improvement, it is important that resources 

are allocated to activities which have the highest effect on performance and, by using 

the QMPMS, activities which have the highest impact on performance can be 

identified. 

The biggest problem in implementing the QMPMS is to get consensus amongst 

managers on pair-wise comparison questionnaires. As performance measurement may 
involve many people who carry out different functions, completing pair-wise 

comparison questionnaires will usually also involve a group of people and getting 

consensus amongst the members of a group can be very difficult and time consuming. 

Experience gained from the implementation of the QMPMS at the Inland Revenue, 

Cumbernauld, showed that, intensive discussion amongst the member of the group 

usually occurs when a group of people involve in completing pair-wise comparison 

questionnaires. In the discussion each member of the group may explain what are 
his/her tasks, the objectives and the constraints of the tasks. Each member of the group 

can learn about each other's tasks, objectives, constraints, and understand better the 

nature of the company's business. This can make consensus amongst the member of 

the group more easily achieved. If consensus cannot be achieved, the group decision- 

making model of the Analytic Hierarchy Process can be used. 
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Research Question 2: 
Tr- 
, now can the effects offactors on performance be consolidated and expressed in a 

single performance indicator? 

This question was addressed in Chapter 5. 

As mentioned earlier, a performance measurement system involves a large number of 

factors affecting performance. The factors are multi-dimensional. It is important to 

aggregate or consolidate the measures and express them in a single performance 

indicator. As a result, management are only supplied with a limited number of 

consolidated performance reports, this saving time in analysing reports. Consolidating 

performance measures into a single performance indicator also makes it easier for 

decisions to be made. 

The method for consolidating performance measures used in this research is very 

simple. For each performance measure, the achievement is compared to its target. If 

the achievement meets the target exactly, the value of performance indicator is 100 

and is computed using this formula: 

Performance Indicator = (Achievement / Target) x 100 

if there is more than one measure, the composition process of the AHP is used to 

consolidate the measures. 

Nowadays, consolidation of performance measures is an important issue. As the 

internal and external environments of an organisation become more dynamic, there is a 

tendency for an organisation to use many performance measures to control its 

operations. it is important that they are consolidated into a single performance 

indicator representing the performance of a business process or business unit. Using 

this method managers are only supplied with a limited number of aggregated 
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performance indicators. However, managers should avoid practising 'management by 

number'. Any suspicious data should be investigated to uncover the real situation. 

Research Question 3: 

How can the method developed be extended to reduce the number of performance 

reports? 

This question was addressed in Chapters 5 ano 6. 

Neely et al (1995) identified one of the challenges of performance measurement 

systems, i. e. how to reduce the number of performance reports. A taxonomy of 

performance measurement has been developed in this research that can be used to 

classify the factors affecting performance into the categories 'critical', 'intermediate' 

and 'minor' and to determine the frequency of measurement of each category of 

measure. Measurement and reporting of performance measures should be prioritised to 

critical measures. Using this method the number of performance reports can be 

reduced significantly. As indicates in the first case study in Chapter 6, out of 46 

performance measures, only 16 needed to be measured on a daily basis (or less), and 

the remainder measured either on a weekly or monthly basis. 

Performance measurement is dynamic in nature. If the environment changes, the 

category of measure may change. A measure which currently falls into a critical 

category, May, in the future, change to other categories. Consequently, it is important 

to carry out a periodic review of performance measurement systems. Using this 

method, any required changes can be identified immediately. 

Research Question 4: 

Is the QMPMS valid and can it be applied comfortably to real cases? 

This question was addressed in Chapter 6. 
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Chapter 6 of this work presents experiments to test the validity, stability and 

applicability of the QMPMS. The results of the experiments show that the validity and 

applicability of the method are quite good, even though the statistical test did not prove 

that. The researcher considers that due to the size of the sample is too small the use of 

the statistical test in this experiment is not appropriate. On the other hand, the mean 

percentage of deviation of the QMPMS performance from the actual performance is 

quite low - less than 4 percent. However, the QMPMS must be modified if the 

business environment of the*organisation changes. The experiment at an electronics 

company which is presented in Chapter 6 showed that the business environment of the 

company changed in January 1998. In this context, it is important to be able to identify 

quickly when the environment changes and modify the QMPMS immediately. 

The validity of the QMPMS cannot be tested using regression analysis, since the 

concepts of the QMPMS and regression analysis are different. The concept of the 

QMPMS takes into account the importance of criticality of the independent variables, 

while regression analysis does not. Consequently, we can not use the regression 

analysis to explore the robustness of the QMPMS. 

In the experiment carried out in this research the validity of the QMPMS is quite good, 

perhaps because the problem (production cost per unit) was simple and the relationship 

of the factor was very clear. In the author's opinion the case selected benefited well 
from the performance of the QMPMS. The author also believes that in other cases the 

QmpMS will perform well so long as the managers have a good understanding of the 

nature of the problems and are experienced in using the QMPMS. However, it is true 

to say that the QMPMS should be tested on other cases to identify its validity. 

The applicability of the QMPMS has also been tested by implementing the method to 

prioritise and consolidate performance measures at the Inland Revenue, Cumbernauld. 

it was found that the QMPMS is easy to understand and implement. The facts that the 

Inland Revenue, Cumbernauld can implement the QMPMS successfully without 

significant assistance from the researcher and the managers of Inland Revenue, 
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Cumbernauld feel very happy with the results of the implementation prove that the 

QMPMS is applicable to real cases. 

Research Question 5: 

Is the QMPMS stablefor a reasonable period of time? 

This question was addressed in Chapter 6. 

The experiment carried out at the electronics company found that the QMPMS seemed 

to be stable for a six month period of time. However, as demand decreased 

significantly, the method did not perform well and modification was necessary. 

The stability of the QMPMS differs from company to company, i. e. a company which 

operates in a rapid changing environment will have a less stable performance 

measurement system compared to that of a company which operates in a slow 

changing environment. Therefore, it is necessary to identify the pattern of changes 

over past periods in order to be able to make appropriate adjustments to the 

performance measurement system. How to handle this problem will be addressed in 

the next research on the review of a performance measurement system. 

It is important here, based on the findings from the research undertaken, to address the 

critical assumptions proposed by Rangone (1996) which have been presented in page 

123 of this thesis. Rangone pointed out that to be successful in applying the AHP for 

performance measurement system, the following assumption should be considered 

carefully: 

1. The manufacturing departments to be compared should be homogenous in terms of 

manufacturing competitive priorities and performance measures. 
2. Competitive priorities and performance measures should be independent, not 

redundant and additive. 

3. The pair-wise comparisons made by managers should be fairly consistent. 
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4. The 1-9 ratio scale should allow the relative importance of competitive priorities 

and performance measures to be expressed well. 

The first assumption basically states that people should compare the similar objects. 

People cannot compare apple to orange. The author agrees with this assumption. It is 

important, when comparing the performance of two or more companies, to make sure 

that the companies are similar. In the context of the QMPMS, it is important when 

setting a target considering the performance of the best practice or the main competitor 

in that business. 

The author does not fully agree with the second assumption which states that 

performance measures should be independent, not redundant and additive. It is true 

that when identifying the measures it is important to make sure the measures are 

redundant and additive. These are the principal assumptions of the AHP. However, 

when business environment is becoming dynamic the measures are no longer 

independent. The interactions between measures occur. The experiment carried out at 

Seagate Distribution (UK) found that there were interactions between factors 

'Volume', 'Material and supplies cost per unit' and 'People related cost per unit' in 

affecting 'Total production cost per unit'. One of the objectives of this research is 

actually identifying and quantifying the interaction of factors affecting performance. 

The author agrees with the last two assumptions. These are also the principal 

assumptions of the AHP. The pair-wise comparison made by managers should be 

fairly consistent. To deal with this issue the AHP is equipped with a method for 

checking and improving the consistency of the judgements. Saaty (1994) pointed out 

that if the 1-9 ratio scale could not express the relative important of the measures, 

grouping the measures should be done. 

Research Method 

Another important aspect which needs to be highlighted is the design of the research 

method used in this work. As stated by Easterby-Smith et al (1991) no single research 
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method or strategy is ideal for all types of research. Consequently, acquiring 

knowledge and skill to be able to select the most appropriate research method is one of 

the most important outcomes of conducting management research [Buchanan, 1990]. 

In carrying out this research the author used the framework for selecting a research 

method proposed by Buckley (1976) as indicated in Figure 2.3 of Chapter 2. This 

framework systematically guide the researcher in selecting the appropriate research 

technique to be used. This technique is identified based on the following factors: 

9 Type of research questions 

* Research mode 

Research strategy 

Research domain 

The selection of the research technique used in this research is based on a systematic 

frarnework, not on intuition. This will reduce the errors in selecting the research 

methodology. 

Finally, the conclusions can be surnmarised as follows: 

The QMPMS developed in this research can be used to identify factors affecting 

performance and their relationship, and quantify the effect of factors on 
performance (research question 1). 

2. By comparing the achievement against the target and using the composition 

process of the AHP, the multi-dimensional measures can be consolidated into a 

single perfon-nance indicator (research question 2). 

3. Using the taxonomy of performance measurement developed in this research, the 

number of performance reports can be reduced significantly (research question 3). 

4. The experiments carried out in this research found that the validity, stability and 

applicability of the QMPMS are quite good (research question 4 and 5). 

5. A performance measurement system is dynamic in nature. Consequently, it must 
be reviewed periodically and adapted to suit changes in the business environment. 
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7.2 Research Contribution to the Knowledge of Performance Measurement 

Systems. 

The contributions this research has made to knowledge, especially to knowledge of 

performance measurement systems has been explained in the previous chapters. The 
followings are the summary of the contributions and where the contributions are 
presented in the thesis. 

Contribution 1: Provide a method for computing the interaction effect of factors on 
performance. 

A method has been developed in this research for computing the interaction effect of 
factors on performance. The computation of the interaction effect of factors on 

performance is carried out using a series of pair-wise comparisons, the same method 

used to compute the direct effect of factors on performance. Since the computation of 

the interaction effect is based on judgements this method does not require a lot of data. 

However, its accuracy depends on the accuracy of the input judgements. 

Stage 4: result no I Stage 5: J&B case study - 
(Figure 2.4) finding no I (Fig. ure 2.4) 

Seagate case study: J&B case study: learning ftom 
learning from positive positive aspects I and 2 
aspect I (Table 6.10) Contribution I (Table 6.5) "E 

a method for consolidating performance measures into a sinale 
1)erf, ormanceindicator- 

Factors affecting performance are multi-dimensional. It will be very good if those 

multi-dimensional factors can be consolidated into a single performance indicator. A 

method has been developed in this research to consolidate performance measures by 

comparing the achievement to its target. Consequently, the meaning of the 

consolidated measures depend on the target used. 
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Stage 5: Inland Revenue 
case study - findings no. 2 
and 3 (Figure 2.4) 

Inland Revenue case 
study: case study process - 
point I (Table 6.11) 

Inland Revenue case study: 
learning from positive aspects 
I and 3 (Table 6.11) 

Contribution 2 

Cont ibution 3: Develop a taxonomy of 12erfonnance measurement for reducing the 

number of performance reports. 

In this taxonomy performance measures are classified into categories critical, 

intermediate and minor depend on their effect on performance and their rate of 

changes. Critical measures should be measured most frequently while minor measures 

could be measured least frequently. 

Stage 4: result no. 2 Stage 5: J&B case study - J&B case study: learning from 
(Figure. 2.4) finding no. 2 (Figure. 2.4) positive aspect 3 (Table 6.5) 

uz into account interaction effect seems more important in 

ient for improvement than that in perfon-nance measurement 
d control. 

When conducting case studies, the concept of interaction effect was explained both to 

people of Inland Revenue - Cumbernauld and Seagate Distribution (UK). While 

manager at Seagate Distribution (UK) oust the general manager involved in this case 
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study) wanted to take into account the interaction effect in the method, managers at the 

Inland Revenue (4 managers) did not want to take into account the interaction effect in 

their model. It could be because the Inland Revenue wanted to use the model for 

monitoring and control purposes, while Seagate Distribution (UK) wanted to use the 

model for improvement, monitoring and control purposes. In performance 

measurement for improvement the subject under investigation is usually in critical 

condition (under performed), and therefore, a detailed analysis of what factor affecting 

performance is important. 

Stage 5: Seagate case 
study - finding no. 3 
(Figure 2.4) 

Seagate case study: learning 
from positive aspect no. 3 
(Table 6.10) 

Stage 5: Inland Revenue 
case study - finding no. 4 
(Figure 2.4) 

Contribution 4 

Inland Revenue case study: 
learning from positive aspect 
no. 7 (Table 6.11) 

ientiniz the 
_MPMS 

leads to better understanding of the nature 

of the b. 
_)usiness. 

Better understanding of the nature of the business may be achieved because of the 

following reasons: 
V When a group of people involve in filling pair-wise comparison questionnaires 

each member of the group may have different opinion about the effect of 
factors on performance. Intensive discussion may occur between the member 

of the group. Each member will explain what is her/his opinion and why does it 

so. This will lead to better understanding of other people's tasks, constraints, 

and objectives. (Chapter 6: Inland Revenue case study) 
V Using the QMPMS the performance of activities, business processes and 

business units can be reported in a single performance indicator. Then the 

periodic review of performance reports will examine why some units of 
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organisation were not performing well, while the others were. This will give a 

clear picture on how well each unit of the organisation is performing and why 

it so. The QMPMS provides a viewing glass to managers to see the 

performance of an organisation. 

Stage 5: Inland Revenue 
case study - finding no. 5 
(Figure 2.4) %1 

Inland Revenue case study: 
learning from positive aspect 
no. 5 (Table 6.11) 

Contribution 5 

ýr understanding of the nature of the business enable an 

se the number of performance measures into a manageable set. 

A years experience of implementing the QMPMS managers at Inland Revenue - 
Cumbernauld quite confidently decided that some of the measures currently monitored 

and controlled were considered not really had significant effect on performance and 

consequently should be dropped from the performance measurement system. Until the 

end of the financial year 1997/1998 the Inland Revenue - Cumbernauld used a total of 

130 measures to monitor and controlled their six business processes. Starting from the 

financial year 1998/1989 they cut down their business processes to three business 

processes and used 20 measures to monitor and control their performance. 

Stage 5: Inland Revenue 
case study - finding no. 6 
(Figure 2.4) 1. 

Inland Revenue case study: 
learning from positiv6 aspect 
no. 6 (Table 6.11) 

Contribution 6 
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Contribution 7: The QMPMS can be easily understood and implemented. 

The experiences of implementing the QMPMS shows that people from Inland Revenue 

- Cumbernauld and Seagate Distribution (UK) had no problem in understanding the 

concept of the QMPMS and implementing the method. 

Stage 5: Seagate case study 
- finding no. 2 (Figure 6.10) 

Seagate case study: learning 
from positive aspect no. 2 
(Table 6.10) 

Stage 5: Inland Revenue 
case study - finding no. 7 
(Figure 2.4) 

Inland Revenue case study: 
learning ftom positive aspect 

Contribution 7 no. 2 (Table 6.11) 

Cont ibution 8: The implementation concept of the QMPMS can be transferred to 

other people quite easily through trainin&. 

In the implementation of the QMPMS at Inland Revenue - Cumbernauld, a manager 
(project manager) of Inland Revenue - Cumbernauld has been appointed to work 

together with the researchers from the Centre for Strategic Manufacturing - University 

of Strathclyde (CSM) from the beginning of the project. To facilitate the 

implementation of the QMPMS, three people were trained for two days. The content of 

the training covered: 

V the concept of the QMPMS, 

V how to use the ExpertChoice software, 

V building performance measurement model using the QMPMS and the 
ExpertChoice software, 

,/ facilitating them to build the performance model of Inland Revenue - 
Cumbernauld for the financial year 1996/1997 (a copy of the training material 

will be included in the Appendices of the thesis). 

At the end of the training the trainees felt quite confident that they will be able to 

facilitate the implementation of the QMPMS at Inland Revenue - Cumbernauld for the 

financial year 1997/1998. The fact that the Inland Revenue - Cumbernauld now has 
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successfully built and implemented the QMPMS without any assistance from the CSM 

suggests that they have already had implementation expertise in the QMPMS. 

Stage 5: Inland Revenue 
case study - finding no. 8 
(Figure 2.4) 

Inland Revenue case study: 
learning from positive aspect 
no. 4 (Table 6.11) 

Contribution 8 

Cont ibution 9: The accuracy of the QMPMS is Food. 

The experiment at Seagate shows that for the periods of July 1997 to December 1997 

the accuracy of the QMPMS is good. The mean percentage of deviation of the relative 

change is 3.77 % for the direct effect model and 3.67 % for the combined effect model. 

In this case the accuracy of the direct effect model is not significantly different from 

the accuracy of the combined effect model. However, it is too early to generalise that 

the accuracy of the methods developed (QMPMS) is good for all cases. 

Stage 5: Seagate case study- 
Finding no. 4 (Figure 2.4) 

Stage 5: Seagate 
case study - finding no 
(Figure 2.4) 

Seagate case study: learning 
from positive aspect no. 4 
(Table 6.10) 

Seagate case study: learning 
from positive aspect no. 5 
jable 6.10) 

MPMS is stable for a considerable period of time. 

The experiment at Seagate shows that the QMPMS is stable from the period of July 
1997 to December 1997. When the environment significantly changes the QMPMS 

should be modified to adapt to the changes. 
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Stage 5: Seagate case study 
- finding no. 6 (Figure 2.4) 

Contribution 10 

Inland Revenue case study: 
learning from positive aspect 
no. 6 (Table 6.11) 

Cont ibution 11: The need and the ownership of the model have increased success in 

implementation of the model. 

The following may be the reasons why the implementation of the methods at Inland 

Revenue - Cumbernauld is successful: 

Inland Revenue - Curnbernauld has, for a long time, wanted to have the 

QMPMS-like method. It was discovered in the experiment that Inland 

Revenue, Curnbernauld wanted to have a single performance indicator for each 

business process and overall office. This was in line with Michael Heseltine's 

concern of the need of Civil Service to have a single performance indicator. 

The Inland Revenue - Cumbernauld feel that they own the model because they 

built the system themselves. In this case study the researchers trained three 

staffs of Inland Revenue - Cumbemauld about the concept of the methods and 

how to implement them. People from Inland Revenue - Cumbernauld then 

developed their perfon-nance model themselves. Since they developed the 

model themselves they feel that they own the model. 

Stage 5: Inland Revenue 
case study - finding no. 9 
(Figure 2.4) 

Contribution II 

Figure 7.1 shows the contributions of this research has made to the knowledge of 

performance measurement systems. In Figure 7.1 the contributions are indicated by the 

grey boxes. 

Inland Revenue case study: 
learning from positive aspect 
no. 8 (Table 6.11) 
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Background Theory Survey on Performance Measurement Systcm 

Problem Definition 

Detailed Literature Review 

rZ 

Developing a Quantitative Method for 
Performance Measurement System 

I 

V 0 CY 

0 

The findings of the case studies 

Taxonomy of 
Performance Measurement 

r. 

.2 
"0 

Method Method Method 
Validity Validity Validity 

Conclusions and Recommendations 

Figure 7.1. Research contribution to the knowledge of perforinance 
measurement. 
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7.3 Further Work 

Based on experience whilst conducting this research and the reSUItS, tllC 111thol- IMS 

found that the following issues should be addressed in future research. 

1. Implementing the QMPMS to various OPes of organisations to gajý 11 
information oil validity, stability and applicabilitY 

The validity, applicability and stability of the QMPMS have been testcd it, till-cc cýlsc 

studies. The results indicate that the validity, applicability and stability of tile Qm I)MS 

are quite good. However, it is important to carry out more experiments to test whether 

its validity, applicability and stability are also good in other organisations. 

2. Research on the dynamic nature of the QMPMS 

The experiments carried out in this research show the performance measurement 

system to be dynamic in nature. The system must change, however, as the business 

environment changes. In the QMPMS context, the changes to the model call be In tile 

form changes of the degree of the effects of factors on performance. It is important to 

identify the changes of the degree of the effects of factors on performance and review 

the model accordingly. 

3. Developing the neural network model for quantifting the ýffcvs offiictors on 

perforinance 

In the QMPMS, the outputs of the method are not the Objective value of tlic 

perforrnance, but the ratios of different criteria of perforniance. For example, if the 

performance of a particular process is determined by two important criteria - delivery 

and cost - the outputs of the QMPMS are not how long the delivery time and how 

rnuch the cost is, but how much the ratio is between delivery time and cost. The exact 

values of delivery time and cost are not known. 
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Further research can be carried out using the neural network niodcl to i(Iciltil'y the 

exact (not ratio) effect of factors on performance. Using the model, the cHco 01' the 

addition of more unit resources to particular areas on Financial and non-I-Inancial 

performance can be identified. 

4. Assessing the appropriateness of the weightings of the European Foundation 

Quality Management model 

The EFQM model assigns the weights of factors affecting business performance as 

indicated in Figure 7.2. Further research can be carried out to test tile appropriateness 

of the weights for particular types of industries. The QMPMS method and tile neural 

network model can be used to test the EFQM's appropriateness. 

Figure 7.2. European Foundation of Quality Management. 
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7.4 Closing Remarks 

This thesis presents the research on developing quantitative methods for pci-l'orlilillicc 

measurement systems. The methods developed In the research can be used to idclitify 
factors affecting performance, to quantify their effects, to consolidate pci-l'ornialicc 

measures and to reduce the number of performance reports. 

Following a review of the literature on performance meaSUrcnicnt systems and 

quantification of the effect of factors on performance, the author found that no model 

has been developed which identifies and quantifies the interaction of factors ý11'1'cctlng 

perfon-nance. The author also reviewed, in-depth, the multi-criteria decision analysis 

model, especially the analytic hierarchy process and from this review proposed a 

quantitative method for performance measurement systems using cognitive 111aps, 

structured diagrams and the analytic hierarchy process. 

The experiments carried out in the research to test the validity, stability and validity of' 

the method have shown that the method developed has good validity, is stable I'or a 

reasonable period of time and can be applied to a real problem. 
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The Indirect Effect of Level I Factors on 'On time delivery, Performance 
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The Original Data of Total Production Cost per Unit 
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APPENDIX B. 2 

Statistical Table for the Wilcoxon Matched-Pair Test 
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Level of Significance for One-Tailed Test 

. 025 . 01 . 005 

Level of Significance for Two-Talled Test 

. 05 . 02 . 01 

6 0 
7 2 0 
a 4 2 0 
9 6 3 2 

10 8 5 3 

11 11 7 5 
12 14 10 7 
13 17 13 10 
14 21 16 13 
15 25 20 16 

16 30 24 20 
17 35 28 23 
18 40 33 28 
19 46 38 32 
20 52 43 38 

21 59 49 43 
22 66 56 49 
23 73 62 55 
24 81 69 61 
25 89 77 68 

Source: Adapted from Table I of F Wilcoxon, Some Rapid Ap- 
proximate Statistical Procedures (New York: American Cy- 
anamid Company, 1949), p. 13, with the kind permission of the 
publisher. 
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Performance Measures of Inland Revenue - Cumbernauld 
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LMS. FlY 9&97 
: BpEAKDCMIN OF WANpowER & crIST BY CRITCAL PROCESS 

UU131 t, W 

PF40CESS VVOFK AREA M PAYSILL ACCOM OHG TOT& 
. 6ý- 

Administer PRP Tax Relief correctly & fairly PRPU 35.18 rL673,345 C70,345 0ý r E23,278 E766,966 
Sir Management 3.61 El 1 450 , 75 C10,075 EG, 01 I C128,5M 

TOTAL 38.79 E785.795 

: 

420 80. C29,289 M95,504 

Bank and account for Mon" collected ARPE 37.77 C593.911 E94,037 E25,596 E713.544 
IPT 101.33 El. 4T7,533 E196.614 Eel= E1,737,430 
PCK 9.22 El 36,726 E21,648 C5.893 El 54,267 
GRO 15.33 C244,556 E31,059 ltlo, qu C286,549 

NPB. E&R 9.61 El 42,608 E18,112 E5,376 El 67,096 
Repayments 7.58 El 26.878 E16,14 C5,673 El 48,665 

Bank Rec 4.54 C67,371 C5,557 E3,012 E78.940 
Bookis 13.58 E201.521 C25,594 C9,01 0 E236, M 
MAPS 5.30 E78,650 

1 

C9,989 C3,517 C9Zl56 
ll, rs 4.50 C66,778 C8,481 rL2,986 E78.245 

EirrManagairmnt 3.61 El 12.450 E10.075 E6.011 El 28,536 
TOTAL 212.37 E3,248,982 E442,280 E140,2911 C3,931.5S3 

Maintain accourtirIg record 0, laws invoices to rA Div (excl TUBS) 381.61 E5,915,285 E547,033 EM, 228 C6,700.546 

ollect Tguý National Insurance and Interest TUBS 18.81 C290,355 E119,4111 E9,303 C319,069 c MACRO 44.24 E715,974 ES1.494 C30,274 C827,742 
PAYE EoY Pons 1723 C297, W5 UZ962 E11,1126 C351.353 

NRL 11-16 El 96.525 El 5,943 E7,767 EM, 235 
Complisints 5.08 El 13,676 L10,248 E3.687 El 27.611 
DirectlDebits 4.68 W9.449 Es. em 0,110 E51.374 

IFILI 4.33 C9ZI06 E110,423 CZ092 El 04,621 
Snr Management 3.61 El 12.450 El 0,075 C8.01 I el 28,5W 

TOTAL 490.75 E7,803,085 V46,409 C311,593 C8.861,087 

Develop & ImPrws the business and Survey$ 2.57 e6Z517 C5,186 V. 866 E69.569 

performance levels Bulking SarAces 5.30 E100.466 E176,249 C9,449 E286.165 
300 (exJ Finance) 30.35 rL65I. Su E7ZI49 E28,344 rL75Z347 
SnrManagement 3.61 El 12,450 E10.075 

1 

E5,01 I El 28.538 
TOTAL 41.83 E927,287 CM, 659 C45,671 E12M. 617 

provide business & financial SuPPOIt services Building Services 9.2D El 74,395 E305,941 El 6,403 E496,738 
Finance Team 4.70 El 13.954 E12,685 C4,363 El 31,002 

CBS 97.16 E1.549,090 El 41.174 E42,312 E1,73Z576 
SnrManagsment 3.61 El 12.450 El 0,075 C6,011 Cl 28,536 

TOTAL 114.67 C1,949,889 E469.875 C69,089 CZ488. M 

prowide Human Resource management services MG 11.38 E225,11 95 E29,144 E7,584 EM, 223 
Personnel 8.08 El 96,6og E80,078 E8,597 E285 254 

rv, manaaement 3.61 El 12,45o 

1 

C10,075 E6,011 , Cl 28,536 
TOTAL 23.07 E534.254 El 19,297 C22,492 E676.043 

GRAND TOTAL 921.49 
1 

E15,249,292 
1 

CZ121,940 1 E618.426 El 7,989.658 

NUM; - 
-- Exdudes postage and Slatonery & Prkning - handled bY EDS but costs bOme bY AO CurnbernaUd 
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APPENDIX C. 2 

The Effect of Factors on Performance of Inland Revenue - Cumbernauld 
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Overall Performance of the office 

AnRetm 
(. 019) 

UvSchm 
(. 019) 

P&L-Acc 
(. 019) 

KeyRes Visits 
(. 135) (. 019) 

More5 ý 
(. 019) 

Less5 
(. 019) 

PRPTAX AnnRet 
(. 019) 

Com-App 
(. 008) 

An Ret 
(. 008) 

OP&Qly Sch Rul 
(. 045) (. 608) 

Compl. 
(. 008) 

Rec&krup 
(. 008) 

Gen-En 
(. 008) 

KeyRes >E10.000 
(. 154) (. 077) 

AllCheq 
(. 077) 

BNK&ACC Payslip 
(. 206) (. 01) 

NonPslip 
(. 01) 

Op&Qly RetAcc 
(. 051) (. 01) 

Postdate 
(. 01) 

Incorrec 
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overall performance of the office 
(. 01) 

OvPay2 
(. 033) 

KeyRes- ManChg7 
(. 134) (. 033) 

POSUCOM 
(. 033) 

Tlp. Call 
(. 033) 

OAS 
(. 001) 

Interest 
(. 001) 

Group I Repay 
(. 005) (. 001) 

GenEnq. 
(. 001) 

Suspens 
(. 001) 

Accur Brocs 
(. 001) 

Numeric 
(. 001) 

Group 11 CT61/ONZ 
(. 005) (. 001) 

Timtopay 
(. 001) 

TUBS --ý 
(. 001) 

Group I 
(. 005) 

Time 

OAS 
(. 001) 

Interest 
(. 001) 

Repay 
(. 001) 

GenEnq. 
(. 001) 

L Suspens 
(. 001) 

Brocs -.. 
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Overall performance of the office 
(. 011) 

ACCRECD 
(. 179) 

Quanbty 
(. 01) 

(. 001) 

Numeric 
(. 001) 

Group 11 CT61/ONZ 
(. 005) (. 001) 

Timtopay 
(. 001) 

TUBS - 
(. 001) 

Compin 
(. 001) 

Overpay 
(. 001) 

Group I Network 
(. 005) (. 001) 

Reconcil 
(. 001) 

Dishonou 
(. 001) 

TaxlNIC 
(. 001) 

Interest 
(. 001) 

Group 11 AvNumCas 
(. 004) (. 001) 

Tracing ý 
(. 001) 

NonFile 
(. 001) 

File -ý 
(. 001) 

Group I Arrange 
(. 006) (. 001) 

Cancel 
(. 001) 

Chairman 
(. 001) 

Adjudica 
(. 001) 

Speed jr Nilpay 
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overall performance of the office 
(. 001) 

Payorder 
(. 001) 

Except 
(. 001) 

Group 11 N. U. 1 
(. 007) (. 001) 

N. U. 2 
(. 001) 

Notify --ý 
(. 001) 

Posting 
(. 001) 

Comms 
(. 054) 

KeyRes AnnRep 
(. 108) (. 054) 

-IMPBUSS 
(. 144) 

OP&Qly 
(. 036) 

ProjWork 
(. 004) 

DeskPub Priohty 
(. 014) (. 004) 

10 days 
(. 004) 

Urgents 
(. 004) 

Secudty Check - 
(. 004) (. 004) 

NetOff 
(. 004) 

TIpCall 
(. 004) 

CustSat IntComm 
(. 018) (. 004) 

Person 
(. 004) 

Corresp 
(. 004) 

Cost -1 costeff 
(. 008) (. 008) 

1 

Telephon --4 Callers 
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OveraU performance of the office 
(. 008) 

(. 008) 

Keym 
(. 126) 

PostDist 
(. 008) 

Post Residual 
(. 031) (. 008) 

Despatch 
(. 008) 

Othres 
(. 008) 

Treasury 
(. 008) 

-Typing -J Standard 
(. 016) (. 008) 

IntPost 
(. 008) 

ExtPost 
(. 008) 

Counter 

11(. 

008) 

Filling Delivery 
( . 05 (. 008) 

Porterag 
(. 008) 

Urgent 
(. 008) 

SERVICE 
(. 167) 

L OtherReq 
(. 008) 

Replace I Worksta 
(. 008) (. 008) 

Security VehCheck 
(. 002) (. 002) 

SecuHty 
(. 002) 

Typing 
(. 002) 

Porter -ý 
(. 002) 

Accuracy --I Paper . 
( . 014) (. 002) 

Postal --. 
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OveraH performance of the office 
(. 002) 

Record 
(. 002) 

L Messenge 
(. 002) 

Machine 
(. 002) 

OP&Qly Tracing 
(. 042) (. 002) 

Misdirec 
(. 002) 

Speed PRPU 

1 

(. 014)1 (. 002) 

Copy 
(. 002) 

StdCopy - 
(. 002) 

Faxnofic - 
(. 002) 

Valefing - 
(. 002) 

Filelnte 
(. 002) 

Others TaxReorg 
(. 012) (. 002) 

Budget 

1 

(. 002) 

MIS 
(. 002) 

Switchbo 
(. 002) 

Recruit 
(. 031) 

KeyRes Training 
(. 093) (. 031) 

Equal 
(. 031) 

Notice 
(. 003) 

Skill ---ý 
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OveraH performance of the office 
Synthesis of Leaf Nodes with respect to GOAL 

Disbibubve Mode 

Abbreviation Definition 
GOAL 

10 days Introducing new/amended letters form-10 days 

>j: 1 0.000 Cheque banking >E10,000 day I banking 
Wed 7C RE -CD Maintain accounting records, issue invoices and collect tax&NII 
Accur Measures relate to accuracy 

Accuracy 
-Kc--h--Iýeve 

, gýd'--Judica 
-Kj-, Cýheq 

Achievement 
Handling complaints-revenue adjudicator, dealt with within 10 day 
99% of all cheques day I banking 

- AnRetrn al return % received within 60 days of due date 
-An: ffe--tý 

A-n-nýRep Publish 1995/1998 annual report by 30-09-96 
-Ann-R-et 

Arrange 
AvNumCas 

K&ACC 

Annual return examined with 28 days 
Arrangement within 10 working days 
Contain average number of cases on monthly list to no more than 
Bank and Account for money receiv 

Brocs, Brocs 

Budget Budget work 
-dfT6'l/ONZ CT61/ONZ 
Z'allers 
-d'ancel 

Chairman 
' 

Callers (workload 15850) seen within 10 minutes of arrival 

tw 

Cancelled arrangement (21 days) 
Dealing with complaints-Chaiman&Ministerial dealt with within in 

ut s0 rri 

heck -d 
d -o-m- --A p -P 

Comms 
Compln 

- 

Carry out management security checks 

Publish 1996/1997 comms plan by 30-05-96 
ýo n --D a Dealing with on payment computer input 

Z-orn-pl- 

COPY 
1 Corresp 

Dealing with urgent photocopy immediately 
-t-orrespondence survey 

cost 
-týo-st-eff- 

Counter 

Cost efficiency-achieve savings from all contracted services 
Counter request 

custsat Results of survey: customer satisfaction level 

Dataspan 
Delivery 
Uep'-, skPub 

ý 

Delivery to 107 points 
Desktop Publishing 

h -e-s np atc 
Dishonou Dealing with dishonoured cheques&BLAs ( asis 55,700) 
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0e of the office 
Equal Publish equal opps plan by 01-04-96 and meet all targets a p r 0 s h u b e qu 

Ergonomi I rg rTf r Ensure reports of ergonomic visits are sent to personnel service f 0 uf s r e n s u re p 0 

Except ce Cleadrig exception & rejection within 5 days (Basis 250,000). 0 .0 pt n e a ng e x 

Experi t offer at least 100 work experience placements at least 1 00 ffer at leas 1 00 

Experien 

I R 

ExtPost s reqi External post request xt mal post req, Exte mal p0t 

axnobc F xr gW fax notificabon timeously Dealing YwAth fax r f 

File cl le cases cl are Fi File cases clearreed within 12 weeks 

'; I-, ýt. Filelnte t rfil it ro M sterfile it roq M as Masterfile inte q erog-ations 

Filling 
-de--n -E 

ýn 

_d_e_n_E_nq. General enquiries 
-d-rou-p -I 

Ivuv ' "V, 
Group 11 11 r oup 
HRMSERV 

r 

Provide Human Resource Management Services 

!I MPBUSS P Develop and Improve The Business and Performance Levels 

In-House 
Incorrec Returning incorrectly completed cheques 

- IntCOMM internal communication survey 

IntPost internal post request 

I rest 
Intervie 

Interest 
Conduct career interviews within 2 weeks of request 
- -- -Ke-- yRes lZe yBusiness Results 

eyres 
Less5 

Key Business Results 

Application processed before start date received<5days before 

LivSchm Live scheme-rules examined 

I 
-ffa-CFrjn'e 

Management information system 
-Machinery and equipment-action within 1 day of fault report 

an hg7 Manual charges (workload 118876) dealt with within 7 days 

-ffe--ssenge 

Misdirec 
More5 
N. U. 1 

Messengers: tasks dealt with accurately 
Misdirected etc. dealt with day I 

Application processed before their start date received>5days befo_ 
N. U. 1 (Basis 42,000) % processed within 2 days 

-' - - 
N. U. 2-ý & 

. 
UU. 2 (Basis 72,000) 0%/6 processed within 2 days 

NetOff Network office survey 
------ Network Dealing with network unit book i9 cases 

Nilpay rocessing nil payslips within 4 days 

NonFile Non-files cases cleared within weeks 

NonPslip Processing cheques received without a payslip 

otice Give trainees at least 21 days notice of a course 

Notify Notifying payments in advance of Inv. Stts; to L. C within 5 days 
- - 

Numeric umedc RFI K 

OAS OAS 

OP&Qly 
OtherReq r 

Other related operational & quality objectives 
Dealing with other requisition 

0t rs 
Ot r 

thers 

? vpa 

Othres s 
ovPay2 Ov ym Over Fay. nent workload 289041 dealt with within 2 moriffis p 

_ __ " overpay Ile 11 a wit 0 .. -I Dealing with overpayment, unassessed taxes 
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OveraH, performance of the office 
P&L-Acc 

' 
Profit&lost account examined 

-VR-P-TýAX Administer PRP tax relief correctly and fairly 
-VR-P-Uý PRPU oacks compiled within 24 hours 

Paper Paperkeepers: items handled correctly 

ayEnq 
Payorder 

Deal with pay enquiries within I day 
Issuing payable orders within 3 days (Basis 80,000) 

Payslip 
Person 

Processing cheques received with payslip 
P ersonal callers survey 

Porter Porters: tasks dealt with accurately 
Porterag Porterage service 
Post 

-P70ýS%COM 

ostDist 

Post 
Dealing with poSt&computer output-all areas-withiR 28-days 
Post distribution service: Distributed within time frames 

To, ', stal 
Iyo'stdate 

Postal service: items dealt with accuratelyff-imeously 
Dealing with post-dated cheques and any accomp. time to pay req. 

Posting Posting payments on day of reEeived 
Prionty Priority targets agreed with customers 
projWork project work turned round within 20 days 
-du- an ti 'ty Measures relate to quantity 
R krup 

ý - jii6ýn-cfl 
- 

Achieving reconciliation of banFs titements 
- Fýe-EFrd Central records: requests dealt with accurateiy&timeously 

Recruit it and staff the offiý to meet manpower requirements 
epay 

Replace 
Repayments 

kiiidual 
'RetAcc 

E ICE 

Residual post next day livery 
-Processing cheques to retaining account 
Provide Business and Financial %support Uervices 

Security Carryout management security eckd 
Skill 
Special 

Confirm skills centre booking within 5 clays 
Deal with special leave applica Fions -within 5 days 

-S p-e e-d- Measures relate to speed 
-9-t-andard 
-' StdCopy 
Suspens 
Switchbo 

ý ýý 1iýýýj: :ý Standard typing ilim: 11; (1111, ., i 1ý iiiiii iii luded in JU5384) 
-Dealing with standard photocopy--w-it-h-in--4-ho-u-u-s------------- 
Suspensions 

switchboard services 
- --ý TUBS 

Target 

fU BS: NOV 96 
Target 

I Tax/NIC Tax/NIC 
-fa--xReor6-- Tax district reorganisation 

elephon 
Time Measures relate to time 

Timtopay Time to pay: June 96 

Tin-Call, 
Tlpcall 
Tracing 
Training 

Dealing with telephone calls wit, I seconds-all areas ------------ 
Telephone caller survey 
Tracing unemployement benefit d-etai-1s -fOr-t-ax-di-Str-ict-(B-as-is 
Publish strategic training and development plan by 01 -04-wo - - Treasury Treasury typing units (workload 305 38 4)---------- 

t-or t: aucarionat use only 
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Overall performance of the office 



APPENDIX C. 3 

Perfonnance of Business Processes and Overall Office of 
Inland Revenue - Cumbernauld 

(Absolute Performance) 
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OveraU performance of the office 
Synthesis of Leaf Nodes with respect to ACCRECD 

Distributive Mode 

Target . 512 

Achieve . 488 

Abbreviation Definition 
Target Target 
Achieve Achievement 

For Educational Use Only 
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uveran perrorinance OT irne orrice 
Synthesis of Leaf Nodes with respect to IMpE3USS 

Distributive Mode 

Target . 503 

Achieve . 497 

Abbreviation Definition 
Target 

- 
Target 

Achievjý Achievement 

t-or L: aucartonai use only 
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a Il PPd 

VVerdll Pe"UffndnGeoir tne omce 
Synthesis of Leaf Nodes with respect to SERVICE 

Distributive Mode 

Target . 519 

Achieve . 481 

Abbreviation Definition 
Target Target 
Achieve Achievement 
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--- II P_ P_I 

UVUFdli Pe[IUJ'Illdtl(; U Ui'tneomce 

Synthesis of Leaf Nodes with respect to HRMSERV 
Distributive Mode 

Target . 501 

Achieve . 499 

Abbreviation Definition 
Target Target 

' Achieý-e- Achievement 

t-or t: aucationai use Only 
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-ppa. see 

uveran Pef-[UFMdnE; e u[ ine omce 

Synthesis of Leaf Nodes with respect to GOAL 
Disbibubve Mode 

OVERALL INCONSISTENCY INDEX = 0.0 

Target . 512 

Achieve . 488 

Abbreviation Definition 
Target Target 

' Achieý-e- Achievement 

For Educational Use Only 
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APPENDIX CA 

The Annual Performance Reports for Financial Year 1998/1999 
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A. 0 CUMBERNAULD PERFORMANCE MEASUREMENT SYSTEM 1998199 
OFFICE SUMMARY 

I 
F--. --- averan Parfomance 

I 

rB. 
nmg Process -I 

Achievement &gajnstAbsolut8 PcrfOrma=t 'NfýF-Ulc"C 

Achievement against ReaRstie Performance 

Records Process 

Achievement against Absolute Performance 

Achievement against laansde Performance 

So ort Process * 

Achievement against Absolute Performance 

Achievement against Realistic Performance 

A. D. Cumbergauld Combined * 

Achievement against Absolute performance 

Achievement against Reautle Performance 

I A. hl *. 
I 

Quarter I r2 Quarter 3 Quarter 4 Cumulative 
Result Result 

-I 
Result 

I 

Result 

I 

Result 

I 

ý; I- 
Target 100-OSI 94.2%1 93.7%1 83.9%1 91.4%1 90.7 
ITIrget 1 

88-9%1 107-0%L 106.7%1 
- 

95.3%1 104.1%] 103.3%61 

ILO. o%l 911%1 97.5%1 
- 

94.3% 
se . 6%, 103.6%1 99-6%1 

. 
91.2%1 V. 8% 

1 
95.7%1 

100.0%1 97.1%1 
j2:, 4% 

86.8%1 100.9% 09.6% 95 

ITargat 

ITarget 
100.0%1 93.1%1 93.0%1 93.4%1 9; 9.7%T 9967% 

., 
g8-6% 1 105-9%1 106.2%1 

_ 
94.9%1 102.3% 

I. The A. C. Cumbernauld Performance Me&surOment System Is based on the principle that It has three critical processes. 

2. Irbess *processes* are Banking, Records & Support Services. 

3. The Board has decided for the purpose of this model that Banking Is seven times more Important than Records & Support, which 

are considered of equal Importance. 

4. Each process has various sub Processes which are exPIRIned more fully On their respective reports. 
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A. 0 CUMBERNAULD PERFORMANCE MEASUREMENT SYSTEM 1998199 
PROCESS - BANKING 

Absolute 
I 

Target. 
_ 

Realistic 
L Target 

Quarter I 

Result 

Quarter 2 
I 

Result 

I 
4u&rter3 

Result 

I 
barter4 

Result 

Cumulative 
I 

-Ifimultý 

customer Service - 

1. ChequOs > ZIO-000 banked Bay 100.0% 100.0% 98.4% 100.0% 100.0% 93.6% $9.8% 

99% oj all Cheques banked DaY I. 100.0% 99.2% 100.0% 100.0% 100.0% 93.6% 9&4% 
L 

Quality improvement - 
LM questions answered positivelY. f an Q 

100.0% 97.0% 99.8% 99.7% 9U% 98.6% ". 11% 
1. %o . 

cost Efficiency , 
100.0% 70.0% 75.0% $1.3% 59.1% 97.11% 75.7% 

1. Fixed Unit Costs- 
100.0% 70.0% 196.6% 89.8% 70.6% 60% U. 6% 

2. Variable Unit Costs 

Sow process . 0verallperforMaoce 
Achievement 

B Target Quarter I Quarter 21 Quarterl! 
I 

Quarter& lCumuladva 

E 
Aebielsole"t a ailiEstAbsointoTaet- 

Absolute 100.0% 942% 93.7%1 83.9%1_91.4%1 90.7% 
a 

al, 
'hiEa 

tRallstiT, t. 
JRORUSU 98.9% 107.0% 106.7%1 95.3%1 

_ 
104.1%[-103.314 

A616TOMOut a alnStRealisticTs. at- -- 

d 

process - Gm hs 

Acble"-. 1 ag. l. st R. &H. 0c Pftfý&. m 

too 00% 

--------------- 9590% 

9000% 

ý\ 
----- -- -------- $Soo% 

to OD% ----------------------- 

7500% 1 Q. ý. 34 
Q.. ý I Q.. w 

AbOI 

C- 

I-. - 
i. I 

IOSW% ----------------- 

loooo% -- ----------- 

�o, o, ' 

10 
------ ----- 

sio, % - --------- ----- -. 

30.1 Q. - 1 Q. ~ 2 Q. «m 4 

lank 

1. TbO Banking process is considered to be seven times more Important than than the other two Critical Processes. 

2. it has three sub-processes which for the purpose of this model are considered to be Of equal Importance. 

3. loth the Customer Service & Cost EfflceOcY elements hive two sub-processes which have been'weighted' as follows. Customer Service - equal Importance, 

'fricency - 
Fixed costs are considered to be seven times more Important than Variable Costs. 

CostF 
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A. 0 CUMBERNAULD PERFORMANCE MEASUREMENT SYSTEM 1998199 1 

PROCESS-RECORDS 

lRecords Irocess - Key Results 
-- 

I 
AbSolute 1: 11! ýii Us Ic Iiiiiiji irter 11 4uartai! I anioill 4--IwkrUtef 4 Camohdvo 
Target Target Result 

ý 

Result I Result Result Re"It 

I 

Customer Service - 
1. % of Correspondence dealt with within 28 Days. 100.0% 94.0% SL5% 95.0% 96.7% 97.4% 96.0% 
Z% of pRp Applications processed within 5 Days. 100.0% 97.0% 100.0% 100.0% 100.0% 100.0% 100.0% 
&% of pitp Applications processed over 5 Days. 100.0% 99.0% 100.0% 100.0% 1010% 100.0% 100.0% 

guanty improvement 

1. % of all QIM questions Answered positively. 100.0% 97.0% 97.3% 96.1% 96.6% 9G. 7% K6% 

CompHanCO * 
1. % of Annual Returns received within 60 Days. 100.0% 80.0% - 91.4% 80.6% 91.1% 77.7% $0.3% 
Z% of Annual Returns OTRUJIned Within 28 D&YL 100.0% 90.0% 97.5% 96.6% 91.9% 9"% M% 
& profit & Loss Accounts examined. 1010% M6% 118.5% 125.9% M% 81.5% 100.9% 
,L cases selected for Employer Compliance Unit. IO(LO% 100.0% 15&4% 102,4% 912% 48.0% IKO% 

Cost Efficiency - 
1. Find Unit COSM 100.0% 70.0% 59.1% 58.3% 513% 51.2% SM 
I Variable Unit Costs 10110% 70.0% M8% 87.4% W% 39.8% SM 

[výrdqpmrAqs 
-ovemn performance 

F. -,. I. voimoint affibist Absolute Tmet - 
LA t., It ýR. a-tir TL- ýI_t - 

Achlew meat 
Target Quarter I Quarter 2 Quarter 3 Quarter 4 Cumulative 

Absolute 100.0% 91.2% 97.5% 7704% 90% 
98.6% 103.6% 99.5% 911% 87*9% W? % 

ocess . Grapbs I 
Alhielm"I Ab. l. le Wý. ý 

goo ý-I 

OD% ---------------------------- 

90 OVA ------------------------- 

$500% ---------- ------------------- 

1000% -------------- ----- --- 

7500% ---------------------- 

7000% 
Qý. I Qý 2 ()ý. 3 Q... 4 

Achievement against Realistic p"femance 

los OD% 

IWW% 

95 OD% 

90 WY. 

Mom 
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Records Process - Notes 

1. The Records Process Is considered to be seven times less important than the Banking Processes but equally as important as the Support Process. 

L it has four sub-processes which for the purpose of this model are considered to be of equal Importance. 

3. An the elements bavO sub-processes with the exception of 4uaUty. These sub-process are Considered to be of equal Importance within their area 

except for Cost Efficency where Fixed Costs are considered to be seven times more Important than Variable Costs. 
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A. 0 CUMBERNAULD PERFORMANCE MEASUREMENT SYSTEM 1998/99 1 
PROCESS-SUPPORT 

I 

i IR-nnnProcass 
- Kay Results 

I 
Absolute i Quartef2 I 4uArt4r3 QuartGC4 Cumulative 
T. rget Result Result RI 1: 

1 

agnif 

1 

customer Service - 
1. S of Personal Callers attended to within 10 minutes. 100.0% 97.0% 100.0% 100.0% 100.0% 100.0% 100.0% 
z. % of all Telephone Calls answered within 15 seconds. 100.0% 90.0% 90.7% 922% 94.0% 23.0% OU% 

Quality improvement - 
1. % of all 4.1-M questions answered positively. 100.0% 97.0% 99.1% 94.7% 9&4% 99.6% 97.6% 

Cost Efficiency , 
1. Filed unit Costs. 100.0% 70.0% 61.4% 91.2% 62.0% U. 4% 74.2% 
L variable Unit Costs 100.0% 70.0% 167.2% 96.8% 39.3% 30.6% 93.1% 

chlovement 
Target Quarter I Quarter 2 Quarter 3 Quarter 4 muladve 

1 
AchlOvOmeut against Absolute Target - 100.0% 87.1% 94.2% 

- 
92.8% 91.0% 87.6% 

IL eve it 't alost Realistic T et. 
-9% 

t eaý 
E::: 

- 
95 105.5% 101.7% 

EAChMIOTOWEDeVitt 

a 

E&lnsR 

96.9% ion 9% Inq R. 
J 

-Graphs I 
Aebievemstal against Absolute PWOM-N" 
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Support process 

1. The Support process is considered to be seven times less Important than the Banking Processes but equally as important as the Record Process. 

2, It has three sub processes which for the purpose of this model are considered to be of equal importance. 

3. Both the Customer Service & Cost Efficency elements have two sub processes which have been'welghted' as follows, Customer Service - equal Importguce. 

Cost Efficency - Fixed Costs are considered to be seven times more Important than Variable Costs. 
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