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Abstract

This thesis reports optical absorption and luminescence studies of

i3+ doped glasses and ionic crystals and of Cr3+-d0ped glasses.

The ion-lattice coupling of Ti3+* in ALo03 YAL03 and YAG was studied

via the temperature dependence of the optical spectra, the different
coupling strengths being reflected in the optical properties of
these systems. A comparison of the relative quantum efficiencies
in these crystals showed that the excited state decay of Ti3* in
YALO3 is purely radiative up to T = 300K, in contrast to the
behaviour in AfL;03 and YAG. Absorption and time resolved
luminescence measurements were also carried out for Ti3* doped
phosphate glass of different Ti3* concentrations, which showed the

importance of inhomogeneous broadening in such materials.

An important component of this study was concerned with cr3+ doped -

glasses, where in addition to the general absorption and
luminescence, the site selection spectroscopy and time resolved
techniques were carried out. The 2E 9 4A2 transition was
investigated wusing the fluorescence 1line narrowing (FLN) to
understand the structural and dynamic properties of the
homogeneously broadened transitions, which are normally obscured in
glasses by the inhomogeneous broadening, the origin of which lie in
the disorder nature of the glassy materials. The ~ distorted
symmetry of the high field sites was investigated using Zeeman

spectroscopy coupled to the fluorescence line narrowing, where the

(1)



Zeeman splittings of the 2E 4A2 transitions were measured to
reveal weak trigonal distortion of the predominantly octahedral

symmetry in these glasses.
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CHAPTER ONE



1. TRANSITION METAL IONS DOPED LASER MATERIALS

1.1 Introduction

The propefties of optically active centres in solids have been the
subject of study for several reasons. Firstly, such centres have
electronic states separated by energies of the order of few electron
vélts, and the absorption and emission of electromagnetic radiation
involve photons of visible or near visible light. Secondly, the -
optical spectroscopy can be regarded as a probe of the environment
at the dopant ion site,” giving information about the structure and
propertieé of the electronic states and their interaction with the
ions of the host latticé in which they have been incorporated.
Thirdly; fhey are of technological importance in the new and fast

growing fields of solid state lasers and opto-electronics,

No perfect solid is known in nature. All solids contain growth
imperfections, impurities, vacancies, or dislocations. Such
defects in solids change their optical properties, by creating
energy levels in the band gap between which optical transitions take
place as a consequence interaction with an electromagnetic
radiation. The colours of different solids are due to their
absorption of certain wavelengths when exposed to white light; a

process of subtractive colouration.



A host material containing transition metal ions is usually absorbed
weakly in the wvisible, making possible transmission of the
luminescence from the ion. As a general rule host crystals
readily accept substitutional impurities into thé crystal structure.
In particular, compounds like oxides, fluorides and other inorganic
insulators are suitable hosts for transition metal ions; since the
energy gap between the valence and the conduction bands is large,
such crystals are transparent in the visible region of the
electromagnetic spectrum. The transition metal ions (T.M.I.) which
substitute in many inorganic materials have an incomplete outer
shell, readily substitute in many such ionic crystals having energy
levels separated by less than the gap energy photons, so resulting
in an absorption and emission in the visible region. The rest of
this chapter is devoted to reviewing the developments of tunable
solid state laser materials, in particular, the spectroscopy of
(T.M.I.) doped in crystals and glasses. The characteristic energy
levels of those materials have been considered using static crystal
field theory to calculate the splitting of energy levels in crystal

fields of different strength and symmetries.

In chapter 2 we consider the effects of dynamic lattice and showed
how the electron-phonon interaction modulates electric transitions

yielding vibronic transitions (broad bands) as well as pure




electronic transitions (sharp 1lines). The origins of such
transitions is discussed. A description of the experimental
techniques used in this study is given in chapter 3. The optical
properties of Ti3+-doped crystals and glasses is given in chapter 4.
Particular attention 1is given to the polarized emission and
absorption characteristics of 113*, doped sapphire (Af03) Ti3+:YAG
(Y3A25092), and Ti3*:YAP (YAL03) crystals. We also measured the
effect of temperature on the bandwidth of the broadband emission of
the Ti3*:doped crystals. Phosphate glass doped with Ti3* ions of
different concentrations have been studied using time resolved
spectroscopy and decay rate measurements. In chapter 5 we discuss
the behaviour of Cr3* ions dopants in several glass hosts studied
using standard absorption and emission spectroscopy to understand
the effects of the glass host compositions and the temperature on
the shape of the optical spectra, type of 1luminescence and the
efficiency_ of the emission. Time resolved spectroscopy has been
used to differentiate between different sites occupied by Ccr3* in
those systems. Chapter 6 is devoted to the application of
Fluorescence Line Narrowing (FLN) to the energy level structure of
Cr3+:g1ass systems, which cannot be recognized by conventional
optical techniques due to the gross inhomogeneous broadening of the
2g 4 4A2 transitions in glassy material. An overall conclusion of

the results yielded is presented at the end of this study.



1.2 Tunable Solid State Laser Materials

Although the essential idea of stimulated emission was introduced by
Einstein a long time ago,[1] the research into 1lasers didn't
materialise until Schawlaw and Townes[2] considered the necessary
conditions for population inversion in the three and four-level
systems. These workers also considered the precise mechanism by
which inversion could 1lead to amplification of the stimulated
emission in the microwave, infrared and optical regions. The
acronym LASER means light amplification by the stimulated emission
of radiation. In the first 1laser, discovered by Maiman(3] 15
(1960), the gain medium was a solid ionic crystal (Ruby). The host
crystal (AZ;03) was activated by the transition metal ion (Cr3+)
which gives rise to a sharp (R-line) red emission at (694.3 nm).
Some three years after the discovery of the Ruby laser, the first
tunable solid state laser action was achieved at Bell Laboratories
by Johnson et al.[4] who used Niz*:Mng. ~ This was followed by
developments of the theory of laser action ending on a higher
vibrationai level of the ground state,ls] as well as the employment
of many other Ni2* and Co2* doped crystals.[6,7] After the
discovery of Nd:YAG and dye lasers, the work on tunable transition
metal ion laser crystals slowed down, till the late 1970s, when J.C.
Walling et al.[8] developed the Alexandrite laser. This laser
system is broadly tunable in the wavelength range 710-820nm and
operates at room temperature. There has since been a resurgence

of the interest in



solid state laser materials, mostly on the trivalent ions cr3+ and

Ti3*, and on divalent ions like Ni2+, Co2+ and v2+,

Rare earth ions with their 4f electronic shell shielded by the
higher 55 and 5d shells, have a weak interaction with the host
lattice, so the emission from these ions is mostly as zero phonon
sharp lines. The one exception appears to be the 4f ion Ce3+
which interacts more strongly with the host lattice. At present
Ce:LaF3 operates on the shortest laser emission wavelength,
A=285.5nm, [9] Other rare earth ions such as Ho2* and Sm2* also
based on sharp lines just as in sz*:Can;[1°] where vibronic lasing
action is achieved[”]‘ at low temperature. In 1974 Johnson et
al.[12] obtained room temperature tunable laser action from the
Ho3*:BaY2F8. These last two examples involve sensitization of the
laser action by Er and Tm which act to enhance the absorption of
light. Other laser systems includes <colour centres and
semiconductor lasers.[13] Transition metal ions differ from the
rare earth's, because of the strong interaction between electrons in
the outer shell (3d) of the ion and the host lattice vibrations
(discussed in detail in chapter 2). Many important parameters suéh
as laser wavelength, gain cross section, and the nature of laser

operation (3 or 4-level) change with different hosts. [14]

Transition metal ion (T.M.I) doped solids have the potential as
lasers tunable in the red-infrared spectral range. The (3d3) ion

Cr3* has been



doped into such hosts as garnets (e.g. GSGG, YGG, GSAG... etc.),
Chrysoberyl (BeAf04) and the weak crystal field material (ZnWO,).
Unlike Cr3+*:YAG and ruby these materials could be tunable utilizing

the broad 4T2 + 4a, transition.

The other interesting transition metal ion is Ti3*+, which has only
one electron in the outermost shell (3d1). When doped into sapphire
(A2503), Ti3* emits into a very broad band giving a wide laser

tuning range between (660 to 1060 nm) at room temperature.[15]

Two other crystals and one glass host for Ti3*, YAG, YAP and
phosphate glass have Seen studied by the author. Laser action in
some ion-déped glasses was reported early in the 1960s using Nd, [16]
Yb and Gd[13] for which the line emission was broader than its
counterpart in the crystals. Transition metal ion doped in glasses
may be of importance in the developments of new solid state lasers
(see chapter 5). However, the drawbacks with glassy laser
materials are the low thermal conductivity, small quantum efficiency
and efficient non-radiative decay from the excited state. More
comprehensive studies of glass structural properties might lead to
improvements in the growth and formulation of optical glasses, which
in turn could reduce the advantages that crystal lasers havevover
glasses, especially in terms of cheap, large samples of laser
material. On the other hand a growth of cryséallites in glass
matrices (ceramics) also promise improvement of the quantum yield

for laser action. Transition metal ion doped materials offer the



potential for high energy storage and high pulse and output

power.

This potential derives from the low oscillator strength of their
laser emission bands, and consequently the slow rate of spontaneous
emissioﬁl It also derives from the fact that the host materials
are often hard, durable, stable, and 1longlived with high thermal
conductivity (with the exception of glasses). On the other hand
the low oscillator strength has a disadvantage which is the 1low
gain, and the need for highly efficient cavities. Activities in
crystal growth and some theoretical methods for new laser material
selection[16] are proceeding with more intensive spectroscopic and
structural studies to find new candidates for laser action and to
optimize the optical properties for the current laser materials.
Tunable transition metal ion lasers are now covering the range from

660nm to 2280nm (see figure (1.1)).[17]

Tunable lasers based on solid state materials become important in é
. number of épplications, including spectroscopy, remote sensing and
LIDAR, Several of the new solid state lasers offer broader
tunability and higher output powers than the more common tunable dye
lasers. Some devices operate in wavelength regions not accessible
by dyes. The study of tunable solid state lasers has helped to
stimulate basic research in transition metal ions and colour centre

physics, as well as challenging the technology of crystal growth.
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1.3 Transition Metal Ioné as Active Centres

Transition metal ions are characterized by an incomplete outer 3d
shell and in consequence a number of low lying energy levels between
which optical transitions can take place. These ions when added
in a low concentration to an insulating material make them optically
active. because the (3d) electrons are not well screened from the
electrostatic fields of the ions in the crystal, their spectroscopic
properties are strongly influenced by their environment, especially
by the vibrations of the ligand ions, These vibrations lead to
broadening of the optical transition and the optical spectra of
(T.M.I.) are characterized by both broad and sharp transitions.
Lattice wvibrations may also lead to non-radiative relaxation
processes from the excited state which could reduce the efficiency
- of luminescence. Transitions within (3&3 configuration are parity
forbidden, because they belong to the same electronic configuration.
In the case of the R-line emission of the (3d3) configuration, i.e.
the 2E + %A, transition, they are both spin and parity forbidden,
and the radiative 1lifetime is typically of the order of
milliseconds. If the transition is between two states of the same
spin multiplicity then the singly (parity only) forbidden
trénsitions are one or two orders of magnitude stronger (see section

(2.5)).



The dominance of one process or another is illustrated by the
simplified energy level diagram of (3d3) (T.M.I.) in octahedral
crystal field [18] (figure 1.2) where only two excited states are
shown. This diagram is drawn for normalized energy of the 1low
lying states, and the normalized energy of the state E/B is plotted
against the normalized strength of the electrostatic crystal field,

Dq, the constant of normalization being (B), the Racah parameter.

It can be seen that the 4T2 ) 4A2 transition will dominate in
materials where (Dg/B) is below the crossover point (shown with the
dashed line), i.e. below 2.2, this case described aé the low field
- case. Materials with (Dq/B) values > 2.2 are referred to as high
field systems. Intermediate cases have values near Dgq/B = 2.2.
Cr3* in BeAl,04, the garnets and different glasses are examples of
this situation, typically both transitions being seen at room

temperature.

1.4 Classification of Materials

The case of the (33) ions (Cr3*) will be used to demonstrate the
classification of materials according to the crystal field strength,
Table 1.1 shows the three types of crystal fields where (A) is the
energy difference between (4T2) and (2E) levels. The value of (A)
can vary by some (% 2500 cm-1), [19] For ruby A =~ 2300 em-1, while
for Alexandrite (Cr3*:BeA£204) it is =~ 800 cm-!, and vibronic

emission is predominant in the case of Cr3+ doped elpasolite



(Cr3":K2NaScF6) in which A = -1000 cm-1,[20] In Cr3+:glasses the
Dqg/B value covers a wide range of values corresponding to an
intermediate to 1low crystal field which categorizes them as
candidates for broad vibronic transitions. The effects of crystal
fields on the splitting of the free ion energy levels and the
nature of the transitions between these levels will be explained in
detail later. However, it is noted by Jorgensen[21] that, when
the ligaﬁd ion is fixgd and the transition metal ions varied, the
energy difference between the (tzg) and the (eg) orbitals of a
single electron in cubic crystal field, i.e. 10 Dg increases in the

following order:
Mn2+ ¢ Ni2* ¢ Co2* ¢ Fe2+ ¢ v2+ ¢ Fe3* ¢ Cr3+ ¢ v3* ¢ Co3* ¢ Mni+,

In octahedral coordinates, where six negatively charged ligand ions
are equidistant from the central T.M.I., then the sign of the
crystal field potential is the same as that calculated for a case
of negative point charges (see Fig 1.3). The potential at a point

(x,y,2z) at a distance r << R from the centre is(22].

4
gg + §§2§_ (x4 + y4 + z4 - %) + higher terms (1.1)

4R

Vix,y,z) =

where R is the interatomic distance. In equation (1.1) the first
term of the equation has no angular variation; it changes the energy
of all d-eléctrons on the central ion by the same amount. while
the second term gives rise to a spin operator term. Most

importantly it may be shown that (Dq) varies with the interatomic

10
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distance .(R) as (R-9) implying that compounds with larger

interatomic spacings are in general characterized by lower fields.

1.5 Concentration Quenching

When (T.M.I.) are doped into a host material in low concentrations,
they may be considered as isolated optical centres, each one acting
independently of all others. It is well known that luminescence
efficiency decreases if the activator concentration is increased
above a certain value, the so-called critical concentration (Xo).
This phenomenon is called the concentration quenching; as the
concentration of the ions increases, individual ions begin to
interact electrostatically. As a result the energy of one ion may
be transferred to a neighbouring ion. All explanations of the
concentration quenching involve in one way or another the phenomenon
of energy transfer. Consider two luminescent centres (A) and (B):
if we excite into the centre (A), this excitation may be transferred
to ion (Bi. Disregarding the obvious case of energy transfer by
radiative processes we consider a transfer to occur non-radiatively.
A condition for transfer to occur between (A) and (B), One of the
energy levels of B must be degenerate with the excited level of

(A), as illustrated in (fig 1.4).

The interaction between the two centres may proceed via two

essentially different mechanisms, (i) by Coulomb interaction between:

the particles of (A) and (B), the only possible interaction if the



two centres are so far apart that their charge clouds do not
overlap, and (ii) when the charge clouds do overlap, transfer may
also occur by exchange interaction between the electrons of (A) and

(B).

A general theory of the concentration quenching was proposed by.
Dexter and Schulmannl23], Their model assumes that when the dopant
concentration increases above the <critical concentration, the
distance between the dopant ions becomes so small that the energy
transfer between these ions occurs enabling the excitation to
migrate through the crystal until it reaches sites at which
de-excitation may occur non-radiatively. These sites (Killer
sites) may be other impurities, defects, surface sites, etc..., all
of which may be present in a real crystal. An example is.
(Cr3+:a2,03), where it was found[24] that the excitation migrates
from one isolated (Cr3*) to another isolated (Cr3+), until in the
vicinity of (Cr-Cr) pair to which it transfers its energy
non-radiatively. It was found[25,26] that for crystals with (Cr3+)
concentrations of (0.3-0.4) atm % transfer between isolated ions
vanishes. Finally, for many transition metal ion-doped solids it
was known that a decrease in the decay time as well as a reduction
in the quantum efficiency, as the concentration of the dopant ion
increases, obviously such factors may limit possible laser

operation.
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1.6 Energy Levels of Transition Metal Ions in Solids

1.6.1 The free ion

The transition metals (iron group) are the elements after Ca(40) in
the periodic table when the (3d) shell is being filled. In ionic
solids such elements use the outer (4S) electrons and ~some (3df
electrons in forming ionic bands, so the resulting electronic

configuration is:

1522522p63523p63d"  where (n < 10)
In table (1.2) we can see some of the (T.M.I.) with their
electronic configuration. The partly empty (3d) shell of these
ions has a number of energy levels between which optical transitions

take place.

Table 1.1 Classification of materials according to the crystal field

Transition Type of Field Dg/B A(415-2E) Type of emission
2g 4 4, High 2.2 >0 sharp line
475,28 4 4p; Intermediate ~2.2 ~0 mixture of sharp

lines and broad
band

4r, 4 4, ~ low 2.2 <0 broad band



Table 1.2 Electronic Configuration of some Transition Metal Ions

T.M.T. Electronic Configuration
Ti3* ' 152 252 2p6 352 3p6 39!
y3+ 332
v2+, crd+ 343
Mn3+ 334
Mn2+,Fed+ 343
Fe2+,Co3+ 346
Co2+ 3a7
Ni2+ 3a8
Cu?+ 339

As mentioned above the interaction between these (3d) electrons
{which are outside the ion core) and the electric fields of the

neighbouring ions (the crystal field) are very strong.

Because the crystal lattice on which the ions reside is not static,
each optical centre takes part in the vibrational motion of the
host. In consequence, the electronic 1levels are modulated by
lattice vibrations. It is convenient to consider theoretically the
states of the free ion, then to take the interaction with the
static neighbouring ions into account and then consider the effects

due to vibrational motion of the ion in the crystal. The energy

14



level (E) and the eigenfunction (y) of the ions are found in the

Schrdinger equation:

The free ion Hamiltonian (Hpy) can be written as:

HFI = Ho + He_e + HS_O (1.2)

where H, is the summation of the kinetic energy of electrons, and

the potential energy of the electrons in the nucleus field, i.e.

[pz ]
i
H = L |l=—+V (1.3)
° i |2m (R
2

1 e
H z r —
e-e 4«50 i3 rij

is the electrostatic Coulomb interaction energy between the outer

electrons

Hso = L3 (rg) 4405

is the spin-orbit interaction energy.

15



For atoms of 1low atomic number (2) the effect of the Coulomb

interaction Ho_, between the outer electrons is bigger than that of

the spin-orbit coupling.

To solve the wave equation for the free ion Hamiltonian (Eqn. (1.2))
it is treated as the unperturbed Hamiltonian since (as could be seen
in (Egn. (1.3)) (Hy) is the sum of a single electron terms, the
eigenfunctions of (Hg) are products of single electron
eigenfunctions characterized by the quantum numbers n, £, mp, mg.
When Coulomb and the spin-orbit interactions are included in the
Hamiltonian, the eigenfunctions are described by quantum numbers of
the total orbital angular momentum L= }: 'ii, total spin angular
i

momentum S = L S;, and the total angular momentum J=L+S. For

i
transition metal ions, the interaction among the (3d) electrons
results in the formation of electronic states which can be

represented by (25+1L;) and the representations are labelled

(s,p,D,¥,....) according to L = 0,1%,2,3,...

1.6.2 Static crystal field

When an ion is introduced into a crystal, the observed spectra may
include both sharp lines and broad bands, whereas for free ions
sharp 1lines only are expected. ' This suggésts that the
electrostatic field acting on the ion in the crystal is important.
This electrostatic crystal field reflects the symmetry of the

crystalline environment of the ion, and this symmetry leads to a

16



classification of each crystal field. Three .common crystal
arrangements are shown in figure (1.5). In octahedral symmetry
(lablled Q) a central cation is situated at the centre of the six
equally spaced, negatiye point charges (-Ze) each a distance of (a)
from the origin along the orthogonal axes ix, ty, #z. When four
negative ions are placed at the vertices of a regular tetrahedron at
the centre of which is the cation (figure 1.5(ii)). The crystal
field is said to have tetrahedral symmetry (labelled T4). In
figure (1.5 (iii)) the crystal field due to eight ions with equal
charge (-2Ze) at the eight vertices of a regular cube is said to
have cubic symmetry. The commonest arrangements found is of a six
neighbouring anions, slightly distorted from perfect octahedral
symmetry. Elongations or compressions along <111> direction of the

cube lead to trigonal symmetry and tetragonal distortions occur

17

along a <100> direction. More complex distortions lead to even

lower symmetry. However octahedral crystal field component is the

strongest and the weak component is the one of lower symmetry.

wavefunctions and energy levels in octahedral fields are usually
calculated first and then the weak lower symmetry crystal field
introduced using a perturbation theory. Hence an ion in a solid
which is subjected to an electrostatic field originating from the

surrounding ligands could be described by the Hamiltonian:

H = HFI + Hc (1.4)



Excitation Emission

Fig 1.4 Energy transfer process between two centres.

2_[“ 'x?‘

(i) (it ) (iii )

Fig 1.5 Some types of crystal symmetry
(i) octahedral (ii) tetrahedrai (iii) cubic



where H, is the crystal field Hamiltonian term which represent the
interaction energy of the outer electrons of the dopant ion with the

electrostatic crystal field.
The determination of the eigenstates and the eigenvalues of the
Hamiltonian in Egn (1.4) depends on the relation between the sizes

of the different components of that Hamiltonian.

1.6.3 The classification of crystal field

We mentioned above for free ions that the po#sible electronic states
can be represented by (25*1LJ) and these states are in the form of
(s,p,D,...). In a static crystal field the energy levels of the
ion are split by the crystal field. The way that these energy
levels split as the symmetry of the Hamiltonian is reduced can be
found from the character tables of the various symmetry groups.
For example, the effect of cubic crystal field in splitting the free

ion energy levels into a number of sublevels can be seen in table

(1.3). It is convenient to classify the strength of the crystal

field (H.) in terms of its magnitude relative to other terms of the

Hamiltonian, Egqn (1.4), three different situations arise:

18



Table 1.3 The splitting of Russel-Saunders states by cubic

electrostatic crystal field

L Free ion spectroscopic notation Splitting

0 S Aq

1 P Ty

2 D E + Ty

3 F Ay+T¢+T)

4 G Aq+E+Tq+T)

5 H . E+2T+Ty

6 | I Aq+A+E+T+2T)

(a) Weak crystal field
Ho ¢<¢ Ha_g << Hg_ g

When H, is disregarded initially, and the free ion Hamiltonian must
be solved, Ho is then considered as a perturbation on the free ion
energy levels.  The 25*lL; eigenfunctions of the free ion are
adopted as basis functions for the perturbation Hg. This weak
field approach is suitable for trivalent rare earth ions, where the
screening of the active 4f electrons from the lattice ions leads to

the weak crystal field.
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(b) Intermediate crystal field
Hg-o ¢ Hg ¢ He_e

Hg_o is ignored and the effect of H, on individual (3d) states is
calculatéd first. Since H, is an orbital operator, the free ion L
functions are used as basis functions .to calculate the matrix
elements of H, from which new crystal field orbital states are
formed. Spin-orbit coupling is taken then as a perturbation on the

new states.
(c) Strong crystal field
He > Hg.e > Hg.o
In this case the crystal field term, H, is added to Eqn (1.3), i.e.
Hy = Hy + Ha (1.5)

is first solved, the eigenstates of HB being labelled according to
the irreducible representation of the symmetry group of Hg. When
Ho_e is taken as a first perturbation, the eigenstates are labelled
as 4A1, 4A2, 2E, 4T1, 4T2 for the case of cubic symmetry (further
details could be found in ref [38] and [36],  pater the Hg_ o could

be considered as a perturbation on the new states.



Since for T.M.I., the effect of crystal field has a strong influence
on the ion doped in a solid, where the value of H, is about the
same order of Hg_e- So, either the strong or the intermediate
crystal field approach can be adopted[36] in calculating the wave

function and energy levels.

1.7 sStatic Field Effects on Energy Levels

Since the major component in a crystal field is still the octahedral

part, we will start to interpret the gross features of the spectrum-

on the basis of this symmetry, while the;additional fine structure
may be caused by the (trigonal, tetragonal, orthorhombic, etc.)

symmetries.

1.7.1 Single d-electron in crystal field

We consider first the (3d') configuration which has a single.

electron .in the outer d-shell. In the free ions, the (3d1) state
has five degenerate d-orbitals which have charge density patterns

shown in figure (1.6).

The geometrical properties of these charge density patterns may be

written as

21



Fig 1.6 Octahedral crystal field orbitals formed from 3d! electron

wavefunctions.

dyz

dzx

dx2-y2
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t2g dyz /
ZX
octahedral free ion

crystal field

In octahedral symmetry it is evident that the lobes of the orbitals
tzg ~ dxy, dyz, dzx point between the negatively charged 1ligand
ions. These three orbitals are equally affected by the crystal
field and are degenerate. The other two orbitals eq ~ (d322.. r?
and (dxz-yz) also have exactly the same energy in octahedral
symmetry and both point towards the 1ligands which tend to
destabilize these two orbitals with respect to the three (t2g)
orbitals. In other words the eq orbitals are higher in energy than
the tZg orbitals. The energy difference between (eg) and (tzg) is
equal to (10 Dg), where (Dg) is a parameter which characterizes the
strength of the octahedral field. This energy separation then
provides a mechanism by which an incident photon can be absérbed
promoting an electron from a lower level to an upper one. From
the fact that the spectral lines associated with such transitions
fall iﬂ the visgible région of the spectrum, it is evident that the

energy separation produced by the field is very considerable. A

typical value is (20,000)cm~1[27], equivalent to (2.5 e.v.).
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1.7.2 Multielectron case

The calculation of eigenfunctions and eigenvalues for multi-electron

n
ions with (3d) configuration in an octahedral crystal field is more .

complicated because of the Coulomb interaction between the (3d)
electrons. The Coulomb interaction is characterized by Racah
parameters (A), (B) and (C) which shift and split the energy levels
by amounts which must be added to the single electron splitting of
(10 Dq). The free ion levels of the (33) ion are the (2s+%,

states which are 4F, 4p, 2p, 2p, 2F, 26, 24 of which 4F is lowest

in energy. In spectroscopy, where we measure differences in
energy, a common term, 3A, may be ignored. Thus)the energy levels
are quoted in terms of (Dg) only. The values of B and C vary from

one ion to another, and for the same ion, from one host to another.
Tanabe and Suganolzel formulated a di§gramatic approach in which the
reduced energies E/B are plotted as a function of (Dq/B) for
constant values of y = C/B. In general ¥ ~ (4.0-5.0) through the
transition metal series. The energies E/B are calculated from the
matrix elements of the Coulomb and crystal field energies. (28] The

plot of (E/B) against (Dg/B) shown in figure (1.7) is for a (3d3)

ion which is shown for typical values of (B) and (C). E is the ;

energy of the level and all energies were plotted relative to the
lowest level, as can be seen in figure (1.7), the free ion levels
are split into new crystal field levels classified{29] by
irreducible representations of the octahedral (0p) group (A4, Ay E,

T1I T2).
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These are a group theoretical notations related to the symmetry of
the orbital wave function in an octahedral crystal field. The
ground state of the free ion (41-‘) is split into (4A2), (4'1'2) and

(4T1) levels, whereas the (4'p) state does not split by the

octahedral field. (4p) states transform as the (41‘1) state
representation of the (0p) group. In consequence there are two
(4T1) states derived from two different free ion levels. The %

term splits into 2A1, 2E, 2'1'1 and 2'1‘2 terms as shown in figure

(1.7).
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Fig 1.7 Energy levels of 3d3 configuration showing the effect of
octahedral crystal field, the free ion levels are shown
on the left hand side of the diagram.



CHAPTER TWO



EFFECTS OF LATTICE VIBRATIONS (DYNAMIC CRYSTAL FIELD)

2.1 Introduction

Some of the transitions between energy levels on 3d ions give rise
to broad bands in the absorption or the emission and others give
rise to narrow lines. This is due to the interaction of the (3d)
electrons of the transition metal ions with the lattice vibrations.

The vibrational states of the lattice are described in terms of

phonons, the quantized units of vibrational energy.[3°] The

characteristic properties of phonons in crystalline 1lattices are
explained in several texts. (30,31) So far we have considered only
the static effects of the crystal field. Lattice vibrations cause
dynamical strains which modulate the frequency of the opticél

transitions, leading to frequency modulated sidebands.

2.2 The Electron-phonon Interaction

The crystal potential in the presence of strains associated with

lattice vibrations can be written as:[32]

VZ = VE+V€2+... (2.1)

where V¥ describes the interaction energy of the ion with the time ’

varying crystal field, and Vy, Vj,... are the coupling parameters

which are functions of the electronic coordinates of the dopant ion.
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The strain € may be expressed in terms of phonon creation and

annihilation operators as:[32]

1/2 N

o
(a + au) (2.2)

w |2MV
W

where w is the frequency of the particular vibration, M is the mass

of the crystal and V, is the velocity of sound of frequency uw.

The dynamical Hamiltonian for the ion-lattice system may be written

as:

- [
H = HFI + Hc + HL (2.3)

where Hy, is the lattice Hamiltonian given by

1
H, = 3

Ehov(a *)
v (a_a + a a
q q qQqg qq

aa' aq are the creation and annihilation operators respectively for
phonons in q-space.[3°] He is the summation of two components ve
and V¥, in which the first term is the crystal field potential when
the ions are in their avérage positions and V¥ is given in Egn
(2.1). A Hamiltonian of the form (Eqn (2.3)) but including only
the Hpr and the V2 terms has eigenstates which we denote by 1i»;
the eigenstate of the lattice Hamiltonian, .HL are denoted by In>.
The eigensi:ates of the ion lattice system are simply the product

1i,n>. The probability of an electronic dipole transition from an
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initial state 1i,n> to a final state I1f,m> then depends on the

square of the matrix element:
<f,mIDIi,n> = <E£IDIi><min>

in which from the orthogonality properties of the harmonic
oscillator function «<min> = 0, unless m = 0, Hence the only
ailowed transitions are those where the lattice state remains
unchanged, i.e. only sharp purely electronic transitions are
allowed. The case of present interest is when V¥ is small but #0,
and may be taken into account by perturbation theory. In order to

do this we must reconsider Eqn (2.1), considering only the first

term in the expansion, i.e.

V&€ = V4€ is the perturbation added to the unperturbed

Hamiltonian:

o
H = HFI + Vc + H (2.4)

It may then be shown that the eigenstates 1i,n> of the unperturbed

Hamiltonian are replaced by new eigenstates (vj, ) where:

= 1i,n + % “j ulj,(n+1)u >+ ﬂj'uli(n-1)u> (2.5)

v
(i,n) joo ! jiw



where the 2nd and the 3rd terms of the right hand side are the
states of one phonon more and one phonon less mixed into the
original state. Other mixing of states by the terms of order €2
are ignored as they are very small. In octahedral symmetry the

4A29 4 2Eg transition in matrix form is:
<v(4A2,m)IDlv(2E,n)>

where v(4A2,m) and v(zE,n) are the eigenstates for the ground and

excited levels, respectively.

When m=n, we have the matrix element of the zero-phonon transition.
This transition is forbidden by both parity and spin. However
spin-orbit coupling mixing between gpin quartet and spin doublet
relaxes the spin selection rule enabling a weak transition to take
place. This transition 1is said to be a magnetic dipole

transition.

In the =zero-phonon case, the 'electron—phonon interaction is not
involved.. when this interaction is included, there is a mixing
between states of (n+1) and (n-1) vibrational states with IZE,n> and

with |4A2,n>. The transition

<v(452,n+1)lD|v(2E,n)>
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is an example for this transition. The non-zero components of
this matrix element are transitions involving a phonon as well as a
photon. Transitions of more than one phonon could also occur, but
these are very weak for a small electron phonon interaction.
Because of the relaxation of the parity selection rule caused by odd
parity lattice vibrations, the intensity of the sideband process
relative to the purely electronic no-phonon transition is higher.
An example of this case is the v2+ ion in MgO, where the
zero-phonon transition is a magnetic dipole in nature,[33] whereas
the sidéband is electric dipole.[34] In contrast, in ruby the %
3 4A2 zero-phonon line and its one-phonon sideband are both induced

by electric dipole processes.[351

2.3 The Configurational Coordinate Model

Both electronic (sharp lines) and vibronic (broad bands) transitions
which may coexist in certain systems can be explained using the
configurational coordinate model. The separation of the electronic
and the ionic variables of the Hamiltonian for transition metal ions
in a solid was done using the Born-Oppenheimer approximations (the

adiabatic approximation).[36] The total energy E is:

. (2.6)

E = E3 414 u(a)(nk >

0 X k
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where Eéa) is the electronic energy for a particular electronic
state (a) at the average position of the wvibration, uﬂa) is the
angular velocity of mode (k) and ny gives the number of quanta of
vibrational energy (number of phonons) in mode (k) above the zero
point energy of the harmonic oscillator. The ion-lattice system

can be described by crude "Born-Oppenheimer states"
valrj,Rp(0)) x;5(Rp)

where y,(rj,Rp(o)) is the eigenstate of an ion in the static
lattice, and ¥5(Rp) is the vibrational lattice state. There are
many normal modes of vibration (k), which should be taken into
account., In order to simplify the analysis of transitions between
various ion-plus-lattice states, onl} the breathing mode radial
in-phase pulsations of the ions about the transition metal ion are

taken into account. The distance from the transition metal ion to

the first shell of the surrounding ions is labelled by Q, the

configurational coordinate, a variable of the lattice state. This
Q-value oscillates about its equilibrium value Qg(a). The crude

Born-Oppenheimer wave functions are written as:

v(n,0,(a))xa(Q)

and the state energies are written as:
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a . (a) (a)

By = B * Vi .
(2.7)

b _ (b)) (b)

B = B * Vo

where the system is in the electronic states (a) and (b),
fespectively, v(a)(Q) and V(b)(Q) take the form of Morse potential
functions[36] which may be approximated as harmonic potentials,
figure (2.1). The lattice states Y3(n) and Yp(m) can be
represented by In> and Im>, where (n) and (m) are the numbers of
phonons above the zero points energy in the two harmonic
oscillators, (figure (2.1)). For the sake of simplicity, it is
usually assumed that the vibrational frequencies in states (a) and
(b) are the same, but the average value of the configurational
coordinate Q is differént due to the difference in the electron
lattice coupling. The energy Egjg in figure (2.1) is a measure of
the differenc;e in coupling between the two states; it can be
parameterized using a dimensionless constant, the Huang-Rhys

parameter (S) [68])

Egig = Skw (2.8)

Emission and absorption transitions in figure (2.1) are represented
by vertical arrows. 'i‘his is the Frank-Condon approximation which
states that optical transitions take place so fast that the nuclear

coordinates do not change during the transition. For broad bands
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Fig 2.1 The configurational coordinate diagram in the harmonic
approximation for the electronic statesaand b. The
vibrational frequencies in the two electronic states
are assumed to be the same.




the absorption and emission arrows have different lengths,
indicating that band peaks occur at different photon energies. The
horizontal 1lines inside the two parabolae represent the quantized
vibrational energies of a harmonic oscillator. To show‘ how the
zero—phoﬂon energies for the ground and excited states are

different, we assume a model of a simple hydrogenic-ion in a

lattice. This has a total energy
o 1 2
En = = +3 kx (2.9)
n"a

The first term on the right hand side represents the electronic
enerqgy, while the second term is the vibrational energy. In this
equation, x is the vibrational displacement, a, is the mean lattice
spacing and x << aq. In consequence, the energy of the ground

state is,

and that of the excited state is,

E = —2 .12 (2.10)

n n2(a0+x)
The expansion in the excited state occurs because of the different

charge distribution relative to the ground state. Using the

binomial expansion in equation (2.10) gives:
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1 2
En-Eon+Bx+2kx (2.11)
' A Eon
where E =— a_, and B=z— .
on 2 o a
n o
Rearranging equation (2.11), we obtain:
2 2
1 B B
Eb = Eob + 3 kix - k) - 3k (2.12)
for the energy of the excited state (b). We see in equation

(2.12) that this energy is still parabolic in x, although the
vibration is about a new position x = B/K, rather than x = 0.
Also the coupling between the electron and the lattice has reduced
the excited state energy by the value (B2/2k). It is more usual
to represent the distance from the central ion to the neighbouring
ion by the (Q) values, as we have done in figure (2.1). Although
the arrows AB and CD represent the most probable transitions, it is
still possible that transitions originating at Q-values other than
(Qo(a)) and (Qo(b)) can occur. Large displacements between the
ground and excited states parabolae give rise to broad band
absorption and emission spectra as illustrated in figure (2..2).
Once the ion is in an upper vibrational level of the excited state
(due to absorption) it decays ‘non-radiatively to the zero
vibrational level (B+C) (fig.2.1) and 1luminescence transitions at

low temperatures originate predominantly at the value of Qo(b), i.e.
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from the centre of the zero vibrational level of the excited state.
The peak of the emission band is shifted to lower energies than the
absorption band peak, this separation is referred to as the Stokes'
shift (2 8 4uw). The only overlap between the two bands is at the
zero-phonon line (sée figure (2.2)). When the temperature is
raised, the higher vibrational levels of the excited state become
occupied and part of the transition known as énti-stoke shift

component occurs on the other side of the zero-phonon line.

2.4 Radiative Transition Probabilities and Selection Rules

When an active ion is exposed to electromagnetic radiation with a

proper resonant frequency radiative transitions could occur. The

interaction energy of the ion with the radiation field can be

written as:

H = E[e?i.i + ,.(Ii + 2'5'1).31 (2.13)
where the first term represents the electric dipole radiative
process, and the second. is the magnetic dipole process, Be = Ee,';;
and D, = p(2; + 25;) are the electronic and magnetic moments of the
electron respectively. E and B are the electric field intensity
and the magnetic flux density respeétively. The relative strengths

of these two transitions are approximately:
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(eaoE)Z/(PBB)z = 1/62(2maoc)2 = __1._5
10

For an electric dipole process, the matrix element for absorption
transition between two states (a) and (b) is <biDgla), while thg
matrix element for the magnetic dipole process is given by <biDga>.
In order to determine whether or not an optical transition will take
place between the two states, we need to evaluate these two matrix
elements, since they have the value of zero between states of

different spin (s), the selection rule may be stated as
As = 0

This selection rule may be relaxed when spin-orbit coupling is taken
into account, e.g. as in the 2 4 4A2 transition mentioned in

section (2.2). A weakly allowed transition then occurs.

Since the (3d") wavefunctions have even parity, whereas (Dg) is an
odd parity operator. So the matrix element of (Dg) is zero when
states (a) and (b) have the same parity, that electric dipole
transitions are forbidden between such states is the Laporte
selection rule. However since (Dp) is an even parity operator and
matrix elements of (Dp) will have non-zero values between ‘states
formed from the same (3an) configuration. Magnetic dipole
transitions cén be orders of magnitude weaker than the allowed
electric dipole transitions. The selection rule may be relaxed by

the admixture of higher 1lying odd parity states such as from the



(3d*-1)4p configuration. However for ions in octahedral symmetry
sites there are no odd parity crystal field terms so no electronic
states may be admixed and the magnetic diéole process is the onlyA
radiative transition to exist. In this situation odd parity
phonons may relax the selection rule. Alternatively static
distortions from the octahedral symmetry may occur which may add
small odd parity distortions, so enabling the electric dipole
transition to be the dominant radiative transition. We now examine
the transition probability in the presence of the vibrational
interaction. We write the total wavefunction ¥(rj,Q) as the

Born-Oppenheimer product

¥
(r;,Q) = y,(r;,Q) x,(n) (2.14)

where rj is the electronic coordinate and Q is the .nuclear
coordinate. The first term of the right hand side of equation
(2.14) represents the electronic wavefunctions while the last term
is the vibratidnal wavefunction for the system in the electronic
state (i) and the oscillator state (n) and (m) of states (a) and

(b) respectively.
The probability for absorption transitions between states (a) and
(b) to take place is proportional to the square of the matrix

element,

<yp(ri,Q)xp(m) IDIyz(r;,Q)xa(n)>
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Fig 2.2 Absorption and emission transitions between states a and b.
The zero-phonon line occurs at the same frequency in

absorption and emission.
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Fig 2.3 The relative intensities of the different 0 + m transitions
change with the strength of the coupling factor (S). The
envelope of the -individual intensities gives the predicted

band shape.



so the transition probability for absorption transition between the

electronic-vibrational state (a,n) to the electronic-vibrational

state (b,m) is:

Wa,n-b,m = Pap! <Xp(m) 1Xa(n)>12

where Pap = I<¢b(ri,Q)lDlva(ri,Q)>I2
represents the purely electronic transition probability. When only
the n=0 wvibrational state is occupied, e.g. at T = 0K, the

probability of a transition to the mth vibrational level in the

excited electronic state varies as:[37]

m
2 -
Ixp(m) 1y, (n)>1? = SxRlos)s (2.15)
where (s) is the Huang-Rhys factor seen in equation (2.8). The

relative values of equation (2.15) of the overlap integrals for
transitions characterized by different values of (s) are plotted in
figure (2.3). The lowest energy line 040 is the zero-phonon
transition, and since it is between pure electronic states, it is a
sharp transition. While the other 0+m transitions occur at higher
energies involving the creation of (m) phonons in the excited state
and appear as side bands accompanying the zero-phonon lines. Since
there is a wide spectrum of lattice vibrational frequencies rather
than the single breathing mode, the side bands depicted in figure

(2.3) should appear as continuous bands rather than a series of
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sharp lines. The band shape becomes more symmetrical as the (s)
value goes to higher numbers. Now once the system is raised to
state (b), it quickly thermalized and at low temperatures only ¥ (0)
level is occupied, so radiative downward transitions are possible
and by using the same argument as in the case of the absorption
transition the emission transition from state (b,0) to state (a,n)

depends on the square of the matrix element:

(va(ri,Q)IBlvb(ri,Q)><xa(n)lxb(0)>

We can see in figure (2.2) that the zero phonon 1line for both

emission and absorption occur at the same frequency and the shapes
of the absorption and emission bands are mirror images of each other

in the configurational coordinate model.

2.5 1Intensity of Transitions

The strengths of optical transitions are usually expressed in terms
of the oscillator stength (f), a quantity proportional to the
transition probability. For spin and parity allowed transitions,
the oscillator strength is approximately unity. For transition
between states of the same spin multiplicity, since all terms are of
even parity, the electronic dipole transition is forbidden. The
parity selection rule ﬁay be released by either odd-parity state
distortion or by odd-parity lattice vibrations. Denoting the

matrix element of the static or instantaneous odd-parity field
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between even and odd-parity states by <Vogq>r then the degree of
admixture of odd and even-parity states is given by =~ ‘Vodd?/AEeor

where AE.,, is the energy separation between the even and the

odd-parity states. Hence the oscillator strength of the parity

forbidden transition is given by:[38]

2
f

e e

(forb) _ . (allow) _ l‘vodd’]

eo

where f, (allow) jg the oscillator strength for the parity allowed
transition. Assuming crude values of Vgggq ~ 103 cm-! and AEgo ~

105 em~1, we fina £, (forb) -~ 10-4 while for magnetic dipole

transitions fm ~ 10-6. For the case of transitions between terms

of different spin multiplicities, oscillator strengths are even
smaller, and for the electric dipole and magnetic dipole transitions

they are 10~7 and 10-9 respectively,

2.6 Linewidth and Bandshape

Optical spectra of T.M.I. doped solids may consist of sharp
zero-phonon 1lines and broad vibronic transitions. Ti3+ usually
emits into a broad band (Ti:A2503, Ti:YAP, Ti:YAG and Ti:glass)

associated with the transition 2 =+ Zrz. However it is possible

to detect the zero-phonon lines at low temperatures. For cr 3+ doped

solids (crystals and glasses) the spectra are characterized by two

types of transitions related to different sites. From figure (1.7)
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the separation of energy levels of the same configuration, e.g. as

for the transition:

3 .4 3.2
t A, 4 (t E
(t2g) Raq * (t3g) Eg
is almost unchanged at 1large values of (Dg/B). However, those

levels belonging to different electron configurations are
proportional to (10 Dg), as in the case of the spin allowed

transition

3 4 2 4. 2 4
t A, 4 (t, e )T t,e)T
29 P2g 7 (F2g%) Tagr (F24%) Tig

since the form of (ty) and (e) orbitals are different, the electron
lattice coupling of the ion in the 4A2 and 2E states should be

similar but different from that in the 4T1 and 4T2 states.

In figure (2.4) we note a large lateral displacement between the 41'2
and 4a; parabolae and a small displacement for 2E state.  For Cr3*
ions in strong crystal field sites, the 2k level is lower tﬁan the
4T2 and 4T1 and the transitions between the 2E level and the ground
state 4A2 is characterized by a small value of (s) and a strong
zero-phonon line, with a sideband at low temperatures. If the
temperature is raised'so that the 4T, level is populated there is
emission from the 4T, 4 4A, transitions which is characterized by

broad band (high value of s).
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Fig 2.4 Configurational coordinate diagram for a high field site
of Cr°* doped crystal. Relative absorption and emission
of the 4'1‘2 and 2E levels are shown at the right hand side
(after Henderson and Imbusch{361]), .



It should be mentioned that although the 1lineshape changes, the
total absorption intensity is independent of temperature.(36] The

intensity of the zero-phonon line is given by:

A
Io exp (-s coth ZkT)

which decreases with increasing temperatures. For s <¢ 1, the

zero-phonon line intensity becomes

fu_

Io (1-s coth (ZkT))

while the sideband intensity increases with temperature as

Ru_

I° s coth (2kT

).
The transition bandwidth varies with temperature as:[39]

: ku_\1/2
AV(T) = Av(o) (coth 2kT) (2.16)

where AV(T) is the width of the broad band at temperature (T),

Av(o) is the low temperature bandwidth while &w is the energy of

the single mode assumed to be interacting with the electron.
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Equation (2.16) shows that the bandwidth increases with increasing

temperature.

2.7 Non-radiative Processes

The decay of an excited ion to a lower energy state may occur
either radiatively or non-radiatively. Vibrational energy may
accompany both emission or absorption of radiation. However in
some cases the quantum efficiency of the emission is reduced from
unity and the excited-to-ground state transition occurs by a
non-radiative process in which only vibrational energy of the
lattice is released. There are various different vibrational
relaxation processes. The direct process involves the relaxation
between two electronic states of an ion with energy separation
within the range of éhonon energies. in the host lattice. Thé
transition probability for a one-phonon direct procéss relaxation
between the excited 1b,ny and ground states la, ny+1> at

temperature T in which one phonon is created may be written as:

(dir) _  (dir)
Yra = Y%a

(0) (nk + 1) (2.17)
where (ny) is the phonon occupancy in mode (k), and mé‘aiir)(o) is
the transition probability for a direct process (b) to (a) at T =
0. mégir) varies as the cube of the energy gap between levels (a)
and (b),[36] where the gap energy &€ = H&uy. The Raman and Orbach

relaxation processes are examples of two-phonon relaxations. In
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the Raman process where a high energy phonon k41 is annihilated and
a higher energy phonon ks created the energy difference is obtained
from the electronic system during the transition from (b) to (a).
Figure (2.5) identifies an intermediate electronic state (t) through
which Raman process takes place at an energy higher than the phonon
energies. If the energy differences Ei-E; and Ei-Ep, within the
range of the phonon energies, relaxation takes place via the Orbach

process.

Relaxation out of a particular 1level 1leads to homogeneous or
lifetime broadening. ‘Coupling of the transition metal ion to the
vibrating .lattice yields a temperature broadening through a Raman
scattering of thermal phonons. In consequence, the zero-phonon
lines of the T.M.I. in solids may be significantly broadened at high

temperatures.

Non-radiative transitions may also occur between levels which have
much larger energy gaps than the most energetic lattice phonons

(so-called multiphonon emission). However, since the probability

of radiative decay increases as the cube of the energy gap between

two adjacent levels, then as the energy gap increases, the
non-radiative process should involve a larger number of phonons and
then transition probability becomes smaller. In consequence,

transitions between levels with large separation in energy will be

predominantly radiative while those between levels separated by a

small energy gap will be mainly non-radiative. A quantum
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(1) (2) (3)

Fig 2.5 Phonon-induced relaxation processes between states (a)
and (b). (1) is the one-phonon direct process relaxation,
(2) is a two-phonon Raman relaxation process from (b) to
(a) proceeding through a virtual intermediate state (t)
and (3) is a two-phonon Orbach process from (b) to (a)
proceeding through a real electronic state (c).



efficiency of 1less than unity reflect the competition that occurs

between radiative and non-radiative processes.

Measurements of the excited state 1lifetimes may be wused to
demonstrate that as the energy gap to the 1lower level decreases
there is a decrease in the lifetime.[40] Measurements of the
excited state lifetime and quantum efficiency make it possible to
calculatel41] the multi-phonon transition rate, as can be seen in
figure (2.6) where both radiative and non-radiative processes are

evident. The total decay rate becomes:

-
K-

summed over all processes radiative and non-radiative (of which

there are several processes)[36] and,

1
+ ;—- = ur + mnr o (2.18)
nr

1.1
T T,

where w,. is the radiative decay rate, wp, is the non-radiative decay

rate. The quantum efficiency, g, is then given by:

. (2.19)

hence, w,, can be calculated from equations (2.18) and (2.19)
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Measurements of this type have been reviewed at length by Henderson
and Imbusch, [36] From these measurements it was noticed that the
non-radiative decay rate decreases exponentially with the increase

in energy gap between two levels.

For T.M.I. doped in solids, the interaction between the ion and the
surrounding environment is not weak and analysis of non-radiative
processes is complicated. In this case account must be taken of
non-adiabatic terms in the Born-Oppenheimer approximation which
enables the mixing of other electronic states into (y;) state
leading to this state changing to one of 1lower energy with the
excess energy being released as vibrational energy. The
probability of the non-radiative process then depends on the
difference in coupling strength between the ion and the lattice in
the two states (i.e. the s-value) and the energy gap between the
states (the number of phonons involved in transition p). To
calculate the value of the non-radiative transition probability, two
approximations are used: first, that the_ system is harmonic, and
secondly, .that the electron phonon coupling. is 1linear. The

transition probability is given as:[42,43]

/2
nr _ 24 2 -1.P /2

= =N - .2
O = M expl s(1+2nu)](1+nu ) Ip[2$(nu(nw+1)] ] (2.23)
where M = <alHIb>, is the electronic matrix element

Ip is the modified Bessel function of order p

n, is the phonon occupancy.
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Fig 2.6 Radiative and non-radiative transitions between two levels
a and b.
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Fig 2.7 Schematic diagram of non-radiative transition between
states a and b with two different crossover energies,
where the non-radiative energy is maximum when the
crossover point is level with the two vibrational
potential curves.



For very small values of s (s << 1), the relation in equation

(2.23) turns out to be:

unr
ba

(1en )P

which is identical to the result for rare earth ions, [44] yhere (p)
is the only important parameter. For T.M.I. the Huang-Rhys factor
may be large and the temperature dependence of the non-radiative
decay is a functioh of both (s) and (p) (Eqn (2.23)). A further
complication is the variation of the energy gap with temperatuz"es
which also affect the non-radiative decay rate through the value of

(p).

In T.M.I. doped solids, non-radiative decay competes with the
radiative process even across large energy gaps, so that large
values of (p) are involved, a distinction from the behaviour of rare
earth iops. Obviously the larger the value of (p) the weaker the

value of non-radiative process relative to radiative process.

Because in the transition from state (b) to state (a) ypxp(m) =
¥aXa(n) may yield many phonons due to the difference in electronic
energy between states (b) and (a), the overlap integral,
Xa(n)1xp(m)>, plays a major role in determining the non-radiative

transition process.. If the two wave functions Ya(n) and YXp(m)

A 1 T T oy g L R 11 Barat . A& AR O v v 8 B
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have maxima at the same Q-values, the overlap integral will be
maximised. The two different cases are shown in figure (2.7).
Consider that (i) the two wavefunctions have different values of
maximum vibrational energy at different Q-values and (ii) the two
wavefunctions have the same Q-value at the crossover point (x).
When the overlap integral is a maximum value at the x-point, the
non-radiative transition is maximum. Struck and Fonger[45145]
developed a general theory based on the confiqurational coordinate
model in the harmonic approximation. They used this model to
interpret experimental measurements of the non-radiative decay rate.
The effect of other modes of the vibrational spectrum and the effect
of the temperature on the energy gap was taken into account by
Sturgel42] in his work on Co2* in kMgFj. He attributed the
discrepancy between the theoretical and the experimental values of

the non-radiative decay rate to the unharmonicity effect.
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CHAPTER THREE



EXPERIMENTAL DETAILS

3.1 Introduction

The high sensitivity of transition_ metal ions to variations in their
environment makes them particularly useful as high resolution
spectroscopic probes. Spectroscopic investigations have been
carried out on several different samples including Ti3* doped
crystals, glass and cr3* ion dopants in a variety of inorganic
glasses. The availability of tunable dye lasers makes it possible
to use techniques such as site selective spectroscopy to investigate
the mechanism of line broadening in transition metal doped glasses.
For Ti3* doped crystals the anisotropic luminescence behaviour from
sites of different symmetry has also been studied. Distributions
of different sites for transition metal ions have been studied by
time resolved spectroscopy using either phase sensitive detection or
by using a delay between the excitation light and the emitted
signal. We have also applied Zeeman spectroscopy in conjunction
with fluorescence line narrowing to study the spectrum of two level

vibrational modes coupled to the 3d-electron in vitreous matrices.

3.2 Cryogenic Techniques

For work at low temperatures, two types of cryostats were used.
Firstly, a superconducting magnet contained in a liquid He cryostat

equipped with optical access was used for 2Zeeman splitting
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measurements of the emission spectra, (figure (3.1)). The
superconducting magnet was capable of magnetic fields up to 5.7
tesla at temperatures in the range 1.6-4.2K. The cryostat used to
perform some FLN experiments at 4.2K as well as some tempgrature
dependence measurements was an Oxford Instruments variable
temperature cryostat (Model MD-04) showq in figure (3.2) used with
the Oxford Instrument (Model 3120) temperature controller. In this
cryostat the helium space is connected to the exchange space by a
needle valve. The exchange space is in contact with a copper rod
onto which samples were fixed. Temperature control was affected by
means of a Rhfe i‘:hermometer and a heater mounted on the exchange

block.

In order to avoid sample heating by the laser beam, as low a laser
light intensity was wused as was possible. A closed cycle
refrigerator system was also available for some measurements, with a
considerable advantage in the ease of operaﬁion, giving excellent
optical access and a wide operational temperature range (8-300K).
The system is shown in figure (3.3). There are three major
components, (i) an (CTI-cryogenics) air-cooled compressor (model
Sc), (ii) a vertical mounting cold head (CTI model 22SC) and (iii)
the vacuum shroud which is designed to allow optical access through
50mm diameter windows in three orthogonal directions. | The vacuum
shroud is sealed by a double 0-ring piston seal. Provision is
made for electrical leads into the vacuum space for temperature

measurement and control using a temperature sensor attached to the
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Figure (3.3) Clased Cycle Refrigeration System
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cold finger and a heater surrounding the cold finger. A DC-80 CTI

cryogenic temperature controller was used to control the sample

temperature variations.

3.3 Optical Absorption Measurements

Optical absorption measurements provide a straightforward way of
finding the energy of allowed transitions from the ground state of
an ion to its excited states. If a light beam passes through a
medium (see figure (3.4)), the loss of intensity due to absorption

by the medium (neglecting scattering light) will be equal to:
AI(v) = Io(v) - I(v) = N(v)hwv (3.1)

where 1I,(v) is the incident 1light intensity and 1I(v) is the
transmitted intensity, N(v) is the number of photons of mode (v) per
unit volume in the beam and V is the velocity of the beam.

dIi(v)

The fraction I(v)

of the intensity lost in traversing an

infinitesimal thickness df is proportional to df, so that

v - S

hence I(v) = I_(v) exp(-u  ,2) (3.2)

(v)

-

3
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Fig 3.4 Intensity reduction of the light beam on passing through
a medium.



where the absorption coefficient, x{v) 1is a frequency and

polarization dependent. Equation (3.2) may be written as:

1 Io(v)
a({v) = ] In (%) (3.3)
Io(v)
Experimentally Io(v) and I(v) are measured and fn I(v) plotted as

a function of wavelength.

The experimental arrangement for absorption measurements is shown in

figure (3.5). Light from a tungsten lamp is focused onto the
entrance slit of a 1/4m monochromator. The exciting wavelength is
scanned between 400-1000nm using the monochromator. Monomchromator

radiation is then focused onto the sample held at room temperature
or near 77K in a liquid Nj cryostat in which the sample is again
attached‘ to a copper cold finger. The radiation passing the
sample is collected by a lens and focused onto a silicon pﬁotodiode
detectof. The signal is processed via an electronic interface by
a BBC 32K minicomputer which also controlled the wavelength drive of
the nmonochromator and corrected the signal for the spectral
dependence of the detection system.  For rather small samples (e.g.
5x1x1mm3 Ti3*A£203, YAP, YAG) the optical absorption was measured
using a commercial spectrophotometer (Beckmann) operating between

275-900nm in which the light is split into two beams (sample and
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probe beams). The absorption strength is given by the difference

between the intensity of these two beams.

3.4 Photoluminescence

3.4.1 General luminescence measurements

A general experimental arrangement for measuring luminescence
spectra is shown in figure (3.6). The system was used for
detecting both wunpolarized and polarized luminescence. The
emission from the sample‘ is collected at a right angle to the
excitation direction, ;in order to reduce fhe scattered laser 1light
and then dispersed through a Monospek 1000, 1 metre monochromater,
operated with a grating of 1200 lines/mm blazed at 500 nm. The
signal emerging from the output slit of the monochromator is
detected by a Hamamatsu (R666) GaAs photomultiplier tube in the
spectral range up to 920nm, or a liquid Nj; cooled North Coast
Scientific (Eo-817L) Ge-detvector for the broad emission bands from
Cr3+ doped glasses which extend beyond 1.3pm. The signal from the
P.M.T. detector is amplified with a Keithley 427 current amplifier
and either recorded on a chart recorder or spectrally processed via
a computer interface with a personal computer (P.C.). A range of
filters were used in front of the input slit of the monochromator,
to cut down any unwanted stray light. The excitation source was a
2020-03 Spectra Physics Ar* laser which could be usedyas a single

or multi-line source or a 380D Spectra Physics ring dye laser using
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DCM or Rhodamine-6G dyes pumped by a 2020-05 Ar* laser. A diolite
diode laser was used as a near infra-red source in the range around

780-787nm for excitation of the Cr3+ doped fluoro-zirconate glass.

3.4.2 Polarized excitation/luminescence spectroscopy

The emission from optical centres in sites with octahedral symmetry
is unpolarized. However, ions in sites with symmetry 1lower than
octahedral exhibit anisotropy. Ruby 1is an example of an
anisotropic emitter in which the axes of all the cr3* ions in a
crystal point in the same direction. However in the case of Cr3+
ions océupying orthorhombic symmetry sites in MgO, the six
equivalent distortion axes are equally populated. In consequence
the total absorption. is isotropic, so that when excited with
unpolarized light, the number of ions in the distinct but equivalent
sites are equally excited and the overall emission is isotropic even
though the individual centres absorb and emit anisotropically.
However, excitation using light along a particular crystal direction
results in different absorption by the different centres and the
overall emission is anisotropic. By studying the anisotropy of the
luminescence relative to the polarization of the excitation 1light
the orbital degeneracies of the states involved in the transition
and axes of symmetry of the luminescence centres in the crystal may

be identified.
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For these experiments the same steady state emission arrangement
shown in figure (3.6) was used. However a half waveplate (A/2) is
insereted in front of the sample, in order to rotate the
polarization axis of the pumping light. ‘ In addition, a linear

polarizer is placed before the input slit of the monochromator.

3.5 Time Resolved Spectroscopy

In time resolved luminescence measurements the output £from the
current amplifier was fed to the input connector on either a lock-in
detector or a boxcar integrator. We discuss the different

techniques separately.

3.5.1 Phase sensitive detection

Phase sensitive detectipn may be used to recover weak signals. By
modulating the required signal at a particular frequency and
detecting wusing an ahplifier set to this frequency only, it is
possible to get rid of frequency component (e.g. noise) other than

the signal which should be at the modulation/detection frequency.

An essential characteristic which may be used in the phase-selection
technique is that unwanted signals may be "nulled out"” and so it
will not be detected, while only a signal with a certain phase will

be recorded. This may be explained by reference to figure (3.7).
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The pumping light is chopped with a mechanical chopper with a
variable frequency control unit. The modulated signal from the
current amplifier is detected with a 1lock-in amplifier. Two
signals Sq, S, with different lifetimes will increase and decrease
under chopped excitation at different rates as shown: the lock-in
detecto; will see two overlapping signals but with diffgrent phases
relative to the reference signal, R. If the reference signal R is
adjustea to be in phése with one of the two signals that signal
will have a maximum value, while the other signal will be lower
than its maximum value. If the phase of R can be adjusted, then
the signals Sy and S; can be reduced to zero (nulled) or adjusted
to a maximum value. In this way it is possible to separate out
different emission components, provided that they have different
phases. This technique was used by Engstrom and Mollenauer [47] in

studies of ruby.

In order to measure the radiative lifetimes, 7R, the difference in
phase setting of the lock-in amplifier between the nulled and peak
settings, i.e. Q, 1is related to the angular chopping frequency, w,

through

tan Q = w7

. fan Q 3.4
or TR iy ( )
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3.5.2 Box car detection

In this technique the amplified output from the photomultiplier is
connected to the input of a boxcar integrator in place of the
lock-in detector. This signal is connected to an (SR245) computer
interface module, controlled by an opus PCII using a softwaz:e
package for recording and analysing various types of spectra. The
boxcar is triggered on the referc;nce signal from a mechanical
chopper. The spectral dependence of the emission was obtained by.
driving the monochromator grating with a stepper motor. The
emission spectra are scanned for zero time delay and after a finite

delay when only signals remaining after the delay are detected.

The boxcar was used in one of two different ways, using wavelength
scanning, or, time scanning. In wa_velength scanning the computer
interface was triggered using a signal generator, to send signals
from the boxcar output to the (PC) at a rate matching the
monochromator stepping rate. The (PC) software is set up so that
each data point corresponds to a different wa\'relength and the time
delay set to the appropriate time range. Two different triggers
were used: because the boxcar samples have to have the same
relationship to the exciting level (i.e. at a fixed delay aftér the
pulse falling edge) thus were triggered from the chopper reference
signal. The rate at which samples were recorded depended upon being

matched to the stepping rate of the monochromator meter, so that the

wavelength of the monochromator was the same as that calculated by



the boxcar software. This rate, which is independent of the
chopping frequency, was controlled by an external (TTL) pulse from a
signal generator. Figure (3.8) shows the connections to the boxcar

and the interface module.

SR 250 SR 245
. Computer
Box Car Signal Integrator  Interface module
O :
o Analogue
o to
Chopper —} O Trigger o
Averaged O Digital
Amplified Signal ouf put O
i —1—0
Signal in Last sampleO o
O
Busy o »0 Sync
Signal
generator

Fig 3.8 Schematic diagram of the boxcar integrator and the
computer interface.
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The decay rates of different emission signals were measured using
time scanning. The computer interface was triggered from the "busy
output" of the boxcar (shown in figqure (3.8)). Thg time range
scans were controlled by the PC software by controlling the boxcar
externally via the computer interface. This facilitates control of
the initial and final delay by applying an increasing analogue
voltage to the "external delay multiplier" on the boxcar. The
samples were taken from the "last sample" output on the boxcar

integrator.

For all time resolved spectra (time scans and the spectral
dependence measurements) only the photomultiplier tube detector was
used. The response of the Ge-detector is not fast enough to

follow these pulses.

3.6 High Resolution Spectroscopy

3.6.1 Fluorescence line narrowing

Optical zero-phonon lines in solids are "inhomogeneously broadened"
by random disorder associated with the existence of a large number
of different crystal field sites. The inhomogeneous broadening in
glass samples may extend to many hundreds of wavenumbers, obscuring
information about the homogeneously broadened sharp lines at
individual sites. Broad band pumping excites all ions and results

in broad band emission. In order to probe this inhomogeneous
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broadening, a narrow band laser may be used to excite a small
subset of ions with the result that an appreciable narrowing of the
broadband emission may occur. This is the basis of the
fluorescence 1line narrowing (FLN) technique. FLN has been widely
studied in rare earthd48,49] and to a lesser extent in T.M.I. doped

glasses. [50]

In Cr3+ doped glasses the range of crystal field sites is such that
emission occurs from both 2E and 4T2 states. Pumping into the
broad “4A2- . 4T2, 4ry absorption bands does not result in a
significant narrowing of the luminescence. To affect fluorescence
line narrowing in this case, the excitation should be targeted at
the 2E 1level which will enmit resonantly between two purely
electronic levels. This resonance fluorescence line narrowing

(RFLN) is illustrated in figqure (3.9).

In homogeneous
<— proadening

!

FLN signal

Fig 3.9 Inhomogeneous broadened line whose shape is an envelope
of a large number of homogeneous broadened lines showing
a spread in their centre frequencies.

59




Exploitation of FLN requires a high resolution laser, such as a
single-mode ring dye laser. The Spectra Physics 380D is such a
laser which is capable of linewidths down to =~ 150 Khz. More
specifically we have used linewidths of ca 200 MHz. The sample is
cooled in a variable temperature cryostat to obtain larger 2E 4 ‘Az
signals and also to measure the temperature dependence of the
broadening of the FLN line. The FLN line was measured using a high
resolution monochromator. Since in RFLN the emission occurs at the
same wavelength as excitation, it may be difficult to extract the
signal from the intense scattered exciting radiation. TO overcome
this we use a time delay after the laser pulse wusing a
Delta—Deveiopment signal integrator. This avoids exéﬁsure of the
P.M.T. to a strong laser light which may saturate the detection
system. Because it is difficult to avoia some excitation reaching
the detector we also used a double mechanical chopper in which the
slots in the two chopper wheels were 1800 out of -phase. The two
wheels are synchronously driven using a single connecting shaft, one
is positioned in the excitation beam just before the sample and the
second between the sample and the detection system. To ensure
that the second wheel blocks out all of the scattered light and yet
maximizes the emission signal from the sample, the blades in the
first wheel have a larger area than those in the second wheel (see
figure (3.10)). Displacement between the two chopper wheels was
large enough to accommodate the tail of the MD-04 1liquid helium
dewar endthe cold finger liquid nitrogen cryostat (see section 3.2).

However a single chopper only was used with the closed cycle
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refrigerator because the optical access head was too large to insert
between the two blades of the double chopper system. The single
chopper blade had two sets of slots, each of odd numbers, one set
of slots being used for excitation and the other to pass the

emitted radiation.

The basic idea of both chopper systems is to apply an on-off gate,
alternately shielding the P.M.T. from the laser radiation which
excites the sample and then blocking the laser beam while the
fluorescence is measured. This arrangeﬁent had the additional
advantage that it eliminates the fast 4'1'2 emission which overlaps
the tail of the 2E emission. By detecting the 2 emission after a
certain delay, the faster 4T2 emission will have decayed to a very

small value, as indicated in figure (3.11).

The choppef system was designed to have a laser pulse width of

~ 0.8ms, a detection gate of 8.2ms width and a time delay of 1.4 ms
between the excitation and the detection of the signal. These
values could be varied by changing the speed of the chopper system.
However, the choice of optimum values should take into account, that
to achieve a maximum signal, the excitation time should be of the
same order as the lifetime of the 2E emission. Consequently, an
excitation aperture in the chopper wheel 'which results in a pulse
width of the order of m§ will maximize the signal. Preliminary
measurements showed that the radiative decay time of the %r emission

is of the order of ~ 1ms for the silicate glasses. The delay time
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Fig 3.11 FLN detection principles utilizing the difference in the
decay rates.



is chosen so that most of the 4T2 emission has decayed when the
chopper slot is opened to enable the detection of the 28 emission
alone. Of course, the detection gate must be open long enough to
allow the detection of the 2E emission. FLN experiments are not
possible using slow mechanical chopper rates if the decay times are
fast. It is possible in the 2E 4+ %A, transition of cr3+ doped
glasses at low temperature because the radiation decay times are
comparatively 1long. After passing the chopper, the signal is
collimated, and focused using lenses onto the input slit of the
monochromator. To avoid scattered laser light and reflections from
lenses, sample, mirrors, etc., an enclosed tube covers the path
between the chopper and the monochromator slit as illustrated in
figure (3.10) was used. The detection system is then much the
same as that used in the DC luminescence measurements. The signal
is recorded either on a chart recorder or stored as a data file in
the PC for detailed processing and analysis utilizing the SR265
package facilities. This is especially important in measurements
of the temperature dependent broadening of the FLN lines where many
runs were required to offset the progressive weakening and

increasing noise of the signal with increasing temperature.

3.6.2 Zeeman spectroscopy

Although the orbital degeneracy of the energy levels of 3d3 ions in
solids is lifted in lower symmetry sites, there remains some spin

degeneracy which may bé raised by an applied magnetic field, leading
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to spectra splittings that may be measured -in high resolution
spectrqscopy. The energy of an ion with spin S (neglecting any

zero field splitting) in a magnetic field B is given by:

td
n

p.B

m I B

where g is the Lande g-factor or the spectroscopic splitting
factor, upg is Bohr magneton, and the quantization of mg is along
the magnetic field. For Cr3* ion S is either 1/2 or 3/2. The
R-line transitions, in which we are particularly interested,
involves the 2E (5 = 1/2) and 4p,(s = 3/2) levels. The energy
splitting in an octahedral field is shown in figure (3.12): the
resulting spectral components are circularly (c¢t) and linearly
polarized.[36] The splittings are determined by the difference in
g-values of the participating states.

Electron paramagnetic resonances (EPR) measurements were carried out
using a Q-band cavity to find the ground state g-value for two cr3+

~

doped glass samples.

For the 2E 4 42, transition in glasses the gross inhomogeneous
broadening due to the'multi-site occupancy by cr3+ ions is greatly
in excess of the Zeeman splitting. . In order to resolve the
different Zeeman components it it necessary to combine the FLN and
Zeeman effects in a single experiment. It may then also be

possible to measure the circular polarization of these transitions
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Fig 3.12 Zeeman splitting prediction of 2g and 4A2 states of cr3*
ion under a trigonally distorted octahedral crystal field
and a magnetic field, where transitions are only expected
from the lower E(2E) state at low temperature (selection
rules will be discussed later in chapter 6).



in the magnetic field. The experimental arrangement is shown in

figure (3.13).

The excitation source is the ring dye laser operating with DCM dye
in order to perform RFLN in a magnetic field. The field in the
range 0-5.7 tesla was derived from the superconductivity solenoid.
However, because of the large diameter of the cryostat neither the
single chopper nor the double chopper assembly could be used.
Instead, two electronically synchronized choppers were fixed at 900
to chop the exciting and emitted radiation, so as to achieve a
synchronous on-off gating as discussed above for FLN studies. To
monitor the synchronization, the reference output of each chopper
was connected to an oscilloscope channel. Luminescence parallel to
the magnetic field was focused on the second chopber and then onto
the monochromator input slit. A photoelastic modulator (P.E.M.)
followed _by Glan-Tayler prism was located in the emission path for
magnetic circular polarization detection. The P.E.M. consists of a
vibrating quartz bar which modulates the birefringence of the quartz
at 50 kHz. When the amplitude of vibration is set to A/4 then the
emission through the prism oriented at 457 to the vibrational axis
is a measure of the intensity difference of the right and left
circularly polarized emission I(¢+) - I(o-)- The modulator driver
provides a 50 kHz reference signal fed into the lock-in amplifier to
produce a D.C. output for I(54) - I(g-)- Further details are

given in chapter 6.
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3.7 Calibrating the Spectral Response of the Detection System

In order to get true values for the spectral dependence
measurements, the spectral response of the grating monochromator and
detectors, as well as the spectrum of a reference radiation source

(tungsten lamp) are required.

We let M(A) be the spectral output of the tungsten lamp at
wavelength, A, and R(A) be the real spectral output intensity at
wavelength A calculated using the blackbody radiation equation:

_ 2hc2 1

E - £ ]
A2 ehc/k'r_1

(3.5)

The temperature, T, of the tungsten filament may be measured using a
pyroelectric detector. Values of E may then be calculated for
different values of (A) at particular temperatures. And the

spectral correction function S(A) defined as

S(\) = —/—— (3.6)

may be used at different wavelengths to obtain the corrected
spectral output C(A) of any spectrum. If I(A) is the intensity_
at wavelength A measured using a certain detector then the corrected

signal is given by
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C(A) = I(N) . S(AN) (3.7)

This correction of the spectral response has been carried out for
photoluminescence systems having in common the Monospek 1000
Amonochromator but with different photodetectors, i.e. the Gaas
photoryxultiplier and the Ge-detector (see section 3.3.1) in the
rangeg 400 nm - 900 nm and 650 nm - 1400 nm respectively. Using
the P.M.T. does not affect the spectral values very much, since its
response function is almost constant with wavelengths for most of
the spectral ranges used in our experiments. However the correction

is still needed for the monochromator grating response.

for the germanium detector the correction was very important since
its intensity varies considerably with the wavelength as shown in
figure (3.14). In figure (3.15) the spectrum of the Li-borate
glass (G8382) emission shows the effects of the detection system
response on the real spectrum. A computer programme was written,
utilizing the above information to faciiitaté the corrections of
individual spectra which had been stored as data files. The
output could be formatted as I(A) versus A, I(A) versus A or I(E)

versus E.

3.8 Measurements of the Spectral Moments

Because of the characteristic optical bandshapes of solids, sharp

features are not always easily identified, e.g. in cases such as the
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Fig 3.14 The spectral intensity for the tungsten lamp measured
by the Ge-detector.
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67 -

4T2 -+ 4A2 transition of Cr3* doped glasses and the broad
emission band of Ti3* doped samples, it is often useful to calculate

the moments of the bandshape.

This is illustrated in figure (3.16) which shows a broadband

spectrum from which the following moments can be calculated: [36]

My E —b

- —

Yi

|
i X—>

Fig 3.16 Band shape characterization of a broad band where the
centroid (My) and the (FWHM) (which is related to (Mg))
are both shown.

(a) the area under the curve in figure (3.16) Mg which is a measure

of the integrated intensity of the spectrum can be found as:



(b) The first moment, defined as:

L ox.y, (x,-x. )
- Fxydx _ i i'i it
1 Sydx E yi(xi-xi_1)

0 f *3¥3 (%% )

< Bl

measures the position of the centroid of the spectrum.

(c) The second moment is related to the bandwidth (FWHM) 6f the

spectrum, as can be seen in the relation

H2 = 82n2 My

where H is the (FWHM).

3.9 Experimental Samples

The optical techniques discussed above were used to study a vafieéy
of problems in Ti3* or Cr3* doped crystals .and glasses. The
experimental samples consisted of three Tid+ doped crystals and one
glass and Cr3* doped into different glasses. Full details are

given in the appropriate chapters of the experimental results.
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CHAPTER FOUR



4, SPECTROSCOPY OF Ti3*:DOPED CRYSTALS AND GLASSES

4.1 Introduction

Interest in the spectroscopic properties of Ti3* in crystals and
glasses was renewed following the fii‘st demonstration of a Ti3* ion
doped solid state laser (Ti3*:AL,03).151,15]  This laser has proved
to be broadly tunable in the visible and the near infra-red region
and to operate at room temperature. Other desirable features are
the durability of the host, the size and optical qﬁality of the
crystal to produce energies and beam qualities needed for many
applicatior_:s. Information gained from work on Cr3+* doped hosts }ed
to detailed understanding of vibronic transitions in such solid
state lasers. However Ti3* doped sapphire shows a large Stokes'
shift and broéder tuning range than cr3+ lasers. Moreover the
excited state absorption which is an impediment factor for the
operation of the Alexandrite laser at high temperatures is absent
from Ti3*:M203. Because of these advantages and the rapidly
improving growth techniques for production of good quality 7i3+
doped crystals,[52] it seems probable that there will be a variety
of materials as candidates for laser operation. Ti3* jons differ in
their optical properties in different host materials because of the
sensitivity of the d-orbitals to the surrounding, since the wupper
laser energy levels of rid+ depend linearly on the ligand field.
Hence using different hosts may change the laser tuning range of the

Ti3* 1laser. In an early study, McClurel53] studied the crystal
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Fig 4.1 Crystal structure of sapphire, a - top view for only two
planes of atoms, b - sideview where the open circles
forming triangles of 072 ions, while the dark circles
are the af3* ions at the trigonal axis.
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Fig 4.2 Energy level splitting of the Ti:Af303 due to the combined
effects of trigonal crystal field, spin orbit coupling
and the Jahn-Teller effect.



structure and the optical absorption spectrum of Ti3*:A2203, his
interpretation for the spectra based on the point charge model.
The 2p free ion state splits mainly by the octahedral component of
the crystal field in the sapphire host into two levels separated by
~ 19000 cm-1. The excited 2E state does not split in a trigonal
field, rather is the orbital degeneracy removed by the Jahn-Teller
effect. Subsequent measurements of the far infra-red transmission
of Ti3*:A2203 by Nelson et al.[54] attributed the observed
zero-phonon lines observed in absorption to the electronic levels of
Ti3+ in sapphire lattice. This assignment was later supported by
theoretical calculations (Mcfarlane et al.)[53] of the energy levels
of a single d-electron in the corrundum crystalline field subjected
to Jahn-Teller distortion. This theoretical study showed that
static crystal field theory alone cannot account for the
experimental observations of the magnetic field dependence of the
far infra-red spectra of the crystal. Joyce et al. [56] reported

anisotropic g-values of the ground state (gy = 1.11 and g, < 0.1);

from Zeeman splitting, same values measured using the EPR‘

technique.[37]

4.2 Crystal Structure of Ti3* Doped Crystals

Suitable host materials for Ti3* ion lasers require a strong
electrostatic crystal field to produce' a large splitting of the
five-fold degenerate 2p-state of the free Ti3* ion, and a strong
electron-phonon coupling -to make broadband tuning possible. The

host crystal must have a larger band gap than the 7i3* ion
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splitting to avoid absorption transition to the degenerate levels in
the conduction band. The sapphire (Af;03) crystal structure is the

same structure as Tis03 and so is ideal for Ti3+ substitution at

the AL3* sites. In addition it has good heat conductivity and
high stability. Other potential hosts for Ti3* are the garnets,
in which laser action on the Cr3* ion is already realized. (58] It

is anticipated that the spectroscopic properties of 7i3+ in garnets
(e.g. YAG) will differ from those in sapphire, because the crystal
field is weaker and becéuse the Ti3+ occupies a site with inversion
symmetry. In consequence, it is to be expected that the Ti 3+:yaG
fluorescence is red shifted, and will be longer lived, compared with

the Ti3*+:a2,05.
4.2.1 Ti3*:a2504

The crystal structure of sapphire is s.hown in figure (4.1); pairs of
Al atoms are arranged along the c-axis and surrounded by trigonally
distorted oxygen octahedra which leaves the point group symmetry at
the AL site as C3y- When Ti3* ion substitutes in AL D3 cryétal,
it directly replaces the A3+ ion on 'these trigonally symmetric
sites. This substitution differs from the substitution of Cr3* in
AL,y03 (ruby) because the replacement of AL3+ by Ti3f involves an
increase in the ionic radius of =~ 33% ;(the ionic radii are 0.51 &
and 0.76 for Af3* and ;1‘i3* respectively) compared with an expansion

of only 20% for Cr3*.



The free ion configuration of Ti3* consists of a single 3d electron
outside a closed Argon Shell. The ion level % is split into an
upper doubly degenerate 2r state and a lower triply degenerate Zrz
state, due to a cubic crystal field. The ground state 2T2 is
shown to be further split by the trigonal field into 2A1 and % in
figure (4.2). Spin-orbit interaction will cause further splitting
of the lower 2E state into E and 2A states (using the Cj3, double
group symmetry labels; the upper 2A1 is now labelled as E, although
it is not affected by the spin-orbit coupling). This energy level
scheme which takes into consideration only the effect of the static
crystal field, cannot explain the experimental splittings measured
for the 1lowest energy levels, [54,56] However, Mcfarlanel(55]
obtained good agreement with the experimental results by including
the effect of dynamic Jahn-Teller effect[81] in the 2r, state, which

led to reduced splittings by virtue of quenching the trigonal field

and the spin orbit coupling.[sgl See section (4.3). The large

splitting of the excited 2E state is due to a strong Jahn-Teller

effect.[53]

4.2.2 Tid*:vac

Garnets have a body centred cubic lattice with space group Ig3d.
The structure is built up from oxygen polyhedra surrounding the
trivalent cation; dedecahedra with eight-fold oxygen coordinates,
six-fold octahedra and four-fold tetrahedra. The general formula
is A3Bg043, with each unit cell having eight such formula wunits.

The shape of these sites is seen in figure (4.3). The Yttrium
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Aluminium oxide Garnet (YAG) has the chemical compositions Y3ALg0q2,
containing 160 ions per unit cell (96 oxyéen, 24 yttrium and 40
Aluminium ions). The occupation of the different sites depends on
the size of ions involved, with the large yttrium ion, Y3+,
occupying the dodecahedral site, with the Aluminium ions occupying
both octahedral and tetrahedral sites. The environment of the
trigonally distorted octahedral site occupied by aL3* jon is shown
in figure (4.4) where the inversion symmetry may be recognized by
the parallel triangles of Aluminium, yttrium and oxygen ions, with a
slight rotation about the normal axis of the triangles with respect
to each other. Ti3* ion substituted for the A3+ ion occupies

these trigonally distorted octahedral sites.[60,61]
4.2.3 Tid*:yap

The host crystal yttrium ortholumin;te (YAEC3) has a perovskite
crystal structure, hence the acronym YAP (Yttrium Aluminium
Perovskite) analogous to YAG. The general formula of the
perovskites is ABOj3; éhe basic structure is shown in figure (4.5).
The overall symmetry for the perovskite is orthorhombic. [62] The
unit cell of YAL03 consists of four distorted perovskite units,
which results in a monoclinic perovskite-like pseudoée11[63] shown

inside the orthorhombic unit cell, figure (4.6).
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Fig 4.5 The general perovskite structure.
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4.2.4 Tid+ :doped glass

The interest in Ti3+:doped solids is not restricted to crystalline
materials, since there are many potential applications for Ti3+
doped glasses[64] in addition to their potential for tunable lasers.
It is thought that in glasses the Ti3* ion occupies slightly
distortedn octohedral symmetry sites. These symmetry
characteristics were determined by ESR and optical absorption
spectroscopies.[“lss] Measurements of the g-values can be used to
obtain the ground state energy level separation and identify the
type of distortion involved. The observed anisotropy[66/65] of the
Tid+ g-value in glasses demonstrates that the optical centre does
not occupy perfect octahedral crystal fields. Trigonal or tetragonal
field components cause the g-value of Ti3* ion to differ markedly
from the free electron value (2.0023) and to be axially symmetric
with principal g-values, g, and g;. In trigonal fields, the Ti3+*
ion is characterized by gy > g,, as in the case of Ti 3*:1\2203. (571
For the broad assymetric ESR spectra of Ti3* in glasses, the
opposite situation obtains and the g-values for different i3+ doped
glasses have g"<gl.[57066'67] Calculations of the g-value for Ti3+
in phosphate and borate glasses assume that the cubic term in the
crystal field expansion is dominant and tetragonal terms are treated
as a perturbation. Since coupling between the 22 and 7 2 states is
very weak and the spin-orbit interaction is ignored the effective
g-value is determined to be =-1.92 - 1.,94.[65] In contrast for

Ti3* ions in trigonal symmetry with the cubic terms »>> trigonal term



similar results are determined. However when the trigonal field is
not much weaker than the cubic symmetry there is an appreciable
mixing of the excited 2E state into 3r2 when the observed g-values
are gy = 1.07 and g, < 0.1 in, for example, Ti3+:M203. Hence the
tetragonal symmetry is assumed for the site distortion of the
octahedral crystal field for Ti3* doped glasses. In tetragonal
symmetry site the positioning of six octahedral ions is dis?orted
along one of the axes (i.e. only two ligands wili be affected).
The reduction in symmetry from octahedral (0p) to tetragonal (Dyp)
leads to five levels.[38] The excited 2E state is split by the
tetragonal symmetry into Big and Ag levels and the ground zrz state

results into Bag and Eg. This is illustrated in figure (4.7).

4.3 vibronic Transitions of Ti3* ions in crystals

The d-d transition probability of Ti3* ion is described by the
matrix  <yglHlyj>, where both states can be written as

Born-Oppenheimer products

v(r,Q) = #(r,0) x(Q) (4.1)

composed of a purely electronic wavefunction (which depends
parametrically on both electronic and vibrational coordinates) and
the vibrational wave function (which depends only on the vibrational

coordinate). Hence equation (4.1) may be written as:
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Fig 4.7 Energy level splitting of Ti3*:glass with (a) octahedral
field and (b) tetragonal field.
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Fig 4.9 The absorption spectrum for Ti3*:M203.



<yi(r,Q) IHIyg(r,0)> = <bi(r,0) 1HglQg(r,Q)>.<x1(Q)1%X(Q)> (4.2)

where the first part of the R.H.S. of equation (4.2) represents the
radiative transition probability. For the calculation of the
vibronic matrix element, the Frank-Condon approximations (harmonic
approximations) are assumed, and the overlap integral of the
thermalized vibrational states was calculated by Huang and Rhys[68]

as shown in section (2.4).

The splitting of the 2E state (measufed optically in the absorption
spectra as will be seen later) is too strong (2342 cn-1) to be due
to L-S coupling (only 150cm-1),{55] and which is further quenched
due to the Ham effect.[59] Hence the 2E state splitting is

described only by the Jahn-Teller effect. Confirmation that the %

splitting is due to the Jahn-Teller effect, is the observation of -

only one zero phonon line in the absorption spectrum at 4k, [69]
Since the Jahn-Teller effect will remove only the electronic
degeneracy leaving the vibronic degeneracy unaffected. There is
only one (n=0) vibronic 1level on which originates the only
zero-phonon line. Any other source of splitting could cause more

than one zero-phonon line.

Both the ground and the excited state splittings can be explained by
the interaction of these two levels with the Egrphonon mode. This
coupling is explained in detail in ref.[55,70]  The phonon coupling

with the two levels is shown in figure (4.8). For the ground state
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Fig 4.8 The potential curves of the Jahn-Teller split Ti3+*
levels in A£503 showing the phonon coupling with a - the
doubly degenerated 2g state, b - the trip1¥
degenerated 2T2 ground state (after Sturge 70]).




2T2 the minima of the three paraboloids are vibronically degenerate
in (Q,E) space, where the coupling between the three electronic
potentials due to the trigonal field and the spin-orbit coupling led
to the splitting of the energy levels of the paraboloids in each
case into three levels. It can be seen from figure (4.8) that the
minimum of the E5 state forms a circle with the radius Q¢ in the
(Q2,03) plane, the projection of this circle onto the 2Ty level
paraboloids gives the vibronic levels into which the fluorescence
transition occurs, resﬁlting in the broadband fluorescence.
Calculations{639] of the Jahn-Teller effect in Ti3"’:M203 and
Ti3+:YAG showed that the Jahn-Teller constant is larger in the
former and this is associated with the stronger crystal field in
this crystal.

It must be considered for the transition probability that all
transitions are basically equally forbidden d-d transitions in terms
of the electric dipole transition, since the matrix element
<vile.;lvf> equals zero for yj, f(even) and e~;(odd)° In this case
only the admixture of wave functions of odd parity like the p wave
function can relax the parity forbiddenness. Two static wave
functions of different parity can be linked by non-centrosymmetric
crystal field. The strength of the coupling is determined by the
matrix element <dgyen!Vodd!Podd?>, i.e. by the odd parity fraction of
the crystal field. This is correct for Ti3+:A2,03, but not for
the case of Ti3*:YAG where the Ti3* ion site has inversion symmetr.;y.
However the centrosymmetric Py3q cannot be dynamically mixed with

d-wave function at centrosymmetric sites although can be linked by
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odd-parity phonons. The strength of the coupling is then
determined by the matrix element <dgyen!Phonongggltdegd’ - Here we
conclude that the lifetime of Ti3*:YAG is longer than that of
Ti3*:sapphire in which a static radiative decay rate is iﬁ.volved.
The dynamically induced radiative rates of Ti3+:YAG depends on

temperature to a greater extent than that of sapphire.””

4.4 Optical Absorption Measurements

Tid+ samples used are a 0.1 wt % Ti3*:M203 purchased from (union
carbide) USA. Three Ti3* doped in Af,03, YAG and YALO03 crystals
each with 0.1 wt % of Ti3* supplied by Dr B Cockayne of the RSRE
(Malvern, UK), A number of Ti3* doped phosphate glasses with
different concentrations of Ti3* ions (0.1, 0.5, 0.6, 1, 2, wt %)
were obtained from Dr F Cusso (Madrid,' Spain) the composition of the
glass are (62 Py0g5r 24 Naj0, 14 AL03 wt %). Another two samples
(0.003 wt % Cr3*:YAG and 0.1 wt % Cr3*YAP) were used for
comparison with the ti'me resolved spectra, both samples supplied by
the RSRE. The absorption spectra of i3+ doped crystals and
glasses at room temperature were measured using the Beckmann
spectrophotometer. The absorption spectrum of Ti3’:M203 in figure
(4.9) shows the blue-green absorption band expected from a 2rp4 4
2Eg transition of the 4! ion in'an octahedral crystal field. The
shoulder ;:>n the long wavelength side of the spectrum is due to a
splitting of the 2E; excited state by the static Jahn-Teller

effect,[53] The main peak is located at =~ 488 nm, while the
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shoulder is at 551 nm. These values agree with values resulted
from an approximation analysis of this transition into two Gaussian
curves. [72] The strong absorption at the high energy side is
attributed to the Tid* charge transfer band. [73,74] Another
absorption at the low energy side can be seen, which could be apart
Of the N.I.R. band of low intensity centred at =~ 800 nm(69,74]
and aséigned to a Ti3* ion in 1low symmetry sites (caused by
adjacent point defects, or interstitial sites). The intensity of
this IR band increases with increased Ti3* concentration.
Polarized absorption showed that the #-polarized absorption is
stronger in intensity than the ¢-polarized one (contrary to the main
rid+ absorption band). A post growth annealing of samples caused a
drastic reduction in this band. [73] The high loss in the lasing
band of TiA£303 which results in high 1lasing threshold and 1low
efficiency is assigned to the 1R absorption.[73] For Ti3+ doped
YAG the absorption spectrum is shown in figure (4.10). Weak
absorption peaks are evident at ~ 504 and 586nm, associated with
Ti3* ion transition between the 27,4 and the 2Eg states.  Another
band on the high energy side of the spectrum has not been
identified, although it may have the same origin as that reported at
390nm in ref.[71], At even higher energy a strong absorption band
is also oﬁserved, which is the YAG analogue of the charge transfer
band observed in Ti3*:sapphire. Even though strong Cr3* R-line
emission overlapping the Ti3* ion emission was observed especivally
at room temperature, no absorption was identified with the cr3+* ion.

The splitting of the excited state level is directly measured from
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the difference in photon energy of the two absorption peaks. The
splitting of 2770 cm-1 is somewhat larger than the splitting of 2340
cm~1 observed in Ti3+:Af,03, although the crystal field is stronger
in Al,503 than YAG. This result was somewhat controversial, the
splitting of the 2Eg excited state being due to crystal field

effects alone or due to the strong Jahn-Teller effect.

The absorption spectrum of Ti3+:YAP crystal shows blue-shifted
componenfs compared to Al,03 and YAG. From this observation it'
was concluded that the orthorhombic site in YAP led to a larger
energy splitting of 2E and 2T2 states than in M203 and YAG.
Figure (4.11) shows the two distinctive broad bands to be peaked at
~ 440nm and 520nm, giving an excited state splitting of ~ 2800
cm-1, indicating that the Jahn-Teller effect also is important in
the excited state of the 2E state of Ti3* in YAP. Strong
absorption at the high energy side of the spectrum is assumed to be
due to a charge transfer band. A weak absorption band peaked at -~
620nm appears to have the same origin as the IR band in Ti 3‘1\2203.
A comparison between the absorption spectra of Ti3”:doped phosphate
glass samples of two different concentrations is shown in figure
(4.12). The well distinctive broad bands in the lower curve are

due to the stronger absorption of the higher concentration (0.6 % wt

T;0,) sample. The main peak of the spectrum is centred at =~ 566
nm with a weaker intensity shoulder at =~ 691 nm. This absorption
is responsible for the purple colour of both samples. Comparing

this result with the absorption spectra of the three crystals
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indicates a strong red shift of the Ti3* absorption in the glass.
Absorption measurements of Na50-P505 glasses doped with Ti 3+
revealed even larger splittings between the two substates of the
excitgd 2Eg state in borate glasses due to the larger spread of
crystal field sites occupied by Ti3* ions in these glasses. (651 For
the same reason the absorption intensity of phosphate glasses is
higher, the existence of two different absorption peaks is analogous
to the previous crystall cases. The strong charge transfer band
is similar to that resolved in a Ti3* doped barium borosilicate
glass‘.le‘” A comparison between different hosts of Ti3* ion is

given in table (4.1).

4.5 Luminescence Measurements

4.5.1 Ti3* doped crystals

The emission spectrum from Ti3*:Af,03 excited using all lines from
an Ar* laser is shown in figure (4.13) as a broad band emission
starting from 600nm and extends to ~ 1150 nm,' with the peak at =~
767nm at room temperature. This 2Eg 2 2T2g vibronic band is
compared with the 10K spectrum in figure (4.13). The only sharp
features at room temperature are ca 692-694nm, these features being
due to unintentional but ubiquitous Cr3* impurity in the Ti3*:M203
host crystal.”sl The concentration of Cr3+ impurity is much larger
in the Malvern sample than in the Union carbide crystal, so much so

that the strong Ry-Ry doublet and phonon side band can be clearly
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identified in figure (4.14). Under conditions of high spectrometer
sensitivity at T = 10K, fine structure is observed on the high
energy edge of the emission band; as figure (4.15) shows there are
three zero-phonon lines due to transitions from the lower 2Eg level
of the excited state to the three sublevels of 2ng ground state.
Replicas of phonon sidéband are also observed at lower energies. At
77K spectrum also shows an anti Stokes' shifted side band at the
high energy side of the Z.P.L., which is due to transition from the
first phonon level of the excited state to the zero-phonon level of

the ground state (see figure (4.16)).

In table (4.2) the spectral values measured from luminescence
spectra at 10K and 300K are given in detail. The red shifted peak
at room temperature is due to the lowering of the crystal field at
higher temperature which leads to a smaller splitting. Values of
the splitting 84 and &2 between Zrz sublevels identified in £figure
(4.2) are 38 and 108 cm~! respectively, in good agreement with.those
measured in infra-red measurements.[54] Inhomogeneity by lattice
strains in the host crystal may cause different Z.P.L. linewidths

compared with those measured in ref.[75,76],

In preliminary luminescence measurements at low and high

temperatures, figure (4.17) shows strong cr3+ impurity emission

overlapping the broad Ti3* band in Ti3*:YAG; this was determined‘

using lifetime measurements and by comparison of the Cr3+:YAG and

Ti3+:yAG spectra, figure (4.18). It is evident that the Ti3* ion
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Fig 4.16 The high energy side of the TiA2,03 emission spectrum showing
the zero-phonon lines and phonon side bands at (a) 77K

(b) 10K.



Table 4.1 Comparison between absorption spectra of Ti3* in different

hosts. . .
Shift in
Sample Main peak Secondar¥ peak Splitting in 2Eg Dg wmain peak
cm” cm” cm” relative to
the glass
Ti3*:A£203 20492 18149 2343 2049 13.8%
Tid+:yag 19840 17065 2775 1984  10.9%
Ti3+.yAp 22730 ) 19920 2810 2273 22.3%
Tid*:glass 17668 14472 ' 3196 1767

Table 4.2 Experimental spectral values of emission for Ti3*:sapphire

(all values measured in cm‘1)

Zero-phonon lines 16228, 16190, 16120
Z.P.L. linewidth 8.9,  10.5, 19.2
Ground state energy splitting 38, 70

1st phonon sideband 16005.5, 15969, 15931.5

Ground state phonon energy:

1st mode 222.5, 221
2nd mode | 259, 258.5
Excited state phonon energy 168.5
Emission band peak at 300K 13035

" """ 0K 13282



uoT3e3TOXd (S°UuTl-TT1e)

IY MUOSL YITM MS6T DUB N0L 3T SJUSDSIUTUNT OYAI4¢TL LIV 614

006 008 00L 009

A SG6L

(n'D)

A 0L




4.5 Tidt:YAC 4T AT 308k ampx1@
3.5
j
2.5 A
o
J \
/
w {1
e }
1.5 } \'u !
: |
d ' N
Su o \\"—&-._.
' T I’ 1 I i I 1 ' H I H [ 1
6288 6688  7e@B 7483 708  B269.891 86BA.8A2 9860.083
4 )
- cr3tivan 4T 300K
6
.5
4 j\
J \ s
3+ b, ,} R
' EEIF
y Py
2-‘! . .."' l'.\:f"\
' 1_'.-_-”’; - T e ;
T T T 1 T T .
6266 b 7A@A. 7428 7860 G283.881 B680.602 96%0.883
t )

Fig 4.18 Comparison between Ti3+:YAG and Cr3+*:YAG crystals showing the
dominant Cr3* impurity emission in the (Malvern) sample.



concentration in the YAG crystal is weak compared with that of the
Cr3* ijon at least in high temperature measurements. Indeed the
broad Ti3* band shows itself mainly at lower temperatures as can be
seen in figure (4.17), where the 488nm Ar* line was used for the
excitation in both cases. However the Cr3+ jon emission is still
strongly existed. Fértunately, the Cr3+* spectra may be eliminated
by utilizing the 1large difference in decay rates between the two
ions, an ideal situation for the phase sensitive detection (P.S.D.)
(see chapter 3). The Cr3*+ and Ti3* emission may be separately
nulled out and the individual luminescence spectra recorded at
temperatures in the range 10-300K. The luminescence spectrum of
this crystal at 30K figure (4.19) shows a broad band started from
650nm and extended to ~ 1170nm, peaked at ~ 770nm and with a width
(F.W.H.M.) of 2750 cm~!. At high temperature 250K the luminescence
intensity is reduced to about one fifth of its value at 30K and the
bandwidth increased to 3470 cm-1. At high resolution it is
possible to identify sharp structures at the high energy side at low
temperature spectrum due to the 2Eg - 2T2g zero-phonon lines and
their attendant phonon side bands as can be seen in figure (4.20).
The one phonon sideband is due to interaction with a single phonon

mode of energy -~ 140cm~1, These spectral characteristics are

summarised in Table (4.3). The fluorescence spectrum between 520nm -

and 820nm for Ti3*:YAP at 10K with the 488nm line of 100mw as a

source of excitation is shown in figure (4.21). The overall broad
band is blue shifted relative to Af;03 and YAG. The inset to

figure (4.21) reveals a single zero-phonon line at 5396 A of 29cm-!
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width and an accompanying phonon side band. Also apparent are two
absorption 1lines at X = 585 and 589nm which appear only at 1low
temperatures. The R-line emission at 7213 A and 7239 A (at 10K)
and their vibronic sideband are also observed on the long wavelength
edge of"_the broad band. Note that to record the correct band
shape proper account must be taken of the spectrometer/grating
polarization anomaly. The broad band which peaked at 603nm at 10K
shifted to 606nm at room temperature. The line width of the
zero-phonon 1line is due to inhomogeneous broadening by strain

associated with the presence of lattice defects.

Table 4.3 Spectroscopic values from Ti3*:YAG luminescence

"(all values are in cm-1)

Z.P.L. . 15388, 15366, 15320
Ground state energy level splittings , 22, . 68
1st Phonon side bands 15249, 15229, 15185
Ground state phonon energy: 1st mode 139, 160

2nd mode 138, 181
Emission band peak (250K) 12987

" " L1} (30}() 13072




4.5.2 Ti3* ions in glasses

The random distribution of atoms in a glass matrix leads to a
different interplay between homogeneous and inhomogeneous broadening
of the absorption and emission transitions of T.M.I. doped glasses
compared with that in crystals. The major difference between
optical centres in crystals and glasses is that in the later cases
there éxist a multiplicity of sites at each of which the centre
emits or absorbs at a slightly different frequency from the others.
A detailed description of the glass structure and its effects on
épectroscopy is discussed in the next chapter for Cr3*-doped
glasses. However we have compared the luminescence of Ti 3+ doped
in crystals and glass.. Figure (4.22) shows the luminescence of a
Ti3+:phosphate glass at two different temperatures, The shape of
the spectrum is a featureless broad band. A search for the
zero-phonon and phonon-assisted structure of this broad band

spectrum was unsuccessful, apparently due to the massive

inhomogeneous broadening in glasses. This is clearly illustrated
in figure (4.23). There are two aspects of figure (4.22) worthy
of note compared with those of crystals. The first is the shift

vof the band peak towards longer wavelengths as the temperature
decreases. As we discuss subsequently, this phenomenon also occurs
in Cr3+:g1asses. At high temperatures, the lower energy 2’1‘2 level
is more vibronically populated and therefore for the same value of
excitation wavelength, the gap between the two states becomes wider,

hence the emission peak moves towards lower wavelength value. The
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Fig 4.23 7i:phosphate glass (0.1% conc.) emission at 10K and 300K
(using a photomultiplier tube).
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Fig 4.22 Luminescence of Ti:phosphate glass at 10K and 300K (using
a Ge-detector).



second aspect of note is the fact that non-radiative transition
probability increases with temperature which may lead to a change in
the spectral shape and to the sharp reduction of the emission

intensity which we discuss later.

Selective excitation spectroscopy may be used to understand the
mechanism of inhomogeneous broadening associated with ions in
different sites. This can be seen by comparing spectra excited at
the same excitation iﬁtensity (100 mw) but at different excitation
wavelengths; wviz. A = 633nm, A = 670nm lines from the Ar* ion
pumped ring dye laser and all-lines output from the Ar+* ion laser.
The sample temperature of 10K was used for spectra shown in figure
(4.24). It can be seen from these spectra that the excitation at
a longer wavelength led to spectra with a peak position at a longer
wavelength, Apparently sites excited at shorter wavelengths have
larger Dq values relative to sites excited with longer wavelength
lines, and hence emit at shorter wavelengths. The band width of

the emission excited with the Ar* (All-line) output is larger due to

the excitation of a much larger number of sites with the different

(and broader) 1lines of the Ar* ion laser. The intensity
differences of the different excitation emission curves is caused by
different amounts of absorption of light from different wavelengths.

This can be related to the absorption spectrum.

Luminescence spectra for the same glass, but with different Ti3* ion

concentration were examined at the same conditions (488nm excitation
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and 10K temperature). Three luminescence spectra are shown in
figure (4.25), where tﬂe sample luminescence intensity 1looks as
inversely proportional to the concentration value.of the Ti3* ion.
This relation could be due to the concentration quenching (see
section 1.5), wvalues for integrated intensity of the emission and
peak positions against the concentration of Ti3* ion for the above
mentioned spectra are plotted in figure (4.26).

4.6 Temperature dependence and decay rate measurements

Referring to figure (4.13), it can be seen that the width of the
broad 2Eg 4 ZTZg transition of Ti3*:A1203 increases with the
‘increase of temperature. The peak of the transition is red
shiftedvas the sample's temperature increases. The bahd centroid(
M{, plotted against temperature in the range (10-300)K in figure
(4.27), increases linearly with increasing temperature. The
transition energy between the 2E and 2T2 levels is given by AE =
10Dq, where Dg « 1/a%, and (a) is the lattice parameter which

varies with the temperature as
a = ag + Ha(T) (4.3)

where a, is the lattice parameter at low temperatures. Since

11 pa(m]™ . 1 a(T)
~5 = s 1 + = = 1 -5 P
a a aO a [o]
o o
H . Aa(T) t
ence AE = AE, - 5 3 AE , so the peak energy at high temperature
o
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is reduced relative to the low temperature peak energy. In other
words the band peak shifts to lower energies as the temperature of

the sample increases.

The broadening of the transition is due to the coupling of the
electron to 1lattice vibrations (as shown in chapter 2). The
luminescence bandwidth Tty has been measured in the temperature range
(10-300)K and plotted against temperature T in fiqure (4.28). The
bandwidth is almost constant in the temperature range 10-100K, and

then increases. The theoretical bandwidth temperature relationship

is given by

T "“’] (4.4)

ro = TT tanh 2kT

in which Ty and Ty are the bandwidths at zero and high temperature,
respectively{ The above relation is least squares fitted to
the temperature dependence data in figure (4.28). To is found to
be 2490 cm~!, and the calculated value for the phonon energy is 385
em-1, Similar temperature depencdence bandwidth measurements for
Ti3+.yaG was carried out and the values are shown in figure (4.29),

from which T'y and #w found to be 2760 cm~! and 295 cm-1

respectively.

The luminescence intensity, M, for Ti3+:a2,03 is also plotted

against temperature in figure (4.30). It can be seen that the
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Fig 4.29 Temperature dependence bandwidth for Ti:YAG.
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intensity stays almost constant at low temperatures up to -~ 160K,
after which it drops sharply. The explanation for this intensity
reduction at high temperatures could be attributed to the competing

non-radiative processes.

Understanding the different decay elements out of the excited states
is crucial for predicting the laser characteristics of a material.
Non-radiative transitions of the Ti3*+ ion occur by tunnelling out of
the excited state into the ground state. The effects of the
non-radiative processes may be assessed from peasurements of the
temperature dependence of the 1luminescence 1lifetime. The fast
decay rate of Ti3*:A2203 (ca 3.8 pg at 4K) makes reliable
measufeﬁents of the 1lifetime by 1lock-in techniques or using the
boxcar integrator almost impossible. However a crude measurement
made at 10K using a chopper wheel with 100 slots gave a value of
4.2 pg, which is in reasonable agreem;nt with other measurements (ca
3.8 ps).[69175] In these early measurements, the lifetime was
observed to be constant below T = 150, above which temperature it
decreases to 3.2 pg at room temperature and to 0.3 pg at 500K.
This thermally induced reduction is due to thermal quenching caused
by stréng electron-phonon coupling, and the Jahn-Teller effect,

which activates non-radiative transitions at high temperatures.

The quantum efficiency, g, of an optical emission process is defined

as the ratio of the probability of the radiative transition (fﬁ‘) to

¥
&

the total transition probabilityf(f{‘), ive.
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where 7p and T¢-are the radiative and total lifetimes, respectively.
Hence using equation (4.5) we can see that the quantum efficiency at
300K is still =~ 84% of its low temperature value, assuming the
total decay at low temperature to be purely radiative. This high
efficiency is due to the small Frank-Condon overlap between the
vibrational sidebands of the ground state and the thermalized
vibrational states of the excited 2E level. Measurements of the
luminescence decay rate of the transition 2E 4 2T2 in Ti3*:vaG
showed that the deca} curves were exponential. The radiative

lifetime of 51 Bg at 10K is more than an order of magnitude larger

than that of Ti3* in sapphire. The lifetime at room temperature
is very much faster, being measured as Ty = 4.4 pg. In earlier
work Bantien et al.[71] obtained a value of 2pg. This strong

reduction in the luminescence lifetime at 300K relative to the low

temperature value is consistent with a quantum efficiency of around

9%.

The total decay rate 1’{1 may be written as the sum of radiative and

non-radiative processes,

i.e. Y, = T. 4+ 7 (4.6)
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The radiative rate dependence on temperature is described in the |

form: [77]

-1 -1 -1

= 4.
T 7 Tvib coth (Rw/2kT) (4.7)

R stat *
where 7§%at is pure radiative decay rate, while 1;1b is the phonon
assisted decay rate. In addition to this vibrational increase in
the radiative rate, there is also an increase in the non-radiative

rate with increasing temperature.

-1

-1
"NR(.T) - ‘rNR

. exp(-AE/KkT) (4.8)

where AE is the activation energy, and the total decay rate is

1-1 = o1 7-1

fw -1
— -AE/kT 4.9)
t Tetat * coth ( ) + 7 exp(-AE/KT) (

vib 2kT NR

In consequence the sharp decrease in the 1lifetime and the low
quantum efficiency of the Ti3*:YAG is probably due to the high

radiative transition rate at high temperature compared with

Ti3*:A2203.

For Ti3*:YAP there is also an increase in the integrated intensity
as the temperature increases, as shown in figure (4.31) and figure

(4.32). The intensity remains essentially constant in the range
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(0-120)K. However at higher temperatures, as figure (4.32) shows,
there is a remarkable increase in the intensity which becomes

sharper above 200K. Apparently the non-radiative decay, which

causes a decrease in the intensity of the emission in A£03 and YAG-

crystals is very weak so that the intensity is enhanced by the

phonon assisted electronic interaction.

A plot of the variation of the centroid position of the emission

peak with temperature' figure (4.33) shows the usual shift towards

lower wavelengths as the temperature decreases, although the shift =

is much smaller than that of the Ti3*:sapphire. From the
temperature dependent bandwidth of the luminescence spectra, in
figure (4.34), the mean phonon energy broadening the transition was
determined to be &w = 443 cm~! and the zero temperature halfwidth
was Ty = 1490 cm-1, This bandwidth changed by only -~ 170cm'1, or
about 10.2%, between (10-300)K compared with the variation for
TiAL,03 of 19.3% in the same range of temperatures. Decay rate
measurements for this crystal showed a lifetime of 16.1pg and 10pg

for the temperatures 10K and room temperatures, respectively.

The decay rates for Ti3*:doped glass are expected to be fast because
it originates on a spin-allowed transition. Furthermore, sincé
these trans.itions are from Qifferent sites in the glass matrix, a
range of decay rate.values is anticipated. Since differept
excitation lines will excite different sifes, different lifetime

values are a‘lso expected. With all the measured temporal decays
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of the fluorescence, the measured decay curves were non-exponential,
as is expected from multisite glass samples. So the measured decay
rates are quoted as upper and lower values. The decay rate of 1%
Ti3* concentration at room temperature and 10K are 7 ms=1 - 2.5
ms~! and 4.4 ms-1 - 1.2 ms~! respectively. For samples of higher
concentration the luminescence decay is faster, the measured value
for 2% concentration sample at 10K being 10.6 ms-! - 7.6 ms-1.
Changing the excitation light gives the values 9.3 ms-1 - 3.9 ms-1
and 6.4 ms~! - 2 ms-! for the pumping lines 668nm and 488nm
respectively. Pumping with longer wavelength lines means emission

of lower field sites and hence faster decay.

Measuring the decay rate of Cr3* impurities in Ti3*:YAG and Ti 3+ Yap

is one method of identifying these transitions. For Ti3*:¥aG a -

doublet at ~ 687 nm followed by a side band showed a slow decay

value for which the lifetime was ~ 10 ms at 10K and -~ 1.9ms at room
temperature, in good agreement with those of cr3+:yag. [46] For
Ti3+:yAp the.Cr3+ impurity transition is observed at =~ 723nm, with a
lifetime of 53 ms at 16K. A similar value is measured for a 0.1 %
wt Cr3*:YAP crystal in which this value is reduced to 39 ms at room

temperature.

It was noticed that the two Cr3* impurity lines (R-lines) are
situated at 72138 and 7237.5 R at 10K, while each of these values
shifted towards 1longer wavelengths by about 24 X at room

temperature. The theory of thermal 1lineshift is discussed in
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detail in refl32] angd is explained as an algebraic sum of the
shifts of the two 1levels involved in the transition due to
ion-vibration interaction. The separation between the two R-lines
of the cr3+ impurity is measured from the temperature dependent
intensity of the two lines, using the Boltzman thermal occupation
equation, which resulted in a separation of 43.7 cm-1, Similar
measurements for the Cr3* in Ti3*:YAG system were carried out with
the splitting of 22.5 cm~! in agreement with the value measured by

Wall et al.[78] yhich is another confirmation of the type of

impurity.

4.7 Time-resolved Spectroscopy

A consideration of the selection rules for Ti3* and Cr3* emission in
these materials suggests that the Ti3+ ion photoluminescence should
be much faster than tl;xat of Cr3+* because a spin-allowed transition
is involved in the former. This difference in transition rates
makes it possible to differentiate the spectra by time-resolved
spectroscopy. Indeed by utilizing a timing delay before the
detection of the transition will allow discrimination between the
different transitions, This characteristic is very useful,
especially in the case of glasses, where different transitions with
different frequencies may be distinguished. Luminescence spectra
of Ti3*:YAG at different delays (figure (4.35)) show that, after ims
delay, where the Ti3* transition is completely decayed, it is
possible to identify the cr3+ ion in this crystal as compared with

.

the siaectra shown in refl[46],
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The third spectrum (a-b) is the subtraction of the Cr3* ion spectrum

from the 0-delay spectrum, which shows only the Ti3* enmission-

spectrun. A similar separation of the emission by Cr3+ and Ti3+
ions in YAP was also accomplished. The two spectra are separated

in figure (4.36) using the 0-delay and 90 pg-delay.

The case for Ti3*:glass samples is quite different, since we are
dealing with spectra of ions in many slightly different crystal
field sites each with slightly different decay rates. Hence, and
because of these small decay rate differences, it is not expected to
get accurate results by using the mechanical chopping system.
However, it was noticed that for three spectra shown in figuré
(4.37), for 0,200 and 400 pg-delays, the peak of the spectrum is
shifted towards the high energy side of the spectrum as the delay
increases. This result could be explained as, the application of
a certain delay allows the slow decayed transitions to survive,
while the fast components which belong to lower field sites have
vanished., Hence only the high field sites with the longef

liftime, can still emit.

4.8 Polarized Absorption/Emission

Measurements of the polarization effects on the emission spectra for
Tid3* ion in AL,03 and YAP crystals were carried out using the
set-up explained in section (3.4.2). Figure (4.38) shows the ¢

and # polarized emission of Ti3*:A2203. at 10K. The #8 (Nc-axis)
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polarized spectrum is about 3 times more intense than the ¢

(1c-axis) polarized spectrum. The Cr3+ impurity 1lines show the
opposite sense of polarization. Similar characteristics were
noticed by Rapoport et al.[79] The reason for such a difference

could be traced back to fhe selection rules for the (% 4 31'2) i 3+
transition which is induced by electric dipole processes, whereas
the 2 + 4A, transition in the Cr3* is between two states of
different spin. The unpolarized, # and ¢ polarized emission
spectra for Ti3+:YAP are shown in figure (4.39) from which we see
that the #t-polarized spectrum is still larger than the ¢-polarized
spectrum but to a lesser extent than that of '1‘13*:1&2203. The
intensity of the #t-polarized emission is bigger than the ¢-polarized
spectrum by ~ 15% only. The other interesting feature is the
variation of the two Cr3* impurity lines at different emission

polarizations.

The difference in the emission intensity between the #« and ¢
polarized absorption/emission of the Cri+ spectra can be explained
as follows: the transition 2+ 4A2 is forbidden, but it could be
allowed by the introduction of a combined effect of a static odd
parity crystal field operator (between 4A2 and 4'1‘2) and spin-orbit
coupling (between 4'1'2 and 2E). The o¢-polarized transition is
induced by the dominant odd-parity operator Tyaq. While in the
case of #fi-polarized transition there is no non-zero matrix elements
between 4A2 9 4'1'2, but it is induced by a weaker operator Ty x,,

hence a weaker transition than in the o¢-polarized case.
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Fig4.39 Ti-YAp
Polarized emission
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Consequently the feeding to the 2E state is smaller in the
ﬂ—polarization’thah in the case of ¢-polarization which is the cause
of stronger 2E (R-lines) transition in the ¢-polarized emission

spectra.

4.9 Discussion

The interesting broad emission of Ti:doped solids is a result of the
different interactions of the’ ty and e orbitals with the ionic
environment, so that the equilibrium value of the configurational
coordinatg is differenf in the 2T2 and the 2E levels which causes
the broadband transition between fhese two levels. Using spectral
values from table (4.2) as well as values from the absorption
spectra, the configurational coordinate diagram of Ti3+:A£203 can be
shown for the energy against the configurational .éoordinate Q as
shown in figure (4.40). In order to find some important values
which characterize the vibronic interaction (like Huang-Rhys factor
(S)), we consider the broad transitions (emission and absorption) to
be between the 2T,y and 2Eg levels. In the configurational
coordinate consideration, these two levels are represented as two
potential curves with constants k and k' respectively. The
difference in the eneréy value of the absorption peak and the bottom
of the excited state parabola (the zero vibrational level) is the
relaxation energy for this parabola and is equal to 4302cm-1, while
the value for the ground state is 3155¢cm -1, And since the average

of the two &w values is 240cm-1 for the ground state phonons and
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168.5 for the excited state phonons (see table 4.2), the number of
phonons‘ in emission is 13.1, while for absorption it is 25.5.
These numbers show how strong is the electron-phonon coupling in
such a crystal which is the origin of broad emission and absorption

bands.

The large ’Stokes' shift. exhibited by these crystals (see table
(4.4)) means no reabsorption of the luminescence by the ground state
ions. In addition, the possibility of an excited state absorption
(ESA) is eliminated since there is no higher d-electron levels, also
(ESA) due to charge .transfer of high p-state is a very small

possibility, since those levels are very high in energy.

The polarized emission measurements of Ti3+:A3203 and Ti3+: yap show
that the ratio of the integrated intensity of the «:polarized to the
c-polarized is ~ 3.1 for the former sample and only =~ 1,2 for the
later. These results can be attributed to the selection rules
governing the 2E -+ 2T, transition in the trigonally distorted
octahedral field in Ti3*:A£203 and the orthorhombic symmetry of the

Ti3’:YAP; The complete theoretical evaluation of these selection

rules is under calculation.[119]

The short lifetime of Ti3*:crystals in general, is a result of the
spin-allowed transition compared to Cr3* ion crystals in high to
intermediate field sites where there is a metastable or intermediate

level which elongates the lifetime of the upper state.
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Consequently the emission cross-section is reduced in the latter
case to a greater extent. The measured value of the emission
cross-section for Ti3*:AL503 is ~ 3-4 x 10-19 cm2, while for
Cr3+:GSGG and Alexandrite it is only 0.8 x 10-20 cm2 and 0.7-2 x

10-20 cmz, respectively.[17]

Another interesting feature of Ti3+:crystals is that their broad
absorption bands overlap the output lines of many laser outputs (Ar+
ion, frequency doubled Nd:YAG) ;nd other sources including the white
light for flashlamp pumping. Some problems working against Ti3+
doped materials are tﬁe thermal quenching (although Ti3+:YAP 1looks
an exception) and the absorption in the near infra-red. In
addition Ti3*:af,03 with its fast decayed transition lacks
significant energy storage for effective Q-switching in flashlamp

pumped operations. The other two ri3+:samples (YAG and YAP) showed

longer lifetimes.

The competition between the two concurrent processes determines the
suitability of the material as a laser medium, These processes

are the radiative transition which could be quenched through the

concurrence process of the non-radiative transitions. By observing

the decay rate dependénce on the temperature, the Ti3* doped YAG
crystal could be eliminated as a laser candidate for room

temperature CW operation, because of its low quantum efficiency at

high temperatures, unlike ri3+AL,03 crystal. The reduction in

quantum efficiency is due to a multiphonon non-radiative decay at
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Table 4.4

Comparison of the Stokes' shift and bandwidth values

for Ti3* samples (all values are in

cm’1).

Sample Absorption Emission Stokes' T (300K)
peak peak Shift
TiAfL503 20492 -13035 7457 3085
TiYAG 19840 : 12975 6865 3470
TiYAP 22730 16502 6228 1660
Ti:glass 17668 11472 6196 2774
Table 4.5 Crossover energy values for i3+ crystals

Sample  AE, (cm~1)

TiAL,03 11393
TiYAG 12262

TiYAP 21862




high temperatures. In order to estimate the overlapping between
the ground and excited transitions we show two potential curves for
the ground and exéited states (figure 4.41),. We call the
absorption energy Ezp, = hvQ and the emission energy Eq = hvQ and
assuming the potential constants for the two parabolae are of the
same value k = k'. For estimating the crossover energy AE, we will

use the same formulae of refl75] where

o 2
~(hve)

AE -

= (4.9)
x 2h(v: -V

o]

o)

Substituting for the values of E,p, and Egp mentioned in sections
(4.4, 4.5), the crossover energies for the three i3+ crystals are

listed in table (4.5). We can draw the following conclusions from

the values shown in table (4.5):

1. The high values of the crossover energies for the three samples
suggested that the probability of non-radiative transitions is
low' even at room temperature and the radiative probability is

still the bigger contribution.

2. Comparing between Ti3+:YAG and Ti3*:A2203 we can see, relatively,
not much difference in values for the two crystals. So this
result, strengthens our belief that the low quantum efficiency
‘noticed in the YAG crystal at room temperature is not due to

high probability of non-radiative decay but rather to the
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Fig 4.40 Schematic diagram of the configurational coordinates of
Ti:A£303 crystal showing zero-phonon, side band and
absorption transition energies between ground and excited
states. .
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Fig 4.4y Schematic diagram of the two potential curves of the
excited and ground states of TiA£;03 showing the
crossover energy AE,, the absorption and emission
transitions.



increase of the vibrational component of the radiativate decay
at high temperatures. Also the two near values of AE, results
in about similar non-radiative decay rates, confirm the equal

values of non-radiative decay rates measured by Albers.[69]

3. The very high values of the crossover energy of the YAP crystal,
suggests very much smaller non-radiative decay rates for this
crystal. This result is in good agreement with the observed
spectra of this sample at low and high temperatures. For this
sample we suggest that the total decay is shared by purely
radiative decay rate plus a phonon-induced radiative rate, which
could cause the reduction in £he lifetime and the increase in

the transition intensity at high temperatures.

Ahother characteristic which favours the laser crystal host is the
good thermal conductivity where this property is an order of
magnitude lower for glasses than for crystals. For comparison
between crystals it was found[77] that the thermal conductivity for
AL,03 is 420 mw/cm.k while it is only 70 mw/cm.k for the YAG and
129 mw/cm.k for GsceG. [80] High thermal conductivity values allow
more rapid dissipation of the resulting heat from the non-radiativé

processes and also due to Stokes'shift, so that thermal effects on

the crystal will be minimized.
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A disadvantage of the YAP host in laser applications was that the
crystal shows[63] a bréwnish colour after growth, which even when it

was reduced by annealing, it coloured again after a laser pumping.

It might be worth mentioning that during the laser excitation of our

Ti3+:yAP ‘sample, we noticed that the intensity of the emission was
dropped down slightly at low temperature. On changing the
excitatior; spot on the sample the intensity went up and then down
again after a short while. Also there might be a relation between
the two (self-absorption) line$ mentioned before at 685 and 689nm

with the conclusion noted in ref.[63]
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CHAPTER FIVE



5. OPTICAL SPECTROSCOPY OF Cr3* IONS IN SOME INORGANIC GLASSES

5.1 Introduction

The structure of amorphous materials has long been controversial.
This could be because of the unique character of the vitreous state,
which permits many df the mechanical properties of crystalline
solids and yet structurally retembles a liquid in its lack of long
range beriodicity. At the time of Zéchariasen's Random Network
theory[82], it was thought that only g;ide glasses and organic
polymers could be prepared in thé non-crystalline form. Recent
developments in the fabrication techniques has shown that all
materials can be prepared in a noh—crystalline form when cooled
sufficiently quickly. According to McKenzie's[83] definition the
glassy ~material is an isotropic material which lacks

three-dimensional atomic periodicity and has a viscosity in excess

of 1014 poise.

The present work focuses on inorganic glasses which have a large
forbidden gap, which in "pure" form are transparent in the visible
region. ngever when they are doped with optically active iéns,
they show distinctive optical features depending on the type of the

active ion as well as the structure of the glass host.
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5.2 Theories of Glass Structure

The 1long struggle to understand the constitution of glasses has
largely involved the applications to glasses of the techniques and
concepts found useful in studying crystalline solids. A general
view ofrthe structure of glass is obtained using a bonding model in
which groups of atoms in_the glass are held together by different
types of bonds, from étrong, largely covalent bonds to the weaker
vanderwaalé forces. In geferal, am?rphous materials have many
properties resembling those of crystals ebntaining the same atoms in
approximately the same proportions. For example each silicon atom
in tetravalent Si is bonded covaiently to four oxygen atoms in a
periodic tetrahedral arrangement of crystalline S5i0,. In this
case, an optimum bond length which minimizes the bond energy and
optimises the angle between the four bonds, wheréas in amorphous
Si0; (see figure (5.1)) a silicon atom is expected to occupy a site
as ideal as possible. In actuality the non-periodic distribution
of‘SiOZ tetrahedra causes a spread in bond lengths and bond angles
about the optimum values, although eaéh silicon atom retains its
bonding to four oxygens in octahedral configurat@éhs. Hence the
differences in the physical and optical ﬁroper%{és between crystal

line and glassy materials are basically at‘ributed to their

structural differences.

A correlation of the ability of an oxide A,0y, to form a glass with

the ionic radius ratio ¢ = Rp/Rp, was suggested by Goldschmidt. [84]
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Values of between 0.2 - 0.4 are reported for ¢ in glassy oxides
like P05, Si0, and Ge0j. zachariasen[82] noted that the radius
ratio of Be0 is very nearly the same as Sil3 and yet glassy BeO has
never been prepared. Zachariasen concluded in the continuous
Random Network (CRN) theory that the atoms in the glass are linked
by essentially the same forces as exist in crystals, the atoms
oscillating about definite equilibrium positions, as is indicated by
the strength of a glass being of the same order of magnitude as the
strength of crystals. The ‘equivalent of the lattice in the glassy
state is known as the "network" or a matrix, and as in crystals,
atoms in glasses must form an extended three-dimensional network.
But the absence of sharp x-réy diffraction 1lines indicates the
network is not periodic. However, the atomic positions are not
entirely random, small regions up to =~ 500 A may have an ordered
structure{85] and interatomic distance::s cannot bé' less than certain
minimum wvalues. Zachariasen's glass formation condition stated
that extended three-dimensional random networks can be formed by
bneighbouring molecular units and linked at the vertices by a
bridging oxygen atom. Although this structure lacks periodicity it
has an energy content of the same order as that of the crystal.
This implies that the coordination number of the atom A in the
glass should be approximately the same as that in the crystal as in
the case of Si0, which both in crystalline and amorphous 5i0; is
surrounded by a tetrahedral arrangement of four oxygen atoms.
Figure (5.2) shows an oxide Az03 structure which may exist in either

crystal or glass using the AO3 triangles. The figure shows that



Fig 5.1 TWo Si0y4 moleculqr units joined by a common, or
bridging oxygen atom, the Si-0-Si angle 8 varies
from band to band.

Fig 5.2 Schematic two-dimensional representation of the structure
of (a) Crystalline compound Ay0;
(b) The glassy form of this compound.



although the crystal has a symmetrical structure, the random
distribution of bond angles in the glass has eliminated any long
range periodicity. Zachariasen suggested four rules for oxide’
glass formation:

(i) oxygen atoms are linked to not more than two A atoms,

(ii‘ the number of oxygen atoms surrounding A must be small,
(iii) the oxygen polyhedra shares corners with each atom but not

edges or faces,

(iv) at least three corners fh each oxygen polyhedron must be

shared.

Warren[BQJ studied a number of glasses including a range of simple
sodium silicate glasses, using Fourier analysed X-ray diffraction
techniques yielding results in agreement with Zachariasen
postulates. Diffraction patterns pf cristobaliite and vitreous
510 (see figure 5.3) showed the strongest line of the cristoballite
to coincide with the peak of the broad line in the glass which had
pPreviously been attributed to inclusions of very small cristoballite
microcrystals. The absence of small angle scattering from the
glass confirmed that such microcrystals are not present in the
glass.lasj From the experimental diffuse-angle X-ray diffraction
patterns from the glass, the Radial Distribution Function (RDF)

could be computed enabling an analysis of the distribution of the

interatomic distances.
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Assuming that the total diffracted intensity from the glass, Ig(s)
is the sum’of interatomic interference scattering I(s), the coherent

and incoherent atomic scattering intensities I,; and I, i.e.

It(s) = I(s) + Ic+i(5) (5.1)

4 Sinf
A

between the incident and the diffracted beams, the scattering

where s = is the écattering vector, and 28 is the angle

intensity from vibrating point atoms may be expressed as an

intensity function, i(s), given by
£2(s) = (I.(s) - I__, (s))/TE2(s) 5.2
i(s) = I(s)/Lf"(s) = ¢(s c+i (5.2)

where Lf2(s) is the sum of the coherent atomic écattering factors
for the unit of composition, e.g. Si0j. Now if ¢(r) is the number
of atoms per unit volume at a distance r from an arbitrary atom and
?(0) is the average density of the sample in atoms per unit volume,

the radial distribution function is related to the fourier transform

of si(s) by,
2 2r ?
cop - 4ﬂr2?(r) - dnr? g, ¢ 2 Jo Si(s) Sin(Sr)dr (5.3)

The intensity in the diffuse diffraction patterns of a Si0, glass is
plotted in figure 5.4 which also plots the RDF against the

interatomic distance (r). The oscillating curve about a parabola
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repfesents the average' atomic density and describes the number of
atoms in spherical shell between r and r+dr. ; The positions of the
peaks gives the disfances of atoms from a silicon or an oxygen, [87)
while from the area uﬁder the peaks it is possible to calculate the
number of neighbours at that distance.[88] Beyond the fourth or
fifth peak the RDF merges into the rising background showing the
random nature of the structure. However the existence of these
well-defined peaks show a definite short range order. A
substantial agreement was also noticed(87] between the theoretically
computed RDF from the CRN model and the experimentally measured RDF
obtained from X-ray and neutron diffraction experiments as shown in
figure (5-.5). From the compui:ational studies it was known that
the bond angle lies between 1209-1800, Bell and Dean[87] used a bond
angle of 1530 in their computation. Their model gives good
agreement .with the éxperimental measurements and to interatomic
distances of 8 A,

the maximum separation for which experimental

details are available. They reported that bond length has only a

small effect, smaller than the bond angle variation.

5.3 Glass Formation

The volume-temperature relationship for liquid-solid equilibrium is

portrayed in figure (5.6), on cooling a liquid from any temperature

(T > Tm) to the temperature of the crystal (Tm), the path (a) will

be followed if crystallization is to take place. However if the

liquid is supercooled over somé temperature range below (Tm) then
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(a) Compu{cd
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I | I i 1 T T
(b) Experimental

0.2 - 0.4 0.6 0.8

r(nm) —=

Fig 5.5 Radial distribution function for x-rag7?cattering from
).

Volume

vitreous silica (after Bell and Deanl

Liquid

Supercooled
liquid
a
Glass
i
Very slow |
cooling '
Crystal : :
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Tg T:,,
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Fig 5.6 vVolume-temperature relationship for glass forming systems.



path (b) is followed. Further cooling to temperatures below (Tg)
at which the viscosity becomes ~1014 poise, results in glass
formation. (Tg) is known as the glass transition temperature.
Notice in figure (5.6)' that there is a gradual change in the slope
of the curve between (b) and (c). This change occurs over a small
interval of temperature near (Tg). The cooling rate must be very
slow for bcrystal formation, whereas it must be very high for the
glass formation. In consequence one may think of a glass as a
supercooled liquid in which the cooling rate has been so rapid that
its atoms have not had the chance to rearrange themselves into a
symmetrical pattern before their motion was arrested. To this
extent the glass is a liquid, tﬁe viscosity of which has increased
upon cooling, so much so that the 1liquid becomes a solid.
Nevertheless given sufficient time, the atoms tend to adopt the more
symmetrical and stablé crystalline structure ev‘én while in this
highly viscous state. This process of gradual crystallization is
called devitrification. '_ The absence of symmetry in the glass

structure allows the bond strengths to vary from one tetrahedron to

the next. In consequence, there is not a single temperature at
which all bonds are broken simultaneously, on heating glasses
soften gradually rather than melt abruptly as in crystals. It is-

evident from figure (5.6) that the gradual change of the volume
makes it difficult to define a precise temperature for the glass
formation, élthough it is convenient to define it as the
intersection of the extrapolation of the slopes of both the liquid

and glass curves. An alternative definition of an amorphous solid
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undergoing a glass to liquid transition involves a sudden change in
the derivative of thermodynamic properties from crystal to
liquid-like values as the temperature changes. Although the

volume, enthapy and entropy are continuous through Tg their

derivatives
%%ﬁ% = « expansion coefficient
QE} = C_ specific heat capacity
oT P
are not.

A comparison of these thermal properties of glass, crystal and
liquid is given in figure (5.7a), which shows the variation of the
specific heat capaciéy with temperature for the three phases..
Figure (5.7b) shows that crystallization is a first order transition
with discontinuity in entropy at the melting point, in the glassy
state it may be a second order phase transition, the change in the
thermal properties occurs over a temperature interval rather than at

single temperature.

The exact compositions of glasses can vary tremendously, although
they must 'contain predominantly oxygen, silicon, boron, phosphor,
etc.. In the above mentioned silicon-oxygen tetrahedra, silicon
ions are called the glass forming ions while the oxygens are

bridging atoms. Compounds such as Najy0 added to the glass



-

structure break up the continuous silicon network by introducing
non-bridging oxygen, figure (5.8), the sodium called network
modifiers. Network formers allow the existence of rings, chains in
three-dimensional network, while the modifier cation acts as a
disturbing factor to these frameworks. It is useful sometimes to
add a "network stabilizer" such as Aluminium or boron, to prevent
crystallization after melting. “Refiners" such as Cey03 and As03
release oxygen during melting in order to eliminate gas bubbles and
then to reabsorb the oxygen” during the cooling. (831 It is worth
mentioning that, while there is a strong. largely covalent bonding
between. the silicon-oxygen tetrahedra, the modifying ions are held
by rather weak ionic bonds witﬁ a number of oxygen ions. This
explaiﬁs the electrical conductivity in glasses consequent upon
cation transport. The major role for the network modifiers is
that the} enable the paramagnetic iqns to be incorporated in the
glass matrix since it disturbs the tight bonding of the simple glass
formers 1like Si0y, P05 or By03 etc., especially for the
accommodation of rare earths where the ions are quite large in size.
For Cr3*+ doped glass, these modifiers are particularly useful since
the simple silicate glasses are usually in the form of tetrahedra,

while Cr3+ ions prefer to occupy octahedrally coordinated sites, (891

5.4 Chromium doped glasses

The early spectroscopic studies of Cr3* doped glasses involved

conventional absorption and luminescence measurements of different
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phases of lithium acetate plotted against the
temperature.
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Fig 5.8 Schematic two'—dimensional representation of the structure
of a glass according to Biscol and Warren[86],



fixed temperatures. The interpretation of optical transitions
within the cr3+ doped glasses was suggested previously,[90] applying
the well-known ligand field theory to the absorption spectra of the
3d ions doped glasses. This fundamental step towards understanding
transitions of paramagnetic ions doped glasses came from
correlations of the absorption spectra of these solids with the
aqueous solutions as well as with the crystals themselves. By a
comparison between crystalline and glass spectra Bates [90] was able

to deduce the average coordination number of active ions. Also it

was found that E/B values in glasses are -~ 5-10% lower than those

of similar coordinates ions in crystals, which results in the shift

of the absorption band peaks towards lower energies. Since the -

electronic transitions are determined primarily by the symmetry of
the electrostatic field to which the T.M.I. is exposed, the spectral
patterns found for the same jon in different hosts proved to be
remarkably similar in shape, provided the arrangement of nearest
neighbours is the same in each case. Thus the theoretical

background of T.M.I. in crystals (as stated in chapter 1) and in

solutions, all provide the basic material relevant for understanding

glass spectra. since the arrangement and chemical nature of the

nearest neighbours determine the electric field acting on the

d-orbitals of the cr3* ion, the energy splittings and the number of

spectral lines can be predicted. However for T.M.I. the reverse

sometimes is also possible, i.e. the nature and geometry of the

nearest neighbour ions. may be determined from the observed energies

and intensities of the spectral bands it produces, The ability of
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a cation to coordinate‘ with a negatively charged ligand increases
greatly as the positive charge increases so unless their radii are
very small, such ions are more likely to occur in octahedral
coordination. [27] This situation is true for cCr3+ doped
glasses{90] uhere the dopant ions occur in slightly distorted
octahedral sites because the characteristic electronic structure of
the 34d3 configuration gives the maximum stabilization energy in
octahedral symmetry. Hence the Tanabe-Sugano diagram in figure
(1.7) is appropriate for the cr3* doped glasses also. Fig (1.2)
shows the Cr3+ doped glasses have sites with variable Dq/B values
that cluster around the crossover point. Tischer[91] from studies
of the effects of pressure and compositional changes on absorption
spectra of different Cr3+ doped glasses, showed using aligand field
description that the -Cr3* ions are located in octahedra of six
oxygen ions, so confirming Bates earlier contention. A random
distribution of Cr-0 distances was suggested consistent with only a
small distortion from cubic symmetry. Electron paramagnetic
resonance (EPR) has also been used to study Cri+ doped inorganic
glasses.[92,93] In these studies, spectra with effective g-values

of ~ 2 and -~ 5-6 are always accompanied by strong optical

absorptions spectra. The high magnetic field signal (g =~ 2) was

assigned(931 to crb6* ions existing as ion pairs corresponding to the
optical absorption peak at ~ 370nm. This signal did not appear in
the presence of a reducing agent. The EPR signal at the low

magnetic field (g ~ 5-6) was assigned to isolated Cr3+ ions.[92]
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The dynamical behaviours (vibrations of the atoms about their
equilibrium positions) for crystals and glasses could be discussed
in terms of the vibraéional density of state (VDS). In the Debye
approximation for crystals, the. density of vibrational states has
the form ¢(w) = g(N/uB)uz, where wpilis the Debye cut-off frequency
associated with a characteristic temperature of the crystal (8p).
For glasses, the disorder ‘of the atomic arrangement 1limits the
vibrational wavelength.to the same°order as the interatomic spacing
and it is not possible to represent glass vibrations by plane waves.
For example, the specific heat variation with temperature in Debye's
theory C, « 73, At low temperature§ it is expected that as the
phonon mean free path, and hence the vibrational wavelength
increases, the disorder in the glass will be of no further
importance. The thermal properties of glasses should‘v'be the same
as those of crystals. Unfortunately this is not the case.[94]
Figure (5.9a,b) shows that the temperature dependence of the
specific heat and thermal conductivity of vitreous silica is
different to that of crystalline Si05 (Quartz), Hence the specific

heat temperature dependence for the glass is expressed: [95]
Cy = aT + br3
Also it can be seen from the figure that the thermal conductivity

decreases monotonically with decreasing temperature, in contrast to

the peaked behaviour characteristics of crystalline quartz. A
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considerable theoretical. effort has been expended in understanding
these behaviours.[961 The most successful account of such
anomalies is expressed in the tunnelling model or two level system
(TLS) in which atoms or groups of atoms vibrate in a double well
potential with two configurational minima close to each other in
energy as shown in figure (5.10), so that the atoms can tunnel
between the th potential wells. These low energy excitations
(105 ev ¢« E ¢ 10-4 ev)[95] can give rise to the abnormal specific
heat as well as acting as scattefing centres for acoustic phonons,
hence deciding the value of the mean free path, and then the
thermal conductivity. This double well is characterised by 4, the
assymetry energy, the barrier heigh; being denoted by V.. Although
the model successfully accounts for the abovementioned anomalies,
its microscopic origin is not well understood. However the
flipping between metastable states of low coordinatioﬁ'oxygen atoms
in 8i-0-Si structure, or rigid rotations of Si0,4 tetrahedra from one

position to another are possible mechanisms.[93]

The vibrational sideband which accompanies a zero-phonon transition
should mimic the density of phonon states of the material. This
feature was used in a cémparison with the polarized Raman spectra of
ED-2 glass doped with cr3+{50] to assess the effect of the strong

vibronic interaction in such systems.

Taking into consideration static and dynamic effects of ligand

fields in glasses, the luminescence of cr3+ doped glasses mainly

115



¥

< Si0),
. —
;10! T s
d LS
= T ; A a-Quartz
£ E 1y >\ "C Axis
200 - : if n
= -~ o
Z - L d X
s z ol 4
10 % Glass é ! f \J\o‘b\
b= S0K N 3 § N
/
§ 104 4 N
. = L d
104 £ : . /o'
5 T -
\Crysml = 10"’L Y r,//
= 30K L
10-4- / o i /
,/1 - - _Vitreous
i 0~ éfgﬂ”“” silica
1079~ 7 / |
l.." ° . }- f
/‘ I()"i—
10"5r, 7 l
Jd -5
/ 10 &
/ £
104/ 7
/ I I | ] T4 R T T N A T 1 5
0.1 1.0 10 100 500 0.1 1 10 100
Temperature (K) : Temperature (K)
(a) ' (h)

Fig 5.9 Comparison of (a) the specific heat and (b) the thermal
conductivity of amorphous and crystalline Si02[50]'

Fig 5.10 Schematic illustration of the double well potential
characterizing a two level system plotted as a function
of configuration coordinate (q), A is the asymmetry
energy and Vg5 is the barrier height.



116

consist of the broadband 4T2 < 4A2 emission from Cr3+ in weak field
sites and a weaker and sharper 25 4 4A2 band from Cr3+ ion
occupying $trong field sites. The optical properties of impurity
ions in glasses are siﬁilar to those of cfystals. Yet transitions
in glasses are modified by the glass disorder. For comparison, we
take the example of cr3* ions in GdScLay092 and a silicate glass
(figure 5.11). The emission spectrum in both materials is due to
both 2E and 4'1‘2 transitions_. The sharp features shown for GSGG
crystal resulted from the crystal field splitting. Such features
in the glass are masked by the inhomogeneous broadening of the 2g
and 41, - 4a, transitions caused by the effects of the glass
structure. Essentially, Cr3+ iénsu occupy a large variety of
different sites, hence while each ion will have a sharp transition
frequency, this frequency varies from site to site, and the broad

band is a composite of emissions at the different frequenéies.

The broad band absorptions and emissions offer a choice of pumping
.schemes for such glasses, and suggest potential for use as vibronic
lasers. However luminescence in such glasses is characterised by a
low quantum efficiency compared to crystals. This led to the
development of glass ceramics as alternatives to Cr3+ glasses.
These materials have glassy matrices in which small crystallites

embedded. This technique is found to improve the quantum

efficiency by ~ 50%.
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Fig 5.11 Comparison between the luminescence spectra of Cr3+:G6SGG
crystal and cr3+:ED, glass showing the inhomogeneously
broadened 2E and 4T2 transitioans in the latter.
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5.5 Experimental Samples

Different types of glass hosts (silicate, borate, phosphate,
fluoride and tellurite) containing Cr3* were used with the
compositions shown in table (5.1). The first six samples in the
table were provided by Dr S T Stokowski of Lawrence Livermore
Laboratories, U S A. Another three silicaté glasses with different
modifiers (SLS7b/7 and SLS7b/4) were supplied by Sheffield
University vié RSRE (Malvern, UK), the ED-2 is a commercial sample.
High resolution spéct:oscopy was -also carried out on a
fluorozirconate glass, provided by“ Dr D Hollis of Sheffield
" University. The fluoresceqce samples were typically 1 x 2 x 5 mm3
in dimension, absorption samples were 5 x 1 x 7 mm 3, The samples
were cut and polished by Mr R W B Dawson. Bbrate glasses
contained B;03 which is hygroscopic, preventing the use of water
based polishing media. Samples were fixed'to the sample holder in
the cryostat in the closed cycle refrigerator using a silver loaded
epoxy resin, or a Ge-varnish for good thermal contact to the sample.
Also because of the low thermal conductivity of glasses as low
pumping power as commensurate with required emission was used to
reduce thermal gradienf between the exciting point and other parts

of the sample.
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5.6 Absorption Measurements

The optical absorption spectra of cr3+ doped silicate, phosphate,

fluoride and tellurite glasses are shown in figure (5.12). Another.

‘two silicate glass spectra (ED-2 and SLS7b/7) were measured by Dr P
N Gibson in 1Ispra, 1Italy (see figure (5.13)). The predominant
features of these spectra are two broad vibronic bands, 4T1(F) and
4T2 at high and low energy sides of the spectrum, respectively.

Two sharper peaks which overlap -the 4T2 broad band are due to

transitions from the 2T1 and 2E states. Little difference is
observed in the absorption spectra at 77K. These measurements
accord with earlier measurements.[91'97] These bands are

attributed entirely to cr3+ ions, no evidence of Crb* ions was
detected in those glasées, except for the ED-2 glass where a strong
charge transfer band is observed at =~ 360nm in fiéure (5.13a).
Since Cr®* absorbs in the u.v. below 400nm, excitation of the Cr 3+
ions alone requires that visible sources are used to pump the
photoluminescence, Andrews et al.[97] nave reported an additional
broad band at 300nm attributed to the higher 1yin§ 4T,(p) band.
We did not examine this band because the response of our detection
System is restricted in this range, accounting also for the
asfmmetric :shape at the high energy side of the spectra in fig
(5.12). ﬁevertheless with such spectra, it is possible to identify
the cr3*+ ion as situated in an octahedral arrangement of oxygen
ions. Né line splittings were identified which would have Seen

due to lower symmetry distortion. Such low symmetry features are
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not possible to observe in Cr3* doped glasses because of the
extensive inhomogeneous broadening. Energies of the absorption
bands for the various glasses are shown in table (5.2). The two
Racah parameters B and C were calculated from the spectra in the
rfolléwing way, the theoretical calculations of Tanabe and Sugano[28]
evaluate the matrix elements of the charge interaction using the
strong field approach. For~Cr3+ (refer to figure (1.7)), the ffee
ion 4F state splits in an octahedral field into %A, state with the
energy -15B and a 4T, state with the energy -15B + 10Dq: these
energy ‘values resulting from the diagonal matrix elements. The
energy'difference between these two states, the octahedral crystal
field splitting of 10Dqg. Locating~ the ground state 4A2 at the
zero in energy, the absorption peak of the 4A2 -+ 4T2 band is at 10
Dq, and the value of 5q were measured directly from the position of
the 4T2 level. The value of B is determined by diagbnalizing a2

x 2 matrix which depends on both Dg and B. This procedure results

in the formula:[36]

2
(AE/DQ)® - 10(AE/Dq)
B/Dq = 15(AE/Dg-8) (5.4)

where AE is the energy difference between the 4T1 and 4T2 levels

which can be measured directly from the absorption spectra.

Alternatively,

B = 3(200g-v,) (v,-10Dq)/(90Dq-5v,) (5.5)
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Table 5.2 Absorption spectra values for Ccr3*:glasses

(Band position values are in em-1)

(G8298)

2.44

Glass  2E 27, ir, 4?1 B Dq/B c
SLSTb/7 14616 15697 . 15552 22727 758.5  2.05 2608.9
ED-2 14508 15389 15904 22989 739.7  2.15 3075.5
SLS7b/4 14616 15683 15106 22222 763.1 1.98 2585
Fluoride 14859 15528 15385 23041 849.7  1.81 2947.7
(G8197)
Silicate 14641 15898 15723 22779  741.5 2.12 3085.4
(G8035)
Phosphate 14663 15873 15267 22371  755.8  2.02 3072.9
(G8222) |
Tellurite 14124 14925 15456 21739  633.6 3143
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where v, is the energy value of the 4'1'1 state which is the only
value needed to evaluate B (since Dg is known from the previous
stage).[12] The value of the C parameter is calculated by
considering either of the two sharp doublets 2 or 31‘1 of which %
is easier to identify with high precision. The energy value of
the 28 level is obtained theoretically by diagonalizing the 4 x 4
matrix and taking the lowest energy eigenvalues. In this case the
energy value of the 2E state is dependent on Dg, B and C. Hence

the following equation ‘can be used to evaluate C:[36]
(’E)/B = 3.05(C/B) + 7.9 - 1.8 (B/Dq) (5.6)

where Dq/B and C/B should be in the ranges (1.5 - 3.5) and (3 - 5)
respectively., It should be mentioned that in measuring these Dq,
B and C values, lower “symmetries other than the octahedrai symmetry
were not taken into account. Hence these energy level values are
only approximate. Nevertheless the Dg/B and C/B values may be
used as an indication of the crystal field strength, From the
positions of the Dqg/B in the E/B vs Dg/B diagram, crystals of high
field symmetry such as Cr:YAG have the value of Dg/B = 2.6, so that
at low temperature emission is predominantly from the 2E state
situated below the 4T, level. In Cr3+*:6SGG and Cr3+:GSAG crystals
the Dq/B values are 2.38 and 2.46 respectively which categorize then
aé an intermediate between high and low field where both 2 ang the
4Tz transitions are detected at low temperature. For the

Cr3+:Glasses, the Dg/B are mostly in the range of ~ 2 or less, so



it is expected that the majority of Ccr3* jons are located at low
field sites. This is confirmed by the predominant emission of the

4Tz 4 4A2 transition being much more intense than the 2E 4 4A2

emission we now discuss.

5.7 Photoluminescence Studies of cr3+ Glasses

-

5.7.1 Steady state luminescence

The emission spectra of three different (borate, silicate and
phosphate) glasses are shown in f1gure (5.14). The sharp decrease
in the 1nten51ty at the high wavelength side of the spectrum is due
to the cut-off in the spectral response of the PMT, This
illustrates the need for detection of the emission spectra of the
cr3* glass samples using the Ge-detector. Such specfra measured at
10K and 300K and corrected for the spectral response of the system
are shown in figure 5.15, 5.16 and 5.17. For K-borate, ED-2
silicate and fluorozirconate glasses, respectively. These spectra
clearly éhow that 4T2 - 4A2 transition to be dominant in these
spectra. The narrower feature on the high energy side of some
spectra is identified as the 2 4+ %%, transition. - The

coincidence of this transition with the sharp feature at =~ 685nm in

absorptioﬁ confirms the assignment of this emission to the 2t 4 4,

transition. However the variable relative intensities of the 4r2
and the 2 features ‘reveal the existence of a wide range of

different crystal field sites. No significant 2E emission is seen
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Fig 5.14 Emission spectra of different cr3+ doped glasses at 10K.
The 2E and 4T, emission components can be seen in
different proportions (the sharp decrease in the intensity
at the long wavelength side is due to the P.M.T. response).
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in fluorozirconate (Figure 5.17) or fluoride glasses, only a trace
of 2E emission is found in the phosphate glass. The dominance of
the 4'1‘2 emission shows that the majority of cCr3+¢ jons occupy low
field sites, where the Ty level is below the %€ level.  The value
of Dg/B gives an indication of the type of sites located in the
glass matrix. Referring to table (5.2), it is clear that the
crystal field strength varies as the tellurite has the highest pq/B
value which yields the higher crystal field splitting, the silicates
have lower wvalues, fol.lowed by the phosphates and fluorigdes. The
latter have the 1lowest value of Dg/B. Although we have not
deterxﬁined Dg/B for the borate glasses, their values (Dg/B = 2.25)
have been measured elsewherel97) and determined to be higher than
those of the silicates. However, resul‘ts from the absorptin
spectra were verified by these luminescence measurements, where due
to the predominantly high field sitesf the ZE emission is strong in
the borate glass than in ED-2 silicate glass. The position of the
2g emissic;n is detected ca 683-688nm in most glasses, the 2 = A,
level being not much affected by the perturbing ligands. The 2g
emission fqr the tellurite glass (figure (5.18)) peaks at ~ 708 nm,
coinciding with the beak wavelength in the »absorption spectrunm,
similar value reported by Andrews et al.[97] A variety of values
are observed for the 4T, peak position depending on the temperature
of the sample and the excitation wavelength of the pumping 1laser.

In these measurements on glasses the 4T) peak ranges between A=

850-980nm.
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The temperature dependence of .the luminescence intensity for the
Li-borate glass (G8382 sample) is shown in figure (5.19). A
separate measurement at high temperature (-~ 340 K) showed even
broader and weaker emission (figure 5.20). Values for the centroid
(M4), also the integrated intensity (Mg) and the bandwidth (Mo) are
plotted against temperatufe in figures (5.21 and 5.22). The strong
dependence on temperature of the luminescence intensity of the
activated glass is likely to be an impediment against potential
laser action of these materials. - The band shape of the Li-borate
glass emission at temperatures between 10 and 299K (figure 5.23)
shows that the 2E emission component broader than in any of the
other glasses examined (silicate, K-borate and tellurite), Also
another broad peak begins to develop at =~75K and becomes even more
intense than the original 4T, peak. In view of the different
component lifetimes of the various features, we decided to separate
the 2E band from the broad bands, using time resolved spectroscopy,
such experiments are described in section 5.8. The sharp line at
~ 975nm accompanied by a lower energy side band is due to an

optically active impurity occurred most probably due to neodymium

impurity.

5.7.2 Site selective excitation and decay rates

In some glasses the emission spectrum shapes change with excitation
wavelength; the examples in figure (5.24) are for the ED-2 silicate

glass. These different lineshapes are also due to the site

123



*saanjeradway
jua3933IP 3B sselb 83e30q-17 (ZQEED) 3o eBaj3oads uOTSSTIWI 61°G HTJ

L

(V) HLONTIZAYA

o00el 000zt 0001t 00001 000% oooe 0004 Q0S8
o — .. | S A ! b meesfe 00
v .. - ST '..l!l.«ll..l’la“.“d”; 'I'”.”ci'ﬂn“h-\“ﬂ\”\ou‘-.oh.”\.wu

'
-
LI I N

= 05°'T

“ N0ZE — —

| MBBZ —-—
00Z = < -
#4001 = — —
¥l ———

JLISN3INI 30M3C




*K31susjur Nav MOT 9Yy3 Jo asneodaq ATJeald us99s aq ued
wugrLg ~ 3e axnjeazy L3randur oyl smvcmn..mN pue N.H.v peoxq
Axaa Burmoys zgego 3O unijoads uorsstwd axnjexadwsal YOBTH 0Z°S BT

~an st atrd . AnA nans
R 283z 28817 8885
: : ! . i ; H
e e
j&‘gwﬁwn
..IF.F...«
¥
;.f.f
f/f
* 3
.(..w
W
T
Py
ot AR
i rﬁl‘x: )
M
;
&
’ [}
: :
;
i
-5
i
:
.
i
i
i
i




3

£305 .
p 100 200 300

T (K)

Fig 5.21 The variation of the centroid position with the sample
temperature of the G8382 glass.
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Fig 5,22 Temperature dependence integrated intensity and bandwidth
for the G8382 glass.
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multiplicity in such glasses. Considering the 4r, broad band, we
observe that the peak shifts towards longer wavelengths as the
excitation wavelength gets longer. The exception is for the 488nm
~ excitation, where the peak shift is towards even longer wavelengths.
This is due to the 488 line excites the tail of the 4T4 band rather
than the 4T, as,in the other cases, and hence its emission is
Stokes' shifted towards a longer wavelength. Otherwise the shift
in peak positions with egcitation wavelength in 4T2 band excites
different amounts of ions in the different sites. Pumping with
the shortest wavelength line means higher probability of exciting
both low and high field sites. Exciting with longer wavelength
radiation results in exciting mainly the low field sites with an
enhanced intensity of emission at longer wavelengths. Similar
behaviours were measured in other glasses. The variation in 4r2
peak position and the ratio of the integrated intensity of the 2g
and the 4T2 components for the K-borate (G8150) are plotted against
excitation wavelengths in figure (5.25). Finally the shift of the

cr3* emission for the fluorozirconate glass at 10K excited with the
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infra-red radiation from a diode laser at 783nm compared with the

spectrum excited by a. red laser line at 628nm is seen in figure
(5.26). The very clear shift in the emission spectrum is typical

of the very broad 4T, + 4A; band (FWHM - 4600 cn=1).

Because of the multicomponent decay processes in these

inhomogeneously broadened spectra, measurements of emission lifetimes

vsing phase-sensitive detection techniques are unreliable. Indeed
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the decay curves of these glasses after pulsed excitation are for
the most part non-exponential, varying with wavelength across the
broadband. Such behaviour is observed even in very dilute cri+
doped glasses (e.g. GB197 and GB8298), i.e. no contribution occurs
from Cr-Cr pairs. Three decay spectra were recorded for the
Li—borate-glass using the boxcar detector as explained in section
(3.5.2); the decy curves are shown in figure (5.27). These curves
were measured at three different points in the emission spectrum to
represent the Z2E emis;ion , the- 4'1'2 and a point in between these
two values. | The 2E emission decay (curve a) has the slowest rate,
while the 4T, decay (curve c) is the fastest. Curve (b) appears
to have two components, the 4T2 decay and other is the 2E decay
curves.' In figure (5.27) curves of d-f are log plots of curves
a-c respectively. None of these curves is linear showing that the
decay curves are non-exponential. Curve (d) shows ‘that the decay
rate of the 2E emission most nearly exponential. This
non-exponential characteristic of the decay patterns confirms the
multi-site occupancy by Cr3* ions in glasses, and the difficulty of
resolving the homogeneously broadened components even in time
resolved spectroSCOP}'-' Measurements of the decay rates across the
2E emission in the GB150 sample show no change from that shown in
figure 5.27 (@) and (d). The decay rates of the Li-borate glass
at 10Kk ranged from 2.7 x 1071 - 7.7 x 10-1 ms~! for the 2z
emission, whereas that of the 4T, emission measured at 81Snm is
between 5.‘4 x 10°3 - 9.9 x 10-3 ms-1, Similarly determined decay

rates for the silicate glass (ED-2) ranged from 1.1 x 10-! to 2.6 x
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10-1 ms~! for the 2E emission and 2.3 to 11.1 ms-1 for %1, measured
at 820 nm and‘ 10K. Similar results were found for the 4T2
emission in other glasses (G8197, G8222). We have also measured
the decay rates at different wavelengths across the unusual broad %

emission from sample G8382, the measured decay rate range at.705nm

was 2.2 x 10-! - 7 x 10~' ms-1 slower than that measured at
690.4nm, | The origin of this difference is explained in the next
section. It is the difference between the decay rates of the %

and the 4r, components which makes it possible to resolve the

various emission features which are normally masked by the

overlapping transitions.

5.8 Time Resolved Spectroscopy of the Emission Spectra

Although time resolved spectroscopy makes it possible to resolve the
2E + %A, from the 4T, 4 %A, emission, there was no need to use such
techniques on glasses having low Dg/B values because only the ir, 4
4A2 transition is observed. Phase sensitive detection with a
lock~in émplifier in the detection system was firstly used. Later
a chopped signal intégrator was used to detect the signal after
applying a certain delay. Finally a boxcar detector operates on
the same basic principle was used especially in measurements with

the G8382 glass to identify the complicating features in the cw

emission spectra.



5.8.1 Time resolved spectroscopy with phase sensitive detection

The resolved spectra of a silicate (ED-2), tellurite and borate
(G8150) glasses are shown in figures 5.28, 5.29, 5.30. For the
Cri+ doped ED-2 sample the low energy side band of the % emission
has a double-peaked structure. The tellurite glass shows a weaker
vibronic sideband for the R-=line. However, the weakest side band
accompanied the 2E 4 %A, (R-line) transition in the (G8150) glass.
The situation is different in the G8382 borate glass, the resolved

2E emission being much broader than those of the previous three

samples. Recalling the decay rates difference noted in the '

previous section, we tried to resolve the 2E emission spectrum by
nulling the 2E emission peak at 683nm. In addition to the
expected 4T2 broad band, we recognized another structure peaked
around 705nm (see figure (5.31)). jThe downward sgructure is due
to the phase difference.) In order to check this unprecedented
feature, we nulled the spectrum at 705nm, which resulted in a

spectrum with the broad 4T2 band and a sharper 2E emission band.

5.8.2 Time resolved spectroscopy using signal integrator and

boxcar detector

The chopped signal integrator processes the low level signal
detected when a chopped laser light illuminates the sample. This
integrator was connected after the photomultiplier detector. In

this arrangement, the synchronizing signal from the chopper is
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Fig 5.29 Emission of the (G82
detection technique.
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Fig 5.30 Phase sensitive detection of G8150 at 10K excited with
650nm line, (a) total emission, (b) 4T, component nulled
(¢} 2E component nulled. . ‘
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Fig 5.31 Resolved emission spectra of the G8382 glass at 10K where

the broad 2E emission is resolved into two components
using the phase-sensitive detection technique.
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delayed and stretched to define the two time windows shown in figure
5.32(a), one for the signal and the other for the reference zero.'
The signal voltages during these two time windows are separately
integrated and then subtracted to give a steady state output s.igna]_‘
In principle, it is then possible to sepa;'ate the 2 from the 41'2'
emission by setting the signal window to the start of the decay
while the zero window is set "at the end part of the decay as shown
in figure 5.32(b). In this situation only the longer 1lived
component in figufe (5.32¢) 1is seen. Typical results fgr the
G8382 glass at 77K and room temperature are given in figures 5.33
and 5.34, Clearly the 4’1‘2 emission remains at both temperatures.
However the room temperature spectrum in figure 5.34b show two
additional features, viz the double peaked nature of the <2 emission

and the broad side band of the impurity line at 976nm which ig

evident because of the reduced intensity of the 4'1'2 9 4A2'- band.

The temporal evolution of these changes was measured using the
boxcar integrator. A series of spectra recordgd after different
delays is shown in figure 5.35. Evidently after a time of 2ms the
fast 4T2 emission has éompletely decayed and the peak of the 2g
emission broadens after longer delays. After 8ms the broadening of
the 2E emission confirms the existence of two components at 683nm
and 705nm shown in figure 5.33 and 5.34. The decay curves of
these two componénts together with their logarithmic versions are
compared in figure 5.36(a,b,c,d). The decays are almost

exponential but with different characteristic times. Figure 5.36(e)
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is obtained by dividing curve (a) by curve (c). If both were the
same, this would be a horizontal line. Instead the two separate, -

at an almost ‘constant rate, indicating two components should be

resolved at a sufficiently long delay using a very slow chopping -

frequency, long delay time and very high amplifier setting, two

distinct component peaks at ~ 684nm and ~ 706nm were obtained.

The two graphs chown in figure 5.37 are for delays of 10ms and

13ms. The origin of these overlapping components in the 2g

emission is not known, although .it may be due to different Cr3+

centres. For example, 2a cluster of the form Li* - 02- - Ccr3+ in

addition to the slightly distorted octahedral sites is found in

these glasses. The possibility of the Li-Cr clustering in the

form Li-0-Cr is increased by the small ionic radius of the Li* ion.

Exchange-coupled

concentration in this sample was low and in the othgr.borate glass

(G8150) there is no suéh emission even though the Cr 3+ concentration

is about five times larger than in G8382.

5.9 Discussion

In this chapter we have reviewed elements of the structure of glassy

materials their formation and colouration using the cr3+ optical

activator. We thenvdescribed a miscellany of measurements of the

optical absorption and luminescence spectra of cr3* doped silicate,

borate, tellurite, phosphate and fluoride glasses. To a greater or

lesser extent each of these materials show emission from both 2g 9

Cr-Cr pairs is unlikely Dbecause the Cr3+’

129



154

O Bt
¥ o
R
S
W
4
P
iy
i3 -
LS [x3]
E [y
B (=}
[y
f
S
y aw
#-. e)
ot =]
w2 o
.
.
3
“!
-
3
£ 1.
m.u (&)
i
% .
.”uul
5
=
5 s
- 3
v
- e
| oty
I
B
—~— o
2 -
o i
v
5 »
o] et -
-t iy
T A ¢ 1 S T v
V-] w3 - o - co

)

A (e

{Ins delay’

l28—

247

[acp ]
.~}
[R]

Q
>
e
o+~
6}
[< 3
Dl
4+ m
0N~
o~ QO
T O
o
< 3 =
& 0O
~
QO
oD
[ ]
L @
3 >
el
-~
® o
U —~
-~ @
(SRS
B
o
&)
b
o
o~
n
u
v 0
wu .
]
N Q@
db
o
> ©
.m.u.C
0w o
@ O
[T
0
[ 1]
E -~
- B
V]

Fig 5.37 T



4A2 transition (R-line) and 4T2 4+ 4p, transition (broad band)
depending upon the strength of the octahedral crystal field, Dq/B,
experienced by each cr3* ions. In comparison with crystalline
solids both R-line and broad band are considerably broadened, the
broadeniﬁg having its origin in multiple crystal field sites for the
cr3* ions rather than lifetime broadening. Such inhomogeneous
broadenihg is revealed in- measurements of the spectral profile
during laser excitation, whence the peak position and shape of the
emission spectra are observed to vary with laser excitation
wavelength. A further consequence of the multisite occupancy by
cr3* ions is the lifetime depgndence on wavelength in the
luminescenee bandshape, with the consequent multicomponent decay
patterns following pulsed excitation. This latter feature makes it
possible to time-resolve the cr3* emission into its component parts.
Although we have used the excitation, site selecfivity and time
resolution techniques on all the glass samples available to us we
have discussed only certain of the results to give examples of the
.power of the particular experimental technique. We now discuss a
few additional aspects of the overall experimental results. In

figure (5.38) we compare the intensity ratio

I(2E)
R= =g
1(°T,)
and the band centroid (M{) for all of the glasses examined in this
study. The plot demonstrates that there is a distribution of low

and high field sites in all the glasses. However only in the G8150

and G8382 borate glasses are there comparable numbers of high field
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and low field sites. For the most part these glasses are
predominantly low field materials, the 4‘1‘2 4 4A2 transition being
dominant even at very low temperatures. The reason ‘for this
excess of low field sites over the high field ones may be because
the glasses studied are either fluoride or oxides both of which’ are
situated at the low field edge of the spectrochemical series[29]
which is basically related ° the ionic radius to the 1ligand field
strength.,  Furthermore, . since the oxygen ions are bonded to the
(normally) highly charged networl'c formers (B3+,5i4tP3*) there is a
reduction in the number of electrons coordinated to the Cr3+ with a’
concomitant reduction in the higher~fie1d. In addition the lack
of long range periodicity in glasses results in an open structure
with 1long distances between cr3* ions and the ligands. The
resulting crystal field is weaker than in crystals, . The size of
the modifier plays an important role.in deciding the. ratio of high
field >fe1ative to low field sites. Indeed the existence of large
modifiers will occupy a large space in the glass structure with high
kcoordination, leaving the dopant sitting in small vacancies (low
field sites), whereas small modifiers leave the dopants to occupy
higher coordinates (i.e. high field sites). The SLS7b/4 and
SLS7b/7 silicate glasses have Na and K modifiers respectively and
yet the amount of 2g emissién is larger in the second, contrary to
expectations. The_explanation lies in the addition of H3BO4 in
‘the SLS7b/7 sample which enhances the number of high field sites.
In a previous work[85) it was noticed that the all-former glasses

has the highest intensity in Cr3+ doped glasses where it was thought
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that an addition of a codopant or a modifier will disturb the glass

and lowers its intensity.

Temperature dependence intensity measurements showed that the
integrated fluorescence intensity of the fluoride glass is quenched
at room temperature to -~ 1/7.3 of its value at 10K, while the value
for the (G8035) silicate glass is only 1/3.5 (table 5.3). More

.

drastic variations are noticed for the fluorozirconate glass.

Table 5.3 Intensity variation with temperature for some of the

cr3* glasses.

(Intensity values are arbitrary units)

fluoride silicate Li-borate fluoro-
Temp UK G8197 G8035 G8382 zirconate
300 0.27 2.36 0.15 0.02
10 1.97 8.3 1.32 1.41
! §
1(10)/1(300)§ 7.3 3.5 8.8 70.5
o




These variations may be explained as follows: at high temperature
the luminescence is quenched because of the overlap of 4r 2 and "A 2
configurational coordinate curves. The activation energy for this
process depends on the 4T2 level energy being less for sites with
lower 4T2 position. Similar results were reported by Hollis et
al.[85] ho suggested that Jahn-Teller distortions of the octahedron
by cCr3+ whenv in its excited 4T, state, was due to the very low
ligand field in fluorides. Also different typés of crystal field in
the different glasses could be 'the cause of such differences in
intensity with temperature. In view of the strong ion—latticg
coupling in T.M.I., the configurational coordinates parabolae for
fluoride glasses may be flattened by the lower ligand field which
could cause an easier.thermally assisted intersystem crossing from
the excited 4T, to %A ground state. On the other hand, the
non-exponential decay for both 2g .and 4T2 transi£ions and the
observed lifetime var.iations of different centres may be accounted
for by the variations in the ion-lattice coupling. The origin of
such non-exponentiality is probably related to a random distribution
of site distortions{99] or ion-ion coupling between Cr3+ ions and

dipoles randomly distributed in glasses.[85]

Concentration quenching of Cr3+:glass was observed in several
studies, [93,97) yhere the Cr-Cr ion pairs act as energy traps. The
increase in concentration is accompanied by fast decay, the origin
of which is thought éo belong to either energy transfer to Cr-Cr

traps or the increased non-radiative decay within the pair itself.
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Such pairs have not been identified optically as in ruby. In any
case the inhomogeneous broadening in glasses would inhibit optical
detection of pair interaction. Insfead EPR technique was used to
mo nitor such characteristics at high concentrations.[93] rThe very
low quantﬁm efficiency of Cr3* doped glasses is attributed to
non-radiative decay processes. In the early developments of the
molecular relaxation tbeory,.it was pointed out that the electronic
matrix element implied a selection rule, based on the presence or
absence of vibrational modes of <proper symmetry to mix electronic
surfaces, [100] Subsequently, it was noted that many molecules may
be classified as vibrationally deficient, relaxation between certain
electronic states then being forbidden in first order by the absence
of a required‘promoting mode of the appropriate symmetry. T.M.I.
doped solids are associated with a high degree of symmetry. Hence
it is expected that the energy levels of such ions coﬁple only with
local modes associated with nearest neighbours. For the octahedral
symmetry the relaxation from 4T2 to 4A2 will not take place because
of the abéence of a tqg mode. Also the difference in lifetime for
41, emission between 'crystals and glasses is jﬁstified by the
absence of the long range symmetry in the later. So for crystals
of octahedral symmetry the absence of a promoting mode mitigates the
non-radiative relaxation. While in glasses this dynamic restriction
is absent and the mixing will take place by static assymetries of
the crystal field where such lower symmetries were confirmed in
glasses by thé inhomogeneous width of transition and also by the

broad EPR spectra.[92r93]
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Inhomogeneous broadening in amorphous materials as seen in Ti 3+ and
cr3+ doped glasses, plays an important role in the broadening of
transitions originated from both high and low field sites. The
spread of sites which was noticed by different techniques was the
major cause for inhomogeneous broadening of these glasses,
especially for the 4T, transition in Cr3+*:glasses which
charaéterizes these glassy 'materials as potential prospects for
broad vibronic 1lasers, although the 1low quantum efficiency £from

these materials still need to be enhanced first.
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6 FLUORESCENCE LINE NARROWING OF Cr3* DOPED GLASSES

6.1 Introduction

" Homogeneous or lifetime broadening of optical spectra is

unavoidable; it arises out of the relaxation processes involved in
transitions befween the different energy levels. If dopant ions in
crystalline lattices occupy identical sites then at low temperatures
the bulk sample might show sharp ‘transitions identical to those of
the isolated ions. In general, the spectra of ions or defects in
crystals reveal another broadening type.A Due to the existence of
growth imperfections and strains eééh optical centre occupied a
slightly different crystal field site having different energy levels

giving rise to optical transitions at slightly different energies.

These crystal field variations are a source of inhomogeneous

broadening. The amount of such broadening depends mainly on the
growth process of the crystal. The situation is more prominant in

glasses, due to the ions occupying more strongly perturbed crystal
field sites. The optical signal from these materials is usually
many times broadened relative to similar centres in single crystal
materials. For example, the inhomogeneous broadening of the x 9
4A2 emission, the so-called R-line, has an emission bandwidth of
around 200 cm~!1 for silicate glasses compared to 1 ecm~! in ionic
crystals. Under these circumstances many sharp features may be
hidden by such broadening preventing the abstracting of energy level

information using conventional spectroscopic means. One effective



method to overcome this inhomogeneous broadening is Fluorescence
Line Narrowing (FLN)[101] an effective means of suppressing the
inhomogeneous broadening to reveal the intrinsic 1lineshape of
certain optical centres. In principle in FIN spectfoscopy the
sample is probed with a narrow band laser beam (< 10-2 em-1) which
excites only a small subset of ions (depending on the laser
linewidth relétive to the homogeneous width of the transition).
Only this subset of ions will decay radiatively over the sharp band
of wavelengths comprising the packét of lines excited by the laser.

The first FLN experiment was that of Denisov and Kitzel [102] yhere

narrow luminescence resulted from the Eu-doped borate glass on
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ordinary mercury discharge lamp as excitation source. Narrow band -

tunable lasers become available somewhat later. The first laser
induced FLN in solids was reported by Szabo [103] for ruby and
Risbergt1°4] used it in glasses. The degree of narrowing observed
depends on the pumping and de-excitation paths, hence FLN may be
categorized into resonant fluorescence 1line narrowing (RFLN) and
non-resonant fluorescence line narrowing (NRFLN). In the former,
the excited ions decay directly to the ground state and the emission
energy coincides with the excitation energy,/figure 6.1a. This is
the extreme case of narrowing and the emission linewidth is a
convolution of the instrumental width and the homogeneous width.
In NRFLN non-radiative de-excitation is to an intermediate state
other than the ground state, then by radiative transition down to
the ground state figure (6.1b). The spectra are narrowed

significantly but are still broader than the resonant case.
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Fig 6.1 1Illustration of resonant fluorescence line narrowing (RFLN)
(a) and non-resonant fluorescence line narrowing (NRFLN) (b).

Experimentally, NRFLN is much easier to carry out, since the
excitation laser is tuned into abéorption states higher in energy
than the emitting level. This technique is suitable for rare
earth doped glasses which are characterized by sharp energy levels
because of the weak interaction of .the rare earthz' ions with the
electrostatic crystal field. This is the main reason why most FLN
studies have been on rare earth doped glasses.[103,48,105]) The
‘high sensitivity of T.M.I. to their environment causes strong
coupling between the ions and their ligands, resulting in strong
homogeneous broadening of absorption and emission bands. In
consequence the applidation of NRFLN to Cr3+ doped glasses may not
result in a considerable narrowing. This was discussed in chapter
5 where excitation into broad absorption bands using a narrow band
-ring dye laserv showed 1little appreciable narrowing of the
fluorescence. This is because the excitation of the Cr3* ion in

the homogeneously broadened 4T1 and 4T2 bands results in emission



from many ions resulting in a broad emission spectra. In
consequence the use of RFLN éppear inevitable for the cCr3+ doped
glass. This is experimentally more difficult, since the detection
of the signal at the same frequency as the pumping light results in
a large scattered laser signal that might saturate the detector.
For this reason the arrangement discussed in section (3.6.1) was
used successfuily to extract the fluorescence signal. Because FLN
can only be applied to pu_rely electronic transitions, it has been
used only for the 2g 4 4A2 transition, at ions occupying high field
sites. The time resolved spectra (see chapter 5) showed this
transition to be a broad zero-phonon line, accompanied by a weak
vibronic sideband at lower energieé. The structure and the
symmetry surrounding the cr3* ion occupying high field sites, and
whether they are affectéd by lower symmetry distortion may be
determined by monitoring the splitting of the 2g .‘énergy level.
" Such characteristics ' are not identified with conventional
spectroscopy measurements.

4

6.2 FLN Results

The FLN spectrum of the SLS7b/7 glass at 4.2K is shown in figure
(6.2) as well as the R-line from which it was resolved. The
narrowing of bandwidth from ~ 190 cm-! down to less than 1 cm-! is
a remarkable illustration of the inhomogeneous broadening of the
optical shape funcltion in glasses. Also apparent from this low

temperature FLN spectrum is the Rjy-component of the line associated
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with the Ev-level at distorted octahedfal sites. At higher
temperatures the Rj-component from Eu-level is observed on the
higher energy side of the resonant FLN signal. Such spectra were
reported earlier[50] and the Ry and Ry components accompanying the
resonant FLN signal, attributed to the 2E-level splitting on cr3+
ions occupying distorted octahedral sites where R, is from sites of
energy levels vabove the FLN line, while energy levels above the FLN
line, while energy levellsv below the FLN 1line belong to Rj. We
attempt to identify the distortion symmetry later in this chapter.
Tuning‘the exciting laser across the 2F emission band of the SLS7b/7
sample shows the R¢-component which is separated from the FLN line __
by ~ 50-56 cm~1 for each of thev ciifferenf excitation wavelengths
(see figure (6.3)). The FLN spectra for ED-2 glass measured at
77K for different excitation wavelengths with the R-line are shown
in figure (6.4). As the excitation wavelength is iiuned from the
short wavelen'gth edge of the R-line towards longer wavelengths the
Ry-component of the 2r emission increases in intensity while the
Rq-component becomes smaller. This is because at shorter
excitation wavelengths the laser excites mainly the Rj-components

resonant at the laser wavelength,. Thermal depopulation of the Ev

level populates the Eu level giving rise to Ry-emission also. As
this laser is scanned to longer wavelengths, the R4y component at
same sites‘ is excited directly, the R, component at shorter
wavelengths is then observed via thermal excitatién of the higixer
lying E-level but only at high temperature (77K). The value for

the splitting of the 2E levels of ~ 50 - 54 cm~! is similar to that
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found in the silicate SLS7b/7 glass. At lower sample temperatures,
the Rp-component becomes smaller until it disappears. This is
illustrated for the ED-2 glass in figure (6.5) measured at_ liquid
helium temperature. In this figure. a weak but clearly resolved
sideband of the R-line can still be detected when scanning the laser
tc?wards the lower energy wing of the R-line. The Rq-component
gradually becomes weaker and almost disappears to leave only the
sideband for excitation wayelengths of 6917 A and 6953 A. At 7046
only the FLN line can be seen.-* In figure (6.6) the laser is
scanned towards the higher energy side of the R-line in the ED-2
glass. As the wavelength decreases the FLN line becomes weaker
and a broad band other than the RA1-c‘omponent begins to develop.
The origin of this feature is the simultaneous excitation of some
sites resonantly and others non-resonantly. Again in ED-2 glass
the 2E level splitting is of the order of 50-55cm=1. * The FLN and
emission spectra for Li-borate (G8382) glass and >K—borate (G8150)
glass are shown in figure (6.7a,b). Scanning the laser through
the R-line of the G8382 sample towards longer wavelengths gives the
calculated splitting of the 2E level as ~100-105cm=' (see figure
6.8). We cannot rely on this value, since the emission from the
clustered centre in this sample, which mentioned before, could still
overlap the 2E emission. The 2E splitting has the value of ~ 58

cm-1 in G8150.
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6.3 Temperature Dependent Broadening of the FLN Spectrum

Using Fﬁﬁ to extract the true homogeneous linewidth and its
aqcompanying sideband from an  inhomogeneously broadened 1line
facilitate the measurement of temperature dependent homogeneous
broadening of the emission spectrum in glasses, The measurements
were carried vout for two _silicates and two borate glasses at
temperatures between 10K ‘and {in principle) 300K. The high
temperature measurement was determined by the strength of the signal
~in each sample at higher’temperatures. In the case of the GB8035
silicate glass the signal almost disappeared at 60K, whereas a
strong signal remains up to 150K in 68382 glass. As the detected
FLN spectrum at each temperature is a composite of the system
linewidth and the homogeneous broadening (the ground state splitting
is neglected because it is very small(108]), the 1aserabandwidth Avy,
and the homogeneous linewidth 2Avy were measured separately. The
factor of 2 appears according to Kushida and Takushi[106] because of
the resonant nature of the pumping process. A comparison between
the observed FLN signal and the laser linewidth is given in figqure

{6.9). The detected spectrum width is written as

Avd = AvL + 2AvH (6.1)

The system linewidth is important at low temperatures where it is
assumed to be Gaussian, while at high temperatures the detected
spectrum becomes Lorentzian in shape due to the dominance of the

homogeneous broadening. The deconvolution of the detected linewidth



b_Laser line

| |4— 0.9 cm’

I

68L6 6850 6354 6857

(4

Fig 6.9 Comparison between observed laser and signal linewidths for
the ED-2 glass at 77K.



into homogeneous and laser linewidths is necessary to determine the
variation with temperature of the‘homogeneous process. To do this
we may subtract the laser linewidth from the detected width point by
point using a deconvolution computer program. Unfortunately  the
results of this process were not accurate enough since the number of

the detected points in each FLN spectrum was insufficient to give a

reasonably smooth spectra for such sensitive measurements. The .

alternative was to use ‘standard curves for deconvoluting the
composite 1line shape,[1°7] where « the homogeneous linewidth can be
evaluated knowing the detected width and the laser linewidth. The
relations between the homogeneous 1linewidth determined b§ such a

process and the sample temperature are shown for the four glass

samples in figures (6.10, 6.11). The results for ED-2 glass are .

similar to those reported by Bergin et al.[50] although the 1low
temperature linear region extends only to ~ 50K in our"measurements,
the rest of the curve increases more sharply. For Li-borate glass
the 1linear portion extends up to 70K. The graphs show this
similar behaviour of the linewidth verses temperature dependence fo;
the four glasses. However the comparison of the temperature
variations shown in figure (6.12) demonstrates that at a certain
te&perature the homogeneous width of the 2g 4 4A2 transition in the

two borates is larger than for the silicate glass.

To analyse .the temperature dependent broadening of the homogeneously
broadened FLN spectra of.Cr3+ doped glasses, we choose the k-borate

glass (G8150) for the analysis, where the observed sideband which
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accompanies the FLN line will be used to infer the density of the
vibrational modes for the glass matrix in a method used by Bergin
et al.[50] Two models of orbit lattice coupling are invoked, the
strain modell121] yhich is used for crystalline hosts, while for
glassy materials the amplitude model is more suitable. [50] This is
because the effective ¢oupling parameter is_ thought to be the
localized amplitude of vibrations and not the strain of
vibratioﬁs[12°] due to the lack of 1long range forces and the

disorder in the glass matrix.

The intensity of the sideband can be expressed as:

Is(m) = 92 |<v>|2 we(w) (6.2a)
v

according to the strain model, while for the amplitude model it is:

13 (w) = crev's1? ot pluw) (6.2b)

where V is the average velocity of sound, C is the same constant
for both relations, V and V' are the electronic sensitivity factors
for the strain and aﬁplitude models, respectively and ¢(w) ié the
density of vibrational states at angular frequency w. Bergin notes
that using the strain model to derive the density of states yields
a distribution which is heavily weighted at low frequencies,{50]
hence the émplitude model is thought to be more appropriate to

describé the ion-lattice coupling in the glass.
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Because of the weakness of the sideband which accompanies the FLN
line of the k-borate glass, fig (6.7b), the shape of the sideband
is a result of the averaging of many runs of the spectra andithe
values of the intensity I(w) against w are shown in fig (6.13).
According to the amplitude model, the density of vibrational modes
should vary és wI(w) (see eq. 6.2b). The density of modes for
k-borate glass based on the amplitude model is also shown in fig
(6.13). We will wuse the’ fol;owing approximate numerical
expressions for the density of vibrational modes based on the
amplitudé model of the orbit-lattice coupling and wutilizing the

observed sideband

1

e (w) guz 0 <wc<50cm

1

2;02 ' 50 = w, < w ¢ 350 cm

g
7 (w) 1 1

Fbr the case of crystals, the Debye formula was found to be
suitable for the expression of the vibrational density of

states.[121] Hence:
eC(w) = y w? 0 < w < 350 cm~!

For equal numbers of vibrational modes per unit volume of the glass
and the crystal, it is possible to evaluate the ratio i/y as

follows:
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The observed ratio of the zero-phonon line to the sideband of the

G8150 glass, was approximated from many spectra and found to be

around 6 (which is weaker than that of the ED-2 silicate glass).
The ratio compared to a typical crystal, for which the value of =~ 1

is found, so :

(1]
J 1%(w)dw
o -
2 = 6
I 1%(0)dw
[o]

Again substituting the Debye formula for the density of states of

crystals and the amplitude model for the glass gives:

5
g|<v>| T Y u3 duw
0

v2
5 150 350 y =6
Clev'> I ¥ wde + J 5000 w k¢ dw
o p 50
2 2
1<v> i 01
Therefore > 2 = 0.6 (6.3)

1<v'>1%v

146



147

which is the ratio of the "sensitivity factors" for the glassy and

crystalline systems.

Now we examine the possibility that the higher power part of the
temperature dependent homogeneous broadening curve of a cr3+ doped
glass is due to a Raman relaxation process (see section 2.7), The
linewidth accérding to Raman relaxation mechanism can be written in

the form:[120]

hw/kT

e&w/kT _ 1)2

@
T(T) = AJ I<H2L>I492(u) dw (6.4)
0

(

where A is a constant, and H(a)oL = gv'l m'%(a*m +ay), x is a
W
constant.

In order to compare the value for the linewidth of the glass to

that of the crystal at a certain temperature, the values of the

L

sensitivity factors in the expressions for the sideband intensity
(equation (6.3)) and the broadening (equation (6.5)) are assumed to
have the same numerical values, and by using the amplitude model to
substitute for the glass density of state, while the Debye density

of states is used for crystals, equation (6.4) can be written as:

w6 e&u/kT
3 dw (6.5a)

e&u/k’r_1

Atx4|<v>l4 2 e
ré(r) - 21 ¥ I
)

v4 o (



ZPZ(N) ekm/kT

eM)/kT_”z

[} -
rg(T) = A«4l<v'>l4 J 9 (6.5b)

o (
The value of the ratio of the homogeneous broadening of the crystal

relative to that of the glass 1is evaluated from the 1last two

expressions at the temperature T = 80K and found to be

r<(80)
T9(80)

= 0.021

This value is to be compared to the ratio of the experimentally
measured values of the ruby crystal (0.17 ;m‘1 at 80 k[121]y ang
the k-borate glass (~ 2.8 cm~1) which is equal to 0.065. The
order of the observed'and calculated ratio of the linewidth can be
accepted recalling the simplified assumptions of the models used in
the calculations of the vibrational density of states. However
guch results strengthen the idea that the Raman relaxation ﬁechanism
could be the cause for the broadening at high temperatures in

glasses in a similar manner to the case of crystals.

6.4 Zeeman Splitting of the FLN Spectra

The splitting of thé optical 1lines in the presence of a static
magnetic field is related to the removal of the electron spin
degeneracy of the energy levels involved in the transition.

Normally hyperfine splittings in solids are masked by the effects of
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inhomogeneous broadening, . In’ principle, 2Zeeman spectroscopy
reveals the energy level structure of optical centres in solids.
We noted in previous Sections that the FLN is essentially an
ultra-high resolution technique which reveals features in the
emission spectrum that are obscured by the inhomogeneous broadeniné
process. FLN is particularly wuseful in understanding the
behaviours of the different 9r3+ doped glasses. However, although
the obser\}ation of the Ry and Ry components implies site symmetry
lower than the octahedral resulting in the split of the <%
level,[1°8] the actual symmetry distortion has not been identified.
One means of identifying the site symmetry is to measure the Zeeman
splitting of the 2E level in these élasses through the effect of a
magnetic field on the resonant FLN component of the 2k 4 4A2
transition. We recall from Section (3.6.2) that the energy

separation equation

E = m_guB (6.6)

;hd the energy level separation is linearly related to the applied
magnetic field. That the R-lines are observed in glass samples
cénfirms the presence of cr3* ions in high field sites and the
splitting of the R-line in the FLN spectra demonstrates that the
octahedral symmetry is 1lowered by triQonal or tetragonal
distortions. The number and strength of transitions in a magnetic
field may be calculated for the two types of distortion using the
techniques of Tanabe and Kamimural109] for comparison with the

experimentally observed Zeeman splitting of the 2 4 4A2 transition.
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The pattern of Zeeman lines will identify the site symmetry of the
cr3+ ion. The Zeeman-split FLN spectra of the G8035 silicate
glass measured atr1.6K for a range of magnetic fields parallel to
the'detection direction are shown in figure (6.1.). At low
fields, beléw.B = 2T, the FLN line broadens; recognizable splittings
are resolved at higher fields (e.g. B = 2.9 and 3.87T in figure
(6.14)). Better resolutiosl could not be achieved in this glass
because of the weak FLN signal. However in the ED-2 glass, the
amount of Lij0 is greater than- that in G8035 yielding a larger
number of high field sites and a larger 2E/‘iTz intensity ratio.
Moreover in the G8035 glass the lower R-line emission intensity may
be due to concentration quenching in the presence of large Cr3+
concentrations. In consequence, rather better resolved Zeeman
spectra can be seen in figure (6.1’5) for the ED-2 glass. Four
strong lines are clearly resolved as the magnetic field incgeases to
3.87T. In both figures (6.14) and (6.15), one line is resonant
with the laser line at all field values; this line always has the
largest intensity. The other two strong. lines originate on the
lower Zeeman-split energy levels, where as the higher lying line is

weaker by virtue of the Boltzmann factor.

Consider the case of a trigonally-distorted octahedral symmetry site
in conjunction with spin-orbit interaction between the 4T, and the
2E 1levels. This is just the case of Cr3* in Af,03, where the
combined effects of trigonal field and the spin-orbit cogpling split

the 2E level into 2A(2E) and E(2E) sublevels, which are doubly
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degenerate in spin, with the values of 1% 1/2. The applied static
magnetic field results in a coupling between the electron and field
determined by the sigh of the spin. This is just the Zeeman
splitting energy in equation (6.6), for the values of mg = t 1/2.
The combined effects of trigonal distortion and spifx-orbit coupling
also split the ground 4A2 state. However since the splitting is
very small, -~ 0.5 cm‘1,[10§] compared to the 2 splitting (-~ 55
cm-1) it may be neglected. Nevertheless the four-fold Zeeman
splittin;; of the ground state "due to spin degeneracy will be
reflected 'ih the transitions between the 2E and the 4A2 as 1is
illustrated in figure (3.12). The intensities of the different
Zeeman components may be calculated a;s follows. The spin forbidden
radiative transitions between the 2E and 4A2 states become weakly
allowed when spin-orbit coupling is introduced, while the eleétric
dipole operator po.E connects the 47, and the 4, stt:'ates. Hence
the intensity is derived from the 4A2 9 4T2 transition intensity.
The matrix element for the 2E - 4A2 transition is written as:

4 ~ 4 4 2_ .44
< Azmslpe.El T26m5>< Tzimsleol E¢ ms>

e’e) - £(*r,)) o7
where & is the particular orbital participating in the transition,
'fxe.E is the product of the odd parity electric dipole operator and
an odd parity crystal field operator. The separation between the
2ﬁ and the 4T2 levels is ~ 700 cm~! for silicate glasses (see
chapter 5) while the 4T1 level is too far from the % level to make

a significant contribution to the transition strength. In trigonal
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symmetry such as in A£303, the cr3* ion is placed between two
oxygeﬁ triangles parallel to each other as discussed for Ti3* in
AL,03 in chapter 4. There are numerous ways of breaking the
inversion symmetry at the cr3+ ion site (see reference [361]). A
dominant odd parity crystal field term of type Tg,a, would be caused
by displacement of the cr3* ion along the trigonal axis from a
position midwéy between the_two oxygen planes. When the electric
vector of the radiation is parallel to the trigonal axis
(t-polarization), the operator ﬁe.E has the form Tyya, x ‘T1uao.
From thé table of Clebsch-Gordon coefficients (Appendix A), we find
that this containé even parity components (-1//§)A1g and
(-/5//§)fzgxo. Since Ay x Aq = Aé and Ay x TaXp = T{pAoy it is
clear that there are no matrix elements of the #-polarized dipole
operator between 4A, and 4T2 states. Hence a distortion of
different parity is needed. If this is an odd parity term Ty Xo
the effective dipole operator is Ty,a, X T2 Xo giving (-1/43) Agg

and (/2//3) Tyga, components.  Hence the transition between %A and

4szo is allowed in the presence of Ty X, distortion. The other
part of the matrix element . (6.7), is the spin-orbit coupling
between 2E and‘4T2 levels. Since the experiments were carried out

at low temperature and since the trigonal splitting is =~ 55 cm-1,
we cén disregard any emission from the upper ZX(ZE) state, expecting
that the .thermalization of the state is much faster than the
radiative lifetime, so operating 4T,X, on E(2E) of the 2E state via
the épin-orbit coupling and using the tables in Appendix B to find

the non-zero matrix elements suggests the involvement of 4T2x°
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orbitals with Hg, and E(2E) states.

For the cése of the eﬁission polarized linearly in the X-direction
perpendicular to the trigonal axis (e¢-polarization), the operator of
the 6dd parity electric dipole is of the type T4 (-a,a.)/v2.
Combining this operator with the odd parity trigonal crystal field
operator yields T1u(-a++a_)/{5‘ X Tiydp- RAgain the Clebsch-Gordon
coefficients can be found‘ from Appendix A, The two components
T1gas+ ahd T1g8- give non-zero mdtrix elements of the pg.E between
4A2 and 4T2X+, and 4A2 and 4T2x_. The spin-orbit coupling part of
the matrix‘element is evaluated using Appendix B to find the value

of the matrix elements

u, - 1/2 u - 1/2

4 2 4 o2
<'T x+ + 1/2|Hso| E », < sz_ - 1/2|Hs°| E >

2
u_+ 1/2 u_ o+ 1/2

The square of these matrix elements gives the intensity of the
emission components. Recalling the meaéurements in figure (6.15),
the three strong lines may be attributed to transition from the
lower component of E(2E) level only, while the weak line at the
high energy side of the spectrum could be due to a transition from
the upper sublevels of the E(2E) level. This assignment could be
justified by the expected thermalization due to the very low
temperature of the sample (1.6K). Figure (6.16) illustrates the

expected emission for the E(2E) - 4p, transition. Such results
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Fig 6.1¢" Emission pattern for the E(2E) + 4A2 transition of the
Cr3+ doped glass treated as trigonally distorted
octahedral sites (the ¢-polarization intensity is
normalised to the ft-polarization value).
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cannot be explained using a tetragonal distortion of the oxygen

octahedra.
6.5 Discussion

FLN measurements for different cr3+ doped glasses revealed features
which are nof identified using conventional spectroscopy because of
the strong inhomogeneous broadening. the sPIitfing value of the
2gd level measured as ~ S2cm~1,” 57cm=1, 58cm~! and 105cm=! for the
ED-2, SLS7b/7, G8150 K-borate, and G8382 Li-borate glass,

respectively, being almost - constant when measured over the total
width of the 2E emission of thesé samples. Together with the.
nearly constant measu;ements of the decay rates across the 2E
emission discussed in the previous chapter, it may be possible to
invoke some general order governing the behaviourﬂ’of high field
sites in these materials, similar to the case of crystalline solids.

FLN spectra for the G8382 glass showed that the resonant-excitation
Nof the 2E complex identifies the existence of the 2E level which
peaked at ~ 681nm as an electronic level which is resolved from the

other centre discussed in the previous chapter.

Most of the homogeneous linewidth measurements in inorganic glasses
have been carried out using rare earth doped systems{110,111,48]
showing that the homdgeneous linewidth at low temperatures were some
two orders of magnitﬁde broader than that in crystals, and that

linewidth increased quadratically with temperature. Similar
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results were obtained for Eu3* doped glass over the temperature
range 300,—650K.[“2] ~ The quadratic> variation of the homogeneous
linewidth with the temperature is consistent with a two-phonon Raman
relaxation process similar to that obseryed in crystals. [113] That
phonon-like acoustic and compressional excitations of the amorphous
solid are involved, 1is suggested by comparing the homogeneous
linewidth var.iation with temperature and the velocity of sound[114]
for crystalline and glassy solids. In fact for Nd3+-doped glass
the homogeneous width of the Avy is proportional to v‘2-5, v being
the velocity. of sound. However at very low temperatures, a linear
relation was measured for the 3H4 A 102 homogeneous linewidth of
Pr3* in silicate glasses using spéctral hole burning.““] In
other measurements on Ng3+ doped silica ;aptical fibre using a
photon-echo method showed a 71.3  variation over the range
0.1-1k.[114] Similar results obtained for Yb3+ ;'loped phosphate
glass over the temperature range 7-90k.[105] The deviation from
the cfystal-like linewidth at 1low temperatures suggests an
Qadditicnal broadening mechanism bré:adens the line in glasses. By
general agreement, this originates with the interaction of the doped
ion and the tunnelling modes of a two level vibrational system or
simply (TLS). Such vibrational excitations of glasses were
discussed in chapter 5 to explain the anomalous thermal properties
in glases. Huber et al.[115] have suggested that the optical
dephasing results from the electric dipole-dipole interactions
between the rare eart.h ions and the TLS, this mechanism gives a

satisfactory account of the observed temperature dependence of the
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linewidth in the low temperature region. Theoretical calculations
for the broadening assuming the interaction between the ion and the
spectrum of the TLS also accounts for a T!1.3 1ay, [116] Organic

glasses sﬁowed a similar T1-3 variation.[117]

Unlike the rare earth ions, the linewidth studies for T.M.I. in
glasses were very little. _ The study of the linewidth-temperature
variation of Cr3* doped ED-2 glass, Bergin et al.,[50] gshows two
contributions, a linear variatiomr at low temperatures (5-70K) and an
approx'imatel'y quadratic part at higher temperature interpreted as |
Raman Scattering of thermally excited vibrational excitations which
have a non-Debye density of states». The temperature dependence
linewidth measurements of the FLN lines for the four samples,
including the ED-2 glass, show similar variation results to those
found previously in Cr3+:ED-2 glass, [50] which confirms that at high
temperature the transition is broadened by a Raman relaxation
mechanism which varies approximately quadratically with temperature
Nsimilar to that observed in some rére earths, The variation is
almost linear at low values of temperature (see figures 6.10, 6.11).
The homogeneous linewidth of the K-borate glass is also calculated
using the same procedures followed in reference [50), where the
shape of the effective density of state of tﬁe vibrational modes was
inferred from the emission sideband shape. To derive the density
of vibrational modes, two models for the coupling between thg ion

and the host were invoked, the strain and the amplitude mo_dels.

The results are consistent with the conclusion that a higher denéity
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of low frequency modes compared to the crystalline materials causes

an increased homogeneous broadening of the R-line in glasses.

An effort to detect the circular polarization of the FLN spectra of
both the 68035 and ED-2 silicate glasses, using the magnetic
circular polarization (MCP) technique explained in section (3.6.2),
showed no significant signa;.in either of the senses of the circular
polarization, even for thg quite strong, well resolved signal as for
the ED-2 glass. This suggests that the orbital angular momentum
operators are strongly quenched in these glassy materials so

destroying the circular polarization.

The direct Zeeman splitting of the 2E excited and %A, ground state
energy levels was observed, the separation between the four lines is
~1.9 & at 3.87T. The relation between the applied magnetic field
and the energy of these lines for the ED-2 glass is shown in figure
(6.17), where the resonant FLN line can be seen fixed at certain
;nergy with different field values. The reason could be that when
there is a shift of the energy levels among the subset of sites,
the 1ase£ line keeps pumping certain siteshat the same energy value.
A nearly similar assignment of the Zeeman splitting lines for the
measurements of cri+ in an organic material (t?i
(acelylaceténto)),[118] although the excited state in this materiél

was assigned to a 2Ty rather than the 2E state, also the weak

fourth line was placed as the lowest energy level.



Fig 6.17 Energy level splitting variation with the applied magnetic

field for the ED-2 glass at 1.6K.
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The assumption of the similarity of the high field Cr3* site in
glasses‘and that in ruby, also fhat the eleétric dipole transition
is activated by the odd parity crystal field component of Tq,a,,
gives a resonable agreement between the results of the detected
spectrum and the theoretical calculations of the transition

intensities.
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In order to calculate a value for the excited state g-value for the

ED-2 glass utilizing the Zeeman splitting values measured from fig
(6.15), the Zeeman splitted line positions are shown in the energy
level diagram (fig. 6.18) where these transitions are governed by

the selection rule amg = 0,%1 for the transitions |-§>-n+1§>,|-3/2>,‘_1/2>
and the weak transition [1+¥>31-%. Since the ground state
splitting is very small,nqal the energy values of the last two
transitions can be written‘as:

E4

Eo - ¥ go pg B + 3/2 gg ¥ B (6.8)

Ej Eo + ¥ g¢ pBB+$gngB (6.9)
where g and gg are the excitéd and ground state g-values
respectively. Although two values for the ground state g-value
were noted beforel92] (see section 5.4), our EPR measurements of the
ground state g-value for the ED-2 and the SLS7b/4 glaéses (mentioned
in section 3.6.2) showed only one value at =~ 1.95. Recalling the
’ Low cr3* ion concentration in both glases (0.05 wt % ’for ED-2 and
0.11 wt % for SLS7b/4 glasses) we believe that this g =~ value
measurec} for such glasses, which is consistent with values measured
for Cr3+ doped oxides (e.q. Cr3":MgO), is due to Cr3* ion sites and
not to Cr-Cr pairs as noted before, so from equation (6.8, 6.9) and
referring. to fig (6.15), the energy splitting Eq-E; is ~3.4 cm",
and substituting for ggr the excited state g-value is found to be

equal to 3.8. Having gg-value higher than gg justifies the

existence of. the weak transition at the high energy side of fig.

(6.15).
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Fig 618  Calculations Of the energy level positions for
the Cr3* doped glass (See section 6.5 )



CONCLUSIONS

In thisnsfudy we carried out spectroscopic measurements of Ti3* and
cr3+ ions doped in some crystalline and glassy materials. The
coupling of i3+ to different crystal hosts showed wide emission
bands ("3000cn‘1‘1 except for Ti:YAP which was about half this value)
as well as the emission at different regions of the visible - near
infra-red parts of the spectrum (Ti:YAP peaked ~600nm while the
Ti:A£203 peak was at ~760nm). Considering the temperature
dependence emission' ihtensity, the bandwidth measurements and the
crystal structure showed that the ~quantum efficiency was reduced
down to 9% for the Ti:YAG and to 80% for Ti:AlLx03. While the
observed intensity for the Ti:YAP crystal was increased with
increasing temperature, without an indication of thé' non-radiative
decay. Absorption measurements of these crystals showed an
absorption band at ~750nm due to another site. the overlapping of
such absorption band with the emission band, could be a deletrious
effect for the lasing action. Time resolved spectra for Ti3+:glass
revealed a wide range bf sites in such systems. The temperature
quenching was high, as well as the concentration quenching which was
found to be a very effective factor on the emission. However Ti3+
déped crystals have good characteristics which favour them as laser
candidates like the broad emission and‘absorption bands, the absence
of the excited state absorption (ESA), the large Stokes' shift

('6500cm'1) which reduces the reabsorption of the emission, the high
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thermal conductivity and more other properties. With better growth
conditions, most of the disadvantages like the infra-red absorption
which was mentioned in section (4.4) and the Cr3* inclusions will

have a lower effect.

Since the main difference between Ti3* and Cr3+ in high to medium
field crystals is the existence of a metastable level in the latter.
This elongates the lifetime of the upper state and resulting in a
reduction of the emission cross-section as discussed in chapter 4.
On the other hand one of the disadvantages of T4 3+ doped crystals

is their short lifetime..

The absorption measurements of the cr3+ doped in a variety of glass
matrices showed that the normalized field strength Dg/B is between
(2.4-1.8) which suggests a range of crystal fields near the
crossover point between the 2g and the 41'2 states in such materials,
categorizing the crystal field strength in the order of Borate >
silicate > phosphate > fluoride. In the site selection
measurements for Cr3*:g1asses a wide range of sites was observed
with band maxima of the 4'1‘2 ] 4A2 broad transition from
(820~1000)nm, with a non-exponential relaxation time, A shift of
the emission peak towards longer wavelengths as the excitation
wavelengths goes to higher values is noticed, also the peak is
shifted towards higher wavelengths as the temperature lowered down,
in contrast to the case of crystals. The data showed that the

luminescence is quenched due to the overlapping of the 4r 2 and the



4A2 potential energy curves, where high values of non-radiative
decay is.expected to be dominant in such materials. Consequently

the quantum efficiency is very low (~ 1% at room temperature).

Time resolved spectra showed vibronic sideband features accompanying
the 2E zero phonon line in different high field sites in glasses.
Also the identification of a new site in the (G8382) Li-borate glass
was possible which suggested a 0-2-cr3+-Li2+ cluster. The wide
coverage of the emission spectrum of those glasses (e.g. 700-1400nm

for the fluorozirconate) in addition to the cheap cost of

fabricating such sampies is still the interesting factor of more

studies in Cr3+ doped glasses.

The widele emission (~200cm'1) for Cr3* doped glasses reflects the
spread of crystal fields affecting the cr3* ion in ‘the high field
sites. The RFLN technique was applied to the 2 + 4p, in
different glasses where an almost constant splitting around
50-55cm-1 was found for the silicates and as high as 100cm=! in the
Li-borate .élass. These nearly constant values could suggest a
certain arrangement of the Cr3* ion at those high field sites,
similar to the case of crystals. This postulation is strengthened
by the similar decay rates measured across the 2 emission. The
temperature dependence linewidth of the FLN signal of four glasses

confirmed a previous result by Bergin et al, [50] yhich was the only

cr3* glass nmeasurement, that the linewidth wvariation at high

temperature is almost quadratic in a similar mechanism to that found
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in crystals, while the relation was nearly 1linear at 1low

temperatures, which is similar to values found in rare earth doped

glasses.

Finally, Zeeman experimnents for the FLN signals showed for the
first time the splitting of the zero phonon lines in Cr3+ doped

glasses, from which the type of symmetry was concluded.
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APPENDIX A

Relevant Clebsch-Gordon coefficients with trigonal bases for the

products Ty x Ty and Ty x Tj.

T\ x Ty
r 4, E T, T,
M, .M,\A'I & u, u. a, a_ a, x4 x. EA
a, 0 0 -YVI: 0 0 0 : 0 -vivi o
a, a. l/\/g: o. 0 - o0 0 t'/\/?: 0 0 -1/vV3
g, 0 :-yvI 0 iV 0 0 - lyve 0 0
ay Yvi- 0 0 0 0 —Vii 0 ‘0 -vE
a. a. o - 1yvi o 0 0 0 -viv3 0 0
a, 0 0 -1V3 0 -I!vl 0 .0 1/V38 0
a, 0 -/vI 0 =iV 0 0 :lvE 0 0
a a. 0 0 -Iyvi:- o {vi 0 0 yve o
 a -1/v3- o 0 0 0 o 0 0 -vivi
Ty x T,
r 4, E T T,
M, M, M e u, u_ a, a_ a, x, x_ X,
%, 0 - 0 -ivi: 0 ViV o o o o
a, x._ l[}/}: 0 o - 0 0 1/v8 0 0 {vi
x 0 iV 0 - -IJVB 0 0 ifvi o 0
£, yvi- o o 0 0 YvB: 0 0 -itvi
a. x_ 0 :=i/vi 0 :-vIV3 © 0 - 0 0 o
T ox, 0 0 —iv3i:- "0 -l{vé 0 0 -ifvi o
x, 0 ivi o : -1/v8 0 0 -iivI 0 0
a, x. 0 - 0 -i/v3:- 0 -1/v8 0 - 0 4vi o
x -]/'\/3.-‘ 0 0 0 0 ‘\/2/\/3'_' 0 0 0
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Appendix B

Spin-orbit matrix elements <4T2§mslﬂsol2Eb'm§> using trigonal basis
functions. - (All values are to be multiplied by -2/2it.)

¢ : U, u_
¥ mg mg 1/2 -1/2 1/2 -1/2
3/2 -0 0 -i/2/3 0
1/2 - if32 0 0 -1/6
X, “ -
~1/2 0 1/3/2 0 0
_3/2 o 0 0 0
3/2 0 0 0 0
1/2 0 0 -i/3/2 0
X_
-1/2 -i/6 - 0 0 0
32 C 0 -i/2/3 o 0
3/2 i/2/3 0 0 0
1/2 0 i/6 0 0 )
XO .
-1/2 ' 0 -0 -i/6 0

-3/2 0 0 0 -i/2/3

o
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