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Abstract

Fibre-reinforced composites are used in a wide variety of industries for their light

weight, high strength and durability. However, the structure of the polymer matrix near

the fibre interface is not well understood and difficult to characterise experimentally.

The aim of this project is to use molecular dynamics (MD) simulations to elucidate the

effect of a fibre on polymer network structure.

The DREIDING force field has been widely used, in molecular simulations, to pre-

dict thermomechanical properties in reinforced epoxy composites, such as the well-

known EPON-862/DETDA matrix. This work compares four variations of this force

field with OPLS and presents the structural and dynamical properties of the liquids.

The OPLS force field is deemed appropriate to study such systems and presents sev-

eral advantages over DREIDING force field variations, such as a ease of use. Results

show that there is a distinct interface region adjacent to the carbon fibre-like surface

that differs from the centre region. Additionally, density, molecular orientation, and

molecular conformation away from the surface match values found in bulk.

To study the effects of crosslinking, we have developed a generic bead-spring

model to investigate polymerisation near a surface. The model is based on a Lennard-

Jones (LJ) liquid in conjunction with the Kremer-Grest model, at constant pressure,

and with a probabilistic approach towards achieving bond formation between individ-

ual monomer particles. This model was easily implemented, in LAMMPS, and was

also used to study the properties of liquids and liquid mixtures near a surface. The

same distinct interface region adjacent to the surface was also observed.

The polymerisation mechanism, by which crosslinking occurred, was representa-

tive of a step-growth mechanism, with and without the surface present. T is consistent

with the epoxy curing process, represented by the aforementioned EPON-862/DETDA

system. Additionally, it was verifiable that when a particular chemical species adsorbs

to the surface more strongly, other molecular species are displaced from the inter-

face region and move towards the centre film region. The resulting sterochemical
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Chapter 0. Abstract

imbalance can cause the resulting crosslinked network to contain higher amounts of

non-bonded monomers.

Often, carbon fibre surfaces dipped into epoxy resins (e.g. EPON-862) prior to

inserting them in a epoxy/hardener mixture, in an attempt to improve surface adhesion.

The stoichimetric imbalance shown to exist near the surface is further aggravated by

this procedure and leads to a cured material of lower quality. This work sets the

precedent for review of such fibre sizing procedures. In addition, the developed bead-

spring crosslinking model allows for quick and efficient similar studies
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kcal/Å2 and equilibrium distance (r0) given in Å. . . . . . . . . . . . . . . 122
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tance at zero energy (σ) given in kcal/Å2. . . . . . . . . . . . . . . . . . 124

A.13 OPLS-UA bond parameters for DDS. Bond constant (kr) given in kcal/Å2
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1. Introduction

The purpose of this work is to gain insight into the liquid structure of pre-polymer

liquids near the surfaces of reinforcement carbon fibres and to better understand how

the structural changes in the liquid propagate to the cured material and affect the

properties of polymer composites. Molecular dynamics (MD) simulations are used

as a tool to explore this effect due to their capacity to study the small region that is

the interface between fibre and polymer matrix. A polymer composite material is a

material formed by at least two separate, and different components where at least one

of them is a polymer [15, 26, 27]. They are not considered mixtures or solid solutions,

since their individual components, in regards to their chemical and physical structure,

are fully separate within the polymer composite.

Fibre-reinforced composites are widely used throughout industry in a great variety

of applications ranging from coatings to structural components. One example of such

can be found in the aviation industry, where the Airbus A350 is made of more than

50% carbon fibre reinforced polymers [65, 86].

Carbon-fibre reinforced polymers (CFRP) are a specific type o composite mate-

rials, which consist on polymer matrices reinforced by carbon fibres inserted in their

structure as the reinforcement material [15, 26, 27]. The orientation of carbon fibre

in the reinforced materials defines if it is a good thermal and electrical conductor or

insulator depending on fibre orientation [26].

The adhesion between the fibre and the polymer matrix greatly affect the quality

and properties of the composite material, hence they have been object of study, with

epoxy resins being of particular interest given their wide range of applications and

versatility [72]. The presence of a fibre creates an interface region where the polymer

has a more dominant crystalline structure than the bulk.

Understanding the interactions in interface between fibres and polymer is funda-

mental towards improvement of polymer composite manufacture and properties. This

work focus on exploring molecular behaviour in this region to gain insight into the
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molecular structure of cured CFRPs and their properties.

1.1 Organisation of thesis

The background chapter (chapter 2) describes the structure of carbon fibre reinforced

composites, and reviews literature studies that address the adhesion between the

carbon fibres and the reinforced polymer matrices. A methodology chapter (chapter 3)

in which molecular dynamics is detailed as a simulation-based methodology for the

research that is carried out in the remainder of this work.

Chapter 4 studies how a graphitic surface affects the liquid structure of a liquid

EPON-862/DDS model system, without any curing taking place. Several force fields

are explored on a bulk system, without any carbon fibre surfaces, and the selected

force field is utilised to study the interactions of the pre-polymer mixture near a carbon

fibre surface. This chapter also forms the basis for a manuscript in preparation.

In chapter 5, I develop a crosslinking algorithm capable of simulating crosslinking

using a generic polymer model system. The method consists on a mixture between

the Kremer-Grest and the Lennard-Jones liquid models and achieves at accurately

reproducing a crosslinking reaction.

This algorithm is applied in chapter 6 to study the effects that a surface has on

liquid structure of binary polymer mixtures and how those effects propagate into the

crosslinked network.

The last chapter contains a brief conclusion (chapter 7) summarising all the find-

ings of the previous three results chapters. The appendices give all force field param-

eters utilised in this work.
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2. Background

This chapter is focused on reviewing relevant literature in the context of carbon fibre re-

inforced polymers. The structure of carbon fibres is described, both on a macroscopic

and molecular level. Precursor materials for carbon fibres are also discussed in the

context of their manufacture. The concept of carbon nanotubes is also introduced, and

differences between traditional carbon fibres and carbon nanotubes are also explored.

This is followed by a literature review on studies addressing: current methods of

carbon fibre (and nanotube) reinforced composite manufacture and processing; typical

properties of carbon fibre reinforced composites; the current state of the art in terms

of improving adhesion between the carbon fibre surfaces and the polymer matrices;

and a specific look at epoxy-based carbon fibre composites. This last topic stems from

the fact that, currently, epoxy-based carbon fibre reinforced composites are the most

widely utilised composite materials in the world [15, 26, 27].

Lastly, a brief introduction on the computational simulation of carbon fibre rein-

forced composites is provided, before being fully addressed in chapters 4 and 5.

2.1 Polymer composites and carbon fibre reinforced com-

posites

Composite materials are used in a wide variety applications, which range from high-

end applications within the aerospace and aeronautical industries, to having lower-

end uses as components in sports gear and as insulation materials [42, 63, 111].

Typically higher-end application require the carbon fibres to be of better quality (i.e.

Carbon fibres with higher carbon content and greater crystalline structure), which re-

quires great care during their manufacture process, while lower-end applications usu-

ally utilise lower quality carbon fibres which are cheaper to make in industrial settings.

Fibre composites have become a commonplace material in recent years. Out of the

several fibre composite materials, carbon fibre reinforced composites are currently re-
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garded as the material of choice in replacement of traditional aluminium alloys in the

aeronautical sector [16]. This has shown to decrease weight of specific aircraft parts

by between 20% and 40%, while maintaining the structural integrity of aircraft [111].

Additionally, complex shapes are easier to fabricate, when using composite materials

instead of traditional alloys, reducing the number of parts necessary for the aircraft

and minimising waste [111]. However, they are also more costly to manufacture and

repair than traditional alloys and are more prone impact damage.

2.1.1 Structure of carbon fibre reinforced composites

Composite materials are made of two distinct phases: the carbon fibre and the polymer

matrix; with different individual properties, and bonding or adhesion between these

phases directly relates to the structural integrity of the composite. Typically, each

individual fibre is very stiff and has a high strength to weight ratio, meaning that they

are able to resist breaking or cracking despite being lightweight [91]. Individual fibres

can also be braided together to form filaments, which can be woven to create carbon

fibre fabric. Similarly to graphitic sheets, the fibres in a carbon filaments may not all

share the same relative orientation to each other, making carbon filaments amorphous

to some degree [20]. Sheets of carbon fibre fabric can be stacked with each other and

with alternating polymer layers to form laminate composite materials. These materials

retain most of the properties of carbon fibre, while having added flexibility due to the

polymer material. However, laminate composites are still prone to failure. Two of the

most common types of critical failure in carbon fibre reinforced composite materials

are fibre pull-out and delamination, and both occur almost exclusively due to lack of

adhesion between the carbon fibres and the polymer matrix.

Fibre pull-out failure consists of the carbon fibres embedded in the polymer matrix

sliding out from the polymer matrix due to week surface-matrix adhesion [15]. De-

lamination occurs in laminate composites, where layers of woven carbon fibre fabric

are layered with coats of polymer material, and consists of multiple layers separat-

ing and breaking. It also results from lack of adhesion between the carbon surface

and polymer matrix, although it can be advanced by impacts suffered by the compos-
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ite [10, 30]. Delamination can also result in secondary cracking of the polymer matrix

and fibre fracture, as shown in Figure 2.1 [56].

Figure 2.1: Highlight of composite delamination to to impact. Retrieved from ”Comput-
ers Structures” [56] with permission from Elsevier.

Due to the nature of both these failure mechanisms, understanding how the carbon

fibres and polymer matrices interact becomes extremely relevant in order to manufac-

ture improved carbon fibre composites with increase resistance to failure. Lack of

affinity between the carbon fibre surfaces and the polymer matrices is the key factor

that leads to these failure mechanisms. This work will focus on researching these

interactions in order to better understand them. The chemical structure of the fibre

surface and its respective roughness also greatly determine how well the adhesion

between both phases takes place [93].

The inherent roughness of the carbon surface itself can improve or worsen ad-

hesion by physical effects instead of chemical effects, while the chemical surface of

the carbon fibre can be modified via the grafting of functional groups to the surface to

improve its adhesion with the polymer matrix [27].
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2.2 Structure and properties of carbon fibre surfaces

Carbon fibres typically consist of aligned layers of graphene sheets, carbon atoms

arranged in a planar hexagonal lattices resembling a honeycomb pattern, of varying

diameters between 5 and 10µm, as is shown in Figure 2.2. These sheets are mostly

composed of carbon atoms, however impurities may be contained within the lattice

structure making the designation of ”graphitic sheets” more accurate for describing

them. In addition, individual graphitic sheets in carbon fibres may not share the same

relative orientation to one another, breaking planar symmetry of the fibres themselves,

as is also shown in Figure 2.2.

Figure 2.2: Internal structure of carbon fibres. Retrieved from ”Carbon” [20] with per-
mission from Elsevier.

Both the degree of crystallinity and purity of the carbon fibres, are key factors which

affect their properties [86]. Depending on these factors, carbon fibres are classified

into three types, which also relate to their overall quality. Type I and type II fibres both
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exhibit a high percentage of crystalline carbon. However, type I fibres have a greater

overall percentage of carbon, meaning that long-range ordering of individual fibres is

greater than in type II fibres, which has individual fibres arranged more amorphously.

While type I and type II fibres display anisotropic properties, due to their greater per-

centage of crystalline structure, type III fibres are isotropic, given their greatly amor-

phous structure [86, 91].

Type I carbon fibres are characterised by having a higher Young’s modulus, which

means that high amounts of stress are required to manifest tangible strain on the fi-

bres. Type II carbon fibres, on the other hand, have greater strength and are more

deformation resistant. Lastly, type III carbon fibres have bow low Young’s modulus

and low strength. In terms of performance, type I fibres are utilised for high-end ap-

plications, followed by type II fibres in medium-to-high end applications. Type III fibres

are advantageous only in terms of their manufacturing cost, which is lower than both

two other fibre types, and are utilised for mainstream applications where performance

is not the most relevant factor [91]. Typically, type I fibres are reserved for high-end ap-

plications, such as critical components in the aeronautical sector, while Type II fibres

are generally used for non-critical applications in the same sectors. Type III fibres find

their use in insulation materials and in sports equipment.

A highly relevant and specific type of carbon fibre are carbon nanotubes, which

consist of a single graphitic sheet rolled onto itself. Carbon nanotubes can be sin-

gle walled (SWCNT) when they consit of a single sheet of graphitic carbon or multi

walled (MWCNT) when they consist of multiple concentrical sheets, as shown in Fig-

ure 2.3 [96].

Much like typical carbon fibres, rolling a graphic sheets onto themselves destroys

the planar geometry of the structure, however, and unlike typical carbon fibres, it also

creates directionality along the axis on which the sheet is rolled. Because of this added

dimension, the ratio between length and thickness of the nanotube.

In addition, because carbon nanotubes are composed of rolled graphitic sheets,

they tend to have increased thermal and electrical conductivity. This is because elec-

trons are not subject to the need to transition between different graphitic sheets and
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Figure 2.3: Single walled (SWCNT) and multi walled (MWCNT) structure of carbon
nanotubes. Retrieved from ”Polı́meros” [96], under a CC-BY copyright licence.

can travel along the axial direction of the nanotube, being able to more freely traverse

the entire structure. Also, both conductivities are higher in carbon nanotubes with

higher carbon content, and where the graphitic sheet has less defects.

However, highly pure carbon nanotubes are difficult to fabricate. Carbon nan-

otubes, as a material, usually exist as a mixture of both high-purity crystalline and

low-purity imperfect individual nanotubes. The single rolled graphitic sheet is an ide-

alised scenario often utilised to represent and characterise carbon nanotubes. Fig-

ure 2.4 shows several Scanning Electron Microscope (SEM) pictures of a carbon fibre

nanotube, and highlights the roughness and imperfections of its surface. Defects and

impurities affect not only thermal and electrical conductivity, but also have an impact

the structural properties.

Carbon nanotubes have an estimated tensile modulus of approximately 1TPa and

strengths between 10 and 52GPa, with failure occurring first on the outer layers of car-

bon nanotube aggregates, while the inside tubes resisting failure. The tensile modulus

of aluminium, for example is in the range of only MPa which is several orders of mag-

nitude lower. Despite these properties, individual nanotubes still tend to slip between

each other without breaking, when forced, posing a serious problem to their use.
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Figure 2.4: SEM images of nanocomposite fibres. Retrieved from ”Polymer” [101] with
permission from Elsevier.

2.2.1 Precursor materials of carbon fibres

The type of carbon fibres is closely associated with its precursor material [27, 44].

Polyacrylonitrile (PAN) is a synthetic organic plastic that is incapable of being melted,

under normal circumstances, since its degradation point is lower than its melting point.

Historically, it is also the first material recognized as a precursor to carbon fibres [27],

and it can be oxidized by a thermal process, followed by carbonisation at very high

temperatures, above 1000 oC, and under non-reactive atmospheric conditions to pro-

duce carbon fibres. PAN-based carbon fibres are generally classed as type I or type II

fibres.

Another carbon fibres precursor material is pitch [27, 44]: a designation for high
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viscosity tarry substances. Pitch exists both as a bi-product of natural resources,

such as oil and coal, and as a product of synthesis using polyaromatic polymers as

starting compounds. The process of turning pitch into carbon fibres is highly complex

and several different routes can be followed. Pitch is naturally an isotropic material,

however it can be turned into its anisotropic form via heat treatment. Isotropic pitch can

be used to produce type III fibres while anisotropic pitch serves as the core material

for higher quality type I fibres.

The last common precursor for typical carbon fibres is cellulose [27, 44]. The

nature of cellulose as a precursor material prevents the created carbon fibres from

being high quality. This is due to the nature of the cellulose matrix, which is fairly

discontinuous and contains little to no degree of molecular orientation, meaning that

the resulting carbon fibres will lack any crystalline orientation.

Carbon nanotubes differ from typical carbon fibres also in their precursor material.

The most common method for carbon nanotube manufacture is chemical vapour de-

position (CVD), which consists on precipitating carbon from sources such as methane

or asphalt to its solid form.

2.3 Polymer matrix

Polymer matrices utilised in carbon fibre composite manufacturing can differ based

on their ability to be remelted: thermoplastics and thermosets [53]. The main differ-

ence between both these types of materials resides in the fact that thermoplastics can

be remelted while thermosets cannot, and degrade if heated above a certain thresh-

old [51].

2.3.1 Thermoplastics

By definition, a thermoplastic is a polymer substance that becomes pliable when

heated to a certain temperature, and solidifies when cooled. Thermoplastics are made

of polymer molecules, with a high average molecular weight, that are entangled, in

a topological sense, with each other without any chemical bonding between them.
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The lack of chemical bonding between polymer chains allows these materials to be-

come more pliable with an increase in temperature, because bonding between chains

is week compared with thermal energies at high temperatures [106]. The polymer

molecules themselves can be grown via different polymerisation reaction mechanisms,

including step- and chain-growth mechanisms [43]. Polymers formed via chain-growth

polymerisation grow by having their terminal ends react with compatible monomers,

while polymers formed by step-growth polymerisation grow via pairs of compatible

reactive monomers bonding, slowly forming longer polymer molecules.

This quality of thermoplastics to be re-heated without degradation of molecular

structure allows for their fabrication via techniques such as injection molding or extru-

sion. These techniques are based on ”forcing” the liquefied thermoplastic material into

the desired shape by inserting it into a mold, prior to cooling it down to its final shape.

This also allows these materials to be easily recyclable since thermoplastic parts can

be heated up, purified, and recast into new shapes [99].

Thermoplastics can have an amorphous or crystalline structure, and that struc-

ture is dependent on temperature. The same thermoplastic material can have distinct

properties depending on temperature, provided it remains above its glass transition

temperature and bellow its melting point. A thermoplastic with an amorphous struc-

ture will also be more prone to chemical degradation and cracking since it lacks the

crystalline structure [99].

These properties confer thermoplastics the ability to be highly impact and defor-

mation resistant, in addition to also being highly pliable and strong. Also, depending

on the ratio of their crystalline and amorphous structures, thermoplastics can also be

very resistant to chemical attacks. The versatility of thermoplastics enables them to

be used from low-end applications, such as grocery plastic bags, to higher-end appli-

cations, such as automobile parts. However, their application is limited to situations

where temperature remains stable, and within know boundaries, since they are easily

deformed by temperature shifts, and their properties change.
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2.3.2 Thermosets

Unlike thermoplastics, polymer chains in thermoset materials form covalent bonds

between them, creating a rigid 3D network. This reaction is irreversible and the created

bonds cannot be broken, meaning that thermoset materials cannot be recast [51].

Typically, thermoset materials are made of at least two different components: a

resin and a hardener. The hardener molecules, often also called crosslinkers, have the

potential for forming chemical bonds with the resin molecules, allowing for the growth

a 3D network. The initial material is often a soft solid or a viscous liquid, containing

a mixture of these two components which hardens when cured [51]. Curing is the

process by which the covalent bonds between resin and hardener are formed. The

curing process can be induced by adequate supply of heat, radiation, pressure or by

the presence of a suitable catalyst. The term curing is interchangeable with the term

crosslinking, which is vital to understand this work, and is explored further, and with

more detail, in chapter 3.

The polymerisation mechanism for thermoset materials is step-growth, since both

resin and hardener exist as monomers prior to the curing process, and they start

bonding with each other slowly forming longer polymer chains.

Since the covalent bonds are permanent, these materials have greater resistance

to temperature increase than thermoplastics, however this also means that they can-

not be recast into different shapes after being cured, and also cannot be recycled.

However, they have typically have greater omni-directional strength than thermoplas-

tics, given the nature of the 3D network, but are also more brittle and less resistant to

impact.

2.4 Polymers on graphitic surfaces

The properties of the composite materials are dependent on how well the carbon fibre

filler particles are dispersed in the polymer matrix and on the overall adhesion between

them and the polymer matrix.
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2.4.1 Properties of carbon fibre composites

Early studies utilising carbon nanotubes in reinforced Polyvinyl acetate-based com-

posites showed a doubling of Young’s modulus when compared with the base poly-

mer, for weight concentrations of carbon filler particles equal or above 60%. Better

results were seen above the polymer glass transition temperature, which were consis-

tent with the lack of dispersion of the fibres within the polymer matrix, resulting from

melt intercalation [104].

Similar results were also observed for polysterene-based composites for very low

weight percentages, 1%, of dispersed carbon nanotubes [95]. In addition, propagation

of cracks, viewed by Transmission Electron Microscope (TEM), showed some nan-

otubes sliding out of the polymer matrix. This indicates that adhesion between the

carbon nanotubes and the polymer matrix is not constant and varies for each individ-

ual nanotube [95, 100].

Hardness, a measure of resistance to deformation, has also been shown to in-

crease in reinforced composite materials when compared with the bare polymer. Poly-

ethylene-based reinforced composites have shown not only to increase their Young’s

and strength modulus but have also been shown to increase their hardness by three

times the value of the base polymer. The resulting composite has a toughness, de-

fined as the ability that a material has to absorb energy and deform without fractures

occurring, in the same range as kevlar, which is five times stronger than steel. [98].

While properties such as Young’s modulus, strength modulus, and hardness tend

to improve in composite materials, when compared with their base polymer, they are

still system dependent. Different combinations of carbon fibre types and polymer ma-

terials yield composites with various degrees of these properties [27, 68, 91, 112, 118],

as shown in diagram presented in Figure 2.5.

A review published in 2019 by Li et al. [68] showcases several different combina-

tions of carbon fibre and polymer materials. They consider carbon black (CB), carbon

nanotubes (CNT) and graphene reinforced polymers and distinguish between thermo-

plastic and thermoset polymers, and give specific insight into epoxy resins which are
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Figure 2.5: Diagram showing all the considerations necessary when processing car-
bon fibre reinforced composites. Adapted from [68].

the most abundant thermoset polymers utilised in the world.

They conclude that CB-reinforced composites achieve only moderate increases

mechanical properties, lower than 100% when compared with the base polymer, due

to high percolation. however, CNT-reinforced composites have vastly superior me-

chanical properties than their base polymers, by outperforming them on 950%, be-

cause of the lower percolation rates. However filler aggregation is still present and

remains an issue. Grapehene fails to produce any significant results when compared

with CNT, because of the inherent difficulty in separating the graphene sheets from

graphite [68].

A previous review published in 2009 by Spitalsky et al. [112] has also highlighted

the difference that manufacture methods present in the mechanical properties of car-

bon fibre reinforced composites, which is also shown in Figure 2.5. In particular, the

layering of woven carbon fibre fabric with polymer matrix layers produces materials

with high carbon fibre molecular weight and with Young’s and strength modulus val-

ues of 11G Pa and 325M Pa respectively [129], which are one order of magnitude

above the bare polymer. but, more relevantly, they also showed that forming covalent

bonds between the carbon fibres and the polymer matrix enhanced these properties
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further [112].

Processing methods that rely on in-situ polymerisation were also shown to have

even better mechanical properties, due to the fact that dispersion of carbon nanotubes

in the polymer matrix occurs to a greater extent. However, covalently bonding the

carbon fibres to the polymer matrix produced the same enhancement effect [112].

The impact of the processing methods on the mechanical properties of carbon fibre

reinforced composites has been further validated in recent years [13, 68, 118, 137].

The superb mechanical properties of carbon fibre reinforced materials are not their

only desireable feature. It was briefly discussed in section 2.2 that carbon fibres also

have some desirable electrical and thermal properties. Polymer materials, by nature,

are not good electrical conductors and certain types, such as thermoplastics, can-

not withstand very high temperatures. However, by embedding polymers with carbon

fibres, these properties are shown to be improved.

2.4.2 Manufacture

Most composites are processed by preparing a mixture of carbon fibre or carbon nan-

otubes and polymer in adequate solvent and then by evaporating the solvent so that

only a composite film remains. This process facilitates the deaggregation of the carbon

nanotubes, ensuring adequate mixing within the polymer matrix [27, 92]. The nature

of the polymer material also confines the choice of method. Common examples of

manufacture methods include in-situ polymerisation and melt intercalation [112].

The method involving in-situ polymerisation relies on dispersing and mixing carbon

fibres in a mixture of monomers, and curing the material when fully mixed [112]. In

this way, dispersion and mixing is almost absolute, and polymer growth occurs with the

fibres in place. The polymer matrix forms and hardens around the dispersed carbon

fibres (or carbon nanotubes), and the resulting structure allows for an easy way for

stress to be transferred between the carbon fibres and the polymer matrix. However,

this method is restricted to polymers which can polymerise with the carbon fibres dis-

persed, being mostly thermosets. Such materials need to be cast to their final shape

during manufacture, since thermoset polymers cannot be melted and recast [99].
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Melt intercalation, contrary to in-situ polymerisation, is mostly restricted to ther-

moplastics, which unlike thermosets, can be melted at high temperatures and re-

shaped [51]. It consists of melting the polymer and mixing in the carbon fibres, at

high temperatures. The increased temperatures facilitate the dispersion and mixing of

the carbon fibres, while nor permanently affecting the molecular structure of the poly-

mer molecules. The main drawback of this method is that dispersion is limited, given

the large average molecular size of the polymer matrix, and it can result in poorer ad-

hesion between the carbon fibres and the polymer matrix. However, it allows for the

manufacture of composite parts which can be easily reshaped or recycled [112].

2.4.3 Improving surface adhesion

The lack of affinity between the carbon fibre surfaces and the polymer matrices can

lead to critical failure via debonding of the polymer matrix from the carbon fibre sur-

faces [45, 90]. Previously in this section the relevance that the manufacture process

imparts on the adhesion between both components was also discussed in relation

with the debonding process. Improving surface adhesion has become a highly rele-

vant topic of research in recent years, in the search for better carbon fibre reinforced

composites [15, 54, 55, 57, 73, 87, 120]. .

Debonding between carbon nanotubes and polymer matrix occurs when the inter-

face, the region of space populated by polymer molecules immediately adjacent to the

surface, between both fails under shear stress. The properties of the matrix at the

interface also affect the properties of the composite materials, with verified instances

of materials withstanding greater shear stresses than expected [18]. This phenomena

is known to be polymer-specific, despite this much debate surrounding the nature of

the polymer structure at the interface still exists [18, 27]. This phenomena is depicted

in Figure 2.6, showing how it can lead to critical failure [15, 54, 55, 57, 73, 87, 120].

It has also be stated in section 2.2 that the surface of carbon fibres (or carbon

nanotubes) is rough, uneven, and often contains defects or impurities. These traits

are know to affect surface-matrix adhesion, and recent research has been focused in

the direction of mitigating this effect.
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Figure 2.6: Schematic representation of debonding between carbon fibre surface and
polymer matrix due to lack of adhesion.

Surface functionalisation of carbon nanotubes consists on grafting molecules to

the bare carbon fibre surfaces with desirable functional groups in order to change the

chemistry of the surface, promoting better adhesion with the polymer matrix, as shown

in Figure 2.7. It has proven to be an effective mean of improving the interfacial bond-

ing between the carbon surface and the polymer matrix. Nanotubes tend to aggre-

gate, limiting their exposed area to the polymer matrix, however by grafting functional

groups, such as carboxilic acids, to their surface, this effect is mitigated [27].

Figure 2.7: Schematic representation of an amine molecule grafted to a carbon fibre
surface and forming a covalent bond with an epoxy monomer.

18



Chapter 2. Background

Nanotube dispersion in the polymer matrix has been shown to directly correlate

with the strength of the surface-matrix adhesion, and by grafting select functional

groups to the surface of the carbon fibres (or nanotubes), their ability to disperse in the

polymer matrix is increased. In addition, the physical bonds between fibre and polymer

facilitate stress transfer in the interface region from one phase to the other [27].

Surface grafted molecules are bonded to the carbon surface and can bond with

polymers in the matrix upon curing [112]. The process of forming covalent bonds be-

tween carbon fibres and polymer matrix can be adjusted to accommodate polymers

that require different processing methods. Thermoplastic polymers can be mixed with

the carbon nanotubes, which can then bond with the surface grafted molecules; Ther-

moset polymers can undergo in-situ polymerisation and bond with the surface grafted

molecules during the process. Both processing techniques come with the advantages

and disadvantages already discussed.

Hendersen et al.proposed, in 2019, a methodology for increasing the hydropho-

bicity of the surface of carbon fibres without compromising on mehcanial properties.

At the same time, this process was shown to increase adhesion between surface and

polymer matrix between 59% and 216% [12]. The process mainly involved the func-

tionalisation of unsized carbon fibres with several amine and fluerene-based functional

groups, and surface chemistry was verified using TEM imagining. Improvements on

the interfacial shear strength were also reflected by increases in tensile strength and

Young’s modulus of the composite when compared with the bare carbon fibres [12].

In the same year, Sharma et al.experimented with adding amine-functionalised

carbon nanotubes in conjunction with bare carbon nanotubes to epoxy mixtures. They

utilised an equal ratio of both nanotube types in various weight percentages relative

to total material weight. Araldite LY-556 epoxy resin was used in all their experiments,

and a weight percentage of 0.5% was determined to be optimal for increasing tensile

strength by 52.8%, and a weight percentage of 1% for increasing flexural strength by

52.45%. The use of functionalised fibres showed to outperform bare fibres [107].

While surface grafting provides a way to improving adhesion, it is still limited by the

quality of the carbon fibre and by the defects present in its surface. Fibres sizing, on the
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other hand, consists on dipping the carbon fibres on compounds with high tendency to

simultaneously adhere to in and to the chosen polymer matrix. Molecules of selected

compounds will fill the ”holes” and imperfections on the carbon fibre surfaces making

it smoother. In addition, this changes the chemistry of the carbon fibre surface to be

more receptive to adhere with the polymer matrix [72].

Surface grafting has since been a stable method to improve the adhesion between

different phases of carbon fibre reinforced composites, however the quality of the ad-

hesion is still dependent on the quality of the carbon fibres used and their surface

roughness. Sizing the surface of carbon fibres offers a method for minimising the

roughness of the carbon fibre surfaces by ”covering” its defects.

2.4.4 Epoxy-based carbon fibre reinforced composites

It was briefly mentioned in subsection 2.4.1 that epoxy-based composite materials are

amongst the most commonly utilised carbon fibre reinforced composites in the world.

This is partly because of the versatility of epoxy resins and applicability in a wide range

of uses, in addition to their relatively low cost and processing requirements [46]. Epoxy

resins are bi-molecular mixtures, which are made of epoxy and a hardener molecules.

Epoxy molecules are characterised by having an epoxy (or epoxide) group, as shown

in Figure 2.8, which is characterised by an oxygen atom bonded with two separate

carbon atoms in a triangular structure. The triangular structure imposes high strain on

the molecule and is easily broken via nucleophilic from suitable hardener molecules,

such as amines.

Figure 2.8: Molecular structure of an epoxide group.

When the conditions are adequate for curing, the hardener molecules bond with

the epoxy molecules, via nucleophilic attack, to grow a polymer network. The only
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requirement for this reaction is the choice a suitable epoxy/hardener pair, and the high

variety of possible combinations is what makes epoxy reins such versatile materials.

The nature of this reaction also makes them prime candidates for the manufacture

of composite materials via in-situ polymerisation [112]. Fracture toughness, which is

the ability the ability of the material to inhibit further growth of existing cracks, of un-

reinforced epoxy resins can be increased up to a factor of 1.31 by reinforcing it with

carbon fibres [13]. Also, smaller carbon fibres are shown to yield better improvements

in toughness than larger fibres [128].

The modification of the carbon fibre surface can be achieved by reductive elec-

trochemical deposition to graft molecules with functional groups such as amines, car-

boxilic acids and amides. An epoxy-based polymer matrix, made of EPON-862 and

DETDA, with bare carbon fibres was used as a control. Functionalised surfaces

displayed increased tensile strength and Young’s modulus when compared with the

unfunctionalised composite. Out of the three tested functional groups, amines were

shown to produce the greatest increase in interfacial shear strength, followed by amides

and carboxylic acids [103]. Surface chemistry can be tailored to the required specifi-

cations of the composite materials.

In addition, and similar to most other reinforced carbon fibre composites, more

evenly dispersed carbon fibres (or nanotubes) yield materials with better mechanical

properties and higher impact and fracture resistance. In addition, small weight per-

centages of carbon fibre fillers, of around 1%, are sufficient to greatly improve the

properties of epoxy composites [68, 128].

Dispersion of carbon nanotubes in an epoxy matrix has also been shown to specif-

ically result in an improvement to stiffness as well as an increase of the maximum

supported load. Despite this, this improvement peaked when the percentage of car-

bon nanotubes was at 2% in weight. While these results are material specific, they

point towards the existence of an upper limit on the percentage of carbon nanotubes

required to improve the mechanical properties of epoxy-based carbon fibre reinforced

composite materials [118].

While an extensive amount of research has been done on the properties of al-
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ready cured composites, not much emphasis has been given to the liquid structure of

pre-polymer mixtures before crosslinking, particularly for thermosets such as epoxy-

based systems which are so widespread. The hypothesis for this work is based on

the assumption that the liquid structure of a pre-polymerised thermoset presents itself

differently depending on the proximity to a graphitic surface. This heterogenous liquid

arrangement can cause the structure of the crosslinked network to inherit the structure

of the liquid mixture, thus affecting the properties of the composite material, by limiting

crosslinking. In addition, given the small scale that the interface region represents in

a composite material, simulations provide a useful tool that is capable of giving insight

into molecular behaviour in that region.

Over the years, several researchers have investigated the adhesion between the

surface of carbon fibres and polymer matrices with recourse to computational simula-

tion methods [17, 31, 32, 47, 49, 58, 64, 66, 122, 135, 136] Simulations provide a way

to investigate the very small interface region between the carbon fibre surfaces and the

polymer matrices, which are inaccessible to most experimental methods. Simulation

methods are covered in more detail in chapter 3.

It was already discussed in section 2.2 that graphene serves only as an idealised

representation for the surface of carbon fibres. And while experimental studies are

capable of measuring improvements on mechanical properties of composite materi-

als, these are macroscopic and the underlying molecular interactions remain mostly

obscure.

Having a way to determine these interactions, even with recourse to approxima-

tions, provides a unique tool to further characterise these materials in order to advance

them. And, while some recent efforts have been made in the direction of simulating, in

practical ways, more accurate carbon fibre surfaces [127], the default still remains the

use of graphite as an approximate representation.

In this work this gap in knowledge will be studied, by means of Molecular Dynamic

(MD) techniques, which are described in detail in the following chapter 3. Two different

systems will be studied: the first of which consists of a fully atomistic representation

of the EPON-862/DDS model system; and the second of using a generic polymer
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model as a basis for the development of my own crosslinking model for simulating the

formation of crosslinked networks of generic polymers.
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3. Methodology

This chapter presents a brief overview of Molecular Dynamics (MD), highlighting its

concept, origin and applications. This is followed by a description of the MD algorithms,

which involve solving Newton’s equations of motion for any given system.

Different types of systems, based on macroscopic quantities (temperature, pres-

sure, energy and volume) are also discussed and their differences highlighted along-

side their usefulness for different applications. Different types of thermostating and

barostating methods are also discussed, which are used to maintain the aforemen-

tioned macroscopic variables within a defined range during the simulations.

Force fields are discussed in detail, addressing the different types of non-bonded

and bonded interactions, including force fields with application on soft matter systems.

The distinction between full atomistic forces fields from generic force fields is also

made, including their definitions for non-bonding and bonding interactions.

Periodic boundary conditions and system equilibration are also discussed, as tech-

niques for overcoming finite size effects.

Lastly, an introduction is made to the topic on reactivity in MD simulations, which

is further developed in chapter 5 of this work.

3.1 Overview of molecular dynamics

Classical Molecular Dynamics (MD) gives us an efficient and cost-effective method to

study the properties of molecular and other non-bonded systems, such as suspen-

sions. It is of particular use to help characterise and describe systems, which are

otherwise, difficult to explore by experimental methods, such as protein structures and

interphase regions.

MD is a method for simulating the movement and interaction of atomic and molec-

ular species. Atoms and molecules move and interact during a predetermined time

period, providing insight into system behaviour and its equilibration. This last concept

of equilibration is closely linked with that of potential energy landscape, which is de-
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scription of all possible molecular conformations and arrangements in terms of their

potential energy. Equilibration, hence, refers to the process of minimising the potential

energy of given molecular structures in their respective energy landscapes. Results

from an MD simulation are presented as trajectories, which consist on position coordi-

nates, for all particles in a system, over a series of timesteps.

The high complexity of atomic and molecular systems makes it so that numerical

methods are more often used, as opposed to analytical methods, to determine how

a system progresses over time, for a system starting from an initial configuration. In

particular, Newton’s equation of motion [80], shown in equations 3.1 and 3.2, can be

numerically solved for all particles in a system, where their respective energies and

forces, with respect to each other, are calculated with basis on their defined atomic

potentials.

−→
F (−→ri ) = −∇U(−→ri ) (3.1)

−→
F (−→ri ) = miai = mi

d2(−→ri (t))
dt

(3.2)

In equation 3.1 the force
−→
F (−→ri ) of a random particle i is described as a function the

potential energy U and movement ri of the same random particle. However, the force

of that same particle, according to Newton as per equation 3.2, can also be given

by the mass, mi, times the acceleration, ai, of that same given random particle i. In

addition, t represents the current timestep for the simulation. This makes it possible to

establish a relationship between the movement, and coordinates, of a particle and its

mass and acceleration. Regarding choice of timestep, this is often done with the aim

of it being small enough to capture all of the smallest behaviours of the system, which

often relate to the vibrations of covalent bonds involving hydrogen atoms, but also big

enough as to not heavily constraint computational requirements.

An MD simulation progresses in an iterative way, as shown in Figure 3.1. An

initial starting configuration is setup by establishing coordinates for every particle in the
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system and a set of force field parameters to guide their interactions, this constitutes

the initial conditions. All the forces based on the initial geometry of the system are

calculated and each individual particle moves according to those forces advancing the

simulation by a single timestep. New forces from the updated geometric are calculated

and particles move again. This is done until the maximum time limit imposed has been

reached.

Figure 3.1: Typical algorithm for an MD simulation.

MD can be used to provide insight into the microscopic properties of a system by

studying individual atomic and molecular movements, however it is also of note that

most MD systems move towards some form of equilibrium. When at an equilibrium

state, it is also possible to extract information concerning its thermodynamic proper-

ties, at a macroscopic level, by time-averaging quantities such as temperature, volume

and density.
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3.2 Solving Newton’s equations of motion

MD simulations make several approximations in order to increase performance. One

highly relevant approximation that MD simulations make is the use of the Born-Oppen-

heimer approximation. This assumes that the movements of nuclei and electrons in

the same molecule are independent from each other [24]. This simplification allows for

an MD simulation to consider only the positions of nuclei and disregard the electron

contribution towards the calculus of potential energy. Excluding electron movement

greatly simplifies the system, making MD simulations less time consuming and more

feasible. The lack of electron contributions is mitigated by the use of quasi-empiric

parameters to describe the several relevant atomic and molecular interactions. Other

common and noteworthy approximations done in MD simulations are that all collisions

are perfectly elastic and that atomic charges remain unchanged [29, 125].

Particle positions at each timestep are calculated by means of an integrator, which

solves Newton’s equations of motion for each timestep during an MD simulations. This

requires, however, that initial velocities be specified for the system. This is often done

by generating a set of random velocities based a distribution such as a Gaussian or

uniform distribution, with a target temperature in mind [94].

Some common integrators, for context, are Runge-Kutta (with Euler’s method) [14,

34], leapfrog integration [22] and the velocity-Verlet algorithm [83, 117]. These differ

in accuracy and performance and the choice of integrator is done based on these two

factors: an increase in accuracy leads to slower simulations while the opposite also

holds true.

Out of these integrators, simulations performed in this work utilised the Velocity-

Verlet algorithm. The standard Verlet algorithm assumes that two third-order Taylor ex-

pansions are made from equation 3.2 [83, 117]. Considering the generic function, y(t),

presented previously in equation ??, its Taylor expansion yields equation 3.3 [124].

y(t+ h) = y(t) + hy′(t) +
1

2
h2y′′(t) +

1

6
h3y′′′(t) +O(h4) (3.3)

27



Chapter 3. Methodology

And by replacing h for −h and subtracting the resulting expression from equation 3.3

one obtains an approximate expression for the first derivative in equation 3.4:

y′(t) =
y(t+ h)− y(t− h)

2h
+O(h2) (3.4)

And the second derivative in equation 3.5:

y′(t) =
y(t+ h)− 2y(t) + y(t− h)

h2
+O(h2) (3.5)

The same process can be done on equation 3.2 to yield equation 3.6, which the

Verlet difference equation:

ri(t+ h) = −ri(t− h) + 2ri(t) +
h2

mi
Fi(t) +O(h4) (3.6)

Which is time-reversible, like the original Newton’s equations for motion. This means

that by reversing the time on a system that has evolved according to this equation, it

can retake its earlier forms exactly.

The velocity of particles, under the Verlet algorithm, can then be calculated by

using the difference between values at two timesteps, as per equation 3.7:

vi(t) =
ri(t+ h)− ri(t− h)

2h
(3.7)

However, at the start of any simulation, two separate sets of velocities are non-existent,

so initial velocities, based on temperature and pressure values, can be guessed in

order for the algorithm to initialise [83, 117].

The major drawback of the Verlet algorithm is in associated error which is of fourth-

order compared with the first-order error from the Runge-Kutta algorithm. However, the

standard Verlet algorithm can be further developed in order to minimize this difference.
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This is done by dividing the step size, h, on equation 3.7, meaning that velocities are

calcualted every half-timestep and subsequently used to calculate particle positions

at every timestep. This method is known as the velocity-Verlet method and improves

upon the original Verlet algorithm by reducing the error order from four to two, while

keeping the same computational efficiency.

3.3 Molecular ensembles

The size, time length, and time scales of a simulation are limited due to available

computing resources, however they also need to be large and long enough to pro-

vide meaningful insight to real systems. In MD, a molecular ensemble is a tool to

constrain and limit a simulation to account for the available computational power as

well as to match it to experimental conditions. Initial system configurations need to

have adequate number of particles (N) contained, since a large amount can increase

the computational requirements. Volume (V), temperature (T), pressure (P) and en-

ergy can be kept constant or within a controlled range to simulate different types of

experimental setups at different conditions.

Typically, molecular simulations are performed with no change to the number of

particles (N) and at either fixed volume (V), pressure (P) or energy (E). By keeping the

number of particles, volume and energy constant, a microcanonical ensemble (NVE)

is achieved and translates into a simulation that models an adiabatic process in an

a isolated system where kinetic and potential energy is interchangeable within the

system but no outside transfer occurs [74, 88].

In a canonical ensemble (NVT), simulations occur at constant molarity, volume

and temperature. These conditions assume that the simulation box is surrounded by a

heat bath, taking the form of a thermostat, and energy exchanges occur between the

system and its surroundings. Once in equilibrium the thermostat keeps compensating

for energy exchange with system surroundings [25]. For exothermic and endothermic

processes the thermostat is also responsible for compensating for the energy that is

either released or absorbed by the simulation box.
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Simulations with a constant number of particles, and at constant pressure and

temperature are referred to as an isothermal–isobaric ensemble (NPT). In addition to

a thermostat to control the temperature, a barostat is also required to control system

pressure [28]. These conditions more closely mimic an experimental setup since in

a laboratory compounds are subject to ambient or controlled temperatures as a well

as atmospheric pressure. Since, volume is allowed to shift, system density is also

variable unlike under NVT conditions. This makes these conditions more suitable to

capture more intricate processes such as phase transitions.

3.4 Thermostats

Temperature and pressure of particles in MD simulations are controlled by a thermo-

stat and a barostat respectively [119]. The kinetic energy of a system is related with

its pressure which in turn is affect by particle velocity that is dependent on tempera-

ture. It is the function of the thermostat to equilibrate temperature to its user-specified

values, during the simulation runtime. Common thermostats are the Berendsen [21],

Nosé–Hoover [52, 84, 85] or Langevin [37, 48, 102] thermostats.

The Berendsen thermostat assumes the shape of a heat bath that envelopes and

is loosely coupled to the simulation box. It then performs a re-scale of particle ve-

locity to negate fluctuations in the kinetic energy of the system that would lead to a

temperature increase. The major issue with this thermostat is that it deviates from the

canonical ensemble due to the suppression of the kinetic energy caused by re-scaling

velocities. The flying ice cube problem is also quite common when using this thermo-

stat and consists on the entire simulation box having an unidirectional velocity. Since

this thermostat relies on velocity rescaling to equilibrate temperature this effect is not

detected by it.

The Nosé–Hoover thermostat is based on the same principle as the Berendsen

thermostat, however the heat bath now becomes part of the system. This thermostat

takes the form of a single imaginary particle that is coupled with the system. This

particle is given a mass and a velocity, such as any other particle in the system, how-
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ever the values of those can be tweaked to increase or decrease how strongly the

imaginary particle is coupled wit the system. Energy exchanges between the system

and the imaginary particle take place, and are controlled by how strongly both entities

are coupled. The system can ”leak” energy to the imaginary particle which results in

a lowering of the temperature and reductio of kinetic energy. Similarly, the opposite

can also be done by allowing the imaginary particle to supply the system with energy,

increasing its temperature and kinetic energy.

The idea behind Langevin dynamics and its thermostating is that it assumes that

the atoms are being simulated inside a sea of comparatively much smaller imaginary

particles that simultaneously cause friction with the atoms and will occasionally collide

with them. The Langevin thermostat changes the equations of motion at every time

step to accommodate these two factors: first it adds a dampening factor to the momen-

tum of each atom to mimic the friction with the imaginary particle sea and a Gaussian

random number generator is responsible for simulating the occasional collisions be-

tween the sea of particle and the much larger atoms giving them more momentum.

The combination of these two factors yields a canonical ensemble.

Simulation design

Simulations in this work use the velocity-Verlet algorithm for solving Newton’s equa-

tions of motion. This choice is based on the notion that its associated error is similar

to that of the leapfrog algorithm, and is only within one order of magnitude from the

Runge-Kutta algorithm. It is also the more efficient of the three algorithms, and it also

allows for time-reversibility, unlike Runge-Kutta, which keeps it on par with Newton’s

equations of motion.

In this work, both the NVT and NPT ensembles are used but for different purposes.

The NVT ensemble is used to mix and equilibrate the system because the fixed volume

of a (generally) larger box allows for particles to move more freely and decorrelate

from their initial positions and structures. The NPT ensemble is used in our production

simulations since it mimics more closely experimental conditions of the processes

we are studying. This ensemble allows for density to equilibrate based on specific

temperature and pressure ranges much like one would find in a laboratory.
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For temperature control, the Nosé–Hoover thermostat was utilized given its faster

implementation versus Langevin dynamics. In addition, it is capable of maintaining a

canonical ensemble, unlike the Berendsen thermostat, yielding more reliable predic-

tions for macroscopic thermodynamic properties.

It is highly unlikely that initial configurations for any system are already at equilib-

rium with particles having close overlap with each other. Typically, particle de-overlap

is done under NVT conditions where particles have ample space to move around in an

attempt to minimize energy. Once de-overlap takes place, system can be changed to

NPT where it will compress or expand based on temperature and pressure conditions.

Initially, a rapid change in density will occur which will gradually slow down as the

systems reaches its equilibrium density. Density, can thus, be used as a measure

for system equilibration, as it remains stable after the system reaches its equilibrium.

Other quantities can also be used to determine system equilibration by means of auto-

correlation functions. Seeing how fast the end-to-end distance decorrelates from initial

values also gives an estimate for system equilibration.

Similarly, energy will also tend to decrease as the system evolves towards equi-

librium, with lowest average energy values occurring after system equilibration. This

equilibration process is important, because only after it takes place can system statis-

tics that are representative of reality be measured.

3.5 Periodic boundary conditions

Periodic boundary conditions constitute a set of conditions that allow for the creation

of an approximately infinitely large system, by replicating a small subset of the system

itself, in the form of a unit cell [29, 119, 125]. When a specific particle crosses a defined

periodic boundary of the unit cell it is contained in, it reappears on the opposite side

from where it crossed as depicted in Figure 3.2 for a 2-dimensional space. Typically,

in MD simulations this principle is applied to a 3-dimensional space and particles are

able to move, exiting and re-entering the simulation box. Without periodic boundary

conditions in place, and given a large enough simulation box, particles at its centre
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will behave differently from particles at the edge of the simulation box since the latter

are affected by the box boundary, bouncing back on collision and causing artefacts in

the simulation. By applying periodic boundary conditions, particle behaviour remains

consistent despite the position of the particle inside the simulation box.

Figure 3.2: 2-dimensional representation of periodic boundary conditions.

3.6 Force fields

The potential energy of a particle is described by bond, angle and dihedral potentials

as well as van der waals and Coulomb interactions. As per equation 3.1 all these

terms are summed to yield the corresponding force of a given particle at a specific

timestep during simulation. Hence, these terms need to be pre-specified for Newton’s

equations to be solved. the collection of pre-determined parameters, involving bonded

and non-bonded interactions, and functional forms that guide molecular behaviour is

known as the force field [29, 119, 125].

3.6.1 Bonded interactions

Bonded interactions describe the bond stretching, angle and torsion potentials. Bonds

are usually modelled as springs that obey the harmonic potential (equation 3.8) [75]:

Uharmonic = Kij (rij − r0,ij)
2 (3.8)

where Kij is the bond strength and r0,ij is the equilibrium distance for atoms i and j
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and rij the actual distance between i and j.

Similarly to bonds, the angle between three atoms is defined most often by an

harmonic expression (equation 3.9) [75]:

Uharmonic = Kijk (Θijk −Θ0,ijk)
2 (3.9)

where Kijk and Θ0,ijk are the angle strength and the angle respectively and Θijk is

the angle between atoms i, j and k.

The dihedrals are interactions between four atoms. There are many expressions

used and one of the most common expressions is the ”harmonic” (equation 3.10) [75]:

Uharmonic = Kijkl [1 + d cos(nΦijkl)] (3.10)

that takes into account only the strength of any particular torsion, as Kijkl, because

the parameter d can only be either positive or negative one in order to switch the sign

of the cosine. Φijkl is the dihedral between atoms i, j, k and l.

3.6.2 Non-bonded interactions

Non-bonded interactions relate to all interactions between atoms that are not bonded

to each other and can be divided into two types of forces: electrostatics and van der

Waals [29, 119, 125].

The electrostatic interactions are calculated via Coulomb’s law, depicted here in

equation 3.11, that takes into account the charge, q, of any given pair of atoms, i and

j, and the distance, r, between them [29].

Ucoulomb =
qiqj
4πϵ0r

(3.11)

Where the values for the atomic charges are calculated from quantum calculations.

The Lennard-Jones potential (LJ; equation 5.1) is the oldest and most commonly

used potential for describing van der waals interactions is shown in Figure 3.3 [82].
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Figure 3.3: Different non-bonded van der waals potentials for ϵ = σ = 1 with arbitrary
units of distance and energy.

ULJ = 4ϵ

[(
σ

r

)12

−
(
σ

r

)6
]

(3.12)

where σ represents the distance at which the potential is zero and ϵ its equilibrium

energy.

The Buckingham potential, also known as the exponential-6 (X6) potential, con-

tains four parameters (A, B, C and α) instead of just the two parameters utilized in the

Lennard-Jones potential. These parameters can be related to σ and ϵ LJ values to

produce a curve that resembles the original Lennard-Jones near equilibrium [69, 70].

EX6 = ϵ

[
6

6− α
expα

(
1− r

r0

)
− α

α− 6

(
r0
r

)6
]

= A exp

(
−Br

)
− C

r6

(3.13)

Although it resembles the LJ potential near the equilibrium region when the param-
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eters are derived from σ and ϵ, as one can see by the comparing the blue and yellow

lines in Figure 3.3, the high energy repulsive region of the X6 potential is located at

a shorter distance than the LJ, meaning that atoms can potentially get closer to each

other.

3.6.3 Standard force fields for soft matter systems

It has been discussed that a force field is composed by a set of parameters that range

from bonding to non-bonding and that these are used to describe how molecular sys-

tems evolve over time. These parameters are obtained from either experimental se-

tups or ab initio calculations.

There are several common force fields whose parameters have been derived and

are widely used and accepted throughout the scientific community. Such examples

are the DREIDING [75], OPLS [59] and COMPASS [115] force fields.

OPLS, was initially parameterised from Monte Carlo simulations of pure organic

liquids and other aqueous solutions being designed to be used in liquid systems hence

its designation of ”Optimized Potentials for Liquid Simulations” [59, 60]. Over time it

has grown considerably and been expanded upon becoming a more general purpose

force field akin to DREIDING [75].

The OPLS force field employs a different dihedral potential form for describing the

torsions [59, 60] (equation 3.14)

UOPLS =
1

2
K1,ijkl [1 + cos(Φijkl)]

+
1

2
K2,ijkl [1− cos(2Φijkl)]

+
1

2
K3,ijkl [1 + cos(3Φijkl)]

(3.14)

that consists on a sum of three ”harmonic” terms, the first and last of which have

positive d and the second one negative d. Other than that, the values for the energy

constants define which of the three terms is more relevant in order to describe any

particular interaction with the possibility of any of them being zero and negating their
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term entirely.

When choosing a force field one needs to take into account the type of systems it

was designed to work with. Not only that, but some force fields are proprietary, such as

COMPASS which was designed to model condensed phases and only to be used with

Material Studio [115]. For this reason COMPASS was not utilised in this work. Force

fields such as DREIDING [75] are general purpose and can, in theory, be utilised with

any given system, however in the case of DREIDING, it lack parameterisation for par-

tial atomic charges, meaning that these need to be calculated prior by methods such

as quantum mechanics. Because of this, wit was used, in this work, only for the pur-

poses of validation, where partial atomic charges were available from the literature.

While OPLS started as a force field specifically designed for use in liquid organic sys-

tems, it has since evolved over time to provide an entire suite of parameters, meaning

that its utilisation is much more straightforward than DREIDING.

3.7 Reactivity in MD simulations

The last section in this chapter briefly addresses reactivity in MD simulations, which is

a topic further explored in chapter 5. A chemical reaction is a process in which elec-

trons causing the forming or breakage of chemical bonds between atoms or molecules.

The Morse potential in an asymmetric potential, utilised in quantum mechanics, to de-

scribe bond behaviour between particles, and can be described by equation 3.15:

V′(r) = D− e(1− e−a(r−re))2 (3.15)

(3.16)

where r is the distance between atoms, re is the equilibrium distance and De is the well

depth that determines how strong the bond is. As both atoms close in on each other,

there is a high repulsion barrier that pushes them apart and if they are pulled apart

the bond eventually breaks when dissociation energy is reached. However, an energy

barrier needs to be surmounted in order for this to happen.
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Figure 3.4: Comparison between harmonic and Morse potentials.

It was stated before, in this work, that, in traditional MD, bonds are modelled as

springs using an harmonic potential. The comparison between the harmonic and

Morse potentials is presented in Figure 3.4, and shows that the dissociation energy

barrier present in the Morse potential is absent from the harmonic potential. This im-

plies that new bonds cannot be created, nor existing ones broken in traditional MD

simulations. This aspect of MD poses a challenge when simulating systems such as

crosslinked polymers, or polymer adsorption, since they are processes that require

new bonds to be created.

Reactivity in MD has been addressed in one of two ways: by creating hybrid meth-

ods (QM/MM) that combine both MD and quantum mechanic (QM) techniques; and by

designing specific force fields or force field parameters which are capable of modelling

chemical reactions [33, 41, 61, 71, 79, 89, 121, 123, 134]. The latter of these two

approaches is further separated into two sub-classes of methods: empiric methods;

and proximity methods. Empiric methods involve designing and creating force field pa-

rameters that are capable of reproducing chemical bonding, while proximity methods
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involve artificially creating bonds between two close particles.

Both these approaches are less computationally demanding than hybrid methods,

and proximity methods have the added benefits of not requiring specifically developed

force fields, and can be used with standard existing force fields.
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4. Effect of a carbon fibre surface

on epoxy resin mixtures

This chapter investigates how carbon fibres affect the liquid structure of an epoxy mix-

ture. Two different systems were studied, both made of the two different combination

of the three molecules presented in Figure 4.1.

CH3

OH

H3C

OH

CH3

CH3H3C

NH2H2N

S
O2

H2N NH2

(a)

(b) (c)

O O

Figure 4.1: Molecular structures of (a) Activated EPON-862 (b) DETDA (c) DDS

In this chapter I will first validate a force field for use with the EPON-862/DDS

(Diglycidyl Ether of Bisphenol F/4,4’-Diaminodiphenylsulfone) liquid mixture by also

using the EPON-862/DETDA (Diglycidyl Ether of Bisphenol F/Diethyltoluenediamine)

as a means of validation, and then proceed to use it to study liquid structure of this

system in bulk and in the presence of a carbon fibre surface, to determine how the

surface affects liquid structure at the interface region, and how it propagates to the

rest of the system.

First, some important background information about fibre-reinforced composites

and the utilisation of epoxy-model systems for their research is provided. This is fol-

lowed by my own work, describing and testing six force field variants and providing
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relevant simulation details. Next, bulk systems are investigated to establish a base-

line, and then finally a carbon fibre surface is added, and its effect on liquid structure

is studied.

4.1 Introduction

Fibre-reinforced composites are used in a wide variety of industries, including re-

newables, aerospace and automotive, that take advantage of their light weight, high

strength, and durability. Carbon fibre composites are often made of a thermoset poly-

mer matrix, such as epoxy, combined with carbon fibres. The mechanical strength of

the composite crucially depends on the adhesion between the polymer matrix and the

fibre [105]. The epoxy network is formed by mixing epoxy resin with a curing agent,

called a hardener, and heating the mixture at high temperature to initiate crosslinking

between the resin and hardener. To make fibre-reinforced composites, fibres are dis-

persed in the resin-hardener precursor liquid mixture prior to curing. The structure of

the precursor liquid near the fibre is likely to be different than the bulk liquid mixture,

and these structural changes may affect the subsequent polymer network, and thus

the overall composite properties. However, the structure of the polymer matrix near

the fibre interface is not well understood and is difficult to characterise experimentally.

Classical molecular dynamics (MD) simulations can provide insight into the liquid and

polymer structure and dynamics near the interface.

While there have been many simulations studying the properties of polymeric sys-

tems at solid surfaces [17, 58, 135, 136], only a few studies have considered the

structure of the precursor liquid mixtures and subsequent network formation near in-

terfaces. A study by Farah et al. [40] used a reactive MD method with a coarse grained

(CG) model of a binary liquid mixture to study network formation in the presence of a

surface [40]. When the two monomers had different surface interactions they observed

an enrichment of one monomer at the surface, which led to an interphase region with

compositional differences up to 4 nm from the surface. A similar interphase width of

5 nm was found by increasing the number of bonds per linker molecule from two to
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four [39]. While this CG model provides physical insight into the curing process, it can-

not predict the specific chemical behaviour of an epoxy-hardener system, which has

complex monomers with different shapes, sizes, and surface interactions. For this,

atomistic models are required.

Several authors have utilised atomistic MD simulations have been used to investi-

gate crosslinking in epoxy-based systems, mainly focusing on EPON-862 with DETDA

and DGEBA hardeners [31, 32, 47, 49, 64, 66, 122]. Crosslinking methodologies

were developed for bulk EPON-862/DETDA systems and properties of the crosslinked

systems, such as density, thermal expansion coefficients, glass transition tempera-

ture, and elastic constants, were found to be in good agreement trends set by experi-

ments [64, 66, 122]. Figure 4.1a and 4.1b depicts the structure of activated EPON-862

(terminal epoxy groups are open into alcohol and alkyl groups) and DETDA respec-

tively.

Varshney et al. [122] have managed to create a crosslinked polymer network

based on the EPON-862 and DETDA molecules using the consistent valence force

field (CVFF). They considered their reactive sites as the epoxy rings on the EPON-

862 molecules and the amines on the DETDA molecules, and focused mainly at es-

tablishing an adequate crosslinking procedure for this system. They found that their

favoured approach to model building produced a good match between predicted and

experimental properties, as density, volume shrinkage and the coefficients of thermal

expansion agreed with the literature [123].

Li et al. [64, 66] in their work proposed a method to simulate the crosslinking of

thermoset polymers using the aforementioned EPON-862/DETDA as a model system

for epoxy thermosets. Their method took into account the possibility that partial atomic

charges can change during reaction, and explored how different processing conditions

affect the final structure and thermal properties of the thermoset. Density, glass tran-

sition temperature, coefficient of thermal expansion, and elastic constants were all in

good agreement with literature. Only the density was slightly lower than experimental,

and this was attributed to the fact that the smaller timescales of simulation force faster

reaction rates. In addition, they also showed that differentiating between the reaction
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of primary and secondary amines showed no impact in the crosslinked network, and

did not manage to achieve above 80% conversion. They performed their simulations

using the DREIDING force field.

Gavrilov et al. [47] developed their own CG model using the EPON-828 (a similar

molecule to EPON-862) and DETDA molecules as reference. They proceeded to use

dissipative particle dynamics (DPD) to simulate a crosslinking reaction between both

intervening molecules. They then reversed-mapped the system back to its original

state, by performing a process akin to a reverse coarse-graining, and ran a standard

MD simulation in order to study the properties of crosslinked network. With this ap-

proach they hoped to speed up the equilibration time of their simulation and focus on

the study of the resulting topology. Their focus was mainly in studying how their own

parameters for the CG model affect the properties instead of performing an in-depth

comparison with the literature.

While so far I have discussed studies where the authors have mainly focused on

developing methodologies for the creation of crosslinked networks for model epoxy

systems, Hadden et al. [49] differs since they focused on studying the effect that a sur-

face has on a crosslinked network. They reported that perturbations of the crosslinked

density were found up to 10 Å from the nearest surface point. Results were in agree-

ment with literature and their own transmission electron microscope (TEM) images.

Internal stress in the crosslinked network was also found to be greater at the interface

than in the centre of the film. Their simulations were performed using the OPLS force

field.

Similarly to Gavrilov, Walsh et al. [31, 32] have also focused on studying the

thermo-mechanical properties of their crosslinked epoxy network near a functionalised

carbon fibre surface. Their own protocol for forming the crosslinked network was de-

veloped. It focused mainly on studying physical interaction between the crosslinked

network and the functionalised fibre while also performing fibre pull-out tests to extract

information about the interfacial shear stress (IFS), which was found to agree with

experimentally calculated interfacial shear strength (IFSS) for the same systems. In

addition, they have reported that physical bonding between the epoxy or the crosslink-
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ers with the functionalised groups in the fibres is not required for a large increase in

IFS.

To summarize all these studies, presence of an interface region was shown to be

independent of system conversion (i.e. fractional conversion or crosslink density) on

simulated EPON-862/DETDA. Conversion was also shown to affect epoxy polymer

properties at the interface, such as mass density, residual stress, and molecular po-

tential energy [49] with effects on thermo-mechanical properties [50]. In addition, the

appearance of an interface region in crosslinking simulations relates to system size

with materials properties (network structure) fluctuating, while thermal properties re-

main mostly unaffected (specific volume, coefficient of thermal expansion and glass

transition temperature) [47].

Correlations between predicted interfacial shear strength of functionalised surfaces

and epoxy polymers were found to be in agreement with experiments for an all-atom

EPON-862/DETDA system, providing a framework to apply to future materials. These

indicate that adhesion between fibre and polymer increases for functionalised fibres,

and is dependent on the grafted functional groups [31, 32]. This model has subse-

quently been applied to study water ingress in epoxy composites [126].

While simulations have been valuable in shaping a better understanding of net-

work formation and how it translates to composite properties, interactions at the inter-

facial region have been restricted to the relatively small DETDA and DGEBA hardener

molecules. Since composite properties are known to depend on the interfacial region,

it is important to understand the molecular structure and composition of the interface

region. In this study, I investigate the properties of the precursor mixture of EPON-862

with the more complex hardener 4,4-diaminodiphenyl sulfone (DDS), as can be seen

in Figure 4.1. Like DETDA, DDS also contains two amine groups capable of form-

ing tertiary amines upon crosslinking, however it is a larger molecule containing two

benzene groups connected by a sulfone. I first investigate several force field models

by benchmarking properties for the EPON-862/DETDA system, and then selected a

force field to investigate the properties of the EPON-862/DDS liquid mixture. Finally,

I investigate how a graphite surface perturbs the liquid properties, paving the way for
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future studies of how the surface affects network formation in this system.

4.2 Methodology

4.2.1 Force field models

A total of six force field variants were used to perform my simulations on EPON-862:

DREIDING/LJ, DREIDING/X6, DREIDING/LJ/Q, DREIDING/X6/Q, OPLS-AA and OPLS-

UA. All force fields were tested extensively on EPON-862 before a final candidate was

also tested on DETDA and DDS.

The final step of validation consisted on running a single equivalent simulation us-

ing the OPLS-UA force field on a pure DETDA system to predict its density in the same

way as EPON-862 and DDS. Afterwards, a mixture of EPON-962/DETDA was simu-

lated with OPLS-UA and radial distribution function (RDF) data compared with avail-

able literature to get an indirect mean of validating the structure of EPON-862/DDS

system, for which no information was available.

I then defend my final choice of force field to use in further simulations with either

the EPON-862/DDS or EPON-862/DETDA mixture in addition to a graphene surface.

In section 4.3.1, it is presented a comparison of different force fields for pure

EPON-862 and DETDA liquids. The OPLS-UA force field is then selected to study

the EPON-862/DDS mixture, and to investigate how a graphite surface influences the

liquid mixture properties.

The EPON-862/DETDA system was simulated using several variations of the OPLS

[59] and DREIDING [76] force fields. The OPLS-AA force field is a fully atomistic model

that treats all atoms explicitly, whereas the OPLS-UA force field treats the alkyl and aryl

hydrogen atoms and their bonded carbons as single united atoms. The OPLS-AA and

OPLS-UA force fields use the harmonic potential to describe the bond stretch between

two atoms, and the angle bend between three atoms. Dihedrals are described using

the first three terms of a Fourier expansion. OPLA-AA and OPLS-UA parameters

were taken from Jorgensen et al. [59]. Non-bonded interactions are described by the

Lennard-Jones (LJ) potential, and electrostatics by Coulomb interactions using Ewald
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summation. Parameters are reported in the Appendix.

The DREIDING force field describes bonds and angles using harmonic potentials

for the bond stretch and angle bend. Dihedrals are described by the first term of

a Fourier expansion. Non-bonded van der Waals interactions are described by the

LJ potential, and electrostatics, when charges are included, are treated by Coulomb

potential using Ewald summation. I have denoted the original DREIDING force field

as DREIDING/LJ. DREIDING parameters for EPON-862 and DETDA were taken from

Mayo et al. [76].

A variation of the DREIDING force field, that replaces the LJ potential with the

Buckingham (X6) potential as described in the Appendix. I have denoted this version

of the DREIDING force field as DREIDING/X6. Parameters for this potential form are

in the Appendix, and were converted from the original Mayo et al. parameters [76] as

denoted by Lim [70].

DREIDING partial atomic charges for EPON-862 and DETDA were taken from

Demir et al. [32] as calculated with the Charge Equilibration (QEq) method. I have

tested both variations of the DREIDING potential above with charges, and these are

denoted DREIDING/LJ/Q and DREIDING/X6/Q. In either case, electrostatic interac-

tions are described with the aforementioned Coulomb potential with a cutoff at 8 Å.

The graphite surface was modelled with five graphene layers. The graphene layers

were parametrised using uncharged carbon atoms connected across periodic bound-

aries in the x and y directions. The thickness of the five layers prevents non-bonded

interactions of the liquid from leaking across the surface to periodic images, in the

z direction, of the system. Simulation box size averages at 80 Å in the z direction.

The chosen force field to model the layers was GraFF [108]. The functional forms for

bonded interactions under GraFF are the same as in OPLS-AA and OPLS-UA, and

non-bonded var der Waals interactions are described by the LJ potential. Force field

parameters for the graphite surface were taken from Sinclair et al. [108] with arithmetic

mixing rules applied for OPLS compatibility, and are reported in the Appendix. Carbon

atoms in the central layer were kept fixed.

46



Chapter 4. Effect of a carbon fibre surface on epoxy resin mixtures

4.2.2 System setup

All MD simulations were performed using the LAMMPS software [94]. Periodic bound-

ary conditions were applied in the x, y and z directions for all simulations.

Bulk

To obtain an initial structure for the molecules, individual molecules were simulated

in vacuum for 100 picoseconds to minimise their energy. Structures resulting from

these simulations were kept for comparison with bulk simulations. These molecular

structures were used to set up the three types of systems studied: namely pure liquids,

liquid mixtures and liquid mixtures, between two graphene slabs.

For pure liquid simulations a monomer was replicated 64 times in a cubic simulation

cell of dimensions 48×48×48 Å3 forming a lattice. A similar procedure was used to set

up the bulk mixtures. EPON-862 is mixed with a hardener molecule in a 2:1 ratio. A

simulation cell containing two EPON-862 and one hardener molecule (DETDA or DDS)

was replicated 128 (4×4×8) times inside a cubic box of dimensions 70×70×70 Å3, to

give a system of 256 EPON-862 molecules and 128 DDS or DETDA molecules. The

structure was then annealed, increasing temperature from 300 K to 1000 K over 50 ps,

then keeping it constant for an additional 40 ps, and finally reducing the temperature

from 1000 K to 300 K for another 50 ps.

Initial pre-equilibration densities of EPON-862, DDS and DETDA pure liquids are

0.30 g cm−3, 0.24 g cm−3 and 0.17 g cm−3 respectively. These volumes provide enough

free space in the simulation boxes to allow for molecular displacement to take place en-

suring proper mixing. Pre-equilibration densities for for EPON/DDS and EPON/DETDA

mixtures were 0.55 g cm−3 and 0.50 g cm−3, respectively, also ensuring that proper

mixing can take place.

Surface

For the slab simulations, the procedure was similar to that for the bulk mixtures, with

the molecules replicated inside a rectangular box of dimensions 49×51×120 Å3, with
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the graphite surface perpendicular to the z-axis as show in Figure 4.2.

120 Å

> cutoff

z

x

Figure 4.2: ”Empty” simulation box with graphene layers

The surface itself consists of five stacked graphene layers made of a series of

repeating hexagons formed by the bonded carbon atoms as, shown in Figure 4.3,

with the equilibrium distance between atoms being of 1.42 Å and the angles of 120o.

This figure also depicts the initial stage of constructing each graphene layer. The unit

cell, represented by the two red carbons was replicated and shifted in all Cartesian

directions to form the surface.

120◦

1.4 Å

Figure 4.3: Graphene surface unit cell (red) and replication.

48



Chapter 4. Effect of a carbon fibre surface on epoxy resin mixtures

Replicating this unit cell yields the structure shown in Figure 4.4. In this figure,

the red and blue layers are AB stacked, which is in agreement with the most stable

conformation for graphene layers. This is due to the repulsion forces between the

carbon atoms of different layers being at their minimum, since half the carbons in each

layer align with the centre of the rings in neighbouring layers.

All layers were parallel with the xy plane and covered the entire area of the plane.

Increasing surface size in the xy plane generates a larger simulation box, while in-

creasing the number of stacked graphene layers increases surface thickness. The

central graphene layer is treated as a rigid body, and unable to be deformed by the in-

teractions of the neighbouring layers. Terminal carbons at the edge of each layers are

made to connect the periodic images of the opposing carbon atoms in the same layer

creating an infinite surface for my simulations [35, 36]. This method avoids having to

fill the edge carbons with hydrogens which would require defining more non-bonding

interactions, including hydrogen bonds, and the surfaces would have to be maintained

in place by artificial forces. Box size was kept fixed in the x and y dimensions. The

same mixing procedure followed for pure liquids and liquid mixtures is also performed

between 500 K and 1000 K to aid in force field validation.

Figure 4.4: Overlap between two graphene sheets showcasing the initial AB stacking
between sheets.
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4.2.3 Simulation methodology and equilibration

MD simulations were performed using the LAMMPS software [94]. For the bulk simu-

lations, periodic boundary conditions (PBC) were applied in the x, y and z directions.

For the slab simulations periodic boundary conditions were also applied in all direc-

tions with the surface thickness being greater than the range of both Coulomb and van

der Waals interactions.

After mixing under NVT conditions, single molecule simulations ran for an addi-

tional 1 ns to get structural parameters. For pure liquids, simulations were done at

300 K. These consisted on 14 ns under NPT conditions using Nose-Hoover thermo-

stat and barostat for temperature and pressure control. An analysis of density found

this procedure to be sufficient for equilibration, as it stabilised with time, and retrieval of

system statistics, as shown in the Appendix. Mixture simulations followed an identical

procedure for temperatures of 500 K.

For slab simulations, the production simulation time was 100 ns, under NPT condi-

tions, to equilibrate and extract statistics. The inner layer of the surface, perpendicular

to the z axis at its origin, was fixed in space during the entirety of the simulation. The

remainder of the molecules in the system, including the other graphene layers, were

prone the thermostat and barostat creating an uneven surface. Pressure control was

anisotropic, with the change in size of the simulation cell along each direction being

independent from one another. Size variation of the xy plane is minimal and limited

by the presence of surface bonds across the PBC, and the size along the z direction

shifting to accommodate change in liquid density.

4.3 Results and Discussion

In subsection 4.3.1, I present a comparison of different force fields for pure EPON-

862 and DETDA liquids. In addition, I also examine liquid differences of liquid struc-

ture achieved by better performing force fields: DREIDING/X6/Q and OPLS-UA. The

OPLS-UA force field is selected to study the EPON-862/DDS mixture in subsections

4.3.2, and 4.3.3 I investigate how a graphite surface influences the liquid mixture prop-
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erties.

4.3.1 Force field validation

The density of pure EPON-862 simulated at 300 K for all six force fields is presented in

Table 4.1, together with experimental densities available from manufacturer specifica-

tions [4, 5] and previous simulation results [32, 64, 66, 122], taken at atmospheric pres-

sure, and between 273 and 300 K. This narrow range of temperatures is considered

insufficient to significantly affect results. The force fields give a range of densities, un-

der atmospheric pressure at 300 K, and all underestimate the manufacturers’ specifi-

cations, with DREIDING/X6/Q given the closest agreement, followed by the Consistent

Valence Force Field (CVFF), OPLS-UA, DREIDING/X6, OPSL-AA, DREIDING/LJ/Q,

and then DREIDING/LJ.

Table 4.1: Average density, ρ, at 300 K (with ± values the standard deviation), for liquid
EPON-862 using different force fields. ∆ρ is the percent difference in density from the
average manufacturers’ density of 1.183 g cm−3 [4, 5].

Method/force field ρ (g cm−3) ∆ρ (%) Reference

EPIKOTE-862TM 1.180 -0.3 [4]
EPON-862TM 1.186 +0.3 [5]

CVFF 1.120 -5.3 [122]
DREIDING/X6/Q 1.120 -5.3 [64, 66]
DREIDING/X6/Q 1.132±0.005 -4.3 [32]

DREIDING/X6/Q 1.127±0.009 -4.7 Present
DREIDING/X6 1.082±0.010 -8.5 Present
OPLS-UA 1.100±0.010 -7.0 Present
OPLS-AA 1.061±0.008 -10.3 Present
DREIDING/LJ/Q 0.986±0.008 -16.7 Present
DREIDING/LJ 0.947±0.010 -19.9 Present

The two implementations of DREIDING/X6/Q in the literature give different den-

sities, which result from different partial charges and a different scaling parameter

used to translate from LJ to Buckingham non-bonded potentials [70]. Strachan et

al. used electronegative equalization-based charge assignment (ECA) which benefits

from dynamically updating charges over simulation time [67] while Walsh et al. kept
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their charges fixed [32]. Our present work used DREIDING/X6/Q with the same scal-

ing parameter as Li et al. [64, 66] and the partial charges reported in Demir et al.

[32] (see Appendix), and gives similar densities to these previous simulations. CVFF

gives good results for EPON-862, however, it lacks all the parameters necessary for

DDS, and thus was not considered here. OPLS-UA and DREIDING/X6 have slightly

lower, but comparable, densities to those obtained using DREIDING/X6/Q. OPLS-AA

and the DREIDING/LJ force fields underestimate manufacturer values by between 10-

20%, and thus have been excluded from further consideration. As OPLS-UA is a

widely available force field, and has the most accurate density apart from CVFF and

DREIDING/X6/Q, I have further compared the performance of OPLS-UA and DREID-

ING/X6/Q for DETDA and DDS.

The density of pure DETDA using OPLA-UA is shown in Table 4.2 alongside DREI-

DING/X6/Q, and experimental values at room temperature [2, 32]. Similarly to EPON-

862, OPLS-UA underestimates the experimental value by approximately 8% while

DREIDING/X6/Q underestimates it by 4%. It is challenging to compare the densi-

Table 4.2: Average density, ρ, at 300 K (± values are the standard deviations), for
liquid DETDA using different force fields. ∆ρ is the percent difference in density from
the average manufacturers’ density 1.022 g cm−3.

Method/force field ρ (g cm−3) ∆ρ (%) Reference

ETHACURETM DETDA 1.022 - [2]
Experimental 1.022 - [32]
DREIDING/X6/Q 0.982±0.007 -3.9 [32]
OPLS-UA 0.939±0.014 -8.1 Present

ties for DDS, as at room temperature DDS is a powdered solid with densities be-

tween 1.270 g cm−3 and 1.430 g cm−3 [1, 3, 7, 131]. Our simulations using OPLS-UA

yielded a liquid DDS density of 1.370±0.013 g cm−3at 300 K. To further check the

OPLS-UA performance, an EPON-862/DETDA mixture was simulated using DREID-

ING/X6/Q and OPLS-UA. The radial distribution functions for both force fields were in

good agreement with previous literature [32] (see Appendix).

I have shown that OPLS-UA gives comparable densities to the DREIDING/X6/Q

force field for EPON-862 and DETDA. In addition, OPLS-UA is 3-4 times faster than
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DREIDING/X6/Q, and 2-3 times faster than DREIDING/X6. I also foresee it to be

a more convenient model to simulate crosslinking reactions due to its nature as a

coarse-grained model.

To further access the capabilities of OPLS-UA, the liquid structure achieved by us-

ing either DREIDING/X6/Q or OPLS-UA on an EPON-862/DETDA system was anal-

ysed by means of RDFs, and compared with literature.

Figure 4.5a shows the RDFs, depicted as g(r), calculated with DREIDING/X6/Q.

The CE-CE curve shows two peaks, the first at 6 Å and the second at 12 Å which are

consistent with parallel alignment of the EPON-862 molecules. The CD-CD curve has

one high peak at 8 Å and the CD-CE curve shares a similar shape to the CE-CE curve,

but is much smoother. The similarities between results and those of Walsh et al. [32]

indicate that DREIDING/X6/Q is well parametrised and serves as a good comparison

for OPLS-UA.

0 3 6 9 12 15 18
r(Å)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

1.4

g(
r)

CD-CE
CD-CD
CE-CE

(a)

0 3 6 9 12 15 18
r(Å)

0.0

0.2

0.4

0.6

0.8

1.0

1.2

g(
r)

CD-CE
CD-CD
CE-CE

(b)

Figure 4.5: a) DREIDING/X6/Q RDFs from the EPON/DETDA mixture at 500 K. b)
OPLS-UA RDFs from the EPON/DETDA mixture at 500 K.

The RDFs under OPLS-UA are in figure 4.5b. The positions of the peaks are near-

identical to those in figure 4.5a, with the height of the CE-CE peaks being the biggest

difference between the two force fields. This result was not unexpected, since EPON-

862 is a more rigid molecule when characterised by DREIDING/X6/Q than by OPLS-

UA and, highly prone to changes due to force field parameters. However, qualitatively,

the structure yielded by OPLS-UA is in good agreement with that of DREIDING/X6/Q,
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meaning that both force fields seems to model liquid structures in similar ways. In

addition, density obtained with OPLS-UA is of 0.938±0.014 g cm−3 when compared

to 0.988±0.005 g cm−3 obtained by Walsh et al. [32] showing the good agreement

between both force fields.

With both density and structure of EPON-862/DETDA mixture yielded by OPLS

being in agreement with the literature, I find OPSL-UA a suitable force field in the

modelling of epoxy-based systems. Therefore, OPLS-UA was chosen for the study of

EPON-862 and DDS mixtures.

4.3.2 EPON-862/DDS liquid mixture

In this subsection I present the properties of the liquid mixture of EPON-862 and DDS

at a typical curing temperature of 500 K. The mixture contains EPON-862 and DDS

molecules in a 2:1 ratio. The density of the liquid mixture is 1.15±0.07 g cm−3 at 300 K

and 1.01±0.02 g cm−3 at 500 K. For ideal liquids I would expect the EPON-862/DDS

mixture to have a density of 1.18±0.011 g cm−3 and 1.02±0.021 g cm−3 at 300 K and

500 K, respectively, which are close to my mixture densities.

RDFs for the pure EPON-862 and DDS liquids and the EPON-862/DDS mixture at

500 K are shown in Figure 4.6. The RDFs were calculated using the central carbon

atom in the dimethyl group connecting both aromatic rings in EPON-862, and the sulfur

atom of DDS (see molecular structures in Figure 4.1a and 4.1c, respectively).
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Figure 4.6: RDFs from (a) the pure EPON-862 and DDS liquids at 500 K, and (b) the
EPON/DDS mixture.
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In Figure 4.6a, EPON-862 shows a broad peak at 6 Å and a suggestion of a sec-

ond peak at 12 Å. To understand these peaks I compare EPON-862 with the structure

of bisphenol-A-polycarbonate (BPA-PC) which has a similar molecular structure. Al-

though BPA-PC is a polymer melt, rather than a molecular liquid, I expect similarities

in the short range order. A molecular dynamics simulation study of BPA-PC using a

4:1 coarse-grained model [8] and experimental observations [132] gave similar RDFs

to my observed EPON-862 RDF. In terms of molecular arrangement, these peaks cor-

respond to the EPON-862 molecules being oriented with two neighbouring EPON-862

molecules attempting to form a square, while a second neighbour adopts the same

conformation as the first molecule, similar to the structure described for the similar

molecule diphenylmethane in its crystal state [19].

The pure liquid RDF for DDS, also shown in Figure 4.6a, shows two distinct peaks

at 4.4 Å and 8.4 Å. The shift of the peaks to the left, compared to EPON-862 can be

explained by the higher density of DDS. Similarly to EPON-862 and diphenylmethane

the DDS molecules tend to orient themselves in a diamond shape. Although DDS

also has two phenyl rings similar to EPON-862, the sulfone group joining the two rings

makes DDS much more rigid, giving sharper peaks.

In the mixture RDF, shown in Figure 4.6b, both EPON-862 and DDS have similar

RDF peak positions as for the pure liquids, although the height of the first DDS peak, at

4.4 Å is greatly increased. The difference in height between the first and second DDS

peaks suggests that DDS molecules tend to pair with each other and that these pairs

are interspaced with EPON-862 molecules or other DDS molecules. Despite the pref-

erence for DDS molecules to pair, the RDFs seem to indicate that the mixture is well

mixed. This is further confirmed by the EPON-DDS RDF which is quite structureless.

This was followed by a more detailed analysis that was performed by compar-

ing several RDFs from specific atoms or atom groups of both EPON-862 and DDS

when they are pure liquids, versus when they are both in a mixture. These show that

molecular structure remains mostly unchanged in mixture with the exception being that

EPON’s central and end carbons from different molecules tend to be pushed farther

apart in the mixture when compared with pure liquid.
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These RDFs are based on groups of atoms of interest that were identified for both

the EPON-862 and DDS molecules, and consisted of grouping the hydrogen atoms

with their bonded carbon atoms. RDFs between these groups were calculated for both

molecules as pure liquids and as part of a mixture. Groups of interest for EPON-862

are the dyphenil alkyl group (C), the end aklyl groups (CE) and the ether connected

aromatic carbons (CO). For DDS, the two groups on interest are the central sulfur (S)

and the amine connected aromatic carbons (CN).

Figure 4.7 shows the RDFs calculated between these groups for both pure liq-

uid and mixture for EPON-862. All pairs of graphs are very similar indicating that

the molecular structure of EPON-862 does not change drastically when in a mixture.

The sharper peaks for the C-CE, C-CO and CO-CO interactions are due to the intra-

molecular interactions of the functional groups.
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Figure 4.7: Comparison RDFs for pure EPON-862 and EPON-862 in mixture.

DDS shows a similar scenario than that of EPON-862, with the three RDFs shown

in Figure 4.8 being very similar between liquid and mixture. However, it is noticeable

that DDS in mixture has overall higher peaks at shorter ranges of interaction. This is

an indicator that DDS molecules tend to cluster when in mixture.

I now look at the dynamics in the liquid mixture compares to the dynamics in the

pure liquids. The mean square displacements (MSDs) for the pure liquids and mixture
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Figure 4.8: Comparison RDFs for pure DDS and DDS in mixture.

are shown in Figure 4.9.
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Figure 4.9: MSDs from the EPON/DDS mixture and the pure EPON-862 and DDS
liquids at 500 K.

The dynamics of DDS molecules in the pure DDS liquid is slower than the dynam-

ics of EPON-862 molecules in the pure EPON-862 liquid. Diffusion coefficients were

calculated, using the first 30 ns, to be 7.64×10−9 m2 s−1 and 5.63×10−9 m2 s−1 for

pure EPON-862 and DDS, respectively. This range was chosen so that the calculated

diffusion coefficients for all systems had an R2 of 0.99. In addition, approximate simu-

lation cell size is 57 Å3, so this range ensures that for every system, molecules were

allowed to move over at least twice the length of the simulation cell ensuring that MSD

data is relative to a liquid and that the system is not locked into any specific struc-

57



Chapter 4. Effect of a carbon fibre surface on epoxy resin mixtures

tural arrangement. These values are consistent with the densities of both pure liquids

at 500 K, with EPON-862, having the lowest density of the two, displaying a higher

diffusion coefficient.

Interestingly, the diffusion of both components in the liquid mixture is faster than

in the pure liquids, and the diffusion coefficients increase to 8.15×10−9 m2 s−1 and

9.37×10−9 m2 s−1 for EPON and DDS, respectively. Over the selected 0-30 ns range

EPON-862 shows similar displacement in pure liquid as it does in mixture. The dif-

ference in density between pure EPON-862 and mixture, at 500 K, ranges between

2-10 % making both systems very similar in terms of densities. Considering their den-

sities, similarity between diffusion coefficients of EPON-862 in both systems is to be

expected, with variations also being caused by the presence of DDS in mixture.

The diffusion coefficients of DDS show greater disparity between pure liquid and

mixture. Unlike for EPON-862, the density of pure DDS is significantly higher than

that of the mixture, ranging between 14-24 %. DDS is at a lower density in the mix-

ture, where it displays its higher diffusion coefficient. In particular, the DDS molecules

diffuse fastest in the mixture, which could be explained by the lower density of the

mixture, and that the DDS molecules are more rigid and smaller than the EPON

molecules.

4.3.3 EPON/DDS mixtures at model carbon fibre surface

An EPON-862 and DDS mixture with a 2:1 molar ratio was set up in the presence

of a graphene surface and simulated at 500 K using NPT conditions with anisotropic

pressure control.

Figure 4.10a shows the monomer density variation for the whole mixture as well

as for EPON-862 and DDS molecules. Density was calculated within bins with width

of 0.1×box size, using the molecular centres of mass contained in each bin as well

as bin volume. As is typical for liquid mixtures, the density at the interface oscillates

before becoming bulk-like after around 10-15 Å. 15 Å marks the ”separation” between

interface and centre regions of the simulation. The density in the centre region, en-

compassing the region 15 Å away from each surface, is 1.01±0.001 g cm−3, which
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Figure 4.10: Symmetrised profile of the density (a) and molar ratio (b).

is identical to that of the bulk mixture, of 1.01±0.002 g cm−3 at 500 K. The individual

components of the mixture show different behaviour near the surface with EPON-862

having a much higher density than DDS near the surface.

Figure 4.10b shows how the molar ratio of EPON-862 to DDS varies with distance

from the surface. As previously mentioned, the average molar ratio in the liquid is 2:1,

however, at the interface, there is significant variation corresponding to an excess of

EPON-862. The binning procedure, using bins with width of 0.1×box size, makes it

that the bin closest to the surface only contains EPON-862, hence the large spike near

the interface. Figure 4.10b is cropped to better visualise the difference in molar ratio

at the interface. The accumulation of EPON-862 near the surface leads to a change

in the stoichiometry that is likely to influence the formation of the network structure

during curing. For example, the accumulation of EPON-862 at the interface may lead

to unreacted EPON-862 molecules, particularly if crosslinking is diffusion-limited, and

therefore a weak interface region. The excess of EPON-862 at the interface also

results in a lack of EPON-862 in the centre region of the simulation cell.

The molecular orientation at the interface may also affect crosslinking near the sur-

face, for example, by resulting in directional bonding at the surface, or by limiting the

ability of molecules to bond due structural constraints. To investigate this, the bond ori-

entation parameter, P2, was calculated for ring-to-ring and ring-to-surface orientations.
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P2 is defined as

P2 =
3

2

〈
cos2 θ

〉
− 1

2
(4.1)

where θ is the angle between a normal to the plane of the ring and the normal to the

surface, as schematically shown in Figure 4.11. A value of P2=1 indicates that the

Figure 4.11: Visual representation of P2 parameter respect to the surface.

rings are parallel to the surface and P2=-0.5 indicates a perpendicular orientation of a

ring with respect to the surface. An ensemble average of < P2 >=0 indicates random

orientation of the rings with respect to the surface.

The ensemble averaged P2 profiles for ring-surface orientation for EPON and DDS

are shown in Figure 4.12a. I see that close to the surface (up to 15 Å) P2 is positive,

showing that rings tend to be oriented parallel (with the ring normal perpendicular) to

the surface. In the centre region P2 tends to zero indicating that there is no preferred

orientation.

I have also assessed whether this alignment of the rings near the surface affects

their molecular conformations by calculating the P2 values between the two rings

within a molecule. As before, average values of P2 equal to 1, -0.5 and 0 indicate

that the rings are parallel to each other, perpendicular to each other, or randomly

orientated, respectively. The orientation of the aromatic rings within molecules as a

function of distance from the surface is shown in Figure 4.12b.
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Figure 4.12: Symmetrised profiles of ring-surface (a) and ring-to-ring orientations (b).

The P2 values from the bulk mixture simulations are 0.215±0.032 and 0.364±0.042

for EPON-862 and DDS, respectively. In the centre region, 15 Å away from either sur-

face, EPON-862 has a P2 value of 0.216±0.002 whereas DDS has a P2 value of

0.360±0.003. Both these values are similar to their bulk counterparts indicating that

molecular conformation is not affected by the surface outside the interface region. The

effect of the surface is short range, and further increases the P2 of DDS, indicating a

slight ’opening’ of the molecule, whereas the effect on EPON-862 is very small.

As previously mentioned, diffusion plays a role in the crosslinking process, and the

interfacial region is often observed to have slower diffusion in polymeric systems [77]

So far, it is noticeable that the surfaces disrupts molecular behaviour at the interface

region with molecules at the centre region behaving similarly to bulk mixture. One

should note that the centre region has an approximate size of 60×50×33 Å3, being

smaller than the simulation cell of the bulk simulation with 57×57×57 Å3. I isolated this

region and measured the individual molecular displacement when molecules entered

this region at any point during simulation and stopped measuring it as soon they left.

If a specific molecule re-entered the centre region, its displacement was measured

again, starting from that moment. This process generated multiple small trajectories

and a few larger ones given that most molecules in the system entered and exited

the centre region multiple times. All trajectories were averaged, with initial values

being heavily averaged compared to later values, given the higher amount of smaller

trajectories, to produce one singular mean displacement graph for both EPON-862 and
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DDS. This is present in Figure 4.13 alongside the single-origin scaled bulk MSD curves

for reference for the first 10 ns of simulation. It is visible that after approximately 4 ns,

the MSD curves from the centre region (and interface region) start showing increased

levels of noise.
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Figure 4.13: 2D averaged mean squared displacement for EPON-862 and DDS at the
centre region of the surface simulation.

The nature of this averaging process makes it that the initial stages of the MSD

are more representative of the system than the later ones. For the purposes of this

analysis I considered only data collected until 4 ns averaged over multiple trajectories.

By design, diffusion in surface simulations is essentially 2D, hence the MSDs are cal-

culated as the summation of ⟨x2⟩+ ⟨y2⟩ for molecules in both the interface and centre

regions.

At the interface, 2D diffusion coefficients are 3.21×10−9 m2 s−1 for EPON-862

and 3.75×10−9 m2 s−1 for DDS considering diffusion only in the xy plane. In the

same way, at the centre region 2D diffusion coefficients for EPON-862 and DDS are of
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2.54×10−9 m2 s−1, and 3.13×10−9 m2 s−1 respectively. These results are not intuitive

since I would expect diffusion at the interface to be slower than in the centre region.

Figure 4.13 also shows the scaled bulk MSD and I would expect the diffusion on the

centre region to be similar. Diffusion coefficients were also calculated for the entire

surface system without distinction between interface and centre regions: EPON-862

has a diffusion coefficient of 2.98×10−9 m2 s−1 and DDS of 3.43×10−9 m2 s−1. The

fact that little to no difference between diffusion in the interface and centre regions

is seen, coupled with the fact that diffusion is slower in the centre region of surface

system than in the bulk, point towards the necessity of a larger simulation cell with

greater spacing between layers to adequately study diffusive effects.

4.4 Conclusions

The interactions between fibre and polymer at the interface region of composite ma-

terial are key in understanding its properties. MD simulations can provide insight into

how a surface affects the structure of precursor monomers. However, studies have

been using the same force field as an investigation standard on epoxy based model

systems. In this work, I have tested several force field variants of DREIDING, and

OPLS and found the later being more convenient and versatile, while yielding satisfac-

tory results for EPON-862/DETDA system.

Our results on the well-established EPON-862/DETDA model system show that

OPLS-UA has only marginally worse predictive accuracy than the standard charged

version of DREIDING coupled with the Buckhingam potential, while having out-of-the-

box parametrisation for atomic charges and better performance. In addition, RDF

analysis shows that the structural differences between both force fields are not signifi-

cant.

Our simulations on EPON-862/DDS show the clear presence of a distinct interface

region adjacent to the carbon fibre-like surface that differs from the centre region.

Density, molecular orientation, and molecular conformation in the centre region all

match values found in bulk, while these same values differ in the interface region.
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At the interface, density is higher and shows some evidence of layering, however

this increase is almost exclusively due to the preferential adsorption of EPON-862

molecules. In the centre region DDS is the excess molecule, although this is con-

sidered an artefact of the finite system size that I simulate. Similar to density, the

surface has a short range effect on molecular orientation with both EPON-862 and

DDS molecules preferring their rings to have a more parallel alignment next to the sur-

face while in the centre region their orientations are random. Molecular conformation

also seems to be affected with molecules near the surface preferring a more stretched

conformation, but this effect is small when compared with molecular orientation.

While the surface seems to have only a short range effect on structure, displace-

ment is greatly affected even for molecules at a longer range, and larger simulation

cells are required to study this effect in detail. However, the excess of EPON-862 at

the surface, coupled with a slower overall diffusion, can result in unreacted molecules

remaining after the curing process, thus weakening materials properties. Such in-

sight into the interface region of pre-cured composites is valuable for the research and

development of new materials.
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This chapter aim is to develop a crosslinking model capable of creating realistic net-

works, of generic polymers, from liquid starting configurations.

The model system starts with a liquid that undergoes crosslinking to form a polymer

network. The liquid is represented with a Lennard-Jones (LJ) model. I present the

model and its properties, namely extent of reaction and polymer length distribution, for

a monotype system, establishing a basis for the model ustilisation. I then apply and

validate the model for use on a binary system.

Firstly, the LJ liquid and the kremer-Grest (KG) models are presented and de-

scribed, since they form the foundation for this work. Then, the underlying theory be-

hind polymer and thermoset growth is presented and discussed. Lastly, background

information about the available methods for performing reactive MD is provided, and

some studies are highlighted showing their application.

This is followed by my own work where I describe the basic force field and system

setup parameters for my simulations. Afterwards, I test my LJ liquid system at constant

pressure, and then use it as the starting point to perform crosslinking simulations on a

monotype systems before progressing to binary systems. I construct and make use of

a mathematical model to guide final decision making for choice of parameters. I end

by establishing a baseline bulk crosslinked system to be used as a comparison in the

next chapter.

5.1 Introduction

In this chapter, I want to develop a crosslinking model capable of creating realistic

networks, of generic polymers, from liquid starting configurations.

Generic ”bead-spring” type systems have been around since the dawn of MD sim-

ulations. The LJ liquid system results from the cumulative development of these types

of models, and is capable of accurately simulating a generic liquid whose properties

can provide insight into the behaviour of other, more chemical significant, liquids.
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Similarly, generic polymer models have been targets of extensive research, and

provide a way to extract qualitative data on polymer behaviour that is, otherwise, im-

possible to get from standard MD simulations given their current time and size con-

straints. The Kremer-Grest (KG) model has long since been the standard model to

study, and research these types of systems, however it was developed for systems of

non-reactive polymers.

Both these models were originally developed to work at constant volume, and have

been extensively used independently from each other. I plan adapt them to work at

constant pressure, and bridge the gap between them to develop a model capable of

starting from an LJ liquid configuration to achieve a crosslinked polymer network.

In addition, I also plan on tuning the model so that the properties of the crossslinked

network are in agreement with expected results based on Flory’s polymer growth the-

ory for linear polymers, and with expected results from an industrial curing process.

5.1.1 Lennard-Jones liquid

The Lennard-Jones potential is a well established potential form utilised, from the very

first MD simulations, to model van der Waals interactions between particles, either

atoms or molecules [11, 78, 97, 133]. In this work, it has been described in detail

section 3.6.2. Regardless, for convenience, the more common form of this potential is

also shown here:

ULJ = 4ϵ

[(
σ

r

)12

−
(
σ

r

)6
]

(5.1)

where σ and ϵ are the distance and energy parameters, respectively. This potential

has been used to model non-bonding interactions of simple fluids, which are commonly

addressed as LJ liquids or fluids, and is the basis for the development of most modern

force fields with application on complex systems [113, 114].

In contrast with the complex models they serve as a basis for, LJ liquids are com-

mon model systems that are composed of hard spheres, which represent individual

molecules (or monomers), and that interact and move according to the LJ potential
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[11, 78, 97, 133]. These systems have been object of intensive studies, and have

been used to test theories and implementation of new methodologies, since their sim-

ple nature allows for the fast production of qualitative data [113].

As a simple monomer system, the LJ liquid has had its thermo and physical proper-

ties well studied and documented, over several different studies, for a range of different

simulation conditions [6, 110, 113]. In particular, the radial distribution function (RDF)

provides great insight into liquid structure, and a simple frame of reference to validate

my own simulations.

Typically, for an LJ liquid, its RDF will vary depending on density and temperature

conditions of the simulation, however there is a strong prevalence for them to display

at least two evident peaks at 1.122σ and 2.244σ [6, 81, 109]. Other peaks tend to be

more visible at higher densities and lower temperatures, and appear at subsequent

intervals of 1.122σ following the second peak [6, 109].

5.1.2 Kremer-Grest model

The Kremer-Grest model is the research standard model for studying the properties of

generic polymer models using MD simulations [38, 62]. Similarly to the LJ liquid, it is

a simple model because it approximates all atoms and/or molecules as hard spheres,

sacrificing chemical resolution for performance. However, it excels at generating qual-

itative information from very simple MD simulations, and this can be used to provide

insight into how polymer behaviour changes depending on conditions.

Under the KG model, all particles, both bonded and non-bonded, interact with each

via the Weeks-Chandler-Anderson (WCA) potential [130], which is a purely repulsive,

and shifted form of the LJ potential, and is defined by:

UWCA =


4ϵ

[(
σ
r

)12

−
(

σ
r

)6
]
+ ϵ, if r ≥ rc

0, if r < rc

(5.2)

Where σ and ϵ hold their standard meanings from the LJ equation, and rc depicts the

point at which the energy, according to this potential, becomes zero.

67



Chapter 5. Developing a crosslinking model

0.50 0.75 1.00 1.25 1.50 1.75 2.00 2.25 2.50
r/

25

0

25

50

75

100

125

150

175

200

V/

FENE
Repulsive part (WCA)
Attractive part
rc = 1.122

Figure 5.1: Decomposition of the FENE potential into its repulsive and attractive parts.

Bonded interactions are modelled by the finite extensible non-linear elastic (FENE)

potential, shown in Figure 5.1 and defined in equation 5.4:

UFENE = −1

2
Kij r

2
0,ijln

[
1−

( r

r0,ij

)2]
(5.3)

where Kij is the force constant, r0,ij the maximum extensibility of the bond, rij the

distance between the bonded particles i and j. The FENE potential takes the shape

of a logarithmic function, hence it displays an asymptotic behaviour which prevents

bonds from stretching infinitely. This maximum (or finite) extensibility is also the reason

the FENE potential is named as such.

These two potentials used together form the basis of the KG model. Two bonded

particles, i and j, are subject to both these potentials forms simultaneously, as defined

by:

UKG = −1

2
Kij r

2
0,ijln

[
1−

( r

r0,ij

)2]
+ 4ϵ

[(σ
r

)12
−
(σ
r

)6]
+ ϵ (5.4)
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where the FENE term forms the attractive part of the potential and the WCA term

represents the excluded volume for any given particle.

Under the KG model, typically, equilibrium distance of bonded particles is smaller

than of non-bonded particles. This means that particles in the same polymer molecule

tend to be closer to each other than with particles belonging to other polymer molecules,

increasing the ability that a single polymer molecule has to displace within a polymer

melt.

In addition, the purely repulsive nature of the WCA potential and, its use to model

all non-bonded interactions in the KG model makes it so that simulations performed

using this model are usually done at constant volume. However, several authors have

successfully simulated generic polymer systems at constant pressure using KG with

the WCA potential.

5.1.3 Polymerisation growth

Typically, molecules in thermoset materials bond with each other following a step-

growth polymerisation mechanism. In this mechanism, bi-functional or multifunctional

monomers bond with each other to form dimers, trimers and other small oligomers

which in turn bond together to form increasingly larger polymer chains. This type of

polymerisation also does not require initiator molecules to be present. This nature

of step-growth polymerisation means that high extents of reaction are required for a

system to yield higher polymer weights since molecular weight increases slowly at

the beginning of reaction and increases exponentially as the reaction progresses. A

schematic representation of step-growth polymerisation can be found in Figure 5.2.

Figure 5.2: Schematic representation of step-growth polymerisation mechanism. From
left to right: Evolution of of reaction over time.

The simplest simulated system that can undergo step-growth polymerisation con-
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sists of a single bi-functional monomer type where every single monomer can bond

to each other to grow linear polymers. Before polymerisation, such a system is akin

to a Lennard-Jones liquid, which is a system characterized by spherical particles that

interact with each other via only the LJ potential. As the system cross-links, its molec-

ular weight distribution can often be predicted by the Flory-Schulz distribution when

the assumption is made that each individual particle has an equal chance of reacting,

regardless of the size of the polymer it belongs to. This assumption is called the Flory’s

equal reactivity principle, and it also states that the probability that a given monomer

has reacted is proportional to the extent of reaction, p, which is the portion of all re-

acted monomers of the same type. The probability that a polymer is composed of X

monomers, PX , is given by:

PX = (1− p)pX−1 (5.5)

where (1 − p) represents the probability of finding an unreacted monomer, and pX−1

the probability of X − 1 reactions have occurred. PX is also equal to the mole fraction,

given by nX , of X-mers at any given time during reaction. Knowing that the mole

fraction is given by the ratio between the total number X-mers, NX , and the total

number of polymers of all sizes, N , the total number of X-mers can be written as:

NX = N(1− p)pX−1 (5.6)

The total number of polymers of all sizes relates to the initial number of monomers,

N0, by:

N = N0(1− p) (5.7)

Substituting equation 5.7 into equation 5.6 yields:

NX = N0(1− p)2pX−1 (5.8)

which is the mole fraction distribution. Based on this simple equation it is possible
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to predict the number distribution of polymer sizes based on the initial number of

monomers in reaction and the final extent of reaction achieved. Using the relation-

ship between weight fraction, WX , and mole fraction:

WX = X
NX

N0
(5.9)

it is possible to calculate the weight fraction distribution for a specific reaction:

WX = X(1− p)2pX−1 (5.10)

which is also know as the Flory-Schulz distribution. This theoretical work, and the form

of this distribution implies that shorter polymer lengths are favoured for lower extent

of reaction values, and that this trend starts to reverse for higher extent of reactions

where longer polymers start to become more common. This trend is common to both

the number fraction and weight fraction distributions, as can be seen in Figure ??.

This is also the expected behaviour from thermoset polymers that follow a step-growth

polymerisation mechanism.
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Figure 5.3: Influence of extent of reaction (p) in (a) number fraction distribution and (b)
weight fraction distribution.

Knowing how to predict the number and weight distributions based on results from

specific crosslinking simulations provides a useful tool for model for model validation.

As mentioned in section 5.1, the application of most generic models to tackle crosslink-
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ing reactions has been limited, mostly, to simulations performed under constant vol-

ume which does not account for volume shrinkage. The few studies available that

simulate systems at constant pressure provide little insight into the selected pressure

values. In this chapter, I use a generic model to simulate a standard LJ liquid and

establish a baseline. I also validate a set of conditions to simulate an identical system

under constant pressure. I then use these results to simulate a crosslinking reaction,

using the KG model as basis, of linear polymer chains to account for volume shrinkage

and use polymer theory as a validation tool for my results. Lastly, I utilise all the infor-

mation gathered to develop a KG based model to study crosslinking at the interface

region.

5.1.4 Crosslinking

Several approaches have been developed and utilised over the years to simulate

chemical reactions with classical MD simulations [33, 41, 61, 71, 79, 89, 121, 123,

134]. Despite the challenge it poses, modelling chemical reactions using classical

MD is still of great interest, and other classes of methods have been developed and

implemented over the years with the aim of modelling chemical reactions using MD.

These can be divided into two separate classes: the first of these classes is based on

developing force fields specifically designed to account for chemical reactivity, by us-

ing functional forms to describe bonds between atoms and molecules that, unlike the

symmetric harmonic potential, allow for bond breakage and creation. These methods

attempt to take into account realistic depictions of chemical reactions and are hence

designed as ”empirical reactive force fields”; the second class of methods disregards

any consideration for any realistic depiction of chemical reactions. Instead, an arti-

ficial bond is made between two compatible atoms or molecules if they are within a

pre-determined spherical range of each other. Methods in this class are solely based

on distance between particles, as shown in Figure 5.4, and are called ”reaction cutoff

distance methods”.

Some empirical reactive force fields, such as the Adiabatic Reactive Molecular

Dynamics Technique (ARMD) by Meuwly et al.[79], are based on standard force fields,
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Figure 5.4: Schematic representation of reaction cutoff distance methods. On the left
it is represented an LJ liquid containing free roaming monomers, and on the right it
is shown the polymer molecule formed by the free moving monomers after bonding.
The diagram in the centre indicates the sphere of influence, of radius RC , of particle A
which selects particle B as a bonding partner while excluding particle C.

and add modifications that involve trading the harmonic bonding potential for another

potential form, while others like the Reactive Force Field (ReaxFF) by VanDuin et

al.[121], are based on bond-order parameters and are completely novel force fields

with their own parametrisation. What all of these approaches have in common is

that a continuous transition region is considered when the reactants move towards

the products (or vice-versa), and the use of switching functions based on hyperbolic

tangent functions is common to describe that transition. The use of switching functions

based on hyperbolic tangents has long be common in QM methods [23].

The ReaxFF force field is currently the flagship empirical reactive force field method

of choice for modern MD simulations. In it, the potential energy is described by:

V = Vb + Vangle + Vtorsion + VLJ + VCoulomb+

Vpenalty + Vconjugation + Vundercoordination + Vovercoordination (5.11)

where Vangle, Vtorsion, VLJ and VCoulomb are the typical contributions from angles, di-

hedrals, van der Waals and Coulomb forces also found in standard force fields. The

last four terms are exclusive to ReaxFF force field and relate to the reactivity allowed

by the force field. The first term, also exclusive to ReaxFF, takes into account the dis-
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sociation energy and bond order between two specific atoms. The latter of these two

parameters is dependent on the distance between the two atoms, and is different for

single, double, and triple bonds.

ReaxFF was originally developed for hydrocarbons and has since been updated to

contain other atomic species[61]. The way ReaxFF treats bonded pairs and dissocia-

tion energy makes it so that only atom type is required for each atomic species, and

interaction between different species is dependent almost exclusively on their dissoci-

ation energy and bond order parameters making it, in theory, simpler to update.

These methods rely on heavy parametrisation, either via force field modification or

development, hence if a specific atom of molecule type is not contemplated in their pa-

rameter space they cannot be used. Because of this, they also have limited application

in highly coarse-grained systems until such parameterisation is done.

Methods based on reaction cutoff distance can be used with an already estab-

lished force field, meaning that no extra parametrisation is necessary. This makes

their use more straightforward than that of empirical reactive force fields methods. An-

other important consideration is that they can be used not only with material specific

force fields, such as DREIDING and OPLS, but also with coarse-grained and generic

potentials.

Varshney et al.[123], Wu et al.[134], and Walsh et al.[33] have used reaction cut-

off distance methods in combination standard force fields in simulating fully atomistic

systems.[31, 33, 123, 134]

The work of Varshney et al.was briefly discussed in the previous chapter regarding

their investigation of the EPON-862/DETDA system. However, their approach towards

generating the crosslinked network was not mentioned then, but becomes relevant

in the context of this chapter. Their approach was to setup four separate crosslink-

ing algorithms: the first assuming equal reactivity of both the primary and secondary

amines; the second assumed that the primary amine has the higher reactivity of both;

the third forced the full reaction of a randomly selected nitrogen atom before allowing

another to react; the fourth and last followed the equal reactivity principle and allowed

for the simultaneous reaction of all reactive pairs. The motivation behind each of these
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approaches was to determine which was able to achieve an equilibrated crosslinked

network with the lowest energy structure. They have found that their fourth and last

approach yielded the best results, and best agreed with the literature when looking at

density, volume shrinkage, and thermal expansion [123].

Wu et al.[134] have developed their polymerisation methodology based on a sys-

tem comprised of the resin diglycidyl ether bisphenol A (DGEBA) coupled with isopho-

rone diamine (IPD) acting as a cross-linker. They have used both COMPASS [116]

and DREIDING as their force fields for this study, with partial atomic charges calcu-

lated using the charge equilibration (Qeq) method. They have also removed all the

hydrogens from the active functional groups, leaving only the reactive carbons and

nitrogens. A total of 16 DGEBA and eight IPD molecules were packed in a cubic peri-

odic simulation box at a density of 1.131 g cm−3. They utilised a relaxation procedure

comprised of energy minimization, followed by annealing in-between crosslinking it-

erations to minimize the change of trapping the structure in a local minimum. They

have found good agreement with experimental properties with the COMPASS force

field comparing more favourably than DREIDING, attesting to the importance of force

field choice to describe a realistic system [134].

Walsh et al.[33] have focused their efforts into creating a reproducible protocol for

the creation of equilibrated crosslinked networks using an EPON-862 and DETDA sys-

tem identical to the one I have also used in the previous chapter. Mainly, they have

provided details on calculating partial atomic charges as well as validating a liquid pre-

cursor mixture and generating the three-dimensional network. Their model uses the

DREIDING force field with the Buckingham potential to describe non-bonded interac-

tions. The conjunction of this potential with charges calculated using the Qeq method

have produced a liquid precursor mixture whose properties better match experimental

results. Thermo-mechanical properties of the cross-linked network were also found to

be in agreement with the literature further validating their method [33].

Outside of material specific force fields, reaction cutoff distance methods have also

been applied with generic models such as as the Kremer-Grest (KG) model [62] or

the reflected Week-Chandler-Anderson (WCA) potential [130], initially developed for
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simulating non-reactive polymers.

Perez et al.[89] and Liu et al.[71] have used the KG model with a reaction cut-

off distance method to perform the polymerisation of linear chains in bulk, and chain

growth of surface grafted polymer chains, respectively. Both of these studies have

used initiator molecules to start the reaction, with Perez et al.having theirs dispersed

in bulk while Liu et al.had theirs at the surface. While Perez et al.provide details on

the ensemble used for their simulations, and state that they ran at constant pressure,

they provide no insight into the selection of this value. Liu et al.on the other hand kept

system density constant, as per the work of Soddemann et al.[110].

The reflected WCA potential mirrors the typical WCA at its minimum, forming a

quasi-harmonic potential which is then used to describe bonded interactions. This

potential has been employed by Akkermans et al.[9] to achieve irreversible bonding

between particles in bulk. The idea behind this method is that when two particles

bond, they become trapped in the reflection of the WCA potential causing a seamless

transitions between non-bonded and bonded states. However, the purely repulsive

nature of the WCA potential demands that simulations be done at constant volume.

I know from the works of Varshney et al.[123], Wu et al.[134], and Walsh et al. [33]

that volume shrinkage occurs when a thermoset system undergoes crosslinking, and

the same is to be expected from generic models, especially when they utilise the KG

model since equilibrium bond distance is typically shorter than non-bonded interac-

tions in this model. Hence, I deem it necessary to run simulations at constant pres-

sure instead of constant volume to better capture the crosslinking behaviour, like it was

done by Perez et al.. However, it also find it important to find and validate a realistic

pressure value that can capture the same patterns as already established by constant

volume models which are standard for models such as KG and reflected WCA.
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5.2 Methodology details

5.2.1 Force field parameters

For all simulations, mass, σ, ϵ and the Boltzmann constant (kB) were set to one. All

other units and quantities are specified as multiples of these fundamental quantities.

Similarly to the last chapter, all simulations were performed using the LAMMPS soft-

ware [94], and periodic boundary conditions were applied in all directions.

For the LJ systems, the parameters as described by Soddemann et al.[110] were

used, and cross-referenced them with NIST parameters [6] in order to setup my own

LJ liquid simulation. Particles interact only via the LJ potential, and both σ and ϵ are

equal to one.

When crosslinking takes place (initially as simple polmerisation and then as sev-

eral polymer chains bonding with each other), the FENE potential is used to describe

bonded interactions which replace non-bonded interactions between affected parti-

cles. Parameters for equation 5.4, describing the FENE potential, are as described

by the original authors [62], and are of Kij=30, r0,ij=1.5 and σ=ϵ=1. Note that select-

ing different values of σ and ϵ for the FENE potential does not affect the fundamental

quantities mentioned at the beginning of this section.

5.2.2 System setup

For the LJ liquid simulation at constant volume, a cubic simulation box was popu-

lated with 2000 randomly placed particles at a density of 0.844 ρσ3, targeting a typical

LJ liquid [6]. For the same system, at constant pressure, a value of 2.569 ρσ3 was

used for the pressure, as this value prevents the density from greatly fluctuating from

that expected from an LJ liquid. For both these simulations, temperature was always

kT/ϵ=1.0, and a 0.005 τ timestep was used, as is standard for LJ liquids [6]. Both

simulations ran for a total of 100,000 timesteps making up for 500 τ .

Crosslinking simulations were performed in batches to improve statistics. A total

of 100 different starting configurations were constructed, by inserting 2000 particles
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randomly inside a a cubic box at a density of 0.844 ρσ3. Particles have the same

parametrisation as in the LJ liquid. Time between crosslinking iterations was of 1000

timesteps, and a total of 500 iterations were performed per simulation making each

simulation 500,000 timesteps, or 2500 τ long. The reaction probability was initially set

to 100% unless specified otherwise and is independent on molecular size, in agree-

ment with Flory’s equal reactivity principle. The minimum distance required for a bond

to be formed is equal to 1.122 σ, which is the equilibrium distance for the LJ potential

with the specified σ and ϵ values.

In addition, initially, surface-monomer interactions were equal for all particles. How-

ever, particles were then classified with two distinct labels and surface-monomer inter-

actions were made different for each monomer species to study the effects of asym-

metric surface-monomer interactions in the resulting crosslinked network.

5.3 Results and Discussion

5.3.1 Lennard-Jones liquid

Addressing the structure of the liquid, the radial distribution function (RDF) is shown

in Figure 5.5, and depicts a sharp peak around 1.122 σ, which corresponds to the

equilibrium distance between LJ particles according to parametrisation, followed by a

second peak located at 2.244 σ. Both the positions and heights of these peaks are in

agreement with the literature for similar temeprature and density conditions [109].

This RDF provides me with a measure of confidence in the way my system is

set up, hence it is used further as the basis for the development of my method for

crosslinking simulations. Next, pressure was averaged over the simulation runtime,

and was found to be 2.569 ±0.133 ρσ3. The importance of simulating a system based

on LJ liquid for crosslinking has been discussed previously, so this pressure value was

kept and utilised for an almost identical simulation at constant pressure, instead of

constant volume.

I calculated the RDF from this second simulation, keeping pressure constant at

2.569 ±, and extracted the average density 0.844±0.004 ρ. Both the RDF, shown in
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Figure 5.5: Radial distribution function obtained from the LJ liquid system.

Figure 5.6, and the average density of the system point towards this simple change to

be sufficient to further develop a model for the crosslinking of generic polymer models.

However, I further validated this assumption by cross-referencing these results with

the NIST LJ liquid. NIST provides an extensive characterisation of a simulated LJ liquid

at kT/ϵ=1.0, for different densities. These start at 0.001 ρσ3 and go up to 1.0ρσ3,

with several data points having been collected from the range between 0.001 ρσ3 and

0.1 ρσ3, and thereafter at 0.1 ρσ3 increments. Part of data showcased pertains to the

average pressures for each density.

Our system, at a constant pressure of 2.569 ρσ3, displayed an average density of

0.844±0.004 ρ, and none of these values are referred to in NIST. Data from NIST was

cleaned, and the region of interest, between 0.5 ρσ3 and 1.0 ρσ3, was fitted with an

exponential function.

Taking the pressure value into account, the density should have been approxi-

mately 0.829 ρσ3, which is slightly under simulation density, even when taking its stan-
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Figure 5.6: Radial distribution function obtained from my modified LJ liquid system at
constant pressure.

dard deviation into account. Based on this analysis, at constant pressure, one should

expect the achieved density to be slightly greater than that of a LJ liquid at constant

volume. However, I consider that the density from a LJ liquid at constant pressure

is still within a reasonable range. The importance of having a simulation cell capa-

ble of adjusting to the volume shrinkage caused by crosslinking supersedes this slight

deviation.

5.3.2 Crosslinking on a monotype system

The first system simulated consisted of a single monomer type, where each monomer

particle was allowed to bond to another of its kind up to a maximum of two times. The

default crosslinking range of 1.122 σ was utilised, and reaction probability was set to

100%. Results from this batch of simulations are condensed in Figures 5.7a and 5.7b,

which show the evolution of the extent of reaction over time, and the final polymer
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length distribution of the system, respectively.

The extent of reaction increases rapidly at the beginning of the reaction and quickly

stabilizes around its final value of 0.985±0.001 at the end of the simulation. This

behaviour is caused by the fact that, at the start, a wide availability of free bonding sites

exist, but as these react and become unavailable the reaction slows down, consistently

with a step-growth polymerisation mechanism.

The final polymer length distribution of the reaction depicts two important aspects

of the system: the first is that the vast majority of formed polymer molecules are cycli-

cal, having bonded back with themselves; the second is that the final distribution is not

consistent with the expected number distribution according to Flory based on system

size and extent of reaction. In addition, it also appears the majority of the polymers

formed contain only a small number of monomers, with most having less than 10 units.

The cyclical nature of these smaller polymers prevents them from reacting further to

increase in size.
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Figure 5.7: Results for a monotype system. a) Evolution of the extent of reaction over
time. b) Polymer length distribution. The black dashed line is the the corresponding
number distribution.

The crosslinking algorithm, as implemented in LAMMPS, takes only into account

the proximity between two potential bonding particles, the available number of bonding

sites in each particle, and their relative distances to create a new bond. Since reac-

tion probability is set to 100%, there is nothing preventing new bonds from forming if
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all discussed parameters allow it. Monomers are finding, and bonding with potential,

bonding partners at the very start of reaction very close to the initial system configu-

ration.

Our major concern with this model as it stands is the prevalence of smaller cyclical

structures, presented in Figure 5.8. Considering the highly simplified coarse-grained

nature of this model, each particle could be made to represent an entire molecule, and

small cyclical polymer chains are unlikely to happen, given the high energy required to

force these structures to occur. That, coupled with the non-overlap of the number dis-

tribution curve, tells me that this model is not appropriate to study further crosslinking

reactions.

Figure 5.8: Diagram representation of small cyclic crosslinked polymers.

As stated, these small structures are derived from the fast reaction rate imposed

by the crosslinking algorithm, and seen by the steep increase of the extent of reaction

in the early stages of simulation. The two types of small cyclic polymer structures that

most concern me are the triangles and squares presented in Figure 5.8, since these

have can have very tight angles.

To prevent the formation of these structures, I postulated that an angle constraint

could be used, in addition to the distance cutoff criterium already imposed by the de-

fault LAMMPS algorithm, to limit or even suppress the formation of these structures.

The schematic in Figure 5.9 shows the theoretical implementation of this additional

constraint. In the scenario of two neighbouring dimers wanting to form two simultane-

ous bonds locking themselves in a squared structure the hypothetical angles between

them would also be evaluated. If they failed to fall inside a pre-determined allowed

range, then the bond would be forbidden.
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Figure 5.9: Diagram representation of small cyclic crosslinked polymers.

Much like with the reaction cutoff parameter, where both atoms inverting in a po-

tential reaction need to mutually select each other as bonding partners, the same must

happen for the angles. Looking at Figure 5.9 again, if the allowed angle is greater than

90o and smaller than 180o, then the particle forming the θ1 angle allows the bond to be

formed because it falls inside that interval, however θ2 falls outside this interval so the

particle forming that angle declines the bond. Both particles need to mutually meet

the angle criteria in order for the bond to be formed.

A series of small simulations were performed to implement this modification to

the crosslinking algorithm, and to validate my modifications. This was also done to

ensure that my modifications did not affect the way that the default algorithm worked

in LAMMPS.

Running the same simulation, from the same starting configuration, as before with

this added angle constraint of parameter greater 90o, and smaller than 180o produces

little differences in the extent of reaction which follows a similar trend after the addition

of this parameter and, is show in Figure 5.10a. However, a higher extent of reaction

was achieved. Despite that, not much information can be inferred from this change

from looking at the final polymer length distribution, shown in Figure 5.10b, which is

significantly different from the previous simulation without the angle constraint param-

eter.

Comparing the polymer length distributions yielded by using the standard LAMMPS
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Figure 5.10: Results for a monotype system with a crosslinking angle constraint. a)
Evolution of the extent of reaction over time. b) Polymer length distribution. The black
dashed line is the corresponding number distribution.

crosslinking algorithm and my own modified algorithm, shown in Figures 5.7b and

5.10b, respectively, two conclusions can be drawn: the first is that the distribution using

my own algorithm is more spread out and produces a significantly lower amount of

smaller cyclic polymers, mainly square-shaped polymers, than the original algorithm;

the second is that despite this reduction in small cyclic polymers the distribution yielded

by my algorithm still does not agree with the expected Flory’s number distribution

based on system size and extent of reaction.

I recognize that the improvements achieved by the addition of an angle parameter

in a monotype system are minimal in terms of improving the expected polymer length

distribution, and yield no significant change regarding the evolution of the extent of re-

action with time. However, most chemical systems that undergo crosslinking contain at

least two different reactive species that can bond with each other. In this scenario, the

formation of triangular structures is prevented by the intercaleted nature of the formed

polymers, hence minimizing the formation of squared polymers is more relevant, and

my model achieved in greatly reducing their formation by five to six times. Further

testing and application of this algorithm is detailed in the next section.
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5.3.3 Crosslinking on a binary system

So far I have dedicated ourselves to testing both the original LAMMPS crosslinking

algorithm and my own modified algorithm on characterising a monotype generic poly-

mer system. However, as stated previously, most thermoset systems are made of, at

least, two different species. The only difference between this binary system and the

previous monotype system is that half of the particles represent one chemical species

and the other half represents another. However, LJ interactions between particles of

different species and particles of the same species is identical. The only constraint

added is that a particle from one species must bond with a partner from a different

one.

Running a batch of simulations for this system, with an angle constraint parameter

greater than 90o and smaller than 180o yields the graphs in Figures 5.11a and 5.11b

showing the evolution of the extent of reaction over time and the final polymer length

distribution. The extent of reaction follows a similar trend to that seen for the monotype

systems, and is still consistent with step-growth polymerisation. Total extent of reaction

at the end of the simulation was 99.5%, which is high when compared to the expected

95/96% achieved in experiments. The polymer length number distribution on the other

hand appears to have been affected by the change from monotype to binary system.
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Figure 5.11: Results for a binary system with a crosslinking angle constraint. a) Evo-
lution of the extent of reaction over time. b) Polymer length distribution. The black
dashed line is the corresponding number distribution.
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The cyclic polymers still exist, showing that their formation was not fully suppressed

by the addition of the angle constraint parameter added to the crosslinking algorithm.

However, they have been severely reduced, and are limited to polymer molecules

containing an even number of monomers. This is because polymers with an odd

number of monomers have the same species of monomer as their chain ends, which

cannot bond with each other.

The reason why there is an excess of even-numbered polymers of small length

(less than 50 monomer units) is because once these bond with themselves, they re-

main incapable of further reaction thereafter, so they get stuck at whichever length

they self-bonded. Unlike these, odd-numbered polymers can react further, provided

that they can find a compatible polymer, or a monomer molecule to bond with, so

smaller polymers were lead to bond, forming larger polymer molecules as the reaction

progressed.

The other relevant aspect shown by the distribution plot is the overlap between

Flory’s predicted number distribution and the actual number distribution achieved at

the end of simulation by the system. Both these distributions do not overlap fully and

it seems that the smaller cyclic polymers are the cause of the discrepancy between

them, since the predicted number distribution overlaps better if the cyclic structures are

excluded. This is not an unreasonable result, since Flory does make the assumption,

in his model, that cyclic polymerisation does not occur.

In order to better understand this behaviour, and the reason MD simulations de-

viated from expected number length distributions, a simple mathematical model was

built based on the rate equations for polymerisation according to a step-growth reac-

tion mechanism. This model assumed perfect mixing, where all monomers are equally

likely to be next to each other. A proportion of neighbour monomers are able to react

if they are un-bonded or are a polymer chain end. This proportion is akin to a reaction

probability, prob, and is kept constant for simplicity. The reaction between an i-mer

and a j-mer is given by:

kij = prob× 2
Ni

Nt
× 2

Nj

Nt
(5.12)
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Where Nt is the total starting number of monomers and Ni and Nj are the starting

number of monomers of species i and j respectively. Each monomer is able to form

two bonds, hence they are considered equal and this equation can be used for both.

The rate for creation is then written as:

R(i+ j) = R(i+ j) + kij (5.13)

And the rate for removal as:

R(i) = R(i)− kij (5.14)

Since both monomers can react twice, unlike chain ends which can only react once

more, this term is doubled for free monomers. Maximum chain size is limited to 200

monomers, and cyclical polymers are not contemplated. A total of 100 steps are

performed, allowing polymer chains to grow according to the rate of creation, and

reacted monomers are counted out via the rate of removal. The extent of reaction

is calculated at every step and used to calculate the corresponding Flory’s number

distribution curve.

Setting the reaction probability, prob, at 0.1 yields the results shown in Figure 5.12a

while setting it five times lower at 0.02 yields the plot in Figure 5.12b. Figure 5.12a

shows that produced polymer distribution roughly overlaps with Flory’s number distri-

bution, however, it also shows the spikes I saw in my own simulations. With a lower

reaction probability, these spikes disappear, and the curve becomes much smoother,

and overlaps with Flory’s number distribution much better. Results from this model

suggest that reaction probability plays a major role in the observed polymer length

distribution.

In 5.2, it was mentioned that reaction probability when two potential bonding part-

ners met was always defaulted to 100%. At the time, the choice of this parameter was

simple and based on total simulation time with reduced probabilities leading to more

time-consuming simulations.

However, based on this new data, this value must be revised. While the reaction
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Figure 5.12: Polymer size distribution according to the mathematical model with a
reaction probability of (a) 0.1 and (b) 0.02

probability parameter in LAMMPS is not directly comparable to the reaction probability

of my mathematical model, they serve the same end goal which is to slow down the

reaction. Another batch of simulations was performed on a binary liquid, with identical

parametrisation to the previous simulation with the exception of the extent of reaction,

which was set to 50%. In this case, whenever two compatible particles decided to

form a new bond, its formation was subject to a ”coin toss” which ultimately decided if

it would form or not.

Results from this simulation batch are presented in Figures ??. The extent of re-

action has a similar trend and its value value is of 99.0%, which is near-identical to

the extent of reaction with a bonding probability of 100%. Similarly, the number distri-

bution for polymer lengths are very similar. This suggests that reducing the bonding

probability by half causes very little change in the way the crosslinking happens.

However, further reducing the bonding probability to 10% causes significant changes

in both the extent of reaction and the polymer length distribution, as shown by fig-

ure 5.14b. Addressing the extent of reaction first, with this bonding probability it sta-

bilised at 95.4%. This value is significantly lower than previous simulations, with an

increased bonding probability, performed on a binary system, and is much closer to

what would be expected from experiments for the crosslinking of thermoset polymers.

The polymer length number distribution is also very different and not only does it agree
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Figure 5.13: Results for a binary system with a crosslinking angle constraint and re-
action probability of 50%. a) Evolution of the extent of reaction over time. b) Polymer
length distribution. The black dashed line is the corresponding number distribution.

almost perfectly with the expected distribution based on Flory, but also does not display

the spiked behaviour that was present in previous simulations. In addition, this also

creates a link between the bonding probability existent in LAMMPS and the reaction

probability in my own model.
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Figure 5.14: Results for a binary system with a crosslinking angle constraint and re-
action probability of 10%. a) Evolution of the extent of reaction over time. b) Polymer
length distribution. The black dashed line is the corresponding number distribution.

With this final result, I are confident that my model is adequate to simulate the

crosslinking of generic linear polymers at a surface to study its effect on the crosslinked

network in the next chapter. This final batch of simulations also serves as a baseline
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for comparison of any perturbations caused by the surface.

5.4 Conclusion

Several attempts were made to simulate reactive systems using MD simulations. The-

se are classified into two groups: ”empirical reactive force fields” and ”reaction cutoff

distance methods”. The latter has been successfully used in the study of polymeri-

sation using generic polymer models. In this chapter, I have shown how the modi-

fied the default algorithm for the ”reaction cutoff distance method”, as implemented

in LAMMPS to add an additional constraint based on angle amplitude, and used it to

establish a baseline crosslinked system mimicking a step-growth mechanism.

Our results show that an LJ liquid system is simulatable at constant pressure,

and is only slightly different from one at constant volume in terms of the relation-

ship between pressure and density. In addition, my results using the default LAMMPS

crosslinking algorithm on a monotype system based on an LJ liquid at constant pres-

sure, show that it is unable to create a realistic crosslinked network, and generates

a large amount of small cyclic polymer molecules. These molecules, especially ones

containing three and four monomer units, display very tight angles which would be

unrealistic if the system was back-mapped to full atomistic resolution.

Application of my own modified crosslinking algorithm to enforce the angular am-

plitude between potential bonding partners as an added criterium for crosslinking im-

proved the resulting network for a monotype system. Despite the significant reduction

in the formation of small cyclic polymer molecules, a large amount still remained. A

decision was made to move to a binary system which is more representative of reality.

For the binary system, a much more significant reduction of small cyclic poly-

mers took place. However, a clear differentiation between between the size of even-

numbered and odd-numbered polymers, particularly for polymers of smaller size (less

than 50 monomer units) was seen. This behaviour was partially explained by the AB

reaction scheme enforced by the simulation, and also by the use of a mathematical

model which highlighted that the reaction probability played a role in reducing this gap
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in behaviour.

Reducing the bonding probability on the crosslinking algorithm down to 10% pro-

duced a crosslinked network with an extent of reaction of 95.4%, which is comparable

to experiments. In addition, the evolution of the extent of reaction over time is consis-

tent with a step-growth polymerisation mechanism. The final crosslinked network, in

terms of its polymer length distribution, was shown to agree with predictions for this

system based on Flory’s number distribution.

Thus, I have established an adequate algorithm to model the crosslinking reaction

of generic thermoset polymers. I also have established a baseline system which will

be used in the next chapter to study the effects of a surface on polymer crosslinking.
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6. Surface effect on polymer network

formation

As discussed in Chapter 2, for composite materials, the strength of the interactions

between the surface and the polymer matrix, referred to as adhesion, plays a major

role in the ability of a composite to resist failure.

In this chapter, I utilise the crosslinking model that I developed and described in

Chapter 5 to study the effects caused by the presence of a surface on crosslinked

polymer networks.

Firstly, two different crosslinked networks will be subject to comparison: the crosslin-

ked network achieved for a bulk system in Chapter 5, and the crosslinked network

of an analogous system with a surface. This is followed by an analysis of the pre-

polymerised liquid, where finite effects become evident, and system size is rescaled

for the continuation of this work. This will also involve determining the effects that the

surface has on liquid density prior to crosslinking.

The effects of surface interactions will also be studied by making one of the par-

ticle types more strongly attracted to the surface than the other. The structure of the

resulting polymer networks yielded by these simulations will be analysed.

6.1 Introduction

Before curing takes place, molecules in a pre-polymer liquid mixture diffuse and rear-

range themselves according to the existing intermolecular interactions between them

and the fibre surface. Molecules with greater affinity towards the fibre are expected

to aggregate closer to its surface, while molecules which are less attracted towards

it are displaced from the surface. This behaviour was discussed in Chapter 4, and

understanding it, and its effects on crosslinked polymer networks, is one of the main

objectives of this work.
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The crosslinking model developed in Chapter 5 is utilised here to investigate the

key qualitative differences between a crosslinked network achieved in a bulk system,

compared with one achieved near a surface. In addition, the effect of having greater

attraction between one molecular species and the fibre is also investigated in terms of

its effects on the crosslinked polymer network.

6.2 Methodology

Simulations were performed using the LAMMPS program [94], using the modified algo-

rithm developed for crosslinking. Lennard-Jones (LJ) units are used. The fundamen-

tal quantities of every simulation are mass, σ∗, ϵ∗ and the Boltzmann constant (kB).

These are all set to one, making all other quantities multiples of these fundamental

values, so that I use dimensionless quantities, as per LAMMPS documentation [94].

All parameters for the LJ potential and the Kremer-Grest (KG) model are iden-

tical to the ones described in the previous chapter, and particles in the surface are

made of immobile monomers. Surface particles had identical interactions to monomer

particles, however they were kept immobile during simulation. While the interactions

between monomers was kept unchanged, the surface potential interacted with the

monomers via an LJ potential whose σ and ϵ were varied.

The model system consisted of a face centre cubic slab, made of generic particles,

that occupies the entirety of the xy plane. The surface is repeated across periodic

boundary conditions and the space between the surface and its image is populated

with free roaming generic particles. An example system is detailed in Figure 6.1.

The size of the simulation box is 14.62×14.62×24.57σ3 and a lattice constant

a=1.044 was used to construct the face centre cubic slab. Surface particles were kept

fixed and immobile during simulation run-time. Periodic boundary conditions were ap-

plied in all directions.

Slab thickness was sufficient to prevent cross-surface interactions between monomer

or polymer molecules, being five layers thick and with an AB stacking. The central

layer was located at the z=0 place, with two of the layers being translated back into
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Figure 6.1: Snapshot of a confined system. Red particles spheres represent the sur-
face atoms, while blue and green spheres represent monomer A and monomer B
particles respectively.

the other side of the simulation box across periodic boundary conditions. Layers are

1.044σ apart.

Particle overlap, caused by the random placement of particles in the inter-slab

space, was removed by subjecting the monomers to an NVE simulation for the du-

ration of 10000 timesteps. During the de-overlap procedure, maximum particle dis-

placement was limited to 0.1σ. This was followed by an NVT simulation of the same

duration to mix and equilibrate the system. These steps were common to both liquid

and crosslinking simulations.

Simulations for liquid simulations we performed for 500,000 timesteps at constant

pressure of 2.569 ρσ3 However, pressure conditions were anisotropic and only the

monomers were subject to pressure change in the z direction. Crosslinking simulations

were performed using an identical set of conditions, however crosslinking iterations

took place over 500 equally spaced iterations over the 500,000 timestep period. To

obtain better statistics, each system was repeated 100 times with different starting

configurations. This was done to achieve meaningful statistics from analysing the

results, but also due to technical limitations as the current version of this model in

LAMMPS does not support parallelisation.
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6.3 Results and Discussion

6.3.1 Liquids and finite size effects

The effect of the surface on liquid mixtures was evaluated by calculating the density

profiles of several systems, where one of the chemical species in the binary mixture

has varying degrees of affinity with the surface. The plot in Figure 6.2a shows the

density profile, which is density measured as a function of distance from the surface,

for a simulation that will edescribed in detail in subsection 6.3.3. It shows that density

fluctuations derived from the presence of the surface propagate trough the entire sim-

ulation box, indicating that finite size effects are present, and that the system does not

reach an homogeneous density (i.e. ”flat”) far away from the surface.

The density profile in Figure 6.2b refers to a system where the amount of particles

was doubled, when compared with the system that generated the density profile shown

in Figure 6.2a. Surface area is identical in both system, however the increase in

amount of particles reflects itself in an increase of the length of the z axis, which is

approximately doubled. In addition, the dashed lines, corresponding to the individual

contributions of each chemical species towards density, overlap precisely, suggesting

that both systems are properly mixed.

While in both systems it is noticeable that liquid density is affected by the surface,

on the larger system there are clearly depicted two different regions, in terms of den-

sity: density fluctuates at the interface region; and stabilises at the centre of the film.

This initial set of two simulations indicates the size requirements for the simulation box

to avoid encountering finite size effects. hence, the remaining simulations will be setup

with 4000 particles, which is double the amount of particles initially considered.

6.3.2 Changing surface affinity in liquids

In the centre region, for the system shown in Figure 6.2b, the density is as expected

for a LJ liquid (0.85±0.006 ρσ3) which is consistent with the parameterisation of the

system. In the interface region, however, the density fluctuates and deviates from this
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Figure 6.2: Liquid density profiles. Density as a function of distance from surface
with LJ interaction between surface and species A monomers for (a) a liquid precursor
mixture with 2000 particles and (b) a liquid precursor mixture with 4000 particles. The
dashed lines represent the average density for the selected centre region of each
system. Density for the system with 2000 particles is of REVIEW and for the system
with 4000 particles is of 0.85±0.006 ρσ3. The later closely matches expected values
from literature [6].

expected value, further confirming that the surface affects liquid density. Despite this,

the periodicity of the fluctuations is consistent with what is expected based on the

radial distribution functions for LJ liquids [6].

The behaviour between surface and liquid was changed by increasing the value of

the surface-particle A interactions to ϵ=2.0, making this interaction twice as strong as

surface-particle B interactions, resulting in the almost complete density profile shown

in Figure 6.3. The most noticeable occurrence is the depletion of monomer B particles

from the liquid layer immediately adjacent to the surface, while monomer A particles

aggregate in that region.

In addition, the opposite effect is verified in the centre region, which contains

greater numbers of monomer B particles. This is due to the affinity between sur-

face and monomer A particles being sufficient, since monomer A particles have lower

energy at the surface than monomer B particles. Species A particles are able to push

species B particles, that are near the surface, away from it. The displaced particles

move to the centre of the film, increasing their relative density in that region.

Despite this, the density profile remains similar to the one shown previously in Fig-
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Figure 6.3: Density as a function of distance from surface with LJ interaction between
surface and species A monomers for a crosslinking mixtures with 2.0ϵ.

ure 6.2b, and density in the centre of the film is also comparable (0.85±0.008 ρσ3) with

the expected bulk density. In addition, both these profiles serve as a direct comparison

with density profiles from crosslinked systems.

6.3.3 Comparison of crosslinking in bulk and confined systems

In this section, crosslinking in a bulk system is compared with a confined system. To

enable a direct comparison, all particle interactions are identical for both systems, with

ϵ=1.0. Both systems have equal amounts of monomer A and monomer B particles,

and results are relevant for systems that share this stoichiometry.

A system containing a slab with type A and type B monomers capable of reacting

with the oposite type, was setup with identical parameters to the final bulk system de-

veloped in chapter 5, and the extent of reaction for both was compared, in Figure 6.4.

Given sufficient time, one would expect the extent of reaction for any crosslinking re-

action to reach 1.00, however after a total of 2500τ the final value achieved for the

surface system was of 0.925±0.004%, while the value for the bulk system was of

0.954±0.002%, meaning that the presence of the surface caused a decrease on the
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number of bonds formed in the network.
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Figure 6.4: Evolution of the extent of reaction with simulation time for the bulk and
surface systems. The inset plot shows more clearly that the extent of reaction has
plateaued by the end of the simulations, and shows the different extent of reaction
values.

From Figure 6.4 it is noticeable that crosslinking occurs slightly faster in the bulk

system than in the confined system where a surface is present. The confined system

has high density areas at the interface region, where particles are more tightly packed,

hence molecular displacement is more limited. The closer proximity between particles

in high density areas could lead to faster bonding, since potential bonding partners are

closer together. However, this regions also have greater steric effects which limit par-

ticle movement, which can slow down crosslinking by preventing compatible bonding

partners to encounter each other. This interplay between density and slower dynamics

results in an overall slower crosslinking in the surface system.

In addition, as the system crosslinks, average polymer length increases, further

limiting diffusion as larger molecules, with free reactive sites, move slower. The av-

erage polymer length, at the end of both simulations, was of 22 units to 13 units

from the bulk to the surface system. These values seem counter-intuitive at first,

since the bulk system achieved higher extent of reaction and higher average polymer
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length at the same time. However, most particles reacted in the initial stages of re-

action, as depicted by the steep curves on Figure 6.4. This seems to suggest that

the absence of high density regions, in the beginning of the reaction, is the domi-

nant factor in determining the highest possible extent of reaction achievable. As the

crosslinked network grows, it becomes more and more rigid, and density increases as

the network solidifies, as shown by the density profile in Figure 6.5. The density of

this crosslinked network in the centre region is of 0.99±0.02ρσ2, which is higher than

that of the pre-crosslinked liquid mixture, which is consistent with the density increase

when crosslinking occurs.
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Figure 6.5: Crosslinked density profile. Density as a function of distance form the
surface with all surface-liquid and liquid-liquid interactions identical, with ϵ=1.0.

Free roaming particles, which have failed to bond, have their movement impeded

by the rigid network, and this effect becomes dominant in the later stages of the reac-

tion, depicted by the plateauing of the extent of reaction, preventing further bonding.

The extent of reaction can also be related to the polymer length distribution by

means of the Flory equation discussed in chapter 5, shown here again for reference:

NX = N0(1− p)2pX−1 (6.1)
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where NX is the polymer length distribution, p is the final extent of reaction, and N0

is the initial number of monomers in the system. The original distribution for the bulk

system is presented in Figure 6.6a while the newly produced distribution for the surface

system is shown in Figure 6.6b. First, Flory’s predicted curve, presented by the black

dashed line, for the surface system, considering its monomer count and final extent

of reaction, matches the distribution obtained by the simulation, indicating that the

addition of the surface to the system does not produce significant impact regarding the

model developed in Chapter 5. However, the distributions differ significantly between

bulk and surface systems, attesting to the impact that the addition of a surface has on

the structure of the crosslinked network.
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Figure 6.6: Polymer length distribution for (a) bulk, and (b) surface systems at the end
of simulation, totalling 2500τ . Dashed lines are the Flory predicted distributions based
on simulation final extent of reaction.

6.3.4 Surface affinity in crosslinked polymers

As discussed previously in this chapter, different molecules have different degrees of

molecular attraction towards other molecular species based on their chemistry, and,

intuitively, this behaviour also applies to molecular surfaces. If two different monomer

species, belonging to a pre-polymer mixture, have different degrees of attraction to-

wards a specific surface, that will have an impact on the resulting polymer network,

and its properties.
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This effect on the crosslinked polymer network was studied, by increasing the LJ in-

teractions between the surface and species A monomers, incrementally, while all other

LJ interactions were kept unchanged. In this case the value of the surface-monomer

B interactions is kept constant at 1.0ϵ while the value of the surface monomer A in-

teractions is initially 1.0ϵ, but is increased to 2.0ϵ in 0.2ϵ increments. The outcome is

a total of six simulations where the only variable changed is the surface-monomer A

strength.

Time-dependency of the extent of reaction

The extent of reaction for the six simulations is plotted against time in Figure 6.7. In this

figure, it is noticeable that they follow a similar behaviour. There is a steep increase

in the value of the extent of reaction during the early stages of the reaction, which

is followed by a monotonically decreasing gradient, at which the extent of reaction

plateaus, and its increase with time becomes much slower.

In addition, a trend is also exhibited that shows that each polymer network plateaued

at a different extent of reaction value depending on the attraction between surface and

species A monomers. The greater the interaction between the two was, the lower the

achieved extent of reaction was, in the same simulation time.

The fact that the overall shape of all the plots in Figure 6.7 is similar suggests that

the type of polymerisation mechanism is unaffected by the change in particle inter-

actions. However, there is significant difference between the final extent of reaction

values achieved with the same simulation time, which points towards a different struc-

ture of the final polymer network, which is related with the inaccessibility of some

bonding sides caused by stoichiometric imbalance present in the interface region.

When the interactions between surface and all particles in the system are identical,

the final achieved extent of reaction is equal to 0.962±0.003. A slight increase in the

attraction, to 1.2ϵ, of species A monomers lowers this value to 0.959±0.002. While

these two values are very similar, they still fall outside each others standard deviations,

which means that they are statistically different. Further increasing the attraction of

species A monomers with the surface lowers the final extent of reaction value down

101



Chapter 6. Surface effect on polymer network formation

0 500 1000 1500 2000 2500
Time ( )

0.0

0.2

0.4

0.6

0.8

1.0

Ex
te

nt
 o

f r
ea

ct
io

n

 = 1.0
 = 1.2
 = 1.4
 = 1.6
 = 1.8
 = 2.0

2000 2100 2200 2300 2400 2500
0.85

0.90

0.95

1.00

Figure 6.7: Evolution of the extent of reaction with simulation time for six different
systems with varying interactions between surface particles and particles of monomer
species A. The inset plot shows more clearly that the extent of reaction has stabilized
by the end of the simulations and shows thee different extent of reaction values.

to 0.949±0.004, 0.931±0.005, 0.913±0.004, and 0.900±0.005, respectively, for 1.4ϵ,

1.6ϵ, 1.8ϵ, and 2.0ϵ.

The correlation between the strength of the LJ interactions and the extent of reac-

tion is attributed to the fact that monomers with higher surface attraction will tend to

adsorb to the surface, creating a layer composed of a single monomer species prior to

crosslinking. This creates a region where there exists an over-abundance of a single

monomer species, which deprives monomers in it of potential bonding partners, low-

ering the achievable extent of reaction. However, a structural analysis, performed in

section 6.3.4, is required to verify this hypothesis. This can be achieved by analysing

the density profiles along the z-axis of the simulation box, and quantifying the amount

of each monomer species as a function of their distance to the surface.

Polymer length distribution

Considering the model developed in the previous chapter was aimed at generating a

crosslinked polymer network that is comparable to Flory’s theory of polymerisation for
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linear polymers, it is also important to study the effect that changing the interactions

between surface and one of the monomer species has on the crosslinked polymer

network structure. This is done by analysing the polymer length distribution at the end

of reaction.

The polymer length distributions for each of the six simulations are shown in the

histograms presented in Figure 6.8. Each histogram is accompanied by their respec-

tive number distribution curve according to Flory’s. All six show great agreement with

the theoretical curve, meaning that changing the interactions between two monomer

types in the system does not affect the ability of the developed model to generate a

crosslinked polymer network in agreement with Flory’s polymer theory.

The second aspect revealed by the shape of these distributions is that as the in-

teractions between surface and species A monomers increases, so does the distribu-

tion favours the formation of polymers of smaller lengths. This is in agreement with

the analysis performed on the extent of reaction for each of these simulations which

showed that the achieved extent of reaction decreased as the interactions between

surface and one monomer species increased.

Surface effect on density

The six plots presented in Figure 6.9 show the density profiles for all six simulations

after crosslinking takes place. Despite the change in particle interactions, the density

profiles of all six systems share some common similarities with each other. Looking

at total density, it is very similar for all systems and, without discriminating between

different monomer species, two separate regions can be identified: the interface re-

gion, which has density oscillations; and the centre of the film region, where density

remains stable. The separation between these two regions is located at 5σ from the

surface.

At the centre of the film, density averages at 0.99ρσ2 across all systems, which is

is in agreement with the density achieved in the previous bulk simulation, suggesting

that behaviour in this region is bulk-like. At the interface, the increased density peaks

are consistent with the location of layers, as expected, due to the LJ parameters, since
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Figure 6.8: Polymer length distribution with LJ interaction between surface and species
A monomers equal to (a) 1.0 ϵ; (b) 1.2 ϵ; (c) 1.4 ϵ; (d) 1.6 ϵ; (e) 1.8 ϵ: (f) 2.0 ϵ. The
dashed lines are the Flory predicted distributions based on simulation final extent of
reaction.
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the distance between peaks roughly corresponds to LJ equilibrium distance between

monomers.
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Figure 6.9: Density as a function of distance from surface with LJ interaction between
surface and species A monomers equal to (a) 1.0ϵ; (b) 1.2ϵ; (c) 1.4ϵ; (d) 1.6ϵ; (e) 1.8ϵ;
(f) 2.0ϵ.
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The plot in Figure 6.9a relates to the first simulation, where all interactions are iden-

tical. The two dashed lines show the density contribution of each monomer species

to overall density. In the case where surface interactions are equal for both monomer

species, these two species maintain an even ratio between them over the entire simu-

lation box, and independently from distance to the surface. This behaviour is expected

when all LJ interactions are identical, making it so that no monomer species has a pref-

erence for adsorbing to the surface. Because of this, this system serves as a baseline

for comparison with all other subsequent simulations, where those interactions differ.

In figure 6.9b, the interactions between the surface and species A monomers is

made slightly stronger than the rest of the interactions. This results in a slight excess

of species A monomers being adsorbed to the surface, shifting the molecular ratio

between both monomer species in favour of species A, in the first layer, adjacent to

the surface. This excess caused a depletion of species A monomers in other regions

of the simulation box, that seems to be exclusively from the second layer.

The plots in Figures 6.9c to Figures 6.9f show that this behaviour becomes more

prominent when the interactions between surface and species A monomers monomers

is increased, which was to be expected. However, starting at 1.4ϵ, the excess of

species A monomers at the surface causes not only a depletion of the same monomer

in the second layer, but also in every other region of the simulation box, including

the centre of the film, where bulk-like behaviour was exhibited. Despite this, the total

density at the centre of the film remains unaffected, meaning that the presence of

species B monomers compensates for this depletion.

These results point towards the fact that, if the affinity between a particular monomer

species and the surface is much greater than the other monomer species in the same

pre-polymer mixture, its adsorption can have an impact on the nature of a crosslinked

network, that propagates far away from the surface.

I showed before that the final extent of reaction is lower when the interactions be-

tween the surface and one of the monomer species is greater than with the other. The

density profiles provide insight into why that correlation exists. Since, in this model,

monomer species can only bond with different monomer species, if regions exist that
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are mostly composed of a single monomer species, then monomers in that region

have limited bonding partners available to them.

To get even more insight into this effect, the total number of non-bonded monomers

of both species in the first and second layers were quantified, relative to the total

amount of non-bonded monomers. These results are presented in Table 6.1 for every

simulation.

Table 6.1: Fraction of non-bonded monomers in the first, and second layers relative
to the strength of the interaction between surface and species A monomers. Total
number of monomers in simulations is 400,000. A value of zero implicates the full
absence of a monomer particle in that region.

Simulation Free A 1st layer A 2nd layer A Free B 1st layer B 2nd layer B Total

1.0 ϵ 0.09 0.01 0.01 0.09 0.01 0.01 0.18
1.2 ϵ 0.15 0.06 0.02 0.09 0 0.01 0.24
1.4 ϵ 0.38 0.28 0.03 0.15 0 0.01 0.53
1.6 ϵ 0.78 0.65 0.01 0.28 0 0.01 1.06
1.8 ϵ 1.15 1.12 0.01 0.41 0 0.01 1.56
2.0 ϵ 1.52 1.50 0.00 0.54 0 0.02 2.06

The stronger the interactions between the surface and species A monomers, the

more non-bonded monomers of its type are present in the first layer, and the less

of species B monomers there are. However, the excess species B monomers in the

second layer are still mostly reacted, even when interactions become greater between

surface and species A monomers, despite existing in over-abundance in that layer.

One potential hypothesis for this behaviour is due to the abundance of bonding part-

ners present in the first, and adjacent, layer. This would also imply that most bonds in

this region would be perpendicular to the surface, with polymer molecules stretching

from the surface towards the centre of the film.

Intuitively, one would expect the species B monomers in the second layer to be

mostly non-bonded to balance the vast amount of non-bonded species A monomers

in the first layer, however that was not the case. To understand where, relative to the

surface, the non-bonded species B monomers are, I looked at the simulation where

the interactions between surface and species A monomers were greater, since this

behaviour was more evident. A layer-by-layer count of all non-bonded monomers was
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performed, which is shown in table 6.2, and shows that most non-bonded species B

monomers reside in the centre film region of the system.

These results indicate that when the two monomers of a binary pre-polymer mix-

ture, have very distinct affinities with the surface, the extent of reaction becomes limited

by the non-bonded monomers in the first layer adjacent to the surface, and the non-

bonded monomers in the centre of the film, farther away from the surface. In addition,

the dominant non-bonded species in these two regions is different, and is dependent

on their interactions with the surface.

Table 6.2: Number of non-bonded monomers in all layers, and centre of the film, for
ϵ=2.0.

Layer Species A Species B

1 st 6015 0
2 nd 16 64
3 rd 6 283
4 th 5 316
5 th 7 281
Centre 20 1201
Total 6069 2145

Bond orientation

I postulated earlier that, at the interface region, the dominant orientation of the bonds

was perpendicular to the surface given that the majority of the second layer was shown

to be mostly composed of reacted monomers, while the first layer contained the vast

majority of non-bonded species A monomers. This assumption is also made on the ba-

sis that inter-layer distance is consistent with the expected 1.122σ bond length, based

on simulation parameters. This effect was also shown to be greater in simulations

where the interaction between species A monomers and the surface was proportion-

ally greater than the interaction between species B monomers and the surface. To

validate this hypothesis, a bond orientation analysis was performed.

This was done by isolating all the bonds that existed up to a maximum distance of

1.5σ from the surface, which includes only monomers from the first two layers. The
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orientation vectors for all bonds inside this region were calculated, and the angles they

formed with the surface were measured. An angle of 90o corresponds to a perpendic-

ular orientation between bond and surface, while angles of 0o or 180o correspond to a

parallel orientation.

Table 6.3: Mean angles between surface and bonds, up to 1.5σ from the surface, for
all simulations. A value of 90o would correspond to a perpendicular angle with the
surface.

Simulation Mean angle (o) Standard deviation (o)

1.0ϵ 79.73 10
1.2ϵ 80.15 9
1.4ϵ 80.44 9
1.6ϵ 80.86 8
1.8ϵ 80.84 9
2.0ϵ 80.89 9

Table 6.3 shows the average angle value, formed between molecular bonds and

the surface, alongside its respective standard deviations for every simulation. Ta-

ble 6.3 shows that the average angle is slightly greater when the interaction between

monomer species A and the surface is also greater. However, the standard devia-

tion values place all these values within range of each other, so any variations of the

bond orientation are minor. Despite of this, the preferred bond orientation near the

surface tends to be almost perpendicular in the first polymer layer, and this effect is

more prevalent when the interaction between surface and one monomer species is

higher. This behaviour is consistent with the hypothesis that species B monomers in

the second layer are mostly bonded with species A monomers in the first layer, making

polymer bonds that stretch outwards from the surface into the centre film.

6.4 Conclusions

The introduction of a surface into a binary mixture prior to crosslinking showed an evi-

dent reduction on the extent of reaction, as well as a decrease in the average polymer

length, in terms of monomer units. This effect is sufficient to be statistically relevant,

meaning that the presence of the surface is sufficient to affect the structure of the
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crosslinked network. However, distribution plots for the surface system are still in full

agreement with Flory’s, further attesting to the robustness of my crosslink model de-

veloped in Chapter 5.

Liquid simulations with a surface, and varying degrees of affinity between one par-

ticular molecular species and the surface, showed that when this affinity is increased,

the molecular chemical species in question will attempt to adsorb to the surface. In

doing so, other molecular species are displaced from the interface region, and move

towards the centre film region. This causes an inbalance in the sterochemical pro-

portions of both species along the simulation box, which has repercussions in the

structure of the crosslinked network.

The impact of changing the affinity between a single molecular species and the

surface was shown to affect the structure of the crosslinked networks, after curing.

When the ratio between the interaction strengths of both species to the surface was

greater, the lower the final extent of reaction achieved under the same simulation time

was. When the affinity of one of the species is much larger than the other, that species

fully adsorbs to the surface, fully blocking it from other species in the system. This

adsorbed layer, being mostly composed of a single species, has limited reaction ca-

pability since it exists in excess near the surface. The few bonds that are able to be

formed in this region are perpendicular to the surface and propagate away from it.

however, the large amount of unreacted particles in this region, in proportion, to the

rest of the system, prevents the network from fully developing, affecting its properties.
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The aim of this thesis work is to investigate how a carbon fibre surface affects the

properties of epoxy composites. Typically, epoxy liquid mixture components are mixed

with fibres and then cured. It is hypothesised that the liquid structure of the epoxy

liquid mixture differs near the carbon fibre surface because of the different degrees of

molecular attraction that each molecular species has with the surface. An excess of

a molecular species at the surface can cause a stoichiometric imbalance that disrupts

the optimal molecular ratios to achieve a fully cured material. Molecular simulations

methods were utilised to investigate this effect by studying the interface region in com-

posite materials, which is difficult to study experimental given its small scale. In addi-

tion, this effect was studied with recourse to an epoxy-based model system as well as

a generic polymer model.

First the structure of an epoxy liquid mixture near a graphene surface was investi-

gated. It was found that a stoichiometric imbalance between both molecular species

existed and that and excess of EPON-862 was present near the surface while away

from it the opposite occurred and an excess of DDS existed. This imbalance can lead

to less extensive crosslinked network being formed in the interface. In addition, molec-

ular orientation relative to the surface was also found to be different at the interface,

with molecules preferring to lay flat on the graphene surface, further limiting bonding

between EPON-862 and DDS molecules.

To investigate the crosslinking, a generic model was developed, based on the LJ

model, that could simulate the polymerisation process at a surface. The model in-

cluded an angle restriction parameter which allowed simulations to yield more realistic

crosslinked network structures for binary polymers. Polymer structures obtained via

this model were bench-marked against theoretical prediction done with Flory’s polymer

growth theory for linear polymers, and proved to be in good agreement with it.

This model was the used to model polymerisation at a surface. It was found that

the stoichiomeric imbalance between molecular species observed in the epoxy simu-
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lations was also present and that it did affect polymerisation in the interface. When one

molecular species was observed to be more attracted to the surface than the other, it

caused the excess present in the first layer adjacent to the surface to remain mostly

unbonded. The excess of the less attracted species was mostly verified on the second

layer of the interface and was observed to be fully bonded, unlike the excess of the

most attracted species in the first layer. further verification showed that this occurred

because most of the bonds formed were perpendicular to the surface.

These findings show that the liquid structure of the pre-polymer mixtures, which is

an often overlooked factor, does play an important role in determining the structure and

maximum achievable extent of reaction of cured carbon fibre reinforced polymer com-

posites. The molecular ratio between molecular species can be adequately adjusted

by predicting which molecule is more closely attracted to the surface to maximise the

changes of a fully cured material. In addition, the model developed for crosslinking of

generic polymer models offers an streamlined way of predicting the stoichiometry, as a

function of distance from the surface, based on know molecular interactions between

chemical species.

This work focused mainly on studying the structural properties of epoxy mixtures,

however dynamic properties such as mean squared displacement could also be in-

vestigated further by performing larger simulations than the ones used in the work. It

would also be interesting to be able to directly apply the developed crosslinking model

to an EPON-862/DETDA system and investigate if results obtained via generic bead-

spring models are accurately represent more chemical-significant systems.

In addition, the bead-spring model developed and used in this work was only used

to investigate linear chain formation, as a means of establishing a benchmark and

retrieve some initial results. It is natural that further work would expand upon this and

makes use of this model to study systems with increased degrees of complexity, such

as systems with more than two particle types. The presence of additive or catalyst

molecules and its effect on crosslinking could also be studied by introducing more

monomer species with varying degrees of size and complexity, as well as different

interactions with baseline monomer species.
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One more noteworthy question of research concerns to the improvement and fur-

ther validation of the model developed in this work. In this work, bead-spring simula-

tions were performed in batches, each containing 100 instances of a similar system

with a different starting configuration. The reason behind this experiment design was,

as was already mentioned in chapter 6, due to computational limitations of the current

model implementation in LAMMPS. By updating the model to be able to run in parallel,

the work on chapter 6 could be replicated using a single large simulation instead.
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A. Appendix

A.1 Force fields models for EPON-862, DETDA and DDS

A.1.1 OPLS-AA and OPLS-UA models

The OPLS-AA force field is a fully atomistic model that treats all atoms explicitly,

whereas the OPLS-UA force field treats the alkyl and aryl hydrogen atoms and their

bonded carbons as single united atoms. The OPLS-AA and OPLS-UA force fields use

the harmonic potential to describe the bond stretch between two atoms and the angle

bend between three atoms. The harmonic bond stretch energy, Eb(r), is given by

Eb(r) =
1

2
Kr(r − r0)

2 = kr(r − r0)
2 (A.1)

where r is the distance between atoms, r0 is the equilibrium distance, and kr = 1
2Kr,

where Kr is the bond force constant. Similarly, the harmonic angle energy, Ea(θ), is

of the form

Ea(θ) =
1

2
Kθ(θ − θ0)

2 = kθ(θ − θ0)
2 (A.2)

where θ is the angle between the three atoms, θ0 is the equilibrium angle, and kθ =

1
2Kθ, where Kθ is the angle force constant. Dihedrals are described using the Fourier

form

Ed(ϕ) =

3∑
i=1

1

2
ki[1 + cos(iϕ)] (A.3)

where ϕ is the dihedral angle and the ki coefficients give the dihedral strength. Non-

bonded van der Waals interactions are described by the Lennard-Jones (LJ) potential

ELJ(r) = 4ϵ

[(σ
r

)12
−
(σ
r

)6
]

(A.4)

where r is the distance between two atoms, σ is the distance when ELJ equals zero,

and ϵ is the depth of the minimum. The cutoff for the LJ potential is set at 10 Å for
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OPLS force fields. Arithmetic mixing rules are used. Electrostatic interactions are

described using the Coulomb potential

Ecoul =
qiqj
4πϵrr

=
Cqiqj
ϵrr

(A.5)

where C is the energy-conversion constant, qi and qj are the charges on atoms i

and j and ϵr is the dielectric constant. The cutoff for the direct computation of the

electrostatic interactions is at 8 Å.

For EPON-862, DETDA and DDS, the OPLS-AA and OPLS-UA parameters were

taken from Jorgensen et al. [59].
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OPLS-AA parameters for EPON-862

The atom labels for the EPON-862 molecule as described by the OPLS-AA force field

are shown in Figure A.1.

C48

C48

C48

C48

C48

C48

C48

C48

C48

C48

C48

C48

C13

O20

C13

C13

O5

C13

O20

C13

C13

O5

C13

Figure A.1: EPON-862 atom labels for OPLS-AA force field. Hydrogen atoms are omit-
ted for clarity: aliphatic, aromatic and hydroxyl hydrogens have designations ”H49”,
”H46” and ”H7” respectively.

The OPLS-AA bond parameters for EPON-862 are shown in Table A.1. The OPLS-

AA angle parameters for EPON-862 are shown in Table A.2. The OPLS-AA dihedral

parameters for EPON-862 are shown in Table A.3. The OPLS-AA LJ parameters for

EPON-862 are shown in Table A.4. The OPLS-AA partial charges for EPON-862 are

shown in Figure A.2.

Table A.1: OPLS-AA bond parameters for EPON-862.

Bonds

Description kr (kcal Å−2) r0 (Å)

C13-H46 340 1.09
C13-C13 268 1.53
C13-O5 320 1.41
O5-H7 551 0.95
C13-O20 320 1.41
O20-C48 450 1.36
C48-C48 469 1.40
C48-H49 367 1.08
C48-C13 317 1.51
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Table A.2: OPLS-AA angle parameters for EPON-862.

Angles

Description kθ (kcal rad−2) θ0 (o)

C13-C13-C13 58.4 112.7
C13-C13-H46 37.5 110.7
C13-C13-O20 50.0 109.5
H46-C13-O20 35.0 109.5
C13-C48-C48 70.0 120.0
C13-O20-C48 75.0 111.0
C13-O5-H7 55.0 108.5
C48-C13-C48 40.0 109.5
C48-C13-H46 35.0 109.5
C48-C48-C48 63.0 120.0
C48-C48-H49 35.0 120.0
C48-C48-O20 70.0 120.0
H46-C13-H46 33.0 107.8

Table A.3: OPLS-AA dihedral parameters for EPON-862.

Dihedrals

Type k1 (kcal rad−2) k2 (kcal rad−2) k3 (kcal rad−2)

C13-C13-C13-H46 0 0 0.30
C13-C13-C13-O20 1.3 -0.05 0.20
C13-C13-O20-C48 0.65 -0.25 0.67
C13-C13-O20-C13 0.65 -0.25 0.67
C13-C13-O5-H7 -0.36 -0.17 0.49
C13-C48-C48-C48 0 7.3 0
C48-C13-C48-C48 0 0 0
C48-C48-O20-C13 0 3.0 0
H46-C13-C13-O20 0 0 0.47
H46-C13-O20-C48 0 0 0.76
H46-C13-O5-H7 0 0 0.35
O20-C13-C13-O5 4.3 0 0
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Table A.4: OPLS-AA LJ parameters for EPON-862.

Lennard-Jones

Pair ϵ (kcal Å−2) σ (Å)

C13 0.066 3.50
C48 0.070 3.55
H46 0.030 2.50
H7 0 0
H49 0.030 2.50
O5 0.170 3.12
O20 0.140 2.90

Figure A.2: OPLS-AA partial atomic charges for EPON-862.
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OPLS-UA parameters for EPON-862

The atom labels for the EPON-862 molecule as described by the OPLS-UA force field

is shown in Figure A.3.

CR
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CH2

CH

OH

CH3
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CH2
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Figure A.3: EPON-862 atom labels for OPLS-UA force field.

The OPLS-UA bond parameters for EPON-862 are shown in Table A.5. The OPLS-

UA angle parameters for EPON-862 are shown in Table A.6. The OPLS-UA dihedral

parameters for EPON-862 are shown in Table A.7. The OPLS-UA LJ parameters for

EPON-862 are shown in Table A.8. The OPLS-UA partial charges for EPON-862 are

shown in Figure A.4.

Table A.5: OPLS-UA bond parameters for EPON-862. Bond constant (kr) given in
kcal/Å2 and equilibrium distance (r0) given in Å.

Bonds

Description kr r0

CH3-CH 260 1.53
CH-CH2 260 1.53
CH-OH 386 1.43
OH-HO 553 0.945
CH2-OR 320 1.43
OR-CR 450 1.37
CR-CRH 469 1.40
CRH-CRH 469 1.40
CRH-CR 469 1.40
CR-CH2 317 1.51
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Table A.6: OPLS-UA angle parameters for EPON-862. Spring constant (kθ) given in
kcal/rad2 and equilibrium distance (θ0) given in degrees.

Angles

Description kθ θ0

CR-OR-CH2 100 111.8
CR-CRH-CRH 85.0 120.0
CR-CR-CR 40.0 109.5
HO-OH-CH 55.0 108.5
OH-CH-CH3 80.0 109.5
OH-CH-CH2 80.0 109.5
OR-CR-CRH 70.0 120.0
OR-CH2-CH 80.0 109.5
CH3-CH-CH2 63.0 112.4
CRH-CR-CRH 85.0 120.0
CRH-CR-CR 70.0 120.0

Table A.7: OPLS-UA dihedral parameters for EPON-862. Dihedral constants (ki) given
in kcal/rad2.

Dihedrals

Type k1 k2 k3

CR-OR-CH2-CH 0.65 -0.25 0.67
CR-CRH-CRH-CR 0 7.3 0
HO-OH-CH-CH3 0.3 0 0.50
HO-OH-CH-CH2 0.3 0 0.50
OH-CH-CH2-OR 4.3 0 0
OR-CR-CRH-CRH 0 7.3 0
CH3-CH-CH2-OR 1.7 -0.5 0.66
CRH-CR-OR-CH2 0 3.0 0
CRH-CR-CRH-CRH 0 7.3 0
CRH-CR-CR-CR 0 0 0
CRH-CRH-CR-CR 0 7.3 0
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Table A.8: OPLS-UA van der Waals parameters for EPON-862. LJ equilibrium energy
(ϵ) and distance at zero energy (σ) given in kcal/Å2.

Lennard-Jones

Pair ϵ σ

CH3 0.207 3.78
CH, CH2 0.066 3.50
CR 0.0700 3.55
CRH 0.110 3.75
CH2* 0.118 3.91
HO 0 0
OH 0.170 3.07
OR 0.140 2.90

Figure A.4: OPLS-UA partial atomic charges for EPON-862.
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OPLS-UA parameters for DETDA

The atom labels for the EPON-862 molecule as described by the OPLS-AA force field

are shown in Figure A.5.
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CRN

CR

CRN

CR

CRH CH2

CH3

N

CH3

N

CH2

CH3

H

H

H

H

Figure A.5: DETDA atom labels for OPLS-UA force field.

The OPLS-AA bond parameters for DETDA are shown in Table A.9. The OPLS-

AA angle parameters for DETDA are shown in Table A.10. The OPLS-AA dihedral

parameters for DETDA are shown in Table A.11. The OPLS-AA LJ parameters for

DETDA are shown in Table A.12. The OPLS-AA partial charges for DETDA are shown

in Figure A.6.

Table A.9: OPLS-UA bond parameters for DETDA. Bond constant (kr) given in kcal/Å2

and equilibrium distance (r0) given in Å.

Bonds

Description kr r0

CH2-CH3 260 1.53
CH2-CR 317 1.51
CR-CRH 469 1.40
CR-CRN 469 1.40
CRN-N 481 1.34
N-H 434 1.01
CRH-CH3 317 1.51
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Table A.10: OPLS-UA angle parameters for DETDA. Spring constant (kθ) given in
kcal/rad2 and equilibrium distance (θ0) given in degrees.

Angles

Description kθ θ0

CH2-CR-CRH 70.0 120.0
CH2-CR-CRN 70.0 120.0
CH3-CH2-CR 63.0 114.0
CH3-CR-CRN 70.0 120.0
CR-CRH-CR 63.0 120.0
CR-CRN-CR 63.0 120.0
CR-CRN-N 70.0 120.0
CRH-CR-CRN 63.0 120.0
CRN-CR-CRN 63.0 120.0
CRN-N-H 50.0 108.6
H-N-H 43.6 106.4

Table A.11: OPLS-UA dihedral parameters for DETDA. Dihedral constants (ki) given
in kcal/rad2.

Dihedrals

Type k1 k2 k3

CH2-CR-CRH-CR 0 7.25 0
CH2-CR-CRN-CR 0 7.25 0
CH2-CR-CRN-N 0 7.25 0
CH3-CH2-CR-CRH 0 0 0
CH3-CH2-CR-CRN 0 0 0
CH3-CR-CRN-CR 0 7.25 0
CH3-CR-CRN-N 0 7.25 0
CR-CRN-N-H 0 2.03 0
CRH-CR-CRN-CR 0 7.25 0
CRH-CR-CRN-N 0 7.25 0
CRN-CR-CRH-CR 0 7.25 0
CRN-CR-CRN-CR 0 7.25 0
CRN-CR-CRN-N 0 7.25 0
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Table A.12: OPLS-UA LJ parameters for DETDA. LJ equilibrium energy (ϵ) and dis-
tance at zero energy (σ) given in kcal/Å2.

Lennard-Jones

Pair ϵ σ

CH2 0.175 3.91
CH3 0.118 3.91
CR 0.0500 3.80
CRH 0.145 3.96
CRN 0.070 3.55
H 0 0
N 0.170 3.30

Figure A.6: OPLS-UA partial atomic charges for DETDA.
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OPLS-UA parameters for DDS

The atom labels for the DDS molecule as described by the OPLS-UA force field is

shown in Figure A.7.
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CRH CRH
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Figure A.7: DDS atom labels for OPLS-UA force field.

The OPLS-UA bond parameters for DDS are shown in Table A.13. The OPLS-UA

angle parameters for DDS are shown in Table A.14. The OPLS-UA dihedral param-

eters for DDS are shown in Table A.15. The OPLS-UA LJ parameters for DDS are

shown in Table A.16. The OPLS-UA partial charges for DDS are shown in Figure A.8.

Table A.13: OPLS-UA bond parameters for DDS. Bond constant (kr) given in kcal/Å2

and equilibrium distance (r0) given in Å.

Bonds

Description kr r0

CRH-CRH 469 1.40
CRH-CRN 469 1.40
CRH-CRS 469 1.40
CRS-S 340 1.77
CRN-N 481 1.34
N-HN 434 1.01
S-O 700 1.44
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Table A.14: OPLS-UA angle parameters for DDS. Spring constant (kθ) given in
kcal/rad2 and equilibrium distance (θ0) given in degrees.

Angles

Description kθ θ0

CRH-CRH-CRN 63.0 120.0
CRH-CRH-CRS 63.0 120.0
CRH-CRN-CRH 63.0 120.0
CRH-CRN-N 70.0 120.0
CRH-CRS-CRH 63.0 120.0
CRH-CRS-S 85.0 119.4
CRN-N-HN 35.0 116.0
CRS-S-CRS 85.0 119.4
CRS-S-O 74.0 107.2
HN-N-HN 43.6 106.4
O-S-O 104 119.0

Table A.15: OPLS-UA dihedral parameters for DDS. Dihedral constants (ki) given in
kcal/rad2.

Dihedrals

Type k1 k2 k3

CRH-CRH-CRN-CRH 0 7.25 0
CRH-CRH-CRN-N 0 7.25 0
CRH-CRH-CRS-CRH 0 7.25 0
CRH-CRH-CRS-S 0 0 0.452
CRH-CRN-N-HN 0 2.03 0
CRH-CRS-S-CRS 0 0.90 0
CRH-CRS-S-O 0 0 0
CRN-CRH-CRH-CRS 0 7.25 0

Figure A.8: OPLS-UA partial atomic charges for DDS.
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Table A.16: OPLS-UA van der Waals parameters for DDS. LJ equilibrium energy (ϵ)
and distance at zero energy (σ) given in kcal/Å2.

Lennard-Jones

Pair ϵ σ

CRH 0.0700 3.55
CRN 1.07 4.55
CRS 2.07 5.55
HN 0 0
N 0.170 3.30
O 0.170 2.96
S 0.250 3.55
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GraFF parameters for the graphite surface

Functional form for GraFF carbon atoms is identical to OPLS. Bonds are harmonic and

have a force constant of 469 kcal/Å2 and an equilibrium distance of 1.4 Å. Angles have

a force constant of 63 kcal/rad2 and an equilibrium angle of 120 o. For dihedrals, only

k2 has a non-zero value of 7.25 kcal/rad2. For non-bonding interqactions, LJ potential

is used and equilibrium energy and distance are respectively 0.02 kcal/Å2 and 3.55 Å.

Arithmetic mixing rules apply to determine pair interactions with other system atoms.

A.1.2 DREIDING force field models

The original DREIDING force fields, which we have denoted DREIDING/LJ, use har-

monic potentials for the bond stretch and angle, as described previously in equations

A.1 and A.2. Dihedrals are described using the following form

Ed(ϕ) = kϕ(1 + d cos(ϕ)) (A.6)

where ϕ is the dihedral angle, d a unitless parameter that takes the form of either a

positive or negative one depending on force field to define the harmonic style, n is a

positive integer and kϕ is the dihedral strength. Non-bonded van der Waals interac-

tions are described using the LJ potential in equation A.4 with a cutoff of 12 Å. The

original DREIDING force field does not include partial charges. We have denoted the

original DREIDING force field as DREIDING/LJ. All parameters used for EPON-862

and DETDA were taken from Mayo et al. [75].

A variation of the DREIDING force field, denoted DREIDING/X6, replaces the LJ

potential with the Buckingham potential

EX6(r) = A exp

[
−r

ρ

]
− C

r6
(A.7)

where A, ρ and C are parameters. These parameters can be related to LJ sigma and
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epsilon via the following relations [70]

C =

(
α

α− 6

)
ϵσ6 (A.8)

ρ =
σ

α
(A.9)

and

A = ϵ

(
6

α− 6

)
eα (A.10)

Setting α = 12 means that the Buckingham potential is close to the LJ potential at

small values of r. This was the value used by Li et al. [67] and we have used these

parameters for our DREIDING/X6 parameters. We have denoted this version of the

DREIDING force field as DREIDING/X6.

Variations of the DREIDING force field include partial atomic charges, and we have

denoted these as DREIDING/LJ/Q and DREIDING/X6/Q. Partial charges for EPON-

862 and DETDA were taken from Demir et al. [32]. Electrostatic interactions are di-

rectly calculated up to a cutoff of 8 Å, after which the remaining interactions are calcu-

lated by EWALD mesh.
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DREIDING parameters for EPON-862

Bond, angle, and dihedral parameters are the same for all DREIDING variants for

each molecule. Only four atom designations exist for EPON-862: alkyl carbons (C 3),

aromatic carbons (C R), oxigens (O 3) and hydrogens (H ) as denoted in Figure A.9.

Bonding parameters are in tables A.17, A.18 and A.19. Non-bonding parameters are

in table A.20 and Figure A.10.
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C_3

C_3

C_3

O_3

C_3
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Figure A.9: EPON-862 atom labels for DREIDING force field. Hydrogens are omitted
and have single label ”H ”.

Table A.17: DREIDING bond parameters for EPON-862. Bond constant (kr) given in
kcal/Å2 and equilibrium distance (r0) given in Å.

Bonds

Description kr r0

C 3-H 350 1.09
C 3-C 3 350 1.53
C 3-O 3 350 1.42
O 3-H 350 0.98
O 3-C R 350 1.35
C R-C R 525 1.39
C R-H 350 1.02
C R-C 3 350 1.46
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Table A.18: DREIDING angle parameters for EPON-862. Spring constant (kθ) given
in kcal/rad2 and equilibrium distance (θ0) given in degrees.

Angles

Description kθ θ0

C 3-C 3-C 3 50 109.47
C 3-O 3-C R 50 104.50
C R-C R-C R 50 120.00

Table A.19: DREIDING dihedral parameters for EPON-862. Dihedral constant (kϕ)
given in kcal/rad2 and orientation (d) and multiplicity (n) are unitless.

Dihedrals

Description kϕ d n

X-C 3-C 3-X 0.33 -1 3
X-O 3-C 3-X 0.33 -1 3
X-C R-C R-X 6.3 -1 2
C R -C R-C 3-X 0.083 -1 6
X-O 3-C R-X 0.50 -1 2

Table A.20: DREIDING LJ and X6 parameters for EPON-862. LJ equilibrium energy
(ϵ) and distance at zero energy (σ) given in kcal/Å2 and X6 parameters A, B and C
are unitless quantities derived from LJ parameters.

Lennard-Jones Buckingham

Pair ϵ (kcal) σ (kcal Å−2) A B C

C 3 0.0951 3.473 15480 0.3249 667.5
C R 0.0951 3.473 15480 0.3249 667.5
H 0.0152 2.846 2474 0.2663 32.34
O 3 0.0957 3.033 15580 0.2837 98.08
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Figure A.10: DREIDING partial atomic charges for EPON-862.
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DREIDING parameters for DETDA

Bond, angle, and dihedral parameters are the same for all DREIDING variants for

each molecule. Only four atom designations exist for EPON-862: alkyl carbons (C 3),

aromatic cabons (C R), nitrogen (N 2) and hydrogens (H ) as denoted in Figure A.11.

Bonding parameters are in tables A.21, A.22 and A.23. Non-bonding parameters are

in table A.24 and Figure A.12.
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C_R C_R

C_R

C_R

C_3

N_2N_2

C_3

C_3

C_3

C_3

Figure A.11: DETDA atom labels for DREIDING force field. Hydrogens are omitted
and have single label ”H ”.

Table A.21: DREIDING bond parameters for DETDA. Bend constant (kr) given in
kcal/Å2 and equilibrium distance (r0) given in Å.

Bonds

Description kr r0

C R-H 350 1.01
C R-C 3 350 1.46
C 3-C 3 350 1.53
C 3-H 350 1.09
N 2-H 350 0.935
C R-C R 525 1.39
C R-N 2 700 1.305
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Table A.22: DREIDING angle parameters for DETDA. Spring constant (kθ) given in
kcal/rad2 and equilibrium distance (θ0) given in degrees.

Angles

Description kθ θ0

C R-C 3-C 3 50 109.47
C 3-C 3-H 50 109.47
C R-C 3-H 50 109.47
H -C 3-H 50 109.47
C R-C R-CR 50 120.00
C R-C R-H 50 120.00
C R-C R-N 2 50 120.00
H -N 2-C R 50 120.00
C R-C R-H 50 120.00
H -N 2-H 50 120.00

Table A.23: DREIDING dihedral parameters for EPON-862. Dihedral constant (kϕ)
given in kcal/Å2 and orientation (d) and multiplicity (n) are unitless.

Dihedrals

Description kϕ d n

C R-C R-C R-C 3 6.25 -1 2
C R-C R-C R-H 6.25 -1 2
C R-C R-C R-N 2 6.25 -1 2
C R-C R-C R-C R 6.25 -1 2
H -C R-C R-C R 6.25 -1 2
N 2-C R-C R-C R 6.25 -1 2
C R-C R-N 2-H 6.25 -1 2
H -C 3-C 3-H 0.500 -1 3
H -C 3-C 3-H 1.00 -1 3
C R-C R-C 3-C 3 0.250 -1 6
C R-C R-C 3-H 0.250 -1 6

Table A.24: DREIDING X6 parameters for EPON-862. A, B and C are derived from
LJ parameters.

Buckingham

Pair A B C

C 3
15484 0.36464 1335.6

C R

H 2474 0.2989 64.67
N 2 12600 0.3426 746.8
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Figure A.12: DREIDING partial atomic charges for DETDA.
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A.2 Equilibration for EPON-862, DETDA and DDS

The equilibration of the systems was performed by matching simulation density of pure

liquids, at 300 K, to other computational works as well as experimental values. These

initial simulations deemed 4 ns to be more than sufficient to achieve target density and

density was averaged over the next 10 ns. All six mentioned force field variants were

tested on a liquid EPON-862 system yielding the density plots in Figure A.13.
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Figure A.13: Density equilibration with all force fields on bulk EPON-862at 300 K.

Density for DETDA and DDS for the final selected force field, OPLS-UA, can be

found in Figures A.14 and A.15 showing that OPLS-UA behaves consistently across

all three molecules.
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Figure A.14: Density equilibration with OPLS-UA for bulk DETDA at 300 K.
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Figure A.15: Density equilibration with OPLS-UA for bulk DDS at 300 K.
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[127] VUKOVIĆ, F., AND WALSH, T. R. Practical atomistic models of carbon fiber sur-

faces with tuneable topology and topography. Composites Science and Tech-

nology 216 (2021), 109049.

[128] WANG, X., JIN, J., AND SONG, M. An investigation of the mechanism of

graphene toughening epoxy. Carbon 65 (2013), 324–333.

[129] WANG, Z., LIANG, Z., WANG, B., ZHANG, C., AND KRAMER, L. Processing

and property investigation of single-walled carbon nanotube (swnt) buckypa-

per/epoxy resin matrix nanocomposites. Composites Part A: applied science

and manufacturing 35, 10 (2004), 1225–1232.

[130] WEEKS, J. D., CHANDLER, D., AND ANDERSEN, H. C. Role of repulsive forces

in determining the equilibrium structure of simple liquids. The Journal of Chem-

ical Physics 54, 12 (1971), 5237–5247.

[131] WHITE, S. R., MATHER, P. T., SMITH, M. J., ENGINEERING, A., AND BEACH,

R. Characterization of the Cure-State of DGEBA-DDS Epoxy Using Ultrasonic,

Dynamic Mechanical, and Thermal Probes. Polymer Engineering and Science

42, 1 (2002), 51–67.

[132] WIGNALL, G. D., AND LONGMAN, G. W. Investigation of short range ordering in

polymers by means of radial distribution functions derived from X-ray diffraction

Part 1 BisphenoI-A polycarbonate. JOURNAL OF MATERIALS SCIENCE 8

(1973), 1439–1448.

[133] WOOD, W. W., AND PARKER, F. R. Monte Carlo Equation of State of Molecules

Interacting with the Lennard-Jones Potential. I. A Supercritical Isotherm at about

Twice the Critical Temperature. The Journal of Chemical Physics 27, 3 (1957),

720.

[134] WU, C., AND XU, W. Atomistic molecular modelling of crosslinked epoxy resin.

Polymer 47, 16 (2006), 6004–6009.

152



Bibliography

[135] YAGYU, H., AND UTSUMI, T. Coarse-grained molecular dynamics simulation of

nanofilled crosslinked rubber. Computational Materials Science 46, 2 (2009),

286 – 292.

[136] YELASH, L., VIRNAU, P., BINDER, K., AND PAUL, W. Three-step decay of time

correlations at polymer-solid interfaces. Europhysics Letters 98 (2012), 28006.

[137] ZHAO, Z., TENG, K., LI, N., LI, X., XU, Z., CHEN, L., NIU, J., FU, H., ZHAO, L.,

AND LIU, Y. Mechanical, thermal and interfacial performances of carbon fiber re-

inforced composites flavored by carbon nanotube in matrix/interface. Composite

Structures 159 (2017), 761–772.

153



Bibliography

154


	Acknowledgements
	Abstract
	List of Figures
	List of Tables
	Introduction
	Organisation of thesis

	Background
	Polymer composites and carbon fibre reinforced composites
	Structure of carbon fibre reinforced composites

	Structure and properties of carbon fibre surfaces
	Precursor materials of carbon fibres

	Polymer matrix
	Thermoplastics
	Thermosets

	Polymers on graphitic surfaces
	Properties of carbon fibre composites
	Manufacture
	Improving surface adhesion
	Epoxy-based carbon fibre reinforced composites


	Methodology
	Overview of molecular dynamics
	Solving Newton's equations of motion
	Molecular ensembles
	Thermostats
	Periodic boundary conditions
	Force fields
	Bonded interactions
	Non-bonded interactions
	Standard force fields for soft matter systems

	Reactivity in MD simulations

	Effect of a carbon fibre surface on epoxy resin mixtures
	Introduction
	Methodology
	Force field models
	System setup
	Simulation methodology and equilibration

	Results and Discussion
	Force field validation
	EPON-862/DDS liquid mixture
	EPON/DDS mixtures at model carbon fibre surface

	Conclusions

	Developing a crosslinking model
	Introduction
	Lennard-Jones liquid
	Kremer-Grest model
	Polymerisation growth
	Crosslinking

	Methodology details
	Force field parameters
	System setup

	Results and Discussion
	Lennard-Jones liquid
	Crosslinking on a monotype system
	Crosslinking on a binary system

	Conclusion

	Surface effect on polymer network formation
	Introduction
	Methodology
	Results and Discussion
	Liquids and finite size effects
	Changing surface affinity in liquids
	Comparison of crosslinking in bulk and confined systems
	Surface affinity in crosslinked polymers

	Conclusions

	Conclusion and Outlook
	Appendix
	Force fields models for EPON-862, DETDA and DDS
	OPLS-AA and OPLS-UA models
	DREIDING force field models

	Equilibration for EPON-862, DETDA and DDS

	Bibliography

