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Abstract

This thesis reports on numerical and experimental investigations of proton accel-

eration driven by intense laser pulse (∼1021 Wcm−2) interactions with foil targets.

The resultant beam of protons has unique properties compared to those produced

in conventional accelerators. As a result, these novel accelerator sources are ex-

pected to have an important impact on both research and societal applications.

For this to be realised, key properties such as the maximum proton energy and

laser-to-proton energy conversion efficiency must be improved, in addition to the

beam reproducibility and stability from one laser shot to another.

Progress towards this goal is presented in two main investigations, the first of

which involves the development of methods to automatically optimise properties

of laser-driven proton beams in numerical simulations, advancing beyond conven-

tional grid-search optimisation. Optimal values for laser energy, pulse duration,

target foil thickness, and pre-plasma density scale length are identified with ∼200

fewer data-points, corresponding to a reduction of ∼48 days in simulation time,

by employing a newly developed code called BISHOP with an integrated ma-

chine learning (ML) model. This four parameter optimisation is made feasible

because of this technique, and is found to double the maximum energy of protons

produced in the target normal sheath acceleration (TNSA) regime, compared to

optimising for only the laser energy and pulse duration. The ML model also un-

covered novel optimal pre-plasma conditions that increase laser energy coupling

to fast electrons in the pre-plasma, whilst mitigating their overall divergence upon

propagation through the target foil, thus increasing the sheath field strength on

the target normal axis, and, as a result, the maximum energy of TNSA protons.

A second, numerical and experimental investigation, demonstrates that the
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onset of relativistic self-induced transparency (RSIT) enhances proton energies

beyond those that are achieved solely via TNSA, but with less stability when

RSIT is induced at an optimal interaction time that maximises proton ener-

gies. This sensitivity is significant when factoring in shot-to-shot fluctuations in

laser energy and pulse duration, demonstrated to occur in experiments at high-

power laser facilities. This exacerbates the known sensitivity of optimised RSIT-

enhanced proton acceleration to target foil thickness and laser temporal-intensity

contrast. Early onset of RSIT deoptimises this regime in terms of proton energy,

but makes it less susceptible to fluctuations in laser pulse parameters, whilst still

enabling proton energy enhancement compared to the TNSA regime.

Together, these investigations contribute to the development of laser-driven

proton sources towards applications, by identifying new pathways to improve

proton beam properties towards required specifications, whilst increasing under-

standing of how to produce these properties consistently.
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Chapter 1

Introduction

This thesis investigates the stability and optimisation of beams of protons ac-

celerated when short duration, high-power, laser pulses irradiate solid-density

material. The motivation for doing so is presented in this introduction, alongside

developments in technology and physical understanding that have enabled this

research. This introduction provides context for the results presented in chapters

4 and 5, which further the development of laser-driven proton beams for po-

tential applications in quantum electrodynamics (QED) research, nuclear fusion,

radiobiology, and other important challenges.

1.1 Brief history of ion acceleration

Since the early 1900’s, there has been interest in accelerating particles for fun-

damental physics research and societal applications. Machines constructed in

the following decades accelerated ions to energies of tens to hundreds of keV [1],

culminating in the first cyclotron, which accelerated protons to energies beyond

1 MeV, in 1932 [2]. Designs for a larger synchrocyclotron followed, and were

implemented in 1950 [3]. This machine accelerated protons to energies exceeding

100 MeV, laying foundations for cyclotrons and synchrotrons to be constructed

around the world [4]. This led to the discovery of new particles and elements

[5–7], and improved understanding of particle physics and the creation of the

universe [8]. As of writing in 2024, there are an estimated 30,000 particle accel-
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erators in operation across the world, 1% of which are used for research, with

the other 99% being utilised in societal and industrial applications such as cancer

therapy, lithography, and medical and security imaging [8, 9]. Amongst the 1%

used for research is the large hadron collider (LHC), a synchrotron that acceler-

ates protons to TeV energies in a structure of 27 km circumference, constructed

at a cost of several billion pounds, making it one of the largest and most expen-

sive scientific instruments in history. This emphasises the importance of particle

accelerators, but also their limitations. The size and cost of synchrotrons, cy-

clotrons, and linear accelerators mean they are not as widely available, and thus

impactful, as they ideally would be. For example, there are currently only two

conventional radio frequency (RF) based accelerators dedicated to proton ther-

apy in the United Kingdom, treating a thousand or so cancer patients per year

[10–12]. Ideally, these facilities would be available in hospitals across the country

to meet patient demand. Making accelerators smaller and less expensive requires

alternative approaches, the most promising of which utilise another of the 20th

centuries most impactful technologies, the laser.

After their first demonstration in 1960 [13], lasers of intensity, IL∼1010 Wcm−2,

were immediately used to ionise solid-density material, creating plasma [14–19].

Thermal expulsion of this laser-induced plasma resulted in ion acceleration to

100 keV energies, comparable to those measured in early RF-based accelerators

[20–23], but without the beam-like quality. Mode-locking improved laser pulse

compression in 1964 [24], sparking a gradual increase in laser intensities over the

next 20 years, as illustrated in figure 1.1. Ion energies increased accordingly, to

a maximum of ∼1 MeV by 1985 [25]. Increases to laser intensities saturated

around this time, before chirped pulse amplification (CPA) was demonstrated

[26] to reduce pulse fluences below the damage threshold of solid-state optics,

meaning intense pulses of shorter, ∼1 ps, duration could be produced, in con-

trast to ∼(30-30,000) ps previously [25]. This facilitated laser pulses of intensity

IL≥1018 Wcm−2, that were demonstrated to accelerate ions in a beam-like profile

with up to ∼58 MeV energy, in 2000 [27–29].

Various mechanisms were proposed to explain this ion acceleration in the
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Figure 1.1: Illustration of increasing laser intensity with increased understanding and techno-
logical innovation over time. Initially non-relativistic laser-plasma interactions (LPI) and ion
acceleration to 1 MeV/A.M.U was possible [25]. Now relativistic LPI and ion acceleration to

150 MeV/A.M.U is possible [30, 31].

following years, though they disagreed on whether the highest energy ions had

originated from the target foil front or rear surface. Analysis of the results from

these and further experiments [32] determined the highest energy protons had

originated from hydrogen in a contaminant layer on the target rear, and that they

were accelerated via the target normal sheath acceleration (TNSA) mechanism

[33]. This now well-established mechanism begins with the laser inducing plasma

on the front surface of a target foil, and accelerating plasma electrons to sufficient

energy so that a large fraction propagate through the foil. A fraction of this

population then escapes the foil, with the remainder building up near the rear

surface. This induces charge separation with the positively charged ions, creating

an electric sheath field which accelerates ions. The sheath field spans microns,

resulting in an accelerating field strength of ∼TVm−1, significantly higher than

the ∼MVm−1 generated in RF-based accelerators [34, 35]. In principle, ions

could therefore be accelerated to comparable energies by a smaller laser-driven

system. Furthermore, this compact beam of ions has very low emittance, and

is generated in a pulse of ultra-short duration, meaning the beam brightness is
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orders of magnitude higher than that produced in an RF-based accelerator [36].

This provides access to the potentially beneficial FLASH regime of proton therapy

[37], discussed in section 1.3 amongst other potential applications of laser-driven

radiation sources which similarly make use of their unique properties.

Realising these applications requires laser-driven ion sources to be improved,

so that these beneficial properties can be delivered stably, in a beam of improved

energy and quality, with monoenergetic spectra, as delivered by RF-based accel-

erators. Such high quality beams are the result of over 100 years of RF-based

accelerator research, and there is hope that continued development of laser-driven

accelerators will enable them to stably deliver beams of ions with improved prop-

erties, building on the demonstration and development of this acceleration regime

over the last 60 years. Various studies over these years demonstrated the energy,

and other important properties, of TNSA ions to depend on the foil target thick-

ness [38, 39], the laser energy, pulse duration [40, 41], focal spot size [42], and

temporal-intensity contrast [43–45], the properties of beams of fast electrons gen-

erated and transported within plasma [46–50], and the accelerating field they

induce [40, 51]. Laser properties were also improved by implementing adaptive

optics [52] and plasma mirrors [53–55] whilst upgrading facilities [56–61], with

these technological advances and new physical understandings combining to in-

crease TNSA proton energies to a maximum of ∼90 MeV [62, 63].

Furthermore, this research contributed to experimental demonstrations [64–

71] of alternative ion acceleration mechanisms driven by laser radiation pressure

[72–74] and relativistic self-induced transparency (RSIT) of a target foil [75–78],

the latter producing near ∼100 MeV proton energies [71]. New understanding of

acceleration in this regime [45, 79] then contributed to even higher laser-driven

proton energies of ∼150 MeV, reported in 2023 [31]. This was a significant step

towards achieving the energy required for applications discussed in section 1.3,

though to date RSIT enhancement of ion energies has not been demonstrated sta-

bly as laser and target conditions vary between interactions, as has been demon-

strated for TNSA [37]. Instead, the energy of protons accelerated in this regime

depends strongly on the time at which RSIT occurs relative to the peak laser in-
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tensity irradiating the target, itself dependent on the foil target thickness [71, 79]

and the laser temporal-intensity contrast [45]. Further instability in this regime

is investigated in chapter 5, demonstrating that proton energies also vary due

to relatively minor fluctuations in laser energy and pulse duration between in-

teractions. These results also demonstrate that inducing RSIT earlier, by using

thinner targets, results in proton acceleration to lower energies compared to in-

ducing RSIT at the optimum time, but with less susceptibility to fluctuating

laser parameters, and still higher proton energies than are possible from TNSA.

Further investigation of RSIT-enhanced acceleration, only experimentally demon-

strated in the last decade or so, is one promising route towards stably producing

protons of sufficient energy so that other beneficial properties of these sources,

such as ultra-short duration, compact size, and low emittance, can be utilised in

fundamental physics research and societal applications.

Another pathway which has historically increased ion energies is to utilise

lasers of increased intensity, as illustrated in figure 1.1. This is expected to

continue as a new generation of laser facilities become available for experiments

in the very near future [80–84], simultaneously unlocking a previously inaccessible

regime of physics for investigation. The most intense lasers at these facilities are

operated at ≥Hz repetition rates, much faster than past systems which delivered

1 pulse every 30 seconds, or even 30 minutes. This is enabling tens of thousands,

rather than tens, of measurements to be made on experiments, enabling detailed

statistical analysis of the most intense laser-driven ion acceleration for the first

time. This presents huge opportunities but also challenges, in that methods

currently employed to operate and diagnose experiments must be adapted to

this increased operating rate. Work to address these challenges is underway in

the form of new target designs [85–91], diagnostics [92–97], optics [98, 99], and

software [100–102], each of which are being implemented on current ∼1 Hz laser

systems, to produce large data-sets that will soon be commonplace. Analysing

these data-sets requires data-driven and machine learning (ML) based approaches

[103, 104], that have already advanced research in various scientific fields.
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1.2 Machine learning to advance laser-driven ion

acceleration

ML is a subset of artificial intelligence (AI) models, first proposed in 1950 [105],

and soon developed to play games such as checkers and chess [106], which have

well defined rules and objectives for a machine to learn and achieve. Improve-

ments to the machine models meant they soon became proficient at these games,

eventually resulting in the Deep Blue supercomputer [107] defeating then chess

world champion Garry Kasparov, in 1997. This was a landmark achievement for

AI machines, though despite Deep Blue’s victory, “it wasn’t intelligent... at least

not [as] founders of computer science had hoped.” [108]. Developments in AI

somewhat stagnated in the next decade, before several major breakthroughs in

the 2010’s, some of which came from Google DeepMind in their development of

AlphaGo, a program which defeated the world champion of Go, a board game

more complex than chess. This was another landmark moment for AI, during

which AlphaGo played the now famous ‘move 37’, provoking laughter from com-

mentators who “unanimously stated [that] not a single human player would have

chosen move 37, [and that it was] a mistake” [109]. AlphaGo agreed, its model

attributing a 1 in 10,000 probability that move 37 would have been chosen by a

human. But move 37 it chose, in a pivotal point of a match it went on to win.

Here, AlphaGo had gone “beyond its human guide, and come up with something

new, something different” [109].

The promise of this achievement was that ML could contribute novel insight

to more important challenges, as demonstrated when the Google DeepMind team

applied similar models in AlphaFold, to solve “one of the most important un-

solved issues of modern science”, in protein folding [110]. Before AlphaFold,

researchers had spent decades identifying ∼17% of the 20,000 protein structures

in the human body. AlphaFold correctly predicted 99% of these structures after

only a few years of development, and has now predicted over 200 million pro-

teins across various biological systems [111]. This tool is now open source, and
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has accelerated research into drugs for treating cancer [112], Malaria [113], and

Covid-19 [114], as well as research into reversing climate pollution [115]. Google

DeepMind has also contributed to magnetic confinement fusion (MCF) research,

accelerating progress towards clean nuclear energy as a replacement to fossil fuels

[116]. Furthermore, ML was crucial in a major breakthrough towards this goal

in 2022, when ignition, nuclear reactions releasing more energy than were used

to compress the fuel and initiate the reactions, was achieved for the first time,

in an inertial confinement fusion (ICF) reactor [117–119]. Here, ML was used to

improve simulations of experiment designs, to propose novel designs [120–124], to

enable stable high energy operation by automatically detecting optical damage

[125], and to analyse results [126, 127], and improve diagnostics [128].

This work was made possible by open source algorithms which have democra-

tised ML in the last decade, so that it is now being applied in various fields, in-

cluding laser-plasma interactions [129]. ML-based image detection has identified

anomalies in the laser beam profile during commissioning of the next-generation

ELI-NP system [130], and detected shock waves, plasma waves, and plasma den-

sity distributions in laser-plasma interactions [131]. Genetic algorithms have pro-

posed novel laser pulse profiles to improve electron beam properties in laser wake-

field acceleration (LWFA) experiments [132], and novel target designs to optimise

ion beam properties in simulated laser-solid interactions [133]. Bayesian optimi-

sation in particular is being widely adopted, as it is more adept than other ML

techniques in optimising sparse and noisy data-sets, which have historically been

produced in laser-plasma studies due to the limited repetition rates of lasers,

diagnostics, data capture, and target replenishment in experiments, and the lim-

ited number of computationally expensive simulations that can be performed.

Bayesian optimisation has therefore been used to optimise electron and x-ray

beam properties in a LWFA experiment [134], and TNSA ion beam properties in

an experiment [135], and in simulations [100], the latter work being presented in

detail in chapter 4. These are promising steps towards improving properties of

radiation produced in laser-driven particle accelerators towards that required for

fundamental physics and societal applications which will now be discussed.
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1.3 Applications of radiation produced in laser-

solid interactions

Laser-solid interactions produce a variety of radiation sources with properties

of interest for applications [136, 137]. This includes THz radiation, x-rays, and

γ-rays [138, 139], which can be used to analyse stress and strain in materials

[140], to achieve nuclear fusion [118, 119, 141], and to induce strong-field QED

effects when laser intensities reach IL≥1023 Wcm−2 at the newest generation of

laser facilities. These interactions also support plasma optics to manipulate light,

electron, and proton beams into high order modes [68–70], whilst still in a TEM00

mode these electrons and protons are useful for a range of applications. In partic-

ular, this thesis investigates routes to stably optimise laser-driven proton beam

properties of interest for nuclear fusion [142], radioisotope production for med-

ical imaging [143, 144], radiography to detect electromagnetic field and plasma

density perturbations in compressed matter [145], non-destructive diagnosis of

cultural heritage artefacts [146], and stress testing of materials [147]. To under-

stand the beneficial properties of laser-driven protons, and why they must be

improved and stabilised, a further application is now described which would have

huge societal impact if this was achieved.

1.3.1 Ultra-high dose rate proton therapy

Protons accelerated from laser-solid interactions form ultra-high dose pulsed beams

of particular benefit to cancer therapy. Proton therapy was first proposed in 1946

[148] as an alternative to x-ray radiotherapy, since protons deposit energy in a

very small region within a material, in contrast to much wider energy deposition

from x-rays. The technique was first demonstrated in 1954 [149] but was not

widely adopted, particularly due to poor cost effectiveness given large, expensive

linear accelerators or cyclotrons were required to accelerate protons to sufficient

energies for treatment. As discussed in section 1.1, this remains a problem to this

day.
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In principle, this problem could be solved using potentially more compact

laser-driven proton accelerators, which have a further benefit in that they deliver

a dose of ∼109 Gys−1, much higher than the ∼Gys−1 delivered in conventional ra-

diotherapy [37]. This ultra-high dose can trigger FLASH irradiation (≳40 Gys−1),

reducing damage to healthy tissue surrounding a tumour [150–152] to enhance a

patient’s quality of life after treatment [153, 154]. To this end, a stable, ∼60 MeV

energy proton beam was recently deployed for in vivo studies of tumor irradiation

in mice [37]. This is an extremely important development in the application of

laser-driven proton beams for radiotherapy, though energies must be increased

to ∼250 MeV to treat the deepest set tumours in human patients [155]. Several

approaches have been proposed to reach this milestone, one of which makes use of

laser-driven protons to achieve an ultra-high dose source at tens of MeV energy,

which is then transported into an RF-based accelerator to achieve the hundreds

of MeV required, rather than requiring a much larger linear accelerator to do

so from scratch [156]. Another approach is to improve the maximum energy of

laser-driven protons so that they can be utilised directly, which is the focus of

this thesis.

1.4 Thesis outline

As discussed in the preceding sections, laser-driven particle accelerators are a

relatively young technology compared to RF-based accelerators. Continued im-

provement of laser-driven radiation sources will enable their useful properties to

be utilised in impactful fundamental physics and societal applications discussed

in this chapter. Of particular interest to this thesis is the energy of laser-driven

ion beams, which must be improved, and delivered stably over many laser shots,

for applications of these beams to be realised. Contributions towards this goal

are presented in this thesis, structured as follows:

• Chapter 2 details the fundamental physics of laser-solid interactions, pro-

viding a theoretical base for the results to follow.
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• Chapter 3 introduces the methods used to achieve the results reported

in later chapters. This includes methods used to amplify a laser pulse to

intensities relevant for laser-solid interactions, to diagnose the radiation

produced, and to improve and characterise laser spatio-temporal intensity

properties. Methods used to simulate laser-solid interactions are also dis-

cussed.

• Chapter 4 reports on an investigation into automating optimisation of

laser-driven proton beams in simulations, using a new code called BISHOP.

Optimisation is achieved more quickly, with less data-points, and for more

interaction parameters, by employing Bayesian optimisation, rather than

conventional techniques. This results in novel optimal interaction condi-

tions, which are investigated.

• Chapter 5 reports on an investigation into the stability of proton accelera-

tion in the RSIT-enhanced, and TNSA regime, as a function of laser energy

and pulse duration. Increased instability in the former regime is investi-

gated, and is mitigated by inducing RSIT earlier, whilst still accelerating

protons to energies beyond those achieved in TNSA.

• Chapter 6 concludes the thesis by summarising key results, their signifi-

cance to the field, and their promise in motivating future research.
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Chapter 2

Fundamentals of laser-solid

interactions

The work presented in this thesis focuses on improving properties of protons ac-

celerated during the interaction between an intense laser pulse and a solid target

foil. Expressed in one sentence this sounds like a relatively simple process. In

reality it is quite complex, with many physical processes combining and compet-

ing throughout an interaction to determine how proton acceleration, and other

radiation production, unfolds. This chapter will detail the most fundamental of

these processes, starting with a brief overview of the properties of high-power

laser pulses, and the plasma formed by these pulses, moving on to fast electron

generation and transport, and ending with ion acceleration mechanisms.

2.1 Properties of high-power lasers

High-intensity laser pulses are fundamental in the physical processes described

in this chapter. It is therefore useful to begin by characterising their properties.

Typically, a laser pulse is considered as oscillating fields contained in an envelope

with a temporally Gaussian distribution, defined by the peak amplitude and full

width half maximum (FWHM). This is illustrated in figure 2.1(a) for an idealised

temporal profile, with FWHM=900 fs and a peak electric field of |E 0|=1014 Vm−1.

Defining the FWHM as the pulse duration, τL, and converting electric field to
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energy (EL∼207 J), the peak power is PL = EL/τL ∼ 0.2 PW for these parameters.

This is typical of the laser energy, pulse duration, and peak power delivered by

the Vulcan-PW laser used to accelerate protons to multi-MeV energies in chapter

5.
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Figure 2.1: (a) Example of an idealised laser pulse consisting of an oscillating electric field
(red/blue) enveloped by a Gaussian temporal profile (black). (b) Spatial evolution of a pulse

focusing to a minimum spot size according to Gaussian optics.

The next important consideration is the spatial profile of the pulse. To reach the

extreme intensities required to drive the physics investigated in this thesis, the

initially collimated laser beam is focused to a spot with a Gaussian like spatial

profile according to the following equation,

WX = W0

√
1 + (

X

XR

)2 (2.1)

Here, W0 is the minimum radius to which the beam can be focused, typically

characterised in terms of the beam waist, 2W0 [157]. The beam expands along the

propagation axis from this minimum area due to diffraction, increasing to a radius,

WX , over a distance, X, as characterised by the Rayleigh length, XR=πW 2
0 /λL,

the distance over which the beam radius increases by a factor of
√
2, related

to the laser central wavelength, λL. This process is illustrated in figure 2.1(b),

where a beam focuses to a minimum waist of 2W0=4 µm. Converting to Gaussian

FWHM according to the equation shown in figure 2.1(b), the focal spot size, ϕL,

is defined similarly to the pulse duration, and is ϕL=4.7 µm for this example. For

a focal spot with an idealised Gaussian spatial profile, 50% of the laser energy is

encircled within this FWHM. Multiplying the laser energy by this factor, EE%,
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and combining with the pulse duration and focal spot size, the peak laser intensity

is defined as,

IL =
EL.EE%

τL

1

π(ϕL/2)2
(2.2)

In reality, the encircled energy contained within the FWHM is not 50% but

typically 30%-40%, as explained in section 3.3. Using this approximate encircled

energy fraction, the peak intensity of the example laser pulse considered thus far

is calculated as IL∼5×1020 Wcm−2, which is typical of currently operational laser

systems [82]. The peak intensity of the main pulse driving a laser-solid interaction

is one of the most important parameters in defining the properties of radiation

produced, as will be discussed in the results chapters of this thesis, though the

main pulse is only part of an overall laser temporal-intensity profile which must

be considered.
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Figure 2.2: Temporal-intensity evolution of the Vulcan-PW laser pulse profile. The main pulse
is preceded and succeeded by light from amplified spontaneous emission (ASE), and from other

sources, described in chapter 3.

In practice, it is not only a main, high-intensity, laser pulse with an idealised

Gaussian spatio-temporal profile that drives an interaction, but a main pulse

with approximately these properties, that is temporally preceded, and succeeded,

by lower intensity light. This is illustrated in figure 2.2, which shows an example
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measurement of the temporal-intensity profile of the Vulcan-PW laser, made dur-

ing the experiment investigated in chapter 5. The origins of these additional light

sources differ, and will be discussed in more detail in section 3.1. For now, it is

important to discuss the most influential preceding light, which typically comes

from amplified spontaneous emission (ASE).

As the name suggests, ASE is a pedestal of spontaneous laser emission extend-

ing for hundreds of picoseconds, upon which the main pulse sits [58]. The ratio

between the main pulse intensity and ASE intensity is defined as the temporal-

intensity contrast and, though it is quite large for this example, corresponds to

light of IL∼1010 Wcm−2, for the Vulcan-PW laser pulse of IL∼5×1020 Wcm−2

peak intensity, considered thus far. ASE light of this intensity is sufficient to

pre-ionise the front surface of a target foil before the main pulse arrives, as is

the more intense light contained within the shorter rising edge shown in figure

2.2. This pre-ionisation is therefore the first step in a laser-solid interaction, and

has a significant influence on the main interaction which takes place when the

peak intensity arrives [43, 44]. As such, the ionisation mechanisms induced by

preceding light sources of various intensities are discussed in the following section.

2.2 Laser-induced ionisation processes

When discussing ionisation induced by high-power laser pulses, it is useful to

begin by considering the most simple case, that is removal of an electron from

the ground state of a hydrogen atom by an individual photon. For this to occur,

the electric field strength which binds the electron to the hydrogen nucleus, E a,

must be overcome. This is defined as,

E a =
e

4πϵ0a2B

∼ 0.51× 1012 Vm−1

(2.3)

where e, ϵ0 and aB are the elementary charge, free-space permittivity, and Bohr
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radius, respectively. The optical intensity required to overcome this electric field

is calculated as,

Ia =
cϵ0ηE

2
a

2

∼ 3.5× 1016 Wcm−2

(2.4)

where c is the speed of light in a vacuum of refractive index η=1. Clearly, this is

orders of magnitude higher than the intensity typically associated with an ASE

pedestal, IL∼1010 Wcm−2, despite this light being discussed as sufficient to ionise

the front surface of a target foil. That is because ionisation can be induced either

by a single photon of sufficient energy, as illustrated in figure 2.3(a), or by many

lower energy photons.

(a) (b)

(d)

-

UI=13.6 eV

εe=14.4 eV

UI=13.6 eV

εe=14.4 eV

-

- -

(c)

- -

14.4 eV photon 

UI<13.6 eV

e- tunnels through 
suppressed barrier
with probability>0

- -

12x1.2 eV 
photons

UI≪13.6 eV

e- escapes over 
substantially 

suppressed barrier

e- gains energy to 
escape barrier from 
multiple photons

e- gains energy to 
escape barrier from 

single photon

Figure 2.3: Illustration of (a) single photon, (b) multi-photon, (c) tunnelling, and (d) over-the-
barrier ionisation.
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2.2.1 Multi-photon ionisation

This process of so-called multi-photon ionisation (MPI) is illustrated in figure

2.3(b), where an electron gains sufficient energy to be freed from its parent atom

if the incident light is intense enough so that there are many photons, making

an nth order ionisation event probable [158, 159]. Furthermore, an electron can

absorb more photons than is necessary for multi-photon ionisation, in a process

termed above-threshold ionisation [160, 161], resulting in an expelled electron

gaining a final kinetic energy of,

Ee = (n+ s)ℏωL − UI (2.5)

where n is the number of photons required to overcome the ionisation potential,

UI, via multi-photon ionisation, s is the excess number of photons absorbed, and

ωL and ℏ are the photon angular frequency and the reduced Planck’s constant,

respectively. Light in the example ASE pedestal shown in figure 2.2 has a central

wavelength of λL=1054 nm, and so individual photons resulting from ASE have an

energy of ∼1.2 eV, according to E=hωL/2π. The ionisation potential of hydrogen

is UI=13.6 eV, meaning 12 of these photons will ionise a hydrogen atom through

multi-photon ionisation if absorbed in ∼0.5 fs.

2.2.2 Barrier suppression ionisation

Also shown on figure 2.3(c-d) are two further ionisation mechanisms that occur

not due to electrons gaining energy to overcome the ionisation potential, but

rather due to the ionisation potential decreasing so that even relatively low energy

electrons can escape their binding atoms. This requires a strong electric field,

as associated with light of increased intensity, IL≥1014 Wcm−2, in the rising

edge of the pulse temporal-intensity profile, illustrated in figure 2.2. These fields

are sufficient to distort the Coulomb potential, V (X)=−Ze2/X, experienced by

electrons at distance, X, from a nucleus of charge Z,
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V (X) =
−Ze2

X
− eE 0X (2.6)

Electrons can then be freed from the reduced potential through two mechanisms,

the first of which is known as ‘tunnelling ionisation’, and is illustrated in figure

2.3(c). Here, an electron does not have sufficient energy to overcome the potential

barrier in a classical sense, but has some finite probability of tunnelling through

the barrier in a quantum mechanical process. In the presence of a strong laser

electric field, the barrier is suppressed according to the −eE 0X term of equation

2.6, significantly increasing this probability, resulting in tunnelling ionisation.

If the barrier is suppressed even further, electrons can escape from the severely

reduced potential in a process known as ‘over-the-barrier’ ionisation, as illustrated

in figure 2.3(d).

The laser intensity required to induce both of these barrier suppression ion-

isation (BSI) mechanisms can be derived from a parameter first proposed by

Keldysh [162, 163],

γK ∼

√
UI

ϕpond

(2.7)

where ϕpond =
e2E2

0

4meω2
L
is the ponderomotive potential, which characterises the en-

ergy acquired by an electron of mass, me, oscillating within a laser electric field, as

described in detail in section 2.4.2. BSI becomes the dominant ionisation mech-

anism when γK≤1 [162, 164], and so by making this substitution, and converting

electric field to intensity using equation 2.4, the laser intensity at which these

different ionisation mechanisms will dominate can be expressed as,

IL ∼ 2UI
meω

2
Lϵ0c

γ2
Ke

2
(2.8)

Again returning to the simplest case of ionising hydrogen (UI=13.6 eV∼ 2.2×10−18

J), BSI becomes the dominant mechanism at an intensity of IL∼1.4×1014 Wcm−2,

for a laser of central wavelength, λL=1054 nm. In contrast, MPI is predominantly

responsible for ionising hydrogen at intensities of IL∼1010 Wcm−2, correspond-
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ing to γK=100. As such, the Keldysh parameter is often employed to determine

which ionisation mechanism will dominate at a given laser intensity, with γK≤1

characterising high laser intensities and BSI, and γK≫1 defining lower intensities

which induce MPI.

Experiments have demonstrated excellent agreement with the theoretical de-

scription of BSI, not only for hydrogen, but also for a range of noble gases

[165, 166], demonstrating that this is the dominant ionisation mechanism induced

by a λL=1054 nm, τL∼1000 fs, laser for intensities in the range IL∼(1013-1017)

Wcm−2. Importantly, a laser of this wavelength and approximate pulse duration

was used in the experimental investigation presented in chapter 5, and so BSI is

expected to be the most prevalent mechanism by which the front surface of tar-

get foils are ionised at the laser focus, in this study. Finally, collisional ionisation

[167], where already freed electrons carry sufficient additional energy (according

to equation 2.5) to ionise other atoms upon collision, becomes predominantly

responsible for ionisation, rather than MPI or BSI, once these field ionisation

mechanisms have already freed many electrons from their parent atoms [168].

Collisional ionisation is therefore important when electrons propagate into tar-

get foils, as discussed in section 2.5. Now that laser-induced ionisation of single

atoms has been discussed, it is possible to describe plasma, formed when many

atoms are ionised, and heated by an intense laser pulse.

2.3 Laser-induced plasma formation

As discussed in the previous section, photons contained within the ASE pedestal

and rising edge of a high-power laser pulse are sufficiently energetic and nu-

merous to free electrons from their atoms, forming plasma, which has unique

properties compared to the other fundamental states of matter. The first of these

unique properties occurs due to plasma containing charged particles which inter-

act predominantly through the Coulomb force. This induces so-called collective

behaviour, where one particle can influence many other particles in its vicinity,

resulting in localised electric fields. This results in localised charged regions, in
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contrast to the dynamics of a solid, liquid, or gas, where atoms interact individu-

ally through binary collisions, and charge neutrality is maintained over the entire

material.
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Figure 2.4: (a) Illustration of a plasma where electrons (cyan) arrange themselves to neutralise
an immersed positive charge associated with a group of protons (orange), and the positive half
cycle of an EM wave (red), screening particles at a distance greater than the Debye length,
d>λD, from experiencing a force due to these charges (grey). This is also shown for protons
arranging themselves to neutralise an immersed negative charge due to an EM wave (blue). (b)

Illustration of a pre-plasma density profile induced on the front surface of a target foil.

Despite this, a plasma does maintain charge neutrality on a macroscopic scale,

since there is an approximately equal amount of electrons and ions. One might

expect this condition to be broken easily in the presence of an electric field,

which would typically be considered to influence charged particles. However, on

a macroscopic scale, this is not the case due to unique dynamics which occur

within a plasma.

To understand this, imagine a charge immersed in a plasma of length, LP.

This is illustrated in figure 2.4(a), where the immersed charge can first be consid-

ered as that associated with a group of protons. Plasma electrons are collectively

attracted to this charge through the Coulomb force, and effectively act to neu-

tralise it so that charge neutrality is maintained in the overall plasma. More

specifically, the electrons cause the Coulomb potential associated with the charge

to attenuate exponentially as Qe−λD , where λD is known as the Debye length and

is related to the plasma electron density, ne, temperature, Te, and Boltzmann

constant, kB,

λD =

√
ϵ0kBTe

e2ne

(2.9)
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Charged particles at a distance greater than the Debye length from the immersed

charge are ‘screened’, feeling essentially no influence. To demonstrate this, the

Coulomb potential experienced by a particle at distance, r, from a charge in a

plasma is defined as,

ϕr =
Q

4πϵ0r2
exp(

−r

λD

) (2.10)

Plasma formed by low-intensity laser light preceding the main pulse varies in elec-

tron density as shown in figure 2.4(b), and in electron temperature as discussed

in section 2.5, though for this example these values can be considered to be on

the order of kBTe∼10 keV, and ne∼1028 m−3, on average. From equation 2.9 the

plasma Debye length is then calculated as λD∼7 nm. Substituting into equation

2.10, the Coulomb potential experienced by a particle at r∼100 nm, outside the

Debye sphere of an immersed charge is attenuated by ∼1011. The length scale of a

typical plasma is much larger than the Debye length, on the order of microns, and

so plasma is considered charge neutral on a macroscopic scale, assuming there are

many particles within the Debye sphere, and the plasma frequency, ωP, is greater

than the frequency of collisions, ωc.

The first of these assumptions is met in most plasma, since the electron density

is typically on the order of ne∼1028 m−3, as mentioned. The second assumption

is crucial for a material to behave as a plasma, since it ensures that electron dy-

namics are governed by electric fields as described, rather than by hydrodynamic

forces which determine electron behaviour in a material such as ionised gas, where

charged particles frequently collide with neutral particles. Plasma frequency is

related to electron density, and thus to electron temperature through equation

2.9,

ωP =

√
nee2

ϵ0me

=

√
kBTe

meλ2
D

(2.11)

The electron-ion collisional frequency has a weaker dependence on temperature

[169],
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ωc ∝ neZT
−3/2
e (2.12)

and is therefore lower than the plasma frequency, ωc<ωP, for modest electron

temperatures, kBTe≥1 eV. Material ionised by the ASE pedestal and rising edge

of the pulse temporal-intensity profile is generally orders of magnitude higher in

temperature, and is therefore considered as plasma.

Now that the plasma state has been defined, the dynamics that occur when

plasma is irradiated by an intense laser pulse can be discussed. Beyond creating

plasma at the front surface of a target foil, light preceding a main pulse is also

sufficiently intense so that it exerts significant thermal pressure on this plasma

region, causing it to expand away from the target and into vacuum at approxi-

mately the ion acoustic velocity,

cs =

√
kB(Te + Ti)Z

mi

(2.13)

where kBTi defines the temperature of plasma ions, with mass, mi. This is il-

lustrated in figure 2.4(b), where the density of plasma electrons decreases expo-

nentially with distance, X≤0, from a target foil of solid-density, ne0, forming an

expanding plasma according to,

ne(X) = ne0exp(X/L) (2.14)

where L is the scale length, which defines the distance over which the initial

density decreases by a factor of 1/e, where e is Euler’s number. In this example,

the plasma has a scale length of L=1 µm, and expands from a l=1 µm slab of

solid-density CH plasma representing a CH target foil of this thickness. This is

consistent with experimental measurements [170] and simulations [45] of the so-

called pre-plasma density scale length, induced when intense light from sources

such as the ASE pedestal, or rising edge of the temporal-intensity profile, irradiate

a target foil before a main pulse of duration, τL∼1 ps, arrives. The scale length

can also be estimated analytically from the speed of sound, cs, in a material,

21



L = csτL (2.15)

and is thus smaller for shorter pulse durations, such as the τL∼(25-100) fs laser

pulses used in the investigation presented in chapter 4, in which laser-plasma

interaction dynamics, and resultant radiation production, is shown to change

significantly when the pre-plasma density scale length is varied. This is attributed

to changes in electron energy absorption and transport, which occurs through a

range of mechanisms, described in section 2.4.3. Before getting to this discussion,

it is important to first describe the dynamics of a single electron in response to

an individual EM wave.

2.4 Response of electrons to intense laser light

In figure 2.4, pre-plasma induced by relatively low-intensity ASE light is illus-

trated. Due to their larger mass, ions within plasma are generally considered

stationary on the timescale of the laser electric field cycle, for intensities (EM

field strengths) covered in this thesis, whilst electrons do respond to the force

associated with an EM wave according to the Lorentz equation,

F =
∂p

∂t
= −e(E + v ×B) (2.16)

where E and B are the electric and magnetic field, and p=γmev is the mo-

mentum acquired by an electron which is initially stationary, and therefore non-

relativistic (γ=1/
√

1− (v 2/c2)=1). Electrons move throughout plasma accord-

ing to this force, as will now be discussed.

2.4.1 Electron motion in response to an infinite planar

electromagnetic wave

To begin, let us assume that the single photon from figure 2.4(a) is extended to

be an infinite EM wave, the maximum amplitude of which never attenuates. The

magnetic field, B , is a factor v/c lower than the electric field, and so, follow-
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ing from equation 2.16, non-relativistic electrons (v≪c) experience a negligible

influence from the magnetic field. Instead they are accelerated primarily by the

electric field, oscillating in the Y direction as E 0=sin(ωLt−kY ), for a plane wave

propagating along the X axis. Substituting this, and p=mev into equation 2.16,

an initially motionless electron is accelerated upon interaction with a plane wave

electric field according to,

me
∂v

∂t
= −eE 0sin(ωLt− kY ) (2.17)

Rearranging, and integrating with respect to time using the substitution u=ωLt,

the so-called quiver velocity of an electron oscillating in the laser electric field is,

v osc =
eE 0

me

1

ωL

cos(ωLt− kY ) (2.18)

reaching a maximum of vmax=eE 0/meωL, when the electric field peaks. If the

electric field is sufficient that an electron gains energy greater than its rest mass

energy, ϵe≥mec
2 (0.511 MeV), in the first half wave cycle, then the quiver velocity

approaches the speed of light, and the magnetic field term of equation 2.16 ceases

to be negligible, instead accelerating electrons in the laser pulse propagation

direction (perpendicular to both the electric field and magnetic field orientation).

Returning to equation 2.16, making the substitution B=v/cE , and integrating

with respect to time, the complete equation for electron motion in an infinite

planar EM wave can be expressed [54] as,

v tot =
e2E 2

0

4m2
eωL

[
cos(ωLt− kY ) +

1

2
sin(2ωLt− kY )

]
(2.19)

This is not an intuitive expression, but the important part to note is the oscillatory

term, sin(2ωLt − kY ), which indicates that electrons oscillate at twice the laser

frequency in the propagation direction due to the magnetic field, in contrast to

oscillating once per wavelength, cos(ωLt− kY ), in the transverse direction due to

the electric field, according to equation 2.18.

It is not practical to use these complicated equations regularly, and so a

parameter known as the normalised light amplitude is often used to determine
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whether plasma electrons are non-relativistic, only propagating in one dimension

according to the laser electric field, or relativistic, oscillating in this way, but

also propagating into higher density plasma regions, in a figure-of-eight like mo-

tion. This is important when considering how electrons absorb laser energy, as

described in section 2.4.3, and so it is useful to define this parameter, as the ratio

of the maximum quiver velocity (equation 2.18) to the speed of light,

a0 =
v osc

c
=

eE 0

meωLc
(2.20)

Electrons are considered non-relativistic if they oscillate at a velocity much less

than the speed of light, a0≪1, with energy less than their rest mass energy,

ϵe<0.511 MeV, and relativistic, a0≥1, if they oscillate at velocities approaching

the speed of light, with energy, ϵe≥0.511 MeV. Relating the electric and magnetic

field of an infinite plane wave to the time averaged Poynting vector, the optical

intensity can be expressed through equation 2.4, for linear polarisation [54]. The

intensity of light required to accelerate electrons to relativistic velocities can then

be related to the normalised light amplitude by rearranging equation 2.20 into

electric field terms and substituting,

IL =
a20
λ2
L

m2
e4π

2 c5[cm] ϵ0[Fcm
−1]

2e2
(2.21)

whilst expressing ϵ0 and c in non-SI units so that the constant terms can be ex-

pressed as 1.37×1018 Wcm−2. The laser intensity required to accelerate electrons

to a given a0 can then be expressed in these units,

IL =
a20
λ2
L

1.37× 1018[Wcm−2] (2.22)

For the λL=1054 nm Vulcan-PW laser used in the results of chapter 5, electrons

acquire relativistic velocities (a0=1) from light of intensity, IL∼1×1018 Wcm−2,

tens of picoseconds before interacting with light at the peak intensity, IL∼1×1020

Wcm−2. Now that the motion of an individual electron interacting with an ide-

alised, infinite plane wave is understood, the dynamics that occur when many

plasma electrons interact with a realistic laser pulse can be discussed.
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2.4.2 Electron motion in response to the laser pondero-

motive force

In section 2.3, a realistic plasma density profile induced when laser light of inten-

sity in the range IL∼(1010-1014) Wcm−2 interacts with a target foil was described.

Light of this intensity precedes the main pulse which has an intensity on the order

of IL∼(1018-1021) Wcm−2, and is sufficient to induce relativistic effects for indi-

vidual electrons, considering light of wavelength λL∼1000 nm, as discussed in the

context of an infinite plane wave with constant amplitude in the previous section.

However, as illustrated in figure 2.1(b), a realistic laser pulse is not a plane wave

propagating with constant amplitude, and instead focuses to a minimum area,

and peak intensity, over some distance along the propagation (X) axis. This is

illustrated in figure 2.5, where the Gaussian propagation profile from figure 2.1(b)

is overlayed onto the plasma profile from figure 2.4(b).
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Figure 2.5: Illustration of an intense laser focusing in plasma, expelling electrons from high-
intensity regions at the minimum beam size, to lower intensity regions, according to the pondero-
motive force. This effect also occurs in the direction transverse to the laser pulse propagation,

due to the Gaussian spatial-intensity profile of the focused laser.

In contrast to the case of an infinite plane wave with constant amplitude, the

electric field amplitude decreases with distance from the focus position (herein

referred to as best focus), as illustrated by a fading blue wave in figure 2.5. In the

case of an infinite plane wave, an electron, initially at rest, is accelerated in one

direction during the first half cycle of a single wavelength, gaining maximum ve-

locity at the peak amplitude, Emax, according to equation 2.18, for non-relativistic
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electrons. The electron is then accelerated in the opposite direction during the

second half cycle with peak −Emax, effectively returning the electron velocity to

zero at the end of the wave. However, if the electric field instead decreases in

amplitude over some distance, an electron is accelerated to a peak velocity related

to Emax on the first half cycle, but is decelerated according to a peak electric field

of say 0.9×Emax, thus retaining some velocity and gaining energy over one full

laser cycle. Over many laser cycles this results in an electron gaining energy and

moving from regions of high electric field to regions of lower electric field.

This is illustrated in figure 2.5, where two electrons move away from the

highest intensity region at best focus, in one case towards the target foil, and in the

other case away from it. This effect is even more extreme in the dimension parallel

to the target, at best focus, since there is also a spatially Gaussian intensity profile

in this dimension, which decreases over a smaller distance than in the propagation

direction, on the order of microns, rather than tens of microns. Again, this expels

electrons according to the intensity gradient, as illustrated in the right panel of

figure 2.5. The force which governs this behaviour is derived [54, 168] from

equation 2.16 as,

F pond = − e2

4meω2
L

∇E 2
0 = − e2

8πϵ0mec3
∇(ILλ

2
L) (2.23)

Known as the ponderomotive force, this determines the energy gained by non-

relativistic electrons in the presence of an intense laser pulse. For relativistic

electrons this can also be related to the normalised light amplitude defined in

equation 2.20,

F pond = −mec
2∇γ = −mec

2∇
√
1 + a20/2 (2.24)

The energy gained by an electron according to this force is then ϵe=mec
2(γ −

1), which is ϵe∼0.1 MeV for a laser intensity, wavelength, and normalised light

amplitude of IL∼1018 Wcm−2, λL=1054 nm, and a0=1 respectively. Overall,

the effect of the ponderemotive force over tens of microns in the propagation

direction, and several microns in the transverse direction, around best focus,
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results in distortion of the plasma density profile.
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Figure 2.6: Results from a 2D PIC simulation in which an intense laser pulse interacts with pre-
plasma on the front surface of a CH target. (a,c,e) shows the electron density as a colourmap, the
gamma factor, γ, associated with the highest velocity electrons as text, and the classic, ne=ncrit,
and relativistically corrected, ne=γncrit critical density surface, as cyan and grey contours. The
colourmap of (b,d,f) shows the laser electric field in the polarisation (Y ) direction, with the
associated peak a0 shown as text. The secondary (red) axis shows the average electron density

in a region of Y=(-1→1) µm, around the laser axis.

To illustrate this, the interaction between a laser with the approximate param-

eters discussed so far, EL=24 J, τL=400 fs, ϕL=5 µm, IL=3×1020 Wcm−2, and

a pre-plasma of scale length L=1 µm, in front of a CH target foil of l=1 µm

thickness, and ne=400ncrit electron density was simulated. This was achieved

using EPOCH, which is a fully relativistic particle-in-cell (PIC) code [171], de-

scribed in section 3.5, and used to simulate laser-target interactions over a range

of conditions in chapters 4 and 5.

The initial pre-plasma density profile, shown in figure 2.6(a-b), at time, t=-800

fs, before the main pulse arrives at t=0 fs, is modulated due to the ponderomotive

force associated with the rising edge of the laser temporal-intensity profile, as

shown at time, t=-400 fs, in figure 2.6(c-d). The laser pushes electrons towards

the target in the X dimension, and away from the focal spot region in the Y

dimension, and will propagate within the pre-plasma according to the dispersion

relation,
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ω2
L = c2k2 + ω2

P (2.25)

where k is the laser wave vector. The phase velocity at which peaks and troughs

of an EM wave will travel in a plasma can then be derived from this equation as,

vphase =
ω

k
=
√
c2 + ω2

P/k
2 (2.26)

Meaning light with frequency greater than the plasma frequency, ωL>ωP, has a

phase velocity greater than the speed of light. This does not violate the laws

of relativity, which state that information cannot travel faster than the speed of

light, given peaks and troughs of the wave do not carry information. Rather,

information is carried by the pulse envelope, which travels at the group velocity,

v g =
∂ω

∂k
=

c2√
c2 + ω2

P/k
(2.27)

and is always less than the speed of light, even if ωL>ωP. The phase veloc-

ity at which light travels in a medium is characterised by the refractive index,

η=c/vphase. Equating with the first relation in equation 2.26, vphase=
c
η
=ω

k
, and

substituting for ωL in equation 2.25, the refractive index of a plasma is derived

as,

η =
c

vphase

=

√
1−

(
ωP

ωL

)2

(2.28)

If the laser frequency is less than the plasma frequency, ωL<ωP, the refractive

index becomes imaginary, and laser light cannot propagate in the plasma. Relat-

ing the plasma frequency to electron density through equation 2.11, laser light is

therefore shown to propagate within a plasma up to some ‘critical’ density, where

ωL=ωP,

ncrit =
ω2
Pϵ0me

e2
(2.29)

On figure 2.6(a-b), the so-called critical density surface, up to which the laser

pulse can propagate, is illustrated by a cyan contour, and is initially located less
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than X=-2 µm from the target foil front surface. As the main pulse begins to

interact with the pre-plasma at t=-400 fs, electrons are expelled from the high-

intensity focal spot region according to the ponderomotive force. This pushes the

critical density surface closer to the target foil front surface, allowing the laser

pulse to propagate within a region of so-called underdense plasma, ne<ncrit.

Looking closely at figure 2.6(c-d), the laser pulse actually propagates slightly

beyond the critical density surface, up to a secondary surface marked by a grey

contour. This is explained by electrons gaining energy from the laser pulse

through the ponderomotive force, and through other mechanisms described in

section 2.4.3. When the laser intensity is such that the normalised light ampli-

tude, a0, is greater than 1, electrons increase in mass by the relativistic Lorentz

factor, and the critical density of equation 2.29 must then be considered as the

relativistically corrected critical density,

γncrit =
γω2

Pϵ0me

e2
(2.30)

This effect becomes more extreme as the laser intensity rises towards its peak at

time, t=0 fs, in figure 2.6(e-f), at which point the laser pulse is seen to propagate

well beyond the classical critical density. The laser fields then attenuate exponen-

tially beyond the relativistically corrected critical density surface, over a distance

known as the plasma skin depth. This is related to the plasma frequency, and

hence density, by ls=c/ωP, and defines the distance over which the laser field is

attenuated to 1/e of its peak value.

One final point of interest from figure 2.6 is the population of electrons in vac-

uum beyond the target rear surface. The laser pulse does not propagate through

the target foil in this simulation, and so these electrons are not accelerated di-

rectly by the ponderomotive force as described so far. Instead, these electrons

propagate through the target foil after gaining energy from the laser at the target

front surface, through a variety of mechanisms which will now be discussed.
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2.4.3 Laser-to-electron energy absorption

At the intensities relevant to the work presented in this thesis, the laser will trans-

fer energy to electrons predominantly through collisionless mechanisms which will

be discussed in this section. Before doing so however, it is important to touch on

collisional energy transfer which occurs at relatively low-intensities, as found in

light which temporally precedes, and exists in spatial wings of, a high-intensity

pulse. At such intensities, the plasma temperature can be sufficiently cold that

the collisional frequency of electrons, ωc∝T
−3/2
e from equation 2.12, is higher

than the plasma frequency, ωP∝T
1/2
e from equation 2.11, meaning the effect of

electron-ion collisions must be considered. In this regime, an electron which has

gained some energy during the first half of an EM wave cycle through the pon-

deromotive force can transfer this energy to an ion with which it collides. The

electron then loses coherence with the EM wave, and cannot return the energy

in the second half of the cycle. As such, the electron absorbs energy from a laser

photon in what is considered an inverse Bremsstrahlung mechanism [172, 173],

since it is the opposite of Bremsstrahlung, or braking radiation, where an electron

collides with an ion, slows down, and loses energy which is radiated as a photon

[174, 175]. Despite inverse Bremsstrahlung contributing little to laser-to-electron

energy absorption within the pre-plasma compared to collisionless processes, at

the intensities relevant to this thesis, Bremsstrahlung will become extremely rel-

evant when these energetic electrons propagate through the pre-plasma into a

target foil, as will be discussed in section 2.5.

With that said, at the intensities relevant to this thesis, electrons predomi-

nantly absorb energy from a laser pulse through three collisionless mechanisms,

which occur to different extents depending on the laser intensity, polarisation,

incident angle, and pre-plasma scale length.

Resonance absorption

The first of these mechanisms is known as resonance absorption [72, 176, 177],

and occurs when an intense, linearly polarised laser pulse propagates into a pre-
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greater than the laser wavelength, L>λL, via resonance absorption and on the order of the
laser wavelength, L≲λL, via (b) vacuum absorption at laser intensities, IL<1018 Wcm−2, and

(c) j×B heating at higher intensities, IL≥1018 Wcm−2.

plasma of relatively long scale length, L>λL, at an oblique angle of incidence.

This causes light on one side of the pulse to experience a higher density, and thus

a higher refractive index, than the other, according to the plasma density gradient

in the propagation direction (X) and equation 2.28. This effectively causes the

pulse to ‘turn’, meaning it doesn’t propagate as far in underdense plasma as

it would at normal incidence, instead reflecting from an angle adjusted critical

density surface, ncritcos
2θL. As the laser pulse has turned in the plasma, electric

field oscillations which were initially perpendicular to the plasma density gradient

are now parallel to this gradient at the turning point, as illustrated in figure

2.7(a). These field oscillations drive electrons beyond the critical density surface,

and into the plasma skin depth, at which point the field strength exponentially

decays, as described in the previous section. Electrons are then accelerated across

the critical density surface and into the plasma skin depth by a relatively strong

field during the first half cycle of a laser wavelength, and are accelerated back

across the surface in the opposite direction by a weaker field on the second half

cycle.

As a result, electrons gain energy over a laser cycle, in a process similar to that

induced by the ponderomotive force, though in this case due to a density, rather

than an intensity gradient. Electrons can gain sufficient energy through this
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process to travel beyond the plasma skin depth, at which point they experience

no restoring force. Electrons therefore pile up in this region, inducing local charge

imbalance with the stationary ions, resulting in a longitudinal electric field which

acts on other electrons within the plasma. This behaviour can be considered as a

longitudinal plasma wave propagating into higher density plasma with frequency

equal to the driving laser frequency, as illustrated in figure 2.7(a). This electron

bunching and subsequent wave propagation occurs over one laser cycle if the

laser is very intense, or builds over many laser cycles at lower intensities. As the

plasma wave propagates into denser plasma the leading edge experiences higher

densities than the trailing edge, causing the trailing edge to overtake the leading

edge. This causes the wave to break [178], damping the amplitude, which results

in energy transfer to electrons within this region, as illustrated in figure 2.7(a).

The fraction of laser energy absorbed by plasma electrons through this mech-

anism has been modelled as a function of laser incidence angle [179], showing that

optimal absorption occurs for oblique incidence angles [168, 178]. Experimental

measurements replicate these models for large pre-plasma scale lengths, and for

laser intensities in the range, IL∼(1012-1017) Wcm−2 [54], though they diverge at

very small scale lengths, L<λL, and at higher intensities, IL≥1018 Wcm−2, where

electrons acquire relativistic velocities [140]. For these conditions the following

mechanisms are predominantly responsible for laser-to-electron energy absorp-

tion.

Vacuum heating

In plasma with a scale length shorter than the laser wavelength, L<λL, electrons

absorb laser energy through a similar but distinct mechanism known as vacuum

heating [180, 181]. This is illustrated in figure 2.7(b), where electrons initially

located within the plasma skin depth are accelerated across the critical density

surface, in this case into vacuum, since the density scale length is now smaller

than the laser wavelength, and hence the distance over which electrons oscillate.

The electrons then experience a much larger field which accelerates them back

across the critical density surface and beyond the skin depth, at which point
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they experience no restoring force on the next laser cycle, and can propagate

with some velocity towards the target foil. This process can only occur over

one laser cycle, in contrast to resonance absorption which can build over many

cycles, and becomes the dominant laser-to-electron energy absorption mechanism

at intensities, IL∼(1016-1018) Wcm−2 [180].

Relativistic j×B heating

The final mechanism to discuss drives electrons to relativistic velocities, and is

therefore extremely relevant at intensities, IL>1018 Wcm−2, as found in the rising

edge temporal-intensity profile of Vulcan-PW laser light at λL=1054 nm, shown

in figure 2.2, and used for the results presented in chapter 5. At such intensities,

the force experienced by electrons due to the laser magnetic field, v×B , is no

longer negligible, and is comparable to that experienced by electrons due to the

electric field, as discussed in section 2.4.1. Electrons then acquire a velocity from

both field components according to equation 2.19.

For a linearly polarised laser with the electric field oscillating perpendicular

to the direction of the pre-plasma density gradient, electrons also oscillate per-

pendicular to this gradient due to the electric field, but are driven forward, across

the density gradient by the j×B force associated with the magnetic field. This

is shown in figure 2.7(c), where electrons are driven across the critical density

surface, and then experience a significantly reduced field, meaning they retain

the transferred laser energy. This absorption mechanism is thus known as j×B

heating [182], and is distinct from the previous two mechanisms in that it drives

electrons across the surface twice per laser cycle, due to the 2ωL term of equa-

tion 2.19. This is illustrated by two electrons crossing the critical density surface

in figure 2.7(b), rather than one electron for the other absorption mechanisms.

Other distinctions are that j×B heating is optimal for normal, θL=0, rather

than oblique, θL>0, incidence, and that electrons are driven in the laser pulse

propagation direction by the j×B force [183, 184], rather than normal to the

target, as for the other mechanisms. In addition, though each mechanism is most

efficient when the laser is linearly polarised, j×B heating will only occur for this
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polarisation state, since it does not occur at all if the polarisation is circular, due

to the magnetic field component of equation 2.19 averaging to zero in this case.

This is highly relevant to the discussion of laser-driven ion acceleration in section

2.6. Having discussed the mechanisms by which plasma electrons gain energy

from the incident laser and propagate into overdense plasma, it is useful to now

consider their behaviour as they continue to propagate into a target foil.

2.5 Electron transport in overdense plasma

Up until this point, the discussion has focused predominantly on the energy gained

by single electrons within an underdense plasma in response to laser EM fields.

Those with sufficient energy were described to uncouple from the laser upon

crossing the critical density surface, at which point they propagate in overdense

plasma of increasing density, and into a target foil.

Before describing this propagation, it is first necessary to divert from con-

sidering single electrons, and to instead consider a population of many electrons

which vary in energy, and number, according to intensity and density gradients

within the pre-plasma. This results in an approximately Maxwellian distribution

[185],

f(ϵf) = Nf

√
4ϵf

π(kBTf)3
exp

(
− ϵf
kBTf

)
(2.31)

which characterises the number of ‘fast’ electrons, Nf, that is electrons which

have acquired relativistic velocities from the laser, and therefore have energies

greater than their rest mass, ϵf≥mec
2 (0.511 MeV). If many electrons in the

population have acquired these relativistic velocities, the distribution may be

better represented by a two temperature Maxwell-Juttner distribution, rather

than a single temperature Maxwellian distribution [186, 187]. This is the case for

an example fast electron spectrum shown in figure 2.8, taken from a simulation

of a laser-solid interaction presented in chapter 4. Here, two straight lines are

fit over the range, ϵe=(0.511-3) MeV, and ϵe=(3-30) MeV, and the average fast

electron temperature in these regions is calculated from the inverse gradient, as
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kBTf∼1 MeV, and kBTf∼8 MeV, respectively. This is an extremely important

parameter to quantify, as it directly influences ion acceleration, the optimisation

of which is the focus of this thesis.
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Figure 2.8: Two-temperature electron energy spectrum from a 2D PIC simulation.

As discussed, the energy acquired by electrons is directly related to the laser

intensity, and the associated normalised light amplitude. The fast electron tem-

perature has therefore been shown to scale with these parameters [72] as,

kBTf = mec
2

[(
1 +

a20
2

)1/2

− 1

]
(2.32)

for electrons which acquire relativistic velocities from a linearly polarised laser,

incident at θL=0°, with respect to target normal. Electrons are continually heated

in the presence of circularly polarised light, rather than once per laser cycle for

linearly polarised light, removing the denominator in the a20 term,

kBTf = mec
2

[(
1 + a20

)1/2

− 1

]
(2.33)

Laser-solid interactions are highly complex, and the fast electron temperature

depends on many variables, often diverging from this scaling. Alternative tem-

perature scalings have therefore been proposed [42, 188–190], with each agreeing

the temperature scales to some degree with laser intensity, as is demonstrated for
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simulations with a range of pulse durations in chapter 4.

With the properties of this fast electron population now described, the propa-

gation of such electrons within a target foil can be discussed. To do so, it is useful

to continue referring to the example electron population presented in figure 2.8,

the bulk of which acquired an average temperature of kBTf∼8 MeV, from a laser

with energy, EL=15 J. Using a simplified version of equation 2.31, the number

of electrons in this population can be estimated as, Nf∼AfracEL/kBTf∼1012, as-

suming the fraction of laser energy absorbed by plasma electrons is Afrac=30%,

though this parameter varies in the range (20-90)%, depending on parameters

such as the laser incidence angle, intensity, focal spot spatial distribution, and

target thickness [50, 183, 191–193]. These electrons are generated in a timescale

on the order of the laser pulse duration, which for this example is τL=25 fs. As

such, the fast electron beam carries a current of If∼(Nfe)/τL∼6 MA. Considering

the electron beam as a cylinder with radius, rL, and height, cτL, the beam den-

sity, nf, can be calculated as the number of electrons within the cylinder volume,

V=πr2LcτL [194],

nf =
Nf

πr2LcτL
(2.34)

Using the estimated number of fast electrons, Nf∼1012, and assuming they have a

velocity of v f∼c, the associated current density is calculated as j f=−enfv f∼5×1017

Am−2, and will induce a magnetic field according to [195],

∂B

∂t
=

ρj f
rL

(2.35)

where ρ is the electrical resistivity of the target. Early studies demonstrated

that this self-generated magnetic field will inhibit and reverse the electron beam

motion [196], with electrons only continuing to propagate if they carry a current

below the Alfvén [197] limit,

IA ∼ βγmec
2

e
= 17000βγ (2.36)

calculated as IA∼0.1 MA when β=v/c∼0.99, as is assumed for electrons acceler-
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ated to relativistic velocities, γ∼6, by the IL∼8×1021 Wcm−2, a0∼8, laser pulse

considered in this example. A current of 6 MA exceeds this, and so fast elec-

trons carrying this current should not propagate within a target foil. But they

do, seemingly defying this limiting condition. This can be explained by consid-

ering the electric field which is also generated due to this fast electron beam,

approximated in 2D as,

∂E

∂t
= −j f

ϵ0
(2.37)

The example electron beam of current density, j f∼5×1017 Am−2, will induce an

electric field of |E |∼1015 Vm−1, on the order of the |E |∼1014 Vm−1 and |E |∼1015

Vm−1 required to ionise hydrogen and carbon, respectively [165, 166]. This means

the electric field associated with the fast electron population can ionise atoms

within the CH target foil used in the simulation illustrated in figure 2.6, and in

the results chapters of this thesis. This creates a much colder population of ‘bulk’

electrons, in the same region as the fast electron beam, as illustrated in figure

2.9.
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Figure 2.9: Illustration of a fast electron beam (opaque cyan) propagating into a target foil,
and drawing a return current of cold electrons from the target bulk (transparent cyan), due to
the electric field associated with the beam current. Magnetic fields are also associated with this
current, and act to attract electrons towards, and push them away from, the central propagation

axis, causing pinching and hollowing of the beam, respectively.

This induces an electric field, and thus ‘return’ current of density, j r, according
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to equation 2.37, neutralising the forward going j f current, to a value around, or

below the Alfvén limit. This allows fast electrons to propagate within a target foil.

To explain this, the electric field that draws the return current can be related to

the electrical resistivity of the target, E=ρj r. Using Faraday’s law, the associated

magnetic field is then derived as,

∂B

∂t
= −∇×E = −∇× (ρj r)

∇×B = µ0(j f + j r)

(2.38)

and is negligible, thus not inhibiting fast electron propagation, when the total

current density, j f+ j r, is very small. Imbalances in current density or resistivity

do occur, inducing magnetic fields that are sufficient to affect fast electron beam

propagation, in two major ways. The first effect results from the current density

being higher along the centre of the beam and decreasing radially outward. This

is a result of the Gaussian spatial-intensity profile of the laser focal spot, and

causes ‘pinching’ of the beam, illustrated in figure 2.9, according to the first term

on the RHS of the expanded equation 2.38, stated without higher order advection

and diffusion terms for simplicity,

∂B

∂t
= ∇× (ρj f)

∂B

∂t
= ρ(∇× j f) +∇ρ× j f

(2.39)

This spatial gradient, ρ(∇ × j f), in the current density is most prominent at

the point where electrons are injected into the target foil, and can act to self-

collimate the beam of fast electrons, opposing its inherent divergence [194, 195]

which results from the focusing nature of the laser pulse, and is illustrated by

light blue lines which diverge from the propagation axis at an angle of θD∼20°, in

figure 2.9. Pinching also occurs to a lesser extent over smaller density variations

throughout the target, acting to breakup the beam of fast electrons. This creates
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filaments with more severe differences in density, in turn inducing further breakup

of the beam of fast electrons, in a feedback process. Typically these structures are

undesirable, and so filamentation is often considered as an instability [198–201].

The second important effect to consider when current neutrality is not achieved

is that induced by resistivity gradients, described by the second term on the ex-

panded RHS of equation 2.39, ∇ρ × j f. Resistivity is related to temperature,

which varies spatially in the background plasma due to collisional effects associ-

ated with the cold return current. This induces a magnetic field which pushes

electrons outwards from the beam centre, ‘hollowing’ the beam [202, 203], and

effectively competing with the pinching effect resulting from density gradients.

This effect can reverse in very hot plasma, approaching the Spitzer regime, so

that the magnetic field draws electrons towards this central axis, complementing

the pinching effect. In most cases the currents associated with these density and

resistivity gradients are lower than the Alfvén limit, meaning fast electrons can

propagate uninhibited to the target rear.

2.6 Laser-driven ion acceleration

The previous section discussed several mechanisms by which laser energy is trans-

ferred to plasma electrons, influencing their velocity, mass, and density, and

causing them to propagate within plasma in various ways. Most importantly,

the energy absorbed by electrons can subsequently be transferred to ions, which

typically reach tens of MeV energies per nucleon, and have unique properties

compared to ions accelerated by conventional radio frequency (RF) based ac-

celerators. Among these unique properties are that ions are produced in highly

laminar beams of small emittance, typically <4×10−4 mm.mrad [32, 204], ∼100×

smaller than produced in RF-based accelerators [54], in a short duration. The

exact properties depend on a variety of laser and target parameters which can be

tailored to accelerate ions through various mechanisms, making laser-driven ion

acceleration extremely flexible.

The investigations of this thesis focus on optimising and stabilising properties
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of protons accelerated when short duration laser pulses interact with target foils.

Target normal sheath acceleration (TNSA) was the first mechanism to produce

tens of MeV protons from such an interaction, and is the most widely investigated

mechanism in the field. The maximum energy of protons accelerated by TNSA is

optimised in chapter 4, and the stability of TNSA proton energies is investigated

in chapter 5. This mechanism is now described.

2.6.1 Target normal sheath acceleration

Results from the first experiments to demonstrate TNSA were published in the

year 2000 [27–29], showing that protons were accelerated to maximum energies of

up to ϵpmax∼58 MeV. Subsequent experiments varied laser and target parameters

to better understand and optimise the mechanism [39, 41–44, 47, 49, 59, 205–207],

with this, and improvements to laser technology [56, 57] and target manufacturing

[89], resulting in TNSA maximum proton energies of up to ϵpmax∼90 MeV [62, 63].
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Figure 2.10: Illustration of target normal sheath acceleration.

Soon after the initial experiments in which it was demonstrated, TNSA was

described to depend on much of the physics discussed in this chapter so far [33].

Initially, the front surface of a target foil is ionised by light preceding a IL≥1018

Wcm−2 main pulse, creating a pre-plasma, as described in sections 2.2 and 2.3.

Electrons within this plasma then absorb energy from the main pulse, gaining
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relativistic velocities at which they propagate into and through the target, as

described in sections 2.4.3 and 2.5. The most energetic electrons can then escape

the target, into vacuum, causing the target rear surface to become positively

charged, as illustrated in figure 2.10. This results in charge separation between

the escaping electrons and the now positively charged target rear, inducing a so-

called electric sheath field which extends beyond the target rear, over a region

of approximately the Debye length of electrons contained in the sheath, which

can be calculated from equation 2.9 as λD=75 nm for a population of sheath

electrons with density, ne∼1028 m−3, and temperature, kBTe∼1 MeV. The sheath

electric field strength can then be estimated from these parameters as |E sheath|∼10

TVm−1, according to [33],

E sheath ∼ kBTe

eλD

(2.40)

As discussed in section 2.2, this field strength is sufficient to ionise atoms in con-

taminant layers on the target rear surface [208]. These ions are then accelerated

parallel to the target normal axis by the sheath field, with protons being accel-

erated more readily due to their higher charge to mass ratio, q/mp, relative to

heavier ions such as carbon. This process is demonstrated in figure 2.10, where

ions are accelerated to the highest energies by the peak of the sheath field, reach-

ing a maximum energy dependent on properties of the sheath [51, 209], and the

driving laser pulse [40],

ϵimax = 2ZkBTe

[
ln(ti + (t2i + 1)1/2

]2
(2.41)

Here, kBTe is the temperature of electrons creating the sheath, often considered to

be proportional to the square root of laser intensity, kBTe∝I
1/2
L [72], as described

in section 2.5. The maximum energy of ions accelerated by lasers of intensity,

IL≥1018 Wcm−2, via TNSA, is therefore also commonly expressed with this scal-

ing, ϵimax∝kBTe∝I
1/2
L . The term, ti=ωitacc/

√
2e, in equation 2.41 is the time over

which ions are accelerated, related to the ion plasma frequency, ωi, and a finite

acceleration time, tacc. The ion plasma frequency, ωi=
√

nee2/ϵ0me, depends on
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the sheath electron density, which can be estimated, ne=Nf/cτLSsheath, from the

number of fast electrons, Nf=EL×Afrac/kBTf, that absorb some fraction, Afrac, of

the laser energy at the target front surface, in a time related to the pulse dura-

tion, τL, and then propagate through the target foil of thickness, l, in a beam

with a divergence angle, θD, before escaping into vacuum, the majority then being

confined to the sheath of transverse size, Ssheath=π(ϕL + ltanθD)
2.

This model [40, 51] assumes sheath electrons to have a constant temperature

throughout the interaction. However, the number, energy, and therefore tem-

perature of fast electrons is not constant, and instead evolves over the course of

an interaction. Without accounting for this, the model would overestimate the

maximum ion energy compared to simulations and experimental results, but by

defining a finite acceleration time, tacc=α(τL + tmin), where α=1.3 for IL>3×1019

Wcm−2, and tmin=60 fs is the minimum time required for electrons to transfer

energy to ions, the model can provide reasonable predictions of experimental and

simulation results for intensities in the range, IL=(1-6)×1019 Wcm−2, for pulse

durations in the range τL=(300-850) fs, and for target foils of l∼20 µm thickness

[40]. The model is less representative for different interaction conditions, and so

modifications are typically made [41, 42, 210–213], and distinct models proposed

[30], to accurately represent maximum ion energies over different, still relatively

restricted parameter spaces. Machine learning techniques have recently been em-

ployed to model TNSA over a wider, more complete parameter space, accurately

replicating experimental results from many different laser systems [214, 215].

Even the most accurate models only account for some, but not all, of the

evolving TNSA dynamics in an interaction, not accounting particularly for ions

accelerating into the sheath, decreasing charge separation and thus the accelerat-

ing field. Computational simulations provide a more complete account of evolving

dynamics, as discussed in section 3.5, and so results from a 2D PIC simulation

similar to that which illustrated laser-induced plasma and fast electron genera-

tion in figure 2.6 are now shown in figure 2.11. This expands on the simplified

illustration of TNSA presented in figure 2.10, showing how these processes, and

the following electron propagation discussed in section 2.5, evolve throughout a
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laser-solid interaction, contributing to an evolving TNSA process. Figure 2.11(a-

d) shows properties of the interaction at time, t=0 fs, when the peak intensity,

IL=5×1020 Wcm−2, of a laser pulse with properties, EL=1.5 J, τL=40 fs, and

ϕL=3 µm, interacts with pre-plasma of scale length, L=300 nm, at the front

surface of a l=1 µm CH target foil.

e- e- e-

p+ p+ p+

Figure 2.11: Illustration of TNSA in a 2D PIC simulation. (a) shows the laser electric field
in the polarisation direction (Y ), at time, t=0 fs, when the peak intensity interacts with (b)
plasma of varying electron density (colourmap). Electrons at the classical (cyan), ne=ncrit, and
relativistically corrected (grey), ne=γncrit, critical density are highlighted, showing electrons
are confined in a sheath with a Gaussian like transverse distribution (black dashed line) at the
target rear, resulting in a (c) longitudinal electric field which (d) accelerates protons. The same
electric fields, particle densities, and energies are shown as the interaction continues at lower

intensity in (e-h), and after the laser has diminished in (i-l).

As the laser intensity has risen to this peak over time, t=(-120→0) fs, elec-

trons have been accelerated to relativistic velocities by the laser, and propagated

through the target in a diverging beam, forming an electric sheath field with a

Gaussian distribution in the transverse direction, which accelerates protons to

the highest energies along the target normal axis. As the falling edge of the

laser intensity profile continues to interact with the target in figure 2.11(e-h),

fast electrons are continually generated at the front surface, and escape into vac-

uum to maintain the sheath field. In addition, electrons which were not initially
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energetic enough to escape the target rear, and were reflected back to the front

surface, as illustrated in figure 2.10, can absorb more energy from the laser as

it continues to interact [50], meaning they now do have sufficient energy to es-

cape the target rear and contribute to the sheath field. This so-called electron

re-circulation results in transverse broadening (Y dimension), and replenishment,

of sheath electrons, maintaining the field strength for longer, thus increasing the

time over which protons are accelerated, and their resultant energy [38, 216].

Figure 2.11(i-l) shows that protons are continually accelerated for t∼40 fs after

the laser pulse diminishes, reaching a maximum energy of ϵpmax∼20 MeV in this

example simulation.

The highest energy protons accelerated along the target normal axis can be

preferentially selected whilst filtering out lower energy protons, producing a beam-

like source of multi-MeV energies, with high laminarity, and an emittance on the

order of 10−4 mm.mrad, lower than produced in conventional RF-based accel-

erators [32]. In addition, this laser-driven proton beam is extremely short in

duration at its source, being accelerated on the order of the laser pulse duration

[40], and is compact in size, being generated over a transverse region of a few mi-

crons. A relatively high number of protons reach the highest energies, ∼109, and

more, ∼1012, are accelerated to lower, but still multi-MeV energies, from weaker

regions of the sheath field [54]. Generating energetic protons on this ultra-short

timescale, in this compact source size, is potentially useful for applications such

as FLASH proton therapy [37]. Other applications require heavier ions, which

can be accelerated from the target bulk when using different target materials

such as aluminium, particularly if the hydrocarbon layer is removed by methods

such as Ohmic heating [217], irradiation by an ion gun [218], or ablation with a

preceding laser pulse of nanosecond duration [219].

Having now discussed the most studied laser-driven ion acceleration mecha-

nism, the following sections will describe alternative mechanisms which can po-

tentially accelerate ion beams with improved source properties compared to those

produced via TNSA.
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2.6.2 Radiation pressure acceleration

The next ion acceleration mechanism to discuss is that driven predominantly by

the laser radiation pressure, which has been proposed to accelerate ions to maxi-

mum energies with a linear dependence on laser intensity, ϵpmax∝IL, rather than

with a weaker square root scaling, ϵpmax∝I
1/2
L , in TNSA [206]. Theoretical and

simulation based studies have therefore predicted that radiation pressure acceler-

ation (RPA) will produce higher maximum proton energies than can be achieved

through TNSA, and will become the dominant ion acceleration mechanism in ex-

periments using a new generation of lasers capable of delivering IL≥1023 Wcm−2

intensities [73]. At present, there are much fewer experimental demonstrations

of RPA compared to TNSA, due to challenges which will be discussed in this

section, though RPA has produced maximum proton energies of up to ϵpmax∼93

MeV in experiments [220], and has contributed to maximum proton energies of

up to ϵpmax∼96 MeV [71], and ϵpmax∼150 MeV [31], in hybrid acceleration mech-

anisms enhanced by the onset of relativistic self-induced transparency (RSIT),

the repeatability of which are investigated in chapter 5.
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Figure 2.12: Illustration of radiation pressure acceleration occurring from time, t1, when elec-
tron and ion densities are balanced in a pre-plasma, to time, t2, when electrons separate from

ions in the pre-plasma, creating a charge separation field which accelerates ions.
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Similar to TNSA, protons are accelerated in RPA by a charge separation field,

which in this case moves with the leading edge of the laser pulse, rather than

being induced at the target rear-vacuum interface. This process begins with

the laser radiation pressure, equivalent to the integral of the ponderomotive force

over the pulse envelope, pushing electrons beyond the critical density surface, and

into the plasma skin depth, causing them to accumulate and create a very dense,

negatively charged region. If the radiation pressure is greater than the opposing

thermal pressure of the expanding pre-plasma, the critical density surface will

be pushed into the target foil [206], causing hole-boring of the front surface,

as illustrated in figure 2.12. Ions in the region from which electrons have been

ejected will remain there, since they experience negligible force due to their higher

charge to mass ratio relative to electrons. This causes charge separation, creating

a strong electric field that accelerates ions in the compressed, high density electron

region, as illustrated in figure 2.12.

To estimate the maximum energy of ions accelerated in this so-called hole-

boring regime (RPA-HB), it is useful to consider them as being contained within

a mirror, the front surface of which is the critical density surface. Some fraction

of the laser intensity is then reflected by, R, and transmitted through, T , the

mirror, which moves forward due to the laser radiation pressure,

Prad = (1 +R− T )
IL
c

(2.42)

As discussed in section 2.4.3, some fraction of the laser energy is also absorbed

by plasma electrons at the critical density surface, Afrac, meaning the fraction of

transmitted energy is T=1-R-Afrac. Rearranging, and substituting into equation

2.42, the laser radiation pressure can be expressed as,

Prad = (2R + Afrac)
IL
c

(2.43)

and is maximised if no laser energy is absorbed by plasma electrons. Setting

this condition for simplicity, Afrac=0, and equating the forces exerted due to

the radiation pressure, F rad=PradS, and momentum, F rad=∂p/∂t, of a moving
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mirror of area, S, the velocity of the critical density surface, or the hole-boring

velocity, vHB, can be expressed in acceleration terms [74],

∂mvHB

∂t
= PradS (2.44)

Equating the mirrors mass to density, m=ρV , where the volume is related to the

distance travelled by an initially stationary mirror over some time, V=SlM =

SvHBt, where lM is the mirror length, the hole boring velocity is expressed as,

vHB =

√
2IL
ρc

(2.45)

Ions within the moving mirror then travel at this velocity, acquiring a maximum

kinetic energy according to the peak laser intensity,

ϵimax =
mi

2
(2vHB)

2 =
miIL
ρc

(2.46)

Expressing the mass density as, ρ=Amini=A/Zmine, ions acquire a maximum

energy per nucleon of,

ϵimax =
Z

A

2IL
nec

(2.47)

Theoretically, the maximum ion energy achieved in RPA is therefore linearly

proportional to the laser intensity, ϵimax∝IL, rather than having a square root

dependence, ϵimax∝I
1/2
L , as for TNSA.

Achieving a perfectly reflecting critical density surface is difficult in practice,

due to the numerous mechanisms by which electrons absorb (20-90)% of the inci-

dent laser energy at this surface [50, 183, 191–193], as described in section 2.4.3.

This will diminish the RPA mechanism. However, this section also described that

laser-to-electron energy absorption typically occurs through the j×B mechanism

at intensities relevant to these interactions, IL≥1018 Wcm−2, and that the j×B

heating term vanishes when considering circularly polarised laser pulses. As such,

circularly polarised light mitigates laser-to-electron energy absorption, and has

been used to experimentally demonstrate RPA proton energies of up to ϵpmax∼93
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Figure 2.13: Illustration of RPA-HB in a 2D PIC simulation, where a circularly polarised laser
pulse interacts with a CH target foil. (a) shows the electric field in the Y dimension, at time,
t=0 fs, when the peak intensity interacts with the (b) target. A cyan and grey contour indicate
hole-boring of the classical, ne=ncrit, and relativistically corrected, ne=γncrit, critical density
surface due to the laser radiation pressure. This generates a (c) longitudinal electric field which
accelerates ions to (d) multi-MeV energies. The same electric fields, particle densities, and
energies, are shown as the interaction continues at lower intensity in (e-h), and after the laser

has diminished in (i-l).

MeV [220].

Having now described RPA-HB, it is useful to expand on the simplified il-

lustration provided in figure 2.12, by showing results from a 2D PIC simulation

with the same parameters used to produce TNSA protons in figure 2.11, the only

differences being that the thickness of the CH target foil is reduced to l=100 nm,

and that the laser pulse is now circularly polarised, with an increased intensity of

IL=2×1021 Wcm−2. Results from this simulation are shown in figure 2.13(a-b),

at time, t=0 fs, when the peak intensity reflects from the critical density surface,

boring a hole in the target, and doubling the peak electron density within the

skin depth from the initial CH solid-density, ne=300ncrit, to ne∼600nncrit, where

ncrit∼1028 m−3 for the λL=800 nm laser pulse. This causes charge separation

from the stationary ions left behind, creating a longitudinal electric field of ∼25

TVm−1, which accelerates protons to multi-MeV energies, as shown in figure

48



2.13(c-d). As the interaction continues in figure 2.13(e-h) and figure 2.13(i-l), the

laser radiation pressure pushes the critical density surface further, accelerating

protons to maximum energies of ϵpmax>30 MeV.

If the target foil is even thinner, on the order of tens of nanometres, the

entire irradiated region can propagate with the laser pulse over tens of microns

in vacuum, in a motion analogous to wind driving a sail [221]. This so-called

RPA ‘light-sail’ (LS) mechanism [222–224] results in ions being accelerated more

efficiently, gaining a velocity derived [225] as,

vLS =
2ILτL
lρc

(2.48)

Again, assuming the laser pulse is perfectly reflected (R=1, Afrac=0, T=0) for

simplicity. Noting the inverse relationship to target foil thickness, l, the maximum

kinetic energy of ions accelerated in this regime is,

ϵimax = 2mi

(
τLIL
lρc

)2

(2.49)

Here, the maximum ion energy scales with peak intensity as ϵimax∝IL
2, in contrast

to the linear RPA-HB scaling, ϵimax∝IL [74], and the square root scaling typically

associated with TNSA, ϵimax∝IL
1/2 [33]. To illustrate this increased efficiency,

the same simulation parameters used to illustrate RPA-HB in figure 2.13 are

now used to simulate RPA-LS by reducing the CH target foil thickness to l=10

nm, and returning to the lower laser intensity, IL=5×1020 Wcm−2, used in the

simulation demonstrating TNSA, in figure 2.11.

Results from this simulation are shown in figure 2.14, and are initially very

similar to those shown for a simulation of RPA-HB in figure 2.13, with the peak

laser intensity driving hole-boring of the critical density surface, and accelerating

protons to multi-MeV energies, as shown in figure 2.14(a-d). However, as the

interaction continues in figure 2.14(e-f), the laser radiation pressure forces the

critical density surface away from the initial target location, illustrated by a break

in the relativistically corrected critical density surface (grey contour), exhibiting

this light-sail behaviour which accelerates protons to energies of ϵpmax>20 MeV.
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Figure 2.14: Illustration of RPA-LS in a 2D PIC simulation, where a circularly polarised laser
pulse interacts with a CH target foil. (a) shows the electric field in the Y dimension, at time,
t=0 fs, when the peak intensity interacts with the (b) target. A cyan and grey contour indicate
hole-boring of the classical, ne=ncrit, and relativistically corrected, ne=γncrit, critical density
surface due to the laser radiation pressure. This generates a (c) longitudinal electric field which
accelerates ions to (d) multi-MeV energies. The same electric fields, particle densities, and
energies, are shown as the interaction continues at lower intensity in (e-h), with the laser now
pushing the critical density surface several microns into vacuum, separating it from the target

bulk, in a light-sail mechanism, which continues in (i-l).

The laser pulse continues to push this surface with a reduced intensity in figure

2.14(i-l), resulting in maximum proton energies of ϵpmax>35 MeV. This is greater

than the proton maximum energies driven by a linearly polarised laser pulse of

the same intensity and duration via the TNSA mechanism, as shown in figure

2.11, and those driven by the same circularly polarised laser pulse with double

the intensity through the RPA-HB mechanism, as shown in figure 2.13. As such,

RPA-LS is extremely promising for increasing maximum proton energies beyond

that which has currently been achieved in experiments.

Even more promising is that both radiation pressure based schemes are pre-

dicted to produce quasimonoenergetic ion sources [221, 225], since ions all orig-

inate from the same very thin layer, rather than from different regions in con-

taminant layers, and throughout much thicker targets, in TNSA. Furthermore, if
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driven by a laser with a focal spot large enough to minimise hole-boring induced

curvature of the target front surface, RPA can produce ion beams with lower

divergence than TNSA. If realised, these beam properties would be useful for ap-

plications such as proton therapy, where it is desirable to deliver a high number

of protons to a small tumorous area, at a given energy, whilst delivering minimal

protons at different energies to healthy tissue surrounding the tumour [155].

As stated, experimental demonstrations of RPA are much less prolific than

those demonstrating TNSA, because this is a very sensitive acceleration regime

achieved over a relatively narrow range of interaction conditions, in contrast to

TNSA which can be achieved for a wide range of laser pulse energy, duration,

intensity, and target foil thickness values [30]. One particular challenge is that

RPA simultaneously requires high laser intensities, but also that the target does

not become transparent to laser light via RSIT, induced at such high intensities

as described in the next section. If this occurs, the radiation pressure reduces

to zero (R=0, T=1), according to equation 2.42, diminishing RPA. That being

said, the onset of RSIT does not inherently diminish ion acceleration. On the

contrary, it has been shown to enhance maximum proton energies to the highest

recorded for a laser-driven source [31, 71], through a combination of TNSA, RPA,

and other mechanisms which will now be discussed.

2.6.3 Acceleration enhanced by relativistic self-induced

transparency

Recapping the description provided in section 2.4.2, laser light can propagate

in plasma where the electron density is lower than the critical density, ne<ncrit.

Termed underdense plasma, this was initially discussed to form as part of an

expanding pre-plasma induced on the front surface of a relatively thick target

foil. In this case an incident laser pulse propagates within underdense plasma

before reflecting from the critical density surface, being unable to propagate in

overdense plasma beyond this surface. However, if the laser radiation pressure

drives the critical density surface into the target foil as discussed in section 2.6.2,
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the laser pulse will essentially reflect from the foil front surface. This allows

laser energy to be transferred to electrons deeper within the foil, increasing their

mass by a relativistic gamma factor, γ, thus increasing the plasma critical density

according to equation 2.29. The electron density in a CH target foil, used for ex-

amples so far, is ne=300ncrit, where ne∼1×1027 m−3 and ncrit∼300×1027 m−3 for

a λL=800 nm laser pulse, according to equation 2.29, and equation 2.11. Stating

a0=
√
2(γ2 − 1), and relating to intensity through equation 2.22, a laser of this

wavelength would require an intensity of IL≥1023 Wcm−2 to heat electrons to a

velocity corresponding to γ∼300, so that an initially overdense target could be-

come underdense, ne < ↑γncrit, through so-called relativistic induced transparency

(RIT). This is orders of magnitude higher than the intensity of laser pulses that

have already been demonstrated to propagate through plasma [65, 69–71, 226],

which can be explained by considering that laser-to-electron heating not only in-

creases the electron mass, but also causes the plasma to expand, decreasing the

electron density. As an example, a λL=800 nm laser pulse of intensity IL∼4×1020

Wcm−2, will propagate in initially overdense plasma if it heats electrons such that

their density reduces to ne=5×1027 m−3, and their velocity increases to a value

corresponding to a0∼14, increasing the critical density by a factor, γ=10, to

ncrit=20×1027 m−3. This combined effect, ↓ne < ↑γncrit is known as relativistic

self-induced transparency (RSIT), and has been utilised to generate high order

modes of light [140], and to control electron and proton beam structures [69, 70].

The onset of RSIT can also significantly enhance laser-driven ion acceleration

[31, 71], as now demonstrated in results from a 2D PIC simulation where a l=30

nm CH foil is irradiated by the same linearly polarised laser pulse of IL=5×1020

Wcm−2 intensity, used to drive TNSA in figure 2.11. Returning to a linearly

polarised laser pulse, the j×B absorption mechanism is no longer mitigated as

required to induce RPA in the simulations presented in figure 2.13 and figure

2.14, and is instead instrumental in heating electrons, relativistically increasing

their mass, and reducing electron density along the laser axis. Features of this

simulation are shown in figure 2.15 for three timesteps that are slightly different

from those shown for the previous acceleration mechanisms, now t=-20 fs, t=0 fs,
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Figure 2.15: Illustration of RSIT-enhanced acceleration in a 2D PIC simulation, where a
linearly-p polarised laser pulse interacts with a CH target foil. (a) shows the laser electric
field in the polarisation direction (Y ), at time, t=-20 fs, before the peak intensity interacts with
the (b) target. A cyan and grey contour indicate not only hole-boring of the classical, ne=ncrit,
and relativistically corrected, ne=γncrit, critical density surface, but also fast electrons which
propagate to the target rear and into vacuum. This results in (c) longitudinal electric fields
associated with the radiation pressure, and the sheath electrons at the target rear, with the
combined fields (d) accelerating protons in an RPA-TNSA hybrid mechanism. When the peak
intensity arrives in (e-h), the electron density in the focal spot region has decreased below the
relativistically corrected critical density, ne<γncrit, and the laser pulse propagates through the

target, directly accelerating protons. This continues in (i-l).

and t=40 fs, relative to the time at which the peak laser intensity interacts with

the foil front surface. Figure 2.15(a-d) shows the laser pulse beginning to interact

with the target, heating electrons to energies greater than their rest mass, and

reducing the peak target density below ne∼160ncrit, even further in the focal spot

region. This creates a fast electron population which propagates through the

target, creating an electric sheath field which accelerates protons via the TNSA

mechanism. At this time, the laser radiation pressure simultaneously drives hole-

boring of the critical density surface, inducing a longitudinal electric field which

is temporally separated from the TNSA field. The result is a temporally dual-

peaked electric field [227], resulting in a hybrid acceleration mechanism, where

both TNSA and RPA combine to accelerate protons to multi-MeV energies [65,
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71].

By the time the peak laser intensity arrives in figure 2.15(e-h), electrons within

the focal spot region have been reduced to a density on the order of the classical

critical density, and have been accelerated to relativistic velocities, so that ↓ne <

↑γncrit. At this point the laser pulse can propagate through the relativistically

underdense region, as illustrated clearly for a later simulation time in figure 2.15(i-

l). This enables extremely efficient laser-to-electron energy transfer via direct

acceleration, increasing the electron temperature, thus boosting the longitudinal

electric field, and the maximum energy of protons to ϵpmax∼40 MeV, above that

which can be achieved purely through TNSA, RPA-HB, or RPA-LS, illustrated

in figures 2.11, 2.13, and 2.14, respectively.

Publications [64, 75–77] have proposed this enhanced ion acceleration to re-

sult from a Buneman-like instability, with energy being transferred from electrons

travelling at relativistic velocity to much slower protons, due to this inherent ve-

locity difference. The energy lost by electrons is then regained as they continue

to interact with the propagating laser light, growing the instability and boosting

the energy of ions initially accelerated by TNSA and RPA in a so-called break

out afterburner (BOA) process. Protons accelerated in this manner have been

predicted to gain maximum energies which scale linearly with the laser electric

field, and thus with the square root of intensity, ϵpmax∝I
1/2
L [228]. Other pub-

lications [65, 66, 78] agree that laser-to-electron energy transfer is very efficient

in a target undergoing RSIT, and that this boosts the energy of protons accel-

erated initially by a hybrid RPA-TNSA hybrid mechanism, though disagree that

this results from a Buneman-like instability. In this description the direct laser

acceleration of electrons can also result in a plasma jet, with sufficient electron

current density to induce a strong magnetic field perpendicular to the laser pulse

propagation direction [65–67, 78]. This magnetic field can act as a pinching force

on the electrons, in the same way as described in section 2.5, effectively confining

the plasma jet to the laser pulse propagation axis. The electron current density

can also induce a longitudinal electric field, enhancing the existing TNSA-RPA

hybrid electric field. Ions can then be further accelerated by the enhanced elec-
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tric field, and have been demonstrated to steer from the target normal axis, along

which they are initially accelerated by TNSA and RPA, to the laser pulse prop-

agation axis, as demonstrated in experiments and simulations where the target

foil is angled with respect to the incident laser [65, 71].

Work to understand the subtle and complex physics that govern enhanced

acceleration in the RSIT regime is ongoing [78], but what is clear is that the

maximum ion energy achieved in an RSIT-enhanced regime depends strongly

on the target foil thickness. This has been demonstrated experimentally [71],

with maximum proton energies of up to ϵpmax∼96 MeV being produced at an

optimal target foil thickness, a then record energy for laser-driven protons. This

optimisation was replicated in simulations, which demonstrated proton energy

enhancement to be most significant when target foils underwent RSIT at the same

time as the peak laser intensity arrived at the front surface, with the maximum

proton energy reducing if RSIT occurred too early, in thinner foils, or too late,

in thicker foils [79]. In a subsequent experiment, RSIT was induced in a similar

target foil using a laser with higher temporal-intensity contrast [45], resulting

in maximum proton energies of up to ϵpmax∼150 MeV [31], by far the highest

recorded for a laser-driven source.
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Figure 2.16: Maximum energy of protons accelerated by TNSA, RPA-HB, RPA-LS, and an
RSIT-enhanced mechanism, for each timestep of the simulations presented in figures 2.11, 2.13,
2.14, 2.15, respectively. The temporal-intensity profile of the laser is the same in each case, and

is illustrated as it rises to a normalised intensity.
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RSIT-enhanced acceleration is then promising for increasing proton energies

towards that required for applications such as radiotherapy [155]. However, there

are indications that this regime does not produce high maximum proton energies

with the same repeatability as a pure TNSA mechanism. This is investigated in

chapter 5, so that RSIT-enhanced acceleration can be understood and controlled

to consistently produce maximum proton energies beyond that achievable using

TNSA or RPA alone. As a final indication of the potential of RSIT-enhanced

acceleration, figure 2.16 compares the maximum proton energy at each timestep

of the simulation illustrated in figure 2.15 to that of the simulations demonstrat-

ing TNSA, RPA-HB, and RPA-LS in figure 2.11, figure 2.13, and figure 2.14,

respectively. The Gaussian temporal-intensity profile of the laser pulse is the

same in each case, rising to a peak of IL=5×1020 Wcm−2 in the RSIT-enhanced,

TNSA, and RPA-LS simulations, and IL=2×1021 Wcm−2 in the RPA-HB simu-

lation. It should be noted that the RSIT-enhanced mechanism was optimised by

selecting a target foil thickness of l=30 nm, so that the target underwent RSIT

as the peak laser intensity arrived, and that there are ways to optimise the other

mechanisms. This is demonstrated in chapter 4, where a Bayesian optimisation

algorithm selected an optimal pre-plasma density profile which increased laser-

to-electron energy absorption, in turn increasing a TNSA sheath field, and the

maximum energy of protons accelerated by this mechanism.

2.7 Summary

To summarise, this chapter has provided a brief overview of the physics under-

pinning laser-driven acceleration of ions to multi-MeV energies. This began by

discussing the fundamental properties of intense, IL>1018 Wcm−2, short dura-

tion, τL=(30-1000) fs, laser pulses in section 2.1, and continued by describing the

mechanisms by which this laser light creates plasma by ionising the front surface

of solid target foils, in sections 2.2 and 2.3. Electrons within this plasma were

then described to absorb laser energy through a variety of mechanisms in section

2.4, accelerating them to relativistic velocities which they carry into overdense
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plasma as described in section 2.5, setting up electric fields which accelerate ions

to multi-MeV energies through several mechanisms discussed in section 2.6. This

provides a foundation for investigating the optimisation and stabilisation of laser-

driven ion acceleration in chapters 4 and 5, using methodologies which will now

be described in chapter 3.

57



Chapter 3

Methodology

Having discussed the fundamental physics that occurs when short duration, high-

power laser pulses interact with target foils in chapter 2, it is now necessary to

describe how these pulses are created and amplified to the intensities required

to drive the physics of interest to this thesis. This is presented in the context

of the Vulcan-PW laser system, since this was used for the experimental inves-

tigation detailed in chapter 5, and shares many processes with high-power laser

systems across the world, such as optical parametric, chirped pulse, and regenera-

tive amplification. Methods used to characterise the laser energy, pulse duration,

temporal-intensity contrast, and focal spot quality, are described, as are compo-

nents used to improve these properties, such as plasma mirrors, adaptive optics,

and wavefront sensors. Diagnostics used to characterise radiation produced in

a laser-solid interaction are also covered, and the chapter closes by describing

methods underpinning particle-in-cell (PIC) simulations, which inform and com-

plement experimental investigations, and are employed in chapters 2, 4, and 5.
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3.1 Creation and amplification of short duration,

high-power laser pulses at the Vulcan-PW fa-

cility

The first component in the Vulcan-PW laser system is a passively mode locked

oscillator consisting of a Ti:Sapphire gain medium, pumped by a continuous wave

(CW), frequency doubled, 2ω, Nd:YAG laser [58]. This creates a train of pulses,

each of which has a central wavelength of λL=1053 nm, and contains EL∼5 nJ

of energy, in a duration of τL∼120 fs. One pulse is selected from this train and

pre-amplified using the optical parametric chirped pulse amplification (OPCPA)

technique [229, 230], illustrated in the inset of figure 3.1(a). Here, the pulse

selected from the oscillator is separated into two pulses, which are transmitted

through, and reflected by, a pellicle beamsplitter (PBS) with 70%, and 30%, of

the initial energy, respectively. The transmitted pulse then acts as a seed pulse

for a regenerative amplification process, illustrated in figure 3.1(b). The incoming

seed pulse for the regenerative amplifier is reflected by a polariser according to

the pulse polarisation, in this case assumed to be linear p-polarisation. The

pulse then passes through a half waveplate, which rotates the polarisation by 90°

to linear s-polarisation, and then through a Faraday rotator, which can adjust

the polarisation more finely according to the strength of an externally applied

magnetic field.

A second polariser is then set up to reflect the linearly s-polarised pulse into

a Pockels cell, which behaves as a quarter waveplate when supplied a certain

voltage, acting to rotate the pulse polarisation to circular. The pulse then reflects

from a cavity mirror, reversing the circular polarisation direction, causing the

pulse polarisation to rotate by 90° back to linear p-polarisation, upon a second

pass through the Pockels cell. As the second polariser was set up to reflect linear

s-polarisation, it transmits the now linearly p-polarised pulse, which propagates

into an optically pumped Nd:YLF gain medium, reflects from a second cavity

mirror, and returns through the gain medium, gaining energy on both passes.
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Figure 3.1: (a) Illustration of pulse amplification and temporal compression in stages of the
Vulcan-PW laser system, resulting in a final pulse characterised by an energy meter and second-
order autocorrelator, and propagated into an interaction chamber. A detailed illustration of
the picosecond OPCPA stage is shown in the inset, and includes a regenerative amplifier which
operates as illustrated in (b), creating a pump pulse for the OPA process illustrated in (c).

The slightly amplified pulse is then transmitted back through the second polariser

and Pockels cell, reflecting from the first cavity mirror, and back to the gain

medium. The pulse is therefore trapped in this gain cavity, gaining energy over
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many round trips, until the voltage supplied to the Pockels cell is switched off,

causing the pulse to become linearly s-polarised, so that it can reflect from the

second polariser, and out of the cavity. A magnetic field is then applied to

the Faraday rotator such that the pulse becomes linearly p-polarised, rotating

to become linearly s-polarised upon transmission through the half waveplate,

allowing it to transmit through the first polariser.

Through this process, the initially low energy, E∼5 nJ, seed pulse is amplified

to an energy of E∼500 µJ. This pulse is then frequency doubled, and used as a

pump pulse for a picosecond OPCPA process, as shown in the inset of figure

3.1(a), which also shows 30% of the initial oscillator pulse being reflected by the

pellicle beamsplitter, to be used as a signal pulse for this process.

OPA is illustrated in figure 3.1(c), and requires the signal and pump pulse

profiles to match so that energy is extracted efficiently. The pump pulse duration

increases to τpump∼15 ps due to gain narrowing in the regenerative amplification

process, and so the signal pulse is stretched using a grating, and tuned to a

duration of τsignal∼3 ps, using a moveable mirror to adjust the signal pulse path,

as illustrated in the inset of figure 3.1(a). This process means the signal and

pump pulse are temporally overlapped upon entering a β-barium borate (BBO)

crystal which is birefringent, ensuring the pump, and signal pulse, at different

wavelengths, are phase matched upon passing through the material.

This facilitates OPA, which begins with the high energy, longer wavelength,

pump pulse, λpump∼1054 nm, exciting electrons in the BBO crystal to a higher

energy state, E=hc/λpump. The lower energy seed pulse then stimulates these

electrons to decay to a lower energy intermediate state, converting the pump

pulse to a low energy signal pulse, with the difference in energy, Eidler=hc/(λpump

- λsignal), being radiated as a so-called idler photon. Of the initial Epump∼500 µJ

pump energy, only ∼15% is converted to the idler photon, resulting in an output

pulse of energy, Eidler∼70 µJ, which seeds the next, nanosecond OPCPA stage of

the amplification process, as shown on figure 3.1(a). This seems counter-intuitive

to the goal of amplifying the pulse energy, but this stage is included to improve

the temporal-intensity profile of the final high energy pulse [58].
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In OPA, the pump pulse energy is almost completely transferred to the signal

and idler pulse in a stimulated process, minimising amplified spontaneous emis-

sion (ASE), since there is essentially no additional heating of the gain medium,

unlike in regenerative amplification. As discussed in section 2.1, ASE light pre-

cedes the main Vulcan-PW pulse and, if not compensated for, can significantly

pre-expand or even completely destroy a target foil before the main pulse arrives,

by driving a shock through the target to induce plasma formation on the rear sur-

face, diminishing ion acceleration mechanisms [43, 44]. The nanosecond OPCPA

stage was initially designed to mitigate this issue [230, 231], though later work

showed significant ASE was still resulting from this stage [58].

The other benefit of OPA over other amplification techniques is that any

additional heating that does occur is only stored in the gain medium over the

pump pulse duration. ASE therefore only occurs on this timescale, rather than

being generated when parasitic pulses reflect through the gain medium at later

times in, for example, a regenerative amplifier. Using a picosecond OPCPA stage

to generate a signal pulse for the nanosecond OPCPA process thus ensures the

temporal-intensity profile of this pulse is improved compared to other approaches,

and allows the pulse duration to be finely adjusted to that desired in this next

stage.

However, before the output pulse from the picosecond OPCPA stage can be

used as a signal pulse in the nanosecond OPCPA stage, it must first be stretched

to a duration of τ∼5 ns, to avoid damaging optics as the pulse is amplified. This

was not a concern in the picosecond OPCPA stage, as optics damage according

to the energy delivered in a given time, otherwise known as the optical fluence,

F =
EL

S

1
√
τL

(3.1)

The pulse created in the picosecond OPCPA process has an energy of E=70 µJ, a

duration of τ∼15 ps, and a beam area of S=πr2, where r∼0.05 cm, resulting in a

fluence of, F∼2×10−3 Jcm−2ps−1/2, safely below the threshold of FDT∼30×10−3

Jcm−2ps−1/2 at which optics begin to damage for pulses of this duration.

However, the goal of the nanosecond OPCPA stage is to amplify the energy to
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E∼1 mJ, which, if all other parameters of equation 3.1 are kept constant, would

increase the fluence to F∼33×10−3 Jcm−2ps−1/2, inducing damage to optics due

to the ionisation mechanisms discussed in section 2.2 [232]. The fluence could

be reduced below this so-called damage threshold (DT) by tripling the beam ra-

dius, though optics would then have to be nine times larger to avoid clipping

the beam, increasing their cost. This may be feasible in the nanosecond OPCPA

stage, but would be completely unfeasible in the later stages illustrated in figure

3.1(a), where the energy is amplified to hundreds of Joules. At this stage the

optical intensity would also be IL≥1016 Wcm−2, if the spot size and pulse dura-

tion were kept constant, which for most optical materials [233, 234] means the

intensity dependent refractive index, described by the optical Kerr effect [235],

becomes important. Due to the Gaussian spatial-intensity profile of the pulse,

high-intensity light at the centre of the focal spot will experience a stronger re-

fractive index when propagating in optics compared to lower intensity light in

the pulse wings, effectively creating a focusing lens which reduces the focal spot

size, increasing the pulse intensity, resulting in more significant self-focusing in

a feedback process. The Gaussian temporal-intensity profile of the pulse causes

a similar effect, inducing self-phase modulation which acts to broaden the pulse

bandwidth [236], thus decreasing its duration, and increasing intensity, whilst

also introducing structures to the intensity spectrum, causing deviation from a

Gaussian-like profile. To mitigate these effects, the pulse duration is stretched

to τ∼5 ns using a pair of diffraction gratings to induce different path lengths

for the different wavelengths present in the pulse bandwidth, so that the fluence

damage threshold is increased to FDT∼0.5 Jcm−2ps−1/2, and the pulse intensity is

reduced, allowing pulses to carry energies of up to EL=250 mJ without damaging

optics or inducing intensity dependent nonlinear effects. This is the chirped pulse

amplification (CPA) aspect of the OPCPA process, which was initially demon-

strated in 1985 [26], and shared the Nobel prize for physics in 2018, due to the

influence of this technique in facilitating intensities beyond IL∼1018 Wcm−2 for

the first time, giving rise to many different avenues of physics research, including

laser-solid interactions.
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The stretched, τ∼5 ns, output of the picosecond OPCPA stage is then used

as a signal pulse for the nanosecond OPCPA stage, which uses the same OPA

technique described before in a slightly different configuration, now using a fre-

quency doubled Nd:YAG laser, operating at 10 Hz, to deliver pump energies on

the order of tens of milliJoules to 3 separate BBO crystals [58, 230]. Again,

∼15% of the pump energy is converted to idler photons produced in this process,

resulting in an energy on the order of milliJoules, contained in a temporally clean

pulse, without significant ASE. This pulse is then propagated into the first main

amplification stage of the Vulcan system, which consists of a series of Nd:Glass

rod amplifiers pumped by white light flash lamps [58]. As the beam is amplified

through this system, it is expanded from an initial radius of r=0.9 cm, to a final

radius of r=10.4 cm, so that the optical fluence is reduced below the damage

threshold, supporting an output pulse energy of E∼85 J. This pulse is then am-

plified further by a series of Nd:Glass disc amplifiers, reaching a final maximum

energy of E∼500 J.

The fully amplified pulse is then propagated through a spatial filter to re-

move noise from the pulse wings and enhance the spatial beam quality, before

being transported to a compressor comprising diffraction gratings with opposite

sign dispersion to the gratings used to temporally stretch the pulse before the

nanosecond OPCPA stage. The pulse is then re-compressed to a final duration

of τL∼1000 fs with ∼60% efficiency, reducing the energy to E=300 J. The beam

is expanded to a radius of r=30 cm for this final stage to reduce fluence on

the compressor grating, and on an off-axis parabolic mirror (OAP) of f -number,

F#=3, which focuses the beam to a spot size of FWHM, ϕL∼4 µm, producing an

intensity of IL≥1020 Wcm−2.

The pulse energy is measured on each full power Vulcan-PW shot using an

energy meter which absorbs 1% of the beam, transmitted through a final turn-

ing mirror, as illustrated in figure 3.1(a). The duration of the main pulse is

also measured from this transmitted beam using a single-shot, second-order au-

tocorrelator [56, 237], which splits the beam into two pulses that are focused

into a crystal which exhibits a χ(2) nonlinearity, thus creating an output pulse of
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shorter wavelength, in a process similar to OPA. The output light spreads due to

the cylindrical lens used for focusing, and is then captured by a camera, with the

position of light on the detector corresponding to different spatial positions in the

crystal, which can be reconstructed into the pulse temporal-intensity profile.

By adjusting the path length of one of the pulses, the timing delay between

the pulses can be increased, so that the intensity can be measured at a different

point on the temporal-intensity profile. Doing this over many shots, the entire

temporal-intensity profile can be reconstructed over a relatively high dynamic

range, in a scanning third-order autocorrelator technique, an example output of

which is shown in figure 2.2 of section 2.1, for the Vulcan-PW laser. Despite

significantly reducing ASE by employing OPCPA over two amplifying stages, it

is still apparent in this pulse temporal-intensity profile. Also shown is a pre-

pulse ∼200 ps before the main pulse arrives, which typically originates from a

reflection on the back surface of an optic within the laser system. The front

surface of these optics will typically be ≥99% reflective, only transmitting ≤1%

of the beam to be reflected from this back surface, explaining why this pre-pulse

is much less intense than the main pulse. However, after amplification, this pre-

pulse is still intense enough to pre-ionise a solid-density target. Wedged optics

are used throughout the Vulcan-PW system to eliminate these pre-pulses [58],

though it is very difficult to eliminate every one. Post-pulses highlighted on

figure 2.2 originate from unwanted reflections in the same way, and can actually

generate identical pre-pulses through intensity dependent non-linear refractive

index effects [82]. The final feature highlighted on figure 2.2 is the rising edge of

the intensity profile. This results from certain wavelengths of the main pulse not

being optimally compressed due to imperfections on gratings in the compressor

stage, or slight misalignment of the beam onto these gratings, resulting in so-

called uncompensated dispersion [57]. Research to further reduce these typically

undesirable features of the temporal-intensity profile is ongoing, though it is likely

impossible to achieve a completely Gaussian temporal-intensity profile at such

high intensities.

The importance of the laser temporal-intensity contrast has been known for
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a long time, and so methods have been developed to gate the temporal-intensity

profile, so that much of the lower intensity features don’t pre-expand a target

foil before the main pulse arrives. One method by which this is achieved is

by frequency doubling the laser light in an intensity dependent process, and

then using dichroic mirrors to only reflect the highest intensity light which has

been converted to the shorter wavelength. This scheme does come with some

difficulties, the first being that the doubling crystals must be very thin, large,

and therefore expensive to manufacture, to minimise nonlinear phase issues and

optical damage [82]. More importantly, ∼50% of the incident laser energy is lost in

this process. In addition, electron heating is proportional to the laser wavelength

as described in chapter 2, and so light at half the wavelength will induce much

lower electron temperatures, which is detrimental to most applications of laser

driven radiation sources. As such, the most common method by which the laser-

temporal intensity profile is ‘cleaned’ is by utilising so-called plasma mirrors.

3.2 Plasma mirrors

Figure 3.2 shows a plasma mirror utilised on an experiment at the Gemini laser

facility [238], alongside an illustration of how this device operates. The plasma

mirror shown consists of a glass substrate with an anti-reflective coating, such

that it is ≥96% transmissive to light at the laser wavelength, in this case λL=800

nm. Laser light is focused onto the plasma mirror with a diameter on the order

of a few millimetres, and initial ASE light with intensity below the ionisation

threshold, IL∼1011 Wcm−2, is transmitted through the surface. The light inten-

sity then increases as the interaction continues, at some point reaching IL∼1011

Wcm−2, which is sufficient to ionise the plasma mirror surface, according to the

mechanisms described in section 2.2. This creates an overdense plasma, which

reflects laser light at the critical density surface, as described in section 2.4.2.

Some laser energy is absorbed by electrons in the overdense plasma according to

the mechanisms described in section 2.4.3, though the remaining ∼(60-85)% is

reflected, and continues focusing onto a target foil. Importantly, it is therefore
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predominantly the rising edge intensity profile which pre-ionises the target foil for

a few picoseconds before the main pulse arrives, rather than predominantly ASE

light over hundreds of picoseconds, or even nanoseconds. As a result, plasma

mirrors have been shown to improve the laser temporal-intensity contrast, the

ratio between the peak intensity and preceding light intensity, by up to two or-

ders of magnitude. Plasma mirrors are often therefore utilised to improve the

temporal-intensity profile for laser-solid interactions, and are mandatory in some

experiments to protect optics in the laser system from damage due to laser light

being reflected from the target foil, since by this point in the interaction overdense

plasma on the mirror has expanded inhomogeneously due to the spatial-intensity

profile of the main pulse, causing back-reflected light to be diffusely scattered,

rather than efficiently reflected back into the laser system.

optic transmits ASE 

overdense plasma forms 
and reflects main pulse

target
foil

φ∼3 mmφ∼3 mm

φ∼3 μm

Figure 3.2: Photograph and operating principle of a plasma mirror utilised to improve the laser
temporal-intensity profile before irradiation of a target foil.

Many instabilities can arise in plasma due to this inhomogeneous expansion, and

so it is crucial that ionisation only occurs a few picoseconds before the main

pulse arrives, minimising the time in which the overdense plasma can expand,

and these instabilities can grow, to degrade the wavefront quality of the main

pulse upon reflection [54]. This is extremely important, as wavefront aberrations
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can significantly reduce the quality of the final focal spot. For this reason, the

beam wavefront is commonly measured before being focused onto a PM and/or

target foil, using a Shack-Hartmann wavefront sensor [239], and is then improved

using an adaptive optic (AO) if necessary. This is the final step in the Vulcan-PW

laser system before the beam is sent into the experimental vacuum chamber, and

will now be discussed.

3.3 Laser focal spot improvement and character-

isation

Before the final high energy output beam of the Vulcan-PW laser is sent into

a vacuum chamber to interact with a target foil, it is reflected from an AO,

and imaged by a Shack-Hartman wavefront sensor [239], typically placed beyond

the intended interaction plane, which contains an array of microlenses that form

images of different regions on the beam profile.

If the incident wavefront is perfectly flat, with no aberrations, each beam

sample is focused along the optical axis of the respective lens, forming an equally

spaced, grid like pattern when imaged by a camera. If, however, there are aberra-

tions in the wavefront, the focusing of some beam samples will shift by an amount

relative to the severity of the aberration. This relative shift is characterised by

fitting high-order Zernike polynomials to the phase reconstructed from the cen-

troids of the offset spots, to measure deviation from a flat wavefront induced by

different types of aberration, in terms of wavelength. Each Zernike coefficient is

then input into software which determines how a deformable mirror on the AO

should contort to compensate for these deviations from a flat wavefront, and it

then contorts in this way using an array of piezoelectric actuators, to correct the

measured aberrations. This ensures the pulsed beam has a relatively flat wave-

front as it enters the experimental vacuum chamber, where it is then directed to

a target foil using a turning mirror and an F#=3 OAP, as shown in figure 5.1(a)

for the experimental set up used in chapter 5.

This relatively flat wavefront makes it possible to focus the initially r=30 cm
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beam to a spot with a Gaussian-like spatial intensity profile and a diameter close

to the minimum achievable given the diffraction limit. The beam alignment and

focal spot spatial intensity profile are adjusted before every shot by monitoring

the focal spot of a relatively low power (∼mW) CW beam that is representative

of the full energy pulsed beam. This is done using a so-called focal spot camera

with objective lens focusing to magnify the beam by 20×, placed in the position

where a target foil will be placed. Once optimised, an image of the focused CW

spot is saved so that the focal spot diameter, and the energy encircled within this

region, can be measured as demonstrated in figure 3.3.
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Figure 3.3: The central window shows a focal spot achieved by focusing a low energy CW
equivalent of the Vulcan-PW laser beam onto a CCD camera using an F#=3 OAP. The focal
spot diameter is calculated by fitting a Gaussian profile across the centre of the spot in the
X (top) and Y (right) dimensions and taking an average. The percentage of energy encircled
within this focal spot is calculated as the ratio of the summed signal within one FWHM of the

spot centre in both dimensions, compared to the summed signal in the total image.

Here, an example focal spot image taken before one of the experimental inter-

actions presented in chapter 5 is shown alongside line-outs of the intensity from
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(-25→25) µm around the focal spot centre in the X and Y dimensions, respec-

tively. A Gaussian profile is fit to each of these lineouts, and the associated full

width at half maximum (FWHM) values are averaged to provide a focal spot size

of ϕL=4.7 µm. The encircled energy within the focal spot is then calculated by

summing the intensity within one FWHM of the spot centre in the X and Y

dimensions respectively, then dividing by the total energy delivered to the OAP.

In this case, 37% of the laser energy delivered to the OAP is contained within

ϕL=4.7 µm. The code used to make this measurement contains features which

make it relatively robust to signal anomalies and to changes in the focal spot

camera and laser system being used. It was developed for the work presented

in this thesis and is available as part of the the laser-plasma interaction python

library (LPI-Py), which contains various python codes to generate, manage, and

analyse experimental data, and to model laser-plasma interactions [101].

After optimising the focal spot in this way, the software that monitors the

beam quality with the Shack-Hartmann wavefront sensor is run again, and the

AO is adjusted to correct for the final measured distortions. This is extremely

important, as it was previously discovered that the defocus aberration of the

Vulcan-PW laser beam increases significantly after each full power shot due to

thermal lensing resulting from the amplification stages, taking ∼1 hour to return

to the previous minimised value. Even then, the beam defocus was shown to

oscillate due to temperature gradients in the laser laboratory [55]. The Zernike

coefficient associated with defocus, Z3, was therefore measured by the Shack-

Hartmann wavefront sensor as close as possible to each shot being fired on the

experiment detailed in chapter 5, so that the shift in focus position from best

focus could be calculated [54] as,

∆focus =
4Z3λL

NA2 (3.2)

where NA is the numerical aperture of the OAP and is related to the f -number as

NA = 1/2F#. The focal spot size was measured by the focal spot camera at best

focus, and is therefore increased due to this shift in focus, now being calculated

by substituting ∆focus for X in equation 2.1,
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W0∆focus
= W0

√
1 + (

∆focus

ZR

)2 (3.3)

Multiplying by
√

2ln(2), the true focal spot size can be expressed in FWHM

terms. For the example focal spot shown in figure 3.3, the defocus distortion

measured before the interaction was Z3=0.08λL. Accounting for this distortion,

the focal spot size increases from ϕL=4.7 µm, to ϕL=4.9 µm. This is a relatively

minor distortion, and is close to the average across the experimental data pre-

sented in chapter 5, though much larger values of up to Z3=0.55λL were recorded

during this experiment, substantially increasing the focal spot size.

Now that the entire beam path to target is understood, and the methods

used to measure the laser energy, pulse duration, and focal spot size have been

described, the simple calculation of optical intensity presented in equation 2.2 can

be expanded to determine the peak optical intensity of the Vulcan-PW pulsed

beam as,

IL =
Eprecomp × comp% × PM% × EE%

τL

1

π × (ϕL/2)2
(3.4)

where comp% and PM% are the compressor and PM energy throughput efficiency,

respectively. For the experimental data presented in chapter 5, the peak optical

intensity ranges from IL=(2-9)×1020 Wcm−2 due to fluctuations in the energy,

pulse duration and focal spot size. Variations in each of these parameters can sig-

nificantly change the dynamics of a laser-solid interaction, influencing the heating

and propagation of plasma electrons, and thus properties of accelerated ions, as

described throughout chapter 2. A number of diagnostics are utilised to measure

changes to these particle properties as laser parameters and other interaction

parameters vary throughout an experiment, and will now be described.

3.4 Experimental diagnostics

Before beginning, it is important to note that many diagnostics are utilised to di-

agnose experimental laser-solid interactions. However, the investigation of chap-
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ter 4 is simulation based, and the investigation of chapter 5 only presents experi-

mental results from one diagnostic. A detailed description of the many diagnostics

used in experiments is not therefore required to understand the results presented

in this thesis, though several were used on the experiment detailed in chapter 5,

and more were used on experiments undertaken alongside the work presented in

this thesis. It would therefore be misleading to only discuss one experimental di-

agnostic, and so this section briefly covers those diagnostics which are commonly

utilised on laser-solid interaction experiments, beginning by illustrating them as

they are commonly placed around a target foil in figure 3.4.

optical probe 
interferometry

Thomson parabola 
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2ω conversion crystal

plasma 
mirror

OAP

transmitted light
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imaging and 
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Figure 3.4: Suite of diagnostics typically employed to characterise laser light, pre-plasma ex-
pansion, and high energy particles produced during a laser-solid interaction.

3.4.1 Optical diagnostics

The first diagnostics to cover are those that measure properties of the laser. Sec-

tion 2.6 discusses the importance of knowing the fraction of laser energy reflected,

absorbed into plasma electrons, and transmitted through the target foil, since

this defines whether ion acceleration occurs predominantly due to RPA, TNSA,

or both, in an RSIT-enhanced hybrid mechanism. As such, these properties are

diagnosed on most experiments involving thin target foils. As shown on figure

3.4, light which is specularly reflected from a target foil can be collected using

a PTFE material which acts as a Lambertian surface, diffusely scattering light
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in all directions. The light incident on this screen can then be captured by a

telephoto lenses placed at any viewing angle, since the light intensity is the same

in all directions, and focused onto a camera fitted with interference or bandpass

filters that only transmit light at the fundamental laser wavelength. The spatial

profile of the reflected beam can then be characterised, and by taking calibration

shots where a beam of known energy is directed onto the screen, so too can the

fraction of light reflected from a target foil. Typically, a second, almost identical,

imaging system is fitted with filters so that it detects specularly reflected light at

harmonic wavelengths, generated in the interaction region where the laser inten-

sity is highest. By pointing the end of an optical fibre towards this screen, and

relaying the specularly reflected light to an optical spectrometer, distinct spectral

information is detected for many wavelengths.

Another diffuse scatter screen is commonly placed behind an optic in the

beamline to measure a leak of the light reflected back along the laser incident axis,

and a third screen can be placed after the target foil to diagnose transmitted light.

This last screen is a crucial diagnostic in experiments involving investigation of

RSIT dependent radiation production. Ion acceleration, for example, depends

strongly on the time at which a target foil undergoes RSIT [71], which can be

inferred by measuring the fraction of laser energy transmitted through the target,

after calibrating by taking shots with no target. Experiments involving precise

measurements of the RSIT onset time will diagnose the transmitted light using

techniques such as spectral interferometry [240]. Another active area of research

in the RSIT regime is that of plasma optics, where targets that undergo RSIT

will alter the incident laser polarisation and generate light of higher order modes,

allowing typically beam-like multi-MeV electrons and protons accelerated during

an interaction to be manipulated into these higher order structures [69, 70]. A

device known as a Stokes polarimeter is used on these experiments to characterise

the transmitted laser polarisation, and spatial profile, to diagnose changes to the

incident polarisation, and the generation of higher order modes [68, 140].

By measuring light specularly reflected from a target foil, as well as that trans-

mitted, the fraction of laser energy absorbed by plasma electrons can be inferred.
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This is a crucial parameter in defining radiation produced during laser-solid in-

teractions as described in section 2.4.3, and investigated in detail to optimise ion

acceleration in chapter 4. Some light is also scattered in other directions during

an interaction, and will therefore not be captured by these diagnostics. As such,

experimental investigations that aim to accurately measure the total fraction of

laser energy absorbed will surround the target foil with an integrating sphere

[183, 241] coated in this diffusely scattering material. All light not absorbed by

plasma electrons can then be measured using optical fibres placed in small holes

in the sphere, which relay the light to spectrometers as mentioned [50].

Many other optical diagnostics are used in laser-solid interactions, with optical

probes being one of the most common. The simplest form of this diagnostic

involves propagating a small, r∼1 mm beam, transversely across the front surface

of a target foil, with this beam either being sub-sampled from the main collimated

beam before its focused, or originating from a separate laser. A translation stage

with moveable mirrors is used to increase or decrease the distance travelled by

this probe beam before it reaches the target foil, so that it passes across the

target at a chosen time relative to the arrival of the main pulse. Typically this is

t=0 fs relative to the main pulse, so that the density gradient of the pre-plasma

formed by ASE light can be characterised. This characterisation often involves

Nomarski interferometry, where probe light is imaged by a lens and separated

into two beams of equal intensity, but orthogonal polarisation, by a Wollaston

prism [242].

Typically, the separation angle is ∼3°, so that the beams are mostly separated,

but slightly overlap when imaged by a camera. Light which was propagated

across the target foil, and the laser-induced pre-plasma on the front surface, from

the bottom of the first image, then overlaps with light which has propagated

in vacuum, from the top of the second image. By placing a polariser in front

of the camera, the two beams are modulated to have the same polarisation, so

that they interfere in the overlapping region, creating fringes. Light from the

first beam which has propagated through vacuum will produce straight fringes

of fixed separation, but that which has propagated through underdense plasma
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will experience a phase shift compared to light from the second beam which

has propagated in vacuum, bending fringes in this region. This phase shift can

then used to calculate the refractive index, and thus the electron density of the

underdense plasma through which the light propagated before being detected

[242, 243].

A common difficulty with this technique is that light scattered and generated

from underdense plasma is much more intense than the probe light, and is col-

lected by the lens, essentially blinding the diagnostic to probe light. To avoid

this, probe light is often frequency doubled, and filters are placed in front of

the camera so that only light at this wavelength is captured, with light at the

laser fundamental wavelength being attenuated or reflected. This is also useful

because frequency doubled light propagates through denser plasma regions, ac-

cording to equation 2.28, providing more information on the plasma expansion.

More complicated probe designs split light into several components of different

wavelengths and polarisations, then using separate timing slides to induce differ-

ent path lengths, so that the beams probe the foil target front surface at distinct

times, providing information on the temporal evolution of the pre-plasma density

profile [49, 244]. Optical probes have also been propagated across the rear surface

of a target foil, to measure the density of escaping fast electrons [48].

Now that optical diagnostics commonly used in laser-solid interactions have

been described, the next diagnostics to consider are those which measure prop-

erties of particles accelerated during these interactions.

3.4.2 Particle diagnostics

Investigations presented in chapters 4 and 5 focus on improving properties of ions

accelerated during laser-solid interactions. Diagnostics used to characterise these

properties will be described presently, along with those used to diagnose prop-

erties of fast electrons, which facilitate ion acceleration as described in chapter

2.
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Figure 3.5: Operating principle of a Thomson parabola ion spectrometer diagnostic

The first diagnostic to consider is a Thomson parabola spectrometer (TPS), which

separates ions based on their energy, and charge to mass ratio, qi/mi, using a

design [245] such as that illustrated in figure 3.5. Here, ions pass through two

permanent magnets of length, LB, and are deflected by the associated magnetic

field, B0, according to their mass and energy, as described by equation 2.16. In

the coordinate system of figure 3.5, ions propagating in the X dimension are then

displaced by a distance,

DB(Z) =
qiLBB0(Y )

miv i(X)
(0.5LB + dB) (3.5)

in the Z dimension, relative to unperturbed propagation, over a distance, dB,

from the end of the magnets to a detector. Simultaneously, a pair of typically

copper plates are supplied with a voltage to induce an electric field, deflecting ions

according to their charge, mass, and energy, in the Y dimension relative to the

coordinate system of figure 3.5, with a stronger, velocity squared, dependence,

DE(Y ) =
qiLEE 0(Y )

miv 2
i (X)

(0.5LE + dE) (3.6)

A pinhole at the front of the spectrometer ensures only ions within a small angle

are accepted, reducing flux to avoid saturating a detector, and improving the en-

ergy resolution of the diagnostic. Different detectors are used with this diagnostic,

one of which is a multi-channel plate (MCP), which converts incident ions into
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many electrons, that are subsequently converted to photons by a phosphorescent

screen. A lens collects these photons and relays them to a camera, creating an

image with multiple so-called tracks of different ion species. Separation of these

tracks determines which species are present, with the length of individual tracks

corresponding to the energy range of a single ion species.

Another detector often used with a TPS is image plate (IP), which also con-

verts ionising radiation to photons through a phosphorous material, but through

a different process. Here, energetic particles incident on the IP ionise the phos-

phor layer, exciting electrons into the phosphor conduction band, where they stay

for up to a few hours, due to the lattice structure of the material. This allows

the IP to be removed from the vacuum chamber, and scanned by a laser, which

stimulates emission of these conduction band electrons, resulting in emission of

photons into a photomultiplier tube, which amplifies the signal and converts it

to a complete image using an analogue to digital converter. Using a piece of IP

which has previously been irradiated by a source of particles with known energy,

the signal on this image can be used to calculate the energy and number of in-

cident particles. The disadvantage of this technique is that IP must be removed

from the chamber to be scanned in this way, limiting the number of shots which

can be taken, in contrast to using an MCP which remains in the chamber for

the entire experiment. The advantage however, is that IP provides much higher

spatial, and therefore, energy resolution.

The final detector which has historically been used with a TPS is California-

Resin 39 (CR-39), which is a polymer based material that damages according to

individual ions propagating some distance into the surface. After an interaction,

CR-39 is removed from the experimental chamber, and the surface is etched away

by a sodium-hydroxide solution, revealing individual pits created by individual

ions. These pits are then counted along each track corresponding to the different

ion species, using a microscope and automated detection software, resulting in

an energy spectrum for each species. There are several disadvantages to this

approach, in that the maximum ion energy that can be resolved is limited by

the material thickness, that pits overlap if the ion flux is very high, and can no

77



longer be individually resolved, and that etching the material and counting the

pits can be very time consuming. For these reasons, a TPS will typically be

fitted with an MCP or IP to diagnose ions, though CR-39 can still be useful to

absolutely calibrate the diagnostic. Regardless of which detector is used, a TPS

cannot characterise the spatial profile of an ion beam. This information can be

very useful, and is therefore often characterised, alongside the energy and number

of ions, using a stack of film which is sensitive to ionising radiation, placed a few

centimetres behind a target foil. This diagnostic was used to measure the energy

of protons accelerated from laser-solid interactions for the investigation presented

in chapter 5, and is now described.

Radiochromic film stack

Radiochromic film (RCF) contains layers of plastic sandwiching an organic ma-

terial which discolours when exposed to ionising radiation, altering the optical

density (OD) of this layer in proportion to the radiation dose. A piece of RCF

can then be placed in an optical scanner, which will measure the intensity of in-

cident light, Iincident, which is transmitted, Itransmitted, through the altered optical

density,

OD = −log10
( Iincident
Itransmitted

)
(3.7)

By first applying this technique to RCF exposed to radiation of known energy,

the optical density can be converted to the energy of incident radiation. This

technique is particularly useful for detecting protons, since they deposit most of

their energy at a specific thickness in a material, according to the Bragg peak

[246, 247], in contrast to electrons and photons which deposit energy much more

broadly. By stacking many layers of RCF together, protons over a large range of

energies can be detected, as shown in figure 3.6.

By interspersing layers of RCF with mylar and iron filters of known thickness,

the energy resolution of the stack can be tuned so that different layers of RCF will

detect protons of a specific energy. An aluminium filter is also typically added to
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Figure 3.6: Energy dependent stopping of protons in an RCF stack. Four layers from the stack
show the proton beam size decreasing at higher energies.

the front of the stack, to protect the RCF from damage due to any transmitted

laser light, but also to stop heavier ions, so that only protons are detected by the

RCF layers [248]. Figure 3.6 also shows four layers of RCF exposed to protons

that were accelerated to energies of ∼(40-75) MeV in the experiment presented in

the investigation of chapter 5. Each layer has an active area of several centimetres,

and can therefore capture spatial information of the proton beam. As discussed

in section 2.6.1, and illustrated in figure 3.4, a TNSA proton beam is broader

at lower energies, since higher energy protons are produced at the peak electric

sheath field. This effect is clearly observed in the RCF layers shown, where the

proton beam is initially quite large, and has a high dose at energies of ϵp∼40

MeV, but is much smaller, with less dose, at ϵp∼75 MeV. The stack design used

in this experiment did include more RCF layers after the final layer shown on

figure 3.6, though this was the last layer on which protons were detected, and so

ϵpmax∼75 MeV was determined as the maximum energy to which protons were

accelerated from this particular laser-solid interaction.

The spatial information provided by an RCF stack is extremely useful in diag-

nosing the physics involved in an interaction, particularly in those where protons
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are accelerated by multiple mechanisms. By irradiating the target foil at an an-

gle, the target normal axis and laser axis are offset, so that TNSA and RPA

protons will separate over the several centimetres between the rear surface of

the target foil and the RCF stack, allowing the mechanism responsible for the

highest energy, or highest number of protons to be inferred. Structures in the

proton spatial profile can similarly provide valuable information about the accel-

eration mechanism, with protons accelerated in an RSIT-enhanced mechanism

often exhibiting ring like patterns, rather than the more uniform beam shown

in figure 3.6. Similarly, early experiments determined that rear surface TNSA

was primarily responsible for the highest energy protons in a laser-solid interac-

tion, rather than front surface acceleration, by implementing structures on the

rear surface, which were then detected on layers of the stack corresponding to

the highest proton energies [32]. Spatial information provided by an RCF stack

thus gives it an advantage over a TPS, though it has a disadvantage in that it

limits the data acquisition rate, since RCF must be removed from the chamber

and replaced either on every laser shot, or every few shots, if several stacks are

placed on a wheel and rotated into place behind the target on consecutive shots.

As such, scintillator-based diagnostics have been used to measure the energy and

spatial profile in a similar fashion to RCF [94, 95], but by using a camera to im-

age photons emitted from proton induced fluorescence of the material, allowing

operation at much high repetition rates, required to diagnose radiation produced

in experiments using high-power lasers which operate at ≳1 Hz [80–84]. Electron

and x-ray diagnostics are similarly being developed to operate at this previously

unattainable repetition rate for high-power lasers [97, 249].

Now that the methods used to diagnose experimental laser-solid interactions

have been discussed, the final important methodology used throughout this thesis

is that associated with numerical simulations. This will now be discussed.
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3.5 Particle-in-cell simulations

In the previous section, diagnostics used to measure important properties of laser-

solid interactions in experiments were discussed. These diagnostics provide vital

information, though they are limited in the information which they can provide.

In particular, measurements made by these diagnostics are almost always tempo-

rally integrated, meaning they cannot detect how important features of the fast

electron and proton population evolve over time. These, and other interaction dy-

namics, change over few to tens of femtoseconds in interactions, and significantly

influence source properties at the end of the entire interaction [65, 71, 250].

To overcome this limitation, numerical simulations are typically performed

after an experiment to approximate the interaction conditions, and to diagnose

important features at tens or hundreds of femtosecond increments throughout

the interaction. This is the case in chapter 5, which uses simulations to com-

prehensively investigate the susceptibility of RSIT-enhanced proton acceleration

to fluctuating laser pulse parameters, something which was only possible to a

limited extent on experiment, given the low repetition rate of the laser. Further-

more, simulations are useful in deciding which parameters should be varied on

experiment, by identifying interesting interaction conditions ahead of time. Sim-

ulations are therefore crucial in investigating laser-solid interactions, though they

too have limitations which should be understood. Several numerical simulation

approaches are utilised to investigate laser-solid, and more widely, laser-plasma

interactions [251–253], though this thesis exclusively uses a PIC code known as

EPOCH [171]. This section will therefore describe the general operation of PIC

codes, other implementations of which exist in addition to EPOCH [254, 255].

Completely modelling an experimental laser-solid interaction would require a

full accounting of the dynamics of every particle involved, and the EM fields they

induce. This would require coupled equations of motion to be solved for each of

these particles [256], though this is completely unfeasible given the computational

resource and time required to do so, even using modern supercomputers. Fortu-

nately, plasma dynamics are well described by considering many particles within
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a given region as a collective entity characterised by a distribution function which

describes the number, position, and velocity of particles within this region, at a

given time, as described in sections 2.3 and 2.4. This so-called kinetic description

of a plasma can approximate dynamics observed in experiments very accurately,

with less computational resource than would be required to treat particles in-

dividually, though solving the Vlasov equation which underpins this description

still requires significant computational resource, since it includes three position

(X, Y, Z), and three velocity co-ordinates (vX , vY , vZ).

PIC codes overcome this issue by mapping the distribution function for these

particles into a single so-called macroparticle [257] with the same charge to mass

ratio as each of the individual particles being represented. Macroparticles there-

fore move according to the Lorentz force as described for single particles in section

2.4, with their associated current density generating electric and magnetic fields

according to equations 2.37 and 2.38. A laser-solid interaction can then be sim-

ulated by placing macroparticles into individual cells on a large grid, each with

an associated density, temperature, and energy. Macroparticles are also weighted

to characterise the number of individual particles each represents. This enables

more computational resource to be applied to grid regions with high macroparticle

weights, and less to regions of lower weights, such as vacuum.

This mapping of macroparticles to individual cells is illustrated in figure 3.7,

and is the first step of PIC codes, which proceed by using the flux of particles in

each cell to determine an associated current density. This is used to calculate the

electric and magnetic fields generated due to the motion of each macroparticle

using a finite-difference time-domain (FDTD) technique, so that both fields can

be calculated between simulation timesteps,

En+1/2 −En

∆t/2
= c2∇×Bn −

jn
ϵ0

(3.8)

Bn+1/2 −Bn

∆t/2
= −∇×En+1/2 (3.9)

Here, En+1/2 and Bn+1/2 are the electric and magnetic fields calculated between
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Figure 3.7: Diagram illustrating the PIC simulation method. Ten macroparticles (cyan), each
representing the position and velocity of many individual particles, are placed in cells on a
grid, and induce electric and magnetic fields which are stored on the edges and vertices of each
cell. Macroparticles are then moved by these fields, taking up new positions on the grid. This

process repeats for as many simulation timesteps as specified.

simulation timesteps, tn and tn+1, due to the motion, and current density, j n,

associated with particles at tn. These fields are then stored on the vertices and

edges of cells in a Yee grid-like implementation [258] as illustrated in figure 3.7,

and are substituted back into the Lorentz force equation to move macroparticles

to new positions at the next simulation timestep, tn+1. The marcoparticle velocity

in each cell is centred using a Boris algorithm [259], and the particle flux induces

a current density at this timestep, inducing EM fields which are solved on the

next half timestep of the code tn+3/2, and move macroparticles to new positions

at the next timestep, tn+2, resulting in a circular process which repeats for each

simulation timestep.

Three dimensional PIC simulations are required to model experimental inter-

actions as accurately as possible, by fully accounting for the 3D nature of the

laser pulse, target foil, plasma expansion, and particle acceleration. However,

running these simulations takes significant computational time, on many CPUs
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or even GPUs, limiting the number which can be performed, or even prohibiting

the use of 3D PIC simulations altogether. As such, PIC simulations are often

performed in 2D or even 1D, to provide a good, but less complete, approximation

of experimental interactions, using considerably less resource than equivalent 3D

simulations. 2D PIC simulations are therefore used throughout this thesis, each

with laser and target parameter values that were chosen to approximate realistic

interaction conditions as accurately as possible in a reasonable time frame, given

the computational resources available. These parameter values are described in

detail for each simulation presented, as are values chosen for parameters of the

simulation grid and macroparticles themselves, which are equally important. A

third order B-spline macroparticle shape is used in each 2D simulation, meaning

the position of each macroparticle is interpolated over three cells in the X and

Y dimension, as are the induced electric and magnetic fields, reducing statistical

noise compared to mapping macroparticles to the closest individual cell.

Grid and macroparticle parameter values are typically selected by performing

test simulations, features of which are monitored and improved if required, to

ensure a physically accurate simulation, in a so-called convergence testing process.

The major parameters considered are the grid size, the number of cells on the grid,

and the number of macroparticles per cell, to ensure realistic plasma behaviour,

and that particles don’t leave the simulation box prematurely. To explain this,

it is useful to discuss the values chosen for the 2D PIC simulation employed to

demonstrate TNSA in figure 2.11. The grid size for this simulation was selected

so that the laser pulse could propagate in pre-plasma at the front surface of the

target foil, rather than reflecting from the critical density surface close to the edge

of the grid, and so that high energy particles accelerated from the target foil rear

surface did not leave the grid before their acceleration had saturated. The grid

dimensions chosen were X=(-20→20) µm, and Y=(-20→20) µm, and there were

4000, and 3456 cells on the grid, so that each cell has a resolution of 10 nm/cell

and 12 nm/cell, in the X and Y dimensions, respectively. The initial temperature

and density of electron macroparticles was selected as ne∼300ncrit=5×1029 m−3,

and kBTe=1 keV, to approximate a CH target foil, and its initially non-relativistic
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constituent electrons, which are characterised by a Debye length, λD=0.3 nm, in

each dimension, according to equation 2.9.
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Figure 3.8: Maximum energy of protons accelerated during a laser-solid interaction, in 2D PIC
simulations where the cell resolution is sufficient/insufficient to approximate physical plasma
behaviour (black/blue), and where the simulation box is too small so that protons leave before

their acceleration has saturated, meaning their final energy will be underestimated (red).

Setting the cell resolution to be comparable to the Debye length ensures realistic

plasma behaviour, by ensuring fields associated with macroparticles only very

weakly influence macroparticles at a distance greater than the Debye length,

as described in section 2.3. If this is not the case, electrons will experience

nonphysical oscillation and heating. In context of the investigations presented in

chapters 4 and 5, this means many more electrons will gain energies greater than

their rest mass energy than is physically correct, resulting in the acceleration

of protons to significantly higher energies than would be expected in a realistic

interaction. This is shown in figure 3.8, where the maximum energy of protons is

shown as a function of time for the simulation used to demonstrate TNSA in figure

2.11, and for a second simulation with identical parameters, but for the number of

cells which has been reduced by 4× in both dimensions, worsening the resolution

by 4×, to 40 nm/cell and 48 nm/cell, respectively. In the second simulation,

moderate laser intensities induce nonphysical electron heating, resulting in proton
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acceleration to multi-MeV energies well before the peak laser intensity interacts

with the target foil, unlike in the well-resolved simulation. This nonphysical

electron heating will also occur if the number of macroparticles per cell is too

low. Also shown on figure 3.8 is a third simulation with the same parameters

as the first, well-resolved simulation, but for the grid X dimension, which was

reduced to X=(-20→7) µm. In this case the simulation grid is too small so that

the highest energy protons leave before their acceleration has saturated, resulting

in a sharp decrease in maximum proton energy. This highlights the importance of

correctly specifying not only laser and target parameters, but also parameters of

the simulation itself, to ensure realistic interaction conditions are approximated.

3.6 Summary

This chapter has described methods used to generate high-power laser pulses, and

to characterise their energy and duration, as well as the focal spot size which can

be achieved by focusing these pulses with an OAP. Furthermore, deviations from

an idealised laser temporal-intensity profile and spatial-intensity profile were dis-

cussed, and methods to mitigate these deviations were described in the form of

plasma mirrors, and a coupled adaptive optic and Shack-Hartmann wavefront sen-

sor system. Diagnostics used to characterise important features of experimental

laser-solid interactions, such as those employed in the experimental investigation

presented in chapter 5, were then discussed. So too were methods underpinning

PIC simulations, and the considerations which must be made for these simu-

lations to provide accurate insights into experimental interaction conditions, as

investigated in chapters 4 and 5.

86



Chapter 4

Multi-parameter Bayesian

optimisation of laser-driven ion

acceleration in particle-in-cell

simulations

4.1 Introduction

Chapter 1 introduced the potential to utilise the unique properties of ions accel-

erated during laser-solid interactions in important physics research and societal

challenges. For this to be realised, these properties must be improved beyond

what has currently been achieved, with the energy of laser-driven protons being

discussed as a key property which must be improved for applications such as

radiotherapy [37, 155]. Progress towards this goal has historically come through

optimising the target normal sheath acceleration (TNSA) mechanism [33], result-

ing in an increase of maximum achievable proton energies from ∼58 MeV in 2000

[27–29] to ∼90 MeV today [62, 63]. This has resulted from investigations which

have sought to understand the dependence of proton maximum energies on inter-

action parameters such as the foil target thickness [38, 39], the laser energy, pulse

duration [40, 41], focal spot size [42], and temporal-intensity contrast [43–45], the

properties of beams of fast electrons generated and transported within plasma
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[46–50], and the accelerating field they induce [40, 51]. However, optimal values

presented for these parameters in the literature are specific to the laser system

and experimental set-up used. Laser parameter values vary unpredictably, and

are often co-dependent, meaning setting one parameter to its optimal value may

change the optimal value of another. As an example, the optimal target foil

thickness for TNSA is dependent on the laser temporal-intensity contrast [43],

and is thus dependent on the laser system being used [45]. Investigations seeking

to optimise just one or two parameters whilst keeping all others constant are

therefore not likely to result in the absolute maximum proton energies which can

be achieved for a given laser system. Ideally, maximum proton energies and other

important beam properties would be optimised for all laser and target parameters

upon which they are known to depend. This is challenging, given humans cannot

easily interpret functions in more than three dimensions, and demands a solution

that can replicate and optimise multi-dimensional functions.

As introduced in chapter 1, machine learning (ML) techniques are well suited

to such challenges, and have therefore been applied in a number of experimental

and numerical simulation-based studies of laser-plasma interactions [129, 133–

135, 215, 260–263]. Various ML algorithms have been used in these studies, and

there are advantages and disadvantages associated with each, making it important

to select an appropriate algorithm for the task at hand. Bayesian optimisation

[264] is a ML technique that is particularly useful for optimising in regimes where

limited data is available and where the outputs to be optimised are subject to

uncertainty. This is the case in experiments using low repetition rate lasers, where

the overall shot numbers are low and are often subject to shot-to-shot fluctuations,

as demonstrated in chapter 5. It is also the case in numerical investigations

involving high-fidelity particle-in-cell (PIC) simulations, where the number of

simulations that can be run is limited by the large computational and storage

resources required. By contrast, ML approaches based on neural networks [215]

and genetic algorithms [133] require large quantities of data to make accurate

predictions, and direct optimisation algorithms can struggle to optimise noisy

functions. Owing to these advantages, Bayesian optimisation has been applied

88



to laser-driven electron [134, 260, 261] and ion [135] acceleration experiments.

Bayesian inference has also been used to model laser-driven ion acceleration [214].

In this chapter, Bayesian optimisation is used to optimise the maximum pro-

ton energy achieved via TNSA in PIC simulations. Using this technique, the

maximum proton energy was optimised with up to 200× fewer simulations than

would have been required to optimise by linearly varying key laser and target

parameters in a conventional grid-search approach. This corresponds to a reduc-

tion of ∼48 days in simulation time, meaning it would have been unfeasible to

optimise the maximum proton energy via conventional grid-search for the param-

eter space covered. As such, the work presented in this chapter demonstrates the

potential to apply Bayesian optimisation to laser-driven ion acceleration in sit-

uations where limited data is available and where multi-parameter optimisation

would not otherwise be possible.

The chapter will also report on the development of a code called BISHOP,

which was undertaken as part of the work of this thesis. BISHOP automati-

cally generates simulation inputs, submitting them to a remote high-performance

computing (HPC) cluster, and analysing the resultant data. Using BISHOP sig-

nificantly reduces the time required to produce and prepare the simulation data

and enables the automated feedback loop inherent to the Bayesian optimisation

process. As such, BISHOP represents a newly developed tool that can be used to

generate large scale data-sets of simulation results and facilitate the application

of various ML algorithms in future studies. The results presented in this chapter

have been published in New Journal of Physics [100].

4.2 Development and operation of the BISHOP

Code

Research within the field of laser-solid interactions is rapidly transitioning to

studies of large data-sets facilitated by high repetition rate lasers [80–84], tar-

gets [85–88, 90, 91], and online diagnostics [92–96], which can be analysed using

statistical and ML-based techniques [129]. This will undoubtedly lead to tech-
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nological advances and new physics insights as discussed in chapter 1. However,

for this type of research to become widespread, existing infrastructure must be

developed, and new infrastructures must be created to facilitate data generation

and handling on such large scales [102–104]. A good example is in handling data

generation from numerical simulation codes such as EPOCH [171].

Here, researchers are required to submit an ‘input.deck’ containing a list

of variables which determine features of the simulation such as the size of the

mesh grid, the run time, and the composition of the incident laser and target

plasma. Researchers typically vary simulation parameters manually, which works

well when generating tens of simulations, but quickly becomes inefficient when

generating hundreds or thousands of simulations, as is required for the applica-

tion of statistical analysis and ML. At this scale, manually updating simulation

variables becomes extremely time consuming and prone to human errors.

These issues aside, ML techniques such as Bayesian optimisation self-generate

new parameter values in an iterative process. In this case, the researcher would

have to analyse simulation(s) at each iteration of the ML process, and manually

submit input.deck(s) for the next iteration. This would require a researcher to

be on hand 24/7, lest they slow down the data generation process by failing to

play their part in the cycle for a few hours, diminishing one of the major benefits

of using ML. Automating the process of generating numerical simulation data

would provide an opportunity to take advantage of these ML techniques and

allow much larger simulation-based data-sets to be studied. To this end a code

called ‘BISHOP’ has been developed in python, and has been used to generate

thousands of PIC simulations to investigate the optimisation of maximum proton

energy in the TNSA regime.

BISHOP automates the process of generating numerical simulation data so

that large scale data-sets can be produced quickly, and with minimal user input.

Before initiating BISHOP, users must provide four files which determine how

it will generate simulations. A summary of these files, and some of the details

contained within them, is illustrated in figure 4.1. First, users provide a base

‘input.deck’ and ‘runscript.txt’ for the PIC code, as they would when running
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input.deck

runscript.txt

user.deck

init.deck

mode=Grid-Search
[laser energy]
minimum bound=3 J
maximum bound=15 J
[pulse duration]
minimum bound=25 fs
maximum bound=100 fs

nodes=20
cores per node=76

remote server=CSD3
parameter resolution=[10,10]
restart=False
optimise=False

nX=16000
nY=2240
laser energy=3 J
pulse duration=25 fs

Figure 4.1: Files used by BISHOP to automatically generate simulation input.decks are outlined
in blue. The input.deck file contains simulation conditions to be kept constant, and to be varied.
The runscript.txt file contains details such as the number of nodes, and CPU cores, used to run
simulations on a remote computer, itself defined in the user.deck file along with details such as
the number of increments by which to vary each parameter, whether BISHOP should restart
when a simulation fails, and whether Bayesian optimisation should be used to select simulation
inputs between bounds specified in the init.deck (optimise=True), or whether this should be

done by another operating mode (optimise=False), in this case Grid-Search.

a simulation manually. A ‘user.deck’ should then be provided to define whether

the simulations will run on a local computer (remote server=False on figure 4.1)

or on a remote system such as the Cambridge Service for Data-Driven Discovery

(CSD3) [265]. For the latter, login details should also be provided so that BISHOP

can connect to the remote system via Secure Shell Protocol (SSH).

Also contained in the user.deck are a number of other variables that are impor-

tant to BISHOP’s operation. This includes the number of simulation output files

to be generated and information on whether to restart the sequence of simulations

in the case of a simulation failing. Finally, the user will create an ‘init.deck’ file

which determines the parameters that BISHOP should vary, and the mode by

which they should be varied from those detailed in table 4.1.

When operating BISHOP in the Grid-Search or Random modes described in

table 4.1, the user should include the laser/target parameter name(s) and the

respective minimum and maximum values that each parameter is permitted to

take in the init.deck. An example of this is shown in figure 4.1 where the laser

energy and pulse duration are to be varied by Grid-Search. When BISHOP

is executed, some number of input.decks are created where the parameters are

varied in either linear increments, or randomly, between the specified minimum

and maximum bounds. The number of input.decks generated depends on the
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Operating Mode Parameter Definition Execution

Grid-Search
Min=xmin

Max=xmax

Parameter(s) are varied in linear
increments between the defined
minimum and maximum values

Random
Min=xmin

Max=xmax

Parameter(s) are randomly
varied between the defined

minimum and maximum values

Vector Array=[x1, x2, ... xn]
Parameter(s) are set to

x1, x2 and ... xn
for n individual simulations

Optimise
Min=xmin

Max=xmax

Parameter(s) are set between the defined
minimum and maximum values as

decided by a Bayesian optimisation algorithm

Table 4.1: Operating modes of BISHOP.

number of parameters to be varied, and the parameter resolution specified in the

user.deck. For the example illustrated in figure 4.1, two parameters are to be

varied in ten linear increments between the respective minimum and maximum

bound, making for a data-set of 100 simulations which have identical set-ups, but

for these parameters. This was the set-up for the results detailed in section 4.6.1.

Having generated these input.decks, BISHOP then runs the first of these sim-

ulations (EL=3 J, τL=25 fs) using the EPOCH PIC code. BISHOP periodically

checks whether this simulation has finished running and, once it has, moves the

data from the remote computing cluster to the local directory from which the

code was executed. At this point the next simulation in the sequence (EL=4.3 J,

τL=25 fs) is run, and the process repeated until the data from all 100 simulations

is stored in the local directory. The entire process is illustrated in figure 4.2. Im-

portantly, it is also possible to have different resolutions for each parameter such

that a data-set could be created where the laser energy and pulse duration are

varied over 5 and 10 increments between the respective minimum and maximum

bounds, making for a 50 simulation data-set.

The Vector mode detailed in table 4.1 operates slightly different in that it

generates input.decks as specified explicitly by the user. As an example, one may

wish to generate simulations in which the laser energy and pulse duration should

be exactly (EL=3.7 J, τL=25 fs), (EL=6.7 J, τL=35 fs), (EL=9.9 J, τL=90.5 fs),

in which case three input.decks would be generated containing these parame-
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1. select a scan type: 
Grid-Search, Random, Vector or 

Optimise

2. select simulation parameters 
to be varied and provide bounds 

3. generate input.deck(s) 

Optimise: GP 
model provides 
next parameter 

values, xn

4. submit input.deck to PIC 
code on remote server

5. transfer simulation 
data from remote 

server to local server

6. analyse data and 
provide evaluations, 
f(xn), such as εpmax 

Figure 4.2: Operational steps of the BISHOP code, where simulation input.deck(s) are auto-
matically generated and submitted to a PIC code on a HPC cluster according to the selected

scan type.

ter values. BISHOP would then operate exactly as described for the previous

modes, as illustrated in figure 4.2. The Vector mode was utilised to generate PIC

simulations for the investigation presented in chapter 5.

As shown in this figure, BISHOP operates slightly differently in the Optimise

mode, selected by setting optimise=True in the ‘user.deck’, as shown in figure 4.1.

Here, an integrated Bayesian optimisation algorithm [266] guides the specified

parameter values for a number of simulations using a Gaussian process regression

model. This process is described in detail in section 4.5.

4.3 Selecting a machine learning-based optimisa-

tion technique

In recent years ML techniques have become accessible to non-experts as high-

performance computing has become more readily available and codes have been

made open source. This provides researchers with a toolbox of algorithms to
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model complex multi-dimensional functions and assist with tasks such as regres-

sion, classification, optimisation and feature detection.

As with any toolbox, some tools are better suited to certain tasks than others,

and it is important to know which algorithm is best suited to the task at hand.

In the field of laser-driven ion acceleration, researchers are often interested in

modelling or optimising a source property which fluctuates significantly from

one interaction to another, using relatively small data-sets as limited by the low

repetition rates of certain high-power lasers (see chapter 5), or the computational

resource required to generate high-fidelity 2D PIC simulations, as done in this

chapter. Bayesian optimisation is a ML technique that is expected to optimise

efficiently under these limitations, and it has been applied to laser-driven ion [135]

and electron [134, 260, 261] acceleration experiments as such. In each of these

studies, source properties were automatically optimised with little to no human

input. This makes Bayesian optimisation particularly interesting for applications,

since it facilitates the possible use of laser-plasma accelerators by non experts,

who have simply to turn on the accelerator and check that the output source

property is as required for their use case.

However, before applying Bayesian optimisation in this chapter, it was impor-

tant to first determine that it was indeed the best ML algorithm for optimising

laser-driven ion acceleration in a data-limited simulation environment. To this

end, the Bayesian optimisation algorithm from scikit-learn was applied to the

so-called ‘branin’ function [267] alongside a variety of other optimisation algo-

rithms included in this python library [266]. This function is commonly used

for benchmarking the performance of optimisation algorithms since it contains

multiple optima, making it difficult for algorithms to identify the global opti-

mum. For this benchmarking process each algorithm was tasked with optimising

the function 20 times and was permitted to evaluate the function a maximum of

150 times. The average convergence to the global optimum, and the number of

iterations until 95% convergence to the global optimum, is shown for each case

alongside the time taken to perform the 20 optimisations in table 4.2.

Gradient descent-based algorithms (Conjugate Gradient [268], Powell [269,
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Method
Median

Convergence to
Optimum (%)

Median n iters
until ≥ 95%
Convergence

Optimisation
Time:

Branin (s)

Optimisation
Time:

Simulations (hr)

Bayesian 100 ± 0 30 ± 3 3000 10

Powell 100 ± 10 70 ± 20 0.1 30

Nelder-Mead 100 ± 30 90 ± 30 0.1 30

Conjugate Gradient 100 ± 0 50 ± 10 0.1 20

Random Forest 80 ± 20 150 ± 40 400 60

Genetic Algorithm 100 ± 10 150 ± 3 0.2 60

Random Sampling 60 ± 20 150 ± 0 1 60

Table 4.2: Median convergence, and median number of iterations (niters) until convergence,
to the branin function global optimum by different optimisation algorithms. The total time
required for each optimisation is shown alongside the equivalent time which would be required
to optimise the maximum proton energy in simulations presented in section 4.6.1, if the median

niters simulations were run.

270], Nelder-Mead [271]) identified the global optimum on most repetitions (∼100%

convergence) using very little computational resource, taking only milliseconds to

complete 150 function evaluations on each repetition. However, the Nelder-Mead

and Powell methods are susceptible to becoming stuck in local optima and thus

missing the global optimum, hence the high standard deviation in the median

convergence. These methods also require many iterations to achieve ≥95% con-

vergence. The random forest method performs poorly on all measures, as does

random sampling which is a dummy operation where no optimisation is actually

taking place, highlighting why optimisation methods are necessary. The genetic

algorithm converges to the global optimum on most of the 20 repetitions, though

it always requires the entire 150 function evaluations to do so. When not limited

in this way, the algorithm converges on every repetition (average of 99% conver-

gence in 500 ± 70 iterations), requiring little computational resource and time to

do so.

For the optimisation results presented in table 4.2 the function is already

known and so a large number of evaluations is possible. However, for the re-

sults presented in section 4.6.1 this is not the case, since each evaluation will

be a simulation which takes ∼22 minutes to run on 1520 CPU cores. As such,

the most important consideration is not the speed of the algorithm in searching
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the parameter space (optimisation time), as might be the case on experiments

where the laser operates at ≳1 Hz [82]. Instead, it is most important to choose

an algorithm which identifies the global optimum consistently, in few iterations,

minimising the number of computationally expensive simulations which must be

run. In this regard, the Bayesian optimisation algorithm included in scikit-learn

is clearly the most effective, as demonstrated in table 4.2, which shows the to-

tal time that each algorithm would require to optimise the branin function if

every evaluation was a simulation. This was calculated by dividing the total

optimisation time by the median niters until convergence and adding the total

time required to perform niters simulations. As a result, the disadvantage of an

increased optimisation time for Bayesian optimisation compared to the other ML

techniques in table 4.2 when optimising the branin function is not relevant for

the optimisation problem presented in this chapter.

Another potential disadvantage of Bayesian optimisation is that the optimisa-

tion time can scale poorly as the number of parameters to be optimised increases

[272]. However, this is also a potential problem for most ML-based optimisa-

tion techniques, and depends on the specific optimisation problem. To ensure

this wasn’t an issue for these results, the Bayesian and Nelder-Mead/Powell algo-

rithms were applied to optimise the 6 dimensional so-called Hartmann function

[273, 274], and the time required to optimise increased by ∼2.5×, and ∼3.4×

over that required to optimise the branin function for the respective algorithms.

As such, there is no significant increase in Bayesian optimisation time with an

increasing number of parameters for the results presented. Furthermore, the opti-

misation time can be improved by running the algorithm over multiple CPU cores

in parallel [275], and optimising for too many parameters can actually diminish

performance, according to the Hughes effect [276].

Given these benchmarking results, Bayesian optimisation was selected as the

best candidate to optimise the maximum proton energy achieved via TNSA in

sections 4.6.2 and 4.6.3.
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4.4 Bayes theory and Gaussian process regres-

sion

Now that Bayesian optimisation has been selected to optimise ion acceleration

in the TNSA regime it is important to describe how this ML technique works.

Fundamentally, Bayesian optimisation follows the principles of Bayes theorem

[277] which describes the probability of some condition A occurring given that

condition B has occurred, P (A|B).

P (A|B) = P (B|A)P (A)

P (B)
(4.1)

This is known as the posterior probability, and it depends on the prior probability

of condition A occurring, P (A), the probability of condition B occurring (which

normalises the sum of the probability distribution to 1), and the probability of

condition B occurring given that condition A has occurred, P (B|A). In other

words, the prior probability is an initial belief that condition A will occur which

is updated to a more accurate posterior probability as more information or data

is gathered (probability of condition B occurring). As such, Bayes theorem allows

us to update our belief that a condition will occur as we receive new information,

meaning we can make predictions with more confidence as new data is gathered.

This is explained intuitively in reference [278]. Bayes theory is the principle at

the heart of the Bayesian optimisation process, which begins by building a model

of an objective function from some initial data.

For the work presented in sections 4.6.2 and 4.6.3, the objective function is

the maximum proton energy generated during TNSA with several key laser and

target parameters as the variables. Here, the objective function was modelled

using Gaussian process regression (GPR), which fits multiple Gaussian functions

through some initial data, and integrates over all of these functions to produce a

mean function which approximates the objective function [264]. This is visualised

in figure 4.3 where GPR is applied to an example 1D objective function.

At first there is no data available for the Gaussian functions to fit to and the
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Figure 4.3: Example of Gaussian process regression on a 1D objective function. In (a) there
is no data for the five Gaussian functions (coloured lines) to fit through and the mean (black
dashed line) of the Gaussian process model is zero across the parameter space. As n evaluations,
f(X), of the function are provided in (b)-(d) the five Gaussian functions fit to the data, the
mean becomes non-zero across the parameter space, and the uncertainty (±1 standard deviation

shown in shaded red) reduces in regions where evaluations have been made.

mean evaluation, µ, of the function is zero across the parameter space, X, as

shown in figure 4.3(a). In other words, the prior probability is zero, since there is

no data upon which to make predictions. As this is a Bayesian approach, the prior

probability will be updated as more data is collected. This is seen in figure 4.3(b)-

(d), where the model begins to replicate the objective function with increasing

accuracy as up to 10 evaluations are made. To achieve this, structures within the

data are approximated using a kernel, k, which computes the covariance, Cov,

between points in the parameter space.

Cov[f(X), f(X
′
)] = k(X,X

′
) (4.2)

Many different kernels have been proposed to model certain structures within

a data-set [264, 279]. Choosing the correct kernel to model structures that are

expected in a given objective function is perhaps the most important factor to

consider before applying Bayesian optimisation. For this example and the results

presented in sections 4.6.2 and 4.6.3, a Matérn kernel [279] was selected which is
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Figure 4.4: Creating a GPR model using the same data as figure 4.3 (c) but varying the (a) v
and (b) l parameter in the Matérn kernel.

defined as,

k(Xi, Xj) =
1

Γ(v)2v−1

(√
2v

l
d(Xi, Xj)

)v

Kv

(√
2v

l
d(Xi, Xj)

)
(4.3)

where Kv is a modified Bessel function of the second kind, l is the Euclidean

distance between points Xi and Xj, and l is the length scale of the kernel which

determines the variability of the modelled function between Xi and Xj. The

final parameter, Γ, represents a so-called gamma distribution, which acts as a

prior probability distribution, of ‘shape’ and mean defined by parameters α and

β respectively [264]. The Matérn kernel is an extension of the commonly used

radial basis function (RBF) kernel, including an additional parameter, v, which

determines how smooth the modelled function will be.

For small values of v, the kernel will produce a function which fluctuates

significantly between points which are close together (not smooth), whilst as

v → ∞, the Matérn kernel tends to the RBF kernel and the resulting function

will be smoother. This can be visualised in figure 4.4(a), where the same data

and Matérn kernel have been used as in figure 4.3(c) but for the v parameter

which has been changed from 5 to 0.5 (l=1 in both cases), resulting in a much

less smooth function. This tunability makes the Matérn kernel more adaptable

to modelling different structures within a data-set compared to other kernels.

The length scale parameter, l, is similarly influential in determining the mod-

elled function, since it determines the range of the parameter space over which
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covariance between data points is expected. For large l values, points Xi and Xj

which are far from one another (large euclidean distance) have a high covariance,

whilst for small l values more variability is expected in the function between these

points. As l → 0 there is essentially no relationship between points in the param-

eter space, and the kernel becomes a white noise (WN) kernel as shown in figure

4.4(b) which uses the same data and Matérn kernel as the GPR model in figure

4.3(c) but for the length scale which has been changed from l=1 to l=0.001 (v=5

in both cases). Whilst not very useful as the main kernel of a model, adding a

white noise kernel to the main kernel allows uncertainty in the objective function

to be modelled. For this reason, a white noise kernel is added to the Matérn

kernel for the results presented in sections 4.6.2 and 4.6.3

Parameters such as l and v are commonly referred to as hyper-parameters,

and must be specified carefully for a GPR model to accurately model an ob-

jective function and the structure(s) present within it. Misspecification of these

hyper-parameters can lead to the GPR model failing to replicate the objective

function [264, 279], though the sci-kit algorithm automatically optimises each

hyper-parameter to mitigate against this [266].

Perhaps more crucial is choosing a kernel that can accurately model the objec-

tive function in the first place. As an example, data-sets that include complicated

periodic or step like variations, and that contain multiple different structures, may

require several different kernels to be combined as described in references [264]

and [279]. For the results presented in this chapter the objective function to

be optimised is the maximum energy of TNSA protons, the variation of which

is expected to be smooth and continuous over the parameter ranges considered.

As such, a combination of the Matérn kernel and a WN kernel were used to

model this objective function during the Bayesian optimisation results presented

in sections 4.6.2 and 4.6.3.
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4.5 Bayesian optimisation

Bayesian optimisation is a ML technique that uses Gaussian process (GP) regres-

sion to model and optimise a given objective function. An example optimisation

process is illustrated in figure 4.5, where the Bayesian optimisation algorithm

from scikit-learn [266] was used to maximise a simple 1D objective function.To

begin this process, a number of function inputs, Xn, are randomly generated

within the limits of the parameter space and are evaluated by the objective func-

tion, f(Xn), as shown in figure 4.5(a). These evaluations are then used to create

a model of the objective function using GPR as detailed in section 4.4. Next, the

probability of finding an improved evaluation of the objective function, compared

to those that have already been made, is calculated for thousands of potential

input values by combining the mean and standard deviation of the GP model to

create an acquisition function. The input value which maximises the acquisition

function is then evaluated by the objective function on the next iteration of the

Bayesian optimisation process, as shown in figure 4.5(b). This new information

is used to update the GP model, and another input value is suggested to be

evaluated by the objective function, resulting in an iterative feedback loop which

is repeated for n iterations. In this example, the objective function optimum is

identified within 10 iterations as shown in figure 4.5(c). After 25 iterations the

GP model is confident that the function has been optimised, and the acquisition

function only suggests sampling the optimal conditions, as shown in figure 4.5(d).

Just as different kernels can be used for GPR, several acquisition functions are

available to be used in the Bayesian optimisation process. The Upper Confidence

Bound (UCB), Probability of Improvement (PI), and Expected Improvement (EI)

are the most common, and are constructed slightly differently [280]. Typically,

only one of these functions is used throughout the optimisation process, and the

convergence of the algorithm to the objective function’s optimum may depend on

which is selected. For the results presented in sections 4.6.2 and 4.6.3, candidate

input values are sampled by each of these acquisition functions at every iteration,

rather than by just one function throughout the entire process. This technique

101



f(
X
)

n=5(a) n=6(b)

X

f(
X
)

n=10(c)

X

n=25(d)

Figure 4.5: Illustration of a typical Bayesian optimisation procedure, where a GP model of
mean, µ(X), (dashed green) and uncertainty, σGP(X), (green fill) is built from evaluations,
f(X), (red dots) of an objective function (dashed red). An acquisition function (blue) is derived
from the model after each evaluation and used to determine the input, Xn+1, which gives the
highest probability of finding an improved f(X) compared to previous evaluations (blue dot).
This point is then evaluated by the objective function and the process is repeated for n iterations.

is referred to as hedging, and has been shown to maximise the performance of a

Bayesian optimisation algorithm [281]. In addition, hedging eliminates the need

to choose an optimal acquisition function from the outset, reducing the number of

variables for the user to consider before applying Bayesian optimisation. Hedging

does increase the computational time required to select new input values between

iterations of the optimisation process, but the increase is negligible compared to

the time required to perform individual simulations in sections 4.6.2 and 4.6.3.

When an acquisition function is selected, candidate input values are sampled

using the mean, µGP, and uncertainty, σGP(X), of the GP model. Each acqui-

sition function contains a parameter that determines how much weight should

be given to the mean and uncertainty. For example, the UCB is constructed

as UCB(X) = µGP + κσGP(X), where small values of the kappa parameter, κ,

will cause the acquisition function to preferentially select input values in areas of

the parameter space where the mean of the GP model is high, whilst penalising

those in regions where the model uncertainty is high. This is known as favour-

ing exploitation of the parameter space - focusing on regions where the model
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predicts the highest probability of finding the optimum of the objective function

- rather than exploration of areas which have been sparsely sampled and so the

model uncertainty is high. The other acquisition functions mentioned, EI and

PI, contain a parameter, ξ, which is analogous to κ in UCB and works in a sim-

ilar fashion. Determining the balance between exploitation and exploration of

the parameter space is another important variable to consider when setting up a

Bayesian optimisation process and is explored in section 4.6.2.

It is clear then, that the configuration of a Bayesian optimisation algorithm

should be considered carefully before it is applied to an objective function. For

the results presented in sections 4.6.2 and 4.6.3, the Bayesian optimisation algo-

rithm within scikit-learn was used with a Matérn kernel combined with a WN

kernel since the objective function is expected to be relatively smooth but re-

turn noisy evaluations. The v parameter of the Matérn kernel is set to 5 and

the length scale is automatically tuned at each iteration to improve performance,

and to reduce the need to specify a length scale in advance. Similarly, hedging

is used to select the optimal acquisition function at each iteration to improve

the Bayesian optimisation performance by identifying the objective function op-

timum more quickly. When UCB or EI/PI are selected, κ=1.96 and ξ=0.01 are

used, respectively. These are similar to the values used in Hoffman et al. [281].

4.6 Results

4.6.1 Automated grid-search of laser parameters to opti-

mise TNSA

The focus of this chapter is on optimising the maximum energy to which pro-

tons are accelerated during TNSA in as few simulations as possible by applying

machine learning (ML). In section 4.3, several ML techniques were applied to

optimise an example 2D function with known optima and Bayesian optimisation

was shown to consistently identify the global optimum in the least iterations.

This testing gave a good indication that Bayesian optimisation could effec-
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tively identify optimal parameters as required for the results in this chapter,

though this was for a known function where the optimisation results could be

compared directly to a known global optimum. For the results in section 4.6.3,

the algorithm will be applied to optimise the maximum energy of protons accel-

erated during a complex multi-dimensional laser-solid interaction, for which no

prior optimum is known. As such, it was prudent to first generate a reference

data-set of simulation data so that the performance of the Bayesian optimisation

algorithm could be benchmarked in this regime in a similar fashion to the testing

of section 4.3. This avoids the possibility of wasting significant computational

resource by applying an algorithm that is not able to successfully optimise in this

regime. It also ensures that the optimal laser and target conditions identified

were physically meaningful, since Bayesian optimisation is inherently a ‘black

box’ approach with no physical model for the data being optimised. In other

words, the algorithm may still be able to find an optimal solution to a function

which is not physically correct, so it is important to ensure that the maximum

proton energy scales with the input laser and target parameters as expected for

TNSA in these simulations to avoid this possibility. To mitigate these risks, a

reference data-set of one hundred 2D PIC simulations, upon which the algorithm

could be tested, was generated using BISHOP’s Grid-Search mode as described

in section 4.2.

Each simulation took ∼22 minutes to run using the fully relativistic 2D

EPOCH PIC code [171] on 1520 of the skylake CPUs provided by CSD3 [265].

Grid dimensions of 16,000 × 2,400 cells were defined, corresponding to a domain

of (-10→50) µm and (-20→20) µm, and a resolution of ∼4 nm/cell and ∼17 nm/-

cell in the X and Y dimensions respectively, and there was an initial average of

10 particles per cell, per species. The target was defined over a 1 µm region in X

containing H+ and C6+ ions with a starting temperature of 0.04 keV and electrons

with a starting temperature of 10 keV. The initial electron density was selected

as 203ncrit, where ncrit is the plasma critical density, defined as ncrit =
meϵ0ω2

L

e2
,

and me, ϵ0, ωL, and e are the electron mass, free-space permittivity, laser angular

frequency, and the elementary charge, respectively. This initial electron density
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was chosen to approximate a CH plastic target foil by neutralising an equal mix

of H+ and C6+ ions.

When considering the laser and plasma parameters to be varied it was im-

portant to choose those which have been extensively studied and shown to have

a significant influence in defining ion acceleration in the TNSA regime. To this

end the laser energy, EL, and pulse duration, τL, were selected as key parameters

to be varied, since numerous studies have modelled their influence in defining

TNSA [40, 41, 51]. BISHOP was provided with bounds of EL=(0.3→15.0) J and

τL=(25→100) fs, for these parameters respectively, and the laser wavelength and

focal spot size (FWHM) were fixed at λL=800 nm and ϕL=3 µm. In simulations

the entire defined laser energy is contained within the ϕL=3 µm focal spot, in

contrast to experiments where only ∼40% of the laser energy delivered to an OAP

is focused into a spot of equivalent size. As such, an upper bound of EL=15 J is

chosen to replicate an experimental value of EL∼40 J, so that the maximum pro-

ton energy is optimised over a range of conditions covering those available with

Ti:sapphire high-power lasers which are currently available for experiments [238],

as well as those currently being commissioned for experiments in the near fu-

ture [80–83]. The laser energy and pulse duration were varied linearly, in equally

spaced values, between the bounds provided, over 100 simulations.

In each simulation, the target front surface is irradiated at the focal position

of the laser beam, defined as X=0 µm. The peak laser intensity arrives at this

position at t=0 fs. As the laser interacts with the target it transfers energy to

plasma electrons, the most energetic of which propagate through the target and

form an electric sheath field at the rear side, setting up the TNSA mechanism

[51]. This fast (kinetic energy ≥ 0.511 MeV) electron population has a broad

exponential energy distribution of the form ∂N
∂E

∝ exp(− ϵf
kBTf

), where ϵf is the

electron energy and Tf is the temperature of the population. Studies have shown

that the fast electron temperature increases with the laser irradiance [72, 188,

189, 282], and that it is one of the key properties defining the maximum energy

ion energy achieved via TNSA [40, 41, 51].

Given its importance in the TNSA mechanism, the fast electron temperature
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Figure 4.6: (a) Fast electron temperature, kBTf, and (b) maximum proton energy, ϵpmax, as
a function of laser pulse duration, τL, and energy, EL, which were varied systematically by
BISHOP over 100 2D PIC simulations. The corresponding minimum and maximum laser in-
tensities are given. (c) ϵpmax as a function of kBTf, Linear regression was performed at each
pulse duration for data points with increasing laser energy, and the mean R2 value is calculated
to be 0.93. Error bars indicate ±1 standard deviation in kBTf and ϵpmax, calculated from three
repeat simulations. (d) ϵpmax as a function of laser pulse energy, with given power law scaling
for the shortest and longest pulse duration simulated (circles). Experimental ϵpmax data from
Dover et al. [42] is multiplied by 2.2 (triangles) and compared to the 2D simulation results.

was measured in each of the 100 simulations and is shown as a function of the

laser conditions in figure 4.6(a). For fixed pulse duration the laser intensity is

increased by increasing energy, and a power scaling of the form kBTf = a · IbL with

b=0.58±0.03 is found, in good agreement with previously published results [72].

The maximum temperature is obtained for EL=15 J and τL=33 fs.

In each case, the fast electron temperature was determined by fitting to the

high energy component of the electron energy distribution, from 0.511 MeV to

90% of the maximum electron energy, as shown in figure 4.7(a). This ensured that

only relativistic electrons were considered and reduced the influence of significant

statistical noise at the highest energies due to a relatively low number of electrons.

This method provides an accurate linear fit as shown in figure 4.7(b), where the

106



25 50 75 100
L (fs)

3

7

11

15

E L
(J
)

0.94 0.92 0.94 0.91 0.9 0.9 0.93 0.92 0.95 0.94

0.9 0.93 0.92 0.93 0.93 0.94 0.93 0.94 0.95 0.94

0.92 0.94 0.95 0.94 0.95 0.96 0.96 0.96 0.97 0.96

0.93 0.94 0.96 0.95 0.96 0.95 0.97 0.96 0.96 0.97

0.95 0.96 0.96 0.96 0.96 0.97 0.96 0.97 0.97 0.98

0.95 0.95 0.96 0.96 0.97 0.97 0.98 0.97 0.97 0.98

0.94 0.95 0.96 0.97 0.97 0.97 0.97 0.97 0.98 0.97

0.96 0.96 0.97 0.98 0.96 0.98 0.98 0.97 0.98 0.97

0.97 0.96 0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.98

0.97 0.97 0.97 0.97 0.97 0.97 0.97 0.98 0.98 0.98

0.0

0.2

0.4

0.6

0.8

1.0

R
2

of
 k

B
T f

L (fs)

fit

0 20 40 60
Electron Energy (MeV)

12

14

16

18

lo
g
 (

N
o.

 o
f 
E
le

ct
ro

n
s)

 (
A
rb

. 
U

n
it
s)

kBTf =8.2 MeV, R²=0.96 (b)

(a)

Figure 4.7: (a) Example electron spectrum for a simulation with EL=15 J and τL=25 fs. The
fast electron temperature is calculated by fitting from 0.511 MeV up to 90% of the maximum
electron energy (dashed orange). The calculated temperature and coefficient of determination,
R2, are shown. (b) R2 value of the electron temperature fit for 100 simulations with the same

target, where the laser energy and pulse duration were linearly varied.

coefficient of determination is ≥0.9 in every case, making this a viable method

for determining the electron temperature.

As with the electron temperature, the highest maximum proton energy (ϵpmax=109

MeV) is obtained for EL=15 J and τL=33 fs as shown in figure 4.6(b). This is

consistent with a strong overall correlation between ϵpmax and kBTf as observed in

figure 4.6(c), and between ϵpmax and EL (thus IL), as shown in figure 4.6(d). This

measurement was made by considering one proton with the highest energy in each

simulation. It should be noted that the statistical noise shown at the highest ener-

gies of the electron spectrum in figure 4.7(a) can also affect the high energy proton

population. Considering the single highest energy proton could therefore result

in unreliable measurements of the maximum proton energy, though this property

was later measured as the mean of the 1% most energetic protons (thousands of

protons), and there was negligible difference compared to the absolute maximum

proton energy, the metric used in this study. The scaling of maximum proton

energy with electron temperature and laser intensity also remained the same,

confirming the number of protons at the maximum energy is sufficiently large so

that the absolute maximum energy of a single proton is a reliable metric.

It is also noted that the absolute electron temperatures and maximum pro-

ton energies are higher than would be expected from 3D PIC simulations and
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experiments. This is consistent with previous studies using 2D PIC simulations

where the maximum ion energy was up to 3 times higher than in equivalent 3D

simulations [283–285]. This is attributed to artificially greater electron heating

and slower sheath expansion as a result of the reduced dimensions, resulting in a

stronger electric sheath field and increased acceleration time. To enable compar-

ison with experimental results, maximum proton energies from Dover et al. [42]

are multiplied by 2.2 and included in figure 4.6(d). These experimental results

were obtained for similar laser conditions as used in the present study with IL in

the range (0.3→3.4)×1021 Wcm−2, ϕL∼1.5 µm, λL∼800 nm and τL∼40 fs.

Although the magnitude of the maximum proton energies are overestimated

in the simulations, the observed power law scaling is similar to these experimental

results, and is generally in good agreement with a range of previously published

TNSA scaling results [30, 40, 41, 51]. As such, the simulation results presented in

figure 4.6 provide a useful benchmark data-set to evaluate the performance of a

Bayesian optimisation algorithm in identifying optimal laser and target conditions

for maximising TNSA proton energies.

4.6.2 Efficiency of Bayesian optimisation versus grid-search

The results detailed in the previous section represent a conventional linear grid-

search of two key laser input variables that are known to influence the maximum

proton energy achieved during TNSA. Optimal input conditions were identified

for each of these variables, though many more laser and target parameters are

known to influence source properties in the TNSA regime, such as the laser focal

spot size [42, 212, 286], target foil thickness [38, 39, 43], and pre-plasma den-

sity scale length [46, 47]. As such, it is likely that many interaction parameters

must be optimised simultaneously to significantly improve these novel ion sources.

However, linearly varying parameters as in section 4.6.1 would result in an ex-

ponential increase in the number of simulations required as more parameters are

considered. This quickly becomes unfeasible given the computational resources

and time required to produce these high resolution simulations. Clearly, a more

efficient method is required to enable multi-parameter (>2D) optimisation. As
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discussed in section 4.1, Bayesian optimisation is an effective technique for op-

timising complex multi-dimensional functions. An open-source implementation

[266] was therefore integrated into BISHOP and will be used to identify optimal

conditions for TNSA as a function of four laser and target parameters in section

4.6.3. However, before optimising for many parameters in this way, it was useful

to first benchmark the algorithm’s ability to optimise the maximum proton en-

ergy over the same parameter space covered by the conventional linear grid-search

of figure 4.6 to ensure the algorithm could successfully optimise simulation data.

To investigate this, the Bayesian optimisation algorithm was restricted to

sampling parameter combinations that had been simulated as part of the data-

set in figure 4.6 such as (EL, τL)=(3.0 J, 25.0 fs), (3.0 J, 33.3 fs) ... (3.0 J,

100.0 fs), rather than having the freedom to select any input values between the

bounds of EL=(3→15) J and τL=(25→100) fs, as would typically be the case.

This enabled the algorithm to be tested on already available data with a known

global optimum, in a similar fashion to the testing presented in section 4.3.

Initially, the input laser energy and pulse duration were selected at random

from the combinations simulated in the grid-search of figure 4.6. The resultant

maximum proton energy for each laser set-up was then used to construct an ini-

tial GP model as described in section 4.5. An acquisition function then suggested

a laser energy and pulse duration combination that was expected to increase the

maximum proton energy compared to that which had been measured to that

point, initiating the Bayesian optimisation feedback loop which ran for 100 iter-

ations.

This process was repeated for several different configurations of the algorithm

to identify a set-up that consistently identified the known global optimum from

the data-set in the least iterations. At first, three Bayesian optimisation pro-

cesses were initialised with 5, 10 and 20 iterations with randomly selected inputs

(nrandom), and hedging was used to select the acquisition function between it-

erations in each case. A further two configurations were then initialised with

nrandom=20 but were subsequently guided by a UCB acquisition function with

κ=1 and κ=1000 respectively, rather than by an acquisition function selected
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Figure 4.8: (a) Average performance of a Bayesian optimisation algorithm in three different
configurations initialised by nrandom=(5, 10, 20) simulations where the laser energy and pulse
duration are randomly selected from the combinations of the grid-search. The optimisation
was run 20 times for each configuration, and the mean, and standard deviation in the mean,
maximum proton energy at each iteration is shown as solid coloured lines and shaded regions
respectively. The global optimum maximum proton energy from the grid-search (dashed black)
is shown for comparison. The configuration with nrandom=20 converges to the optimum in the
least iterations and is compared to two further processes in (b) which also use nrandom=20 but

have a fixed UCB acquisition function with a kappa parameter of κ=1 and κ=1000.

through hedging.

For each configuration the Bayesian optimisation process was repeated 20

times to account for uncertainty in the results caused by the random nature of

the GP model initialisation. To give an example of the effect this could have,

imagine a singular optimisation process which samples the optimum parameters

on the first and second of ten random iterations. In this case the GP model

would identify the optimal parameters very quickly once initialised. Compare this

to a repeat process where the parameter values sampled during the ten random

iterations are very far from the optimum. In this case the algorithm would require

many more iterations to identify the optimum, despite having an identical kernel,

hyper-parameters, and acquisition function as in the first example.

The results of this benchmarking are shown in figure 4.8, where the maximum

proton energy is averaged at each iteration over 20 repetitions of the Bayesian

optimisation process under different configurations, and compared to the global

optimum within the data-set. The associated uncertainty is shown for each itera-

tion as ±1 standard deviation. The performance of each configuration is further

examined in table 4.3, which shows the median number of iterations, niters, until

the algorithm first reaches 95% of the global optimum maximum proton energy.
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nrandom

Iterations

Acquisition

Function Set-up

Median n iters until

95% Convergence

σ n iters until 95%

Convergence

5 hedging 26 18

10 hedging 36 28

20 hedging 21 14

20 UCB, κ=1 24 39

20 UCB, κ=1000 28 9

Table 4.3: Performance of the Bayesian optimisation algorithm under different configurations.

On average, the operation which uses hedging and is initialised with nrandom=20

converges to the global optimum identified during the grid-search of section 4.6.1

in the fewest iterations with the least uncertainty. The algorithm also performs

favourably on the other operations where hedging is used, demonstrating the

utility of this technique in improving the performance of Bayesian optimisation.

As mentioned in section 4.5, hedging also reduces the number of considerations to

be made when setting up the algorithm, mitigating the risk of hyper-parameters

being misspecified, which can cause poor optimisation results. An example of

this is shown in figure 4.8(b), where the best configuration of the algorithm,

initialised with nrandom=20 and using hedging, is compared to two configurations

which are also initialised with nrandom=20, but are subsequently guided by the

UCB acquisition function with the kappa hyper-parameter misspecified as κ=1

and κ=1000, respectively.

When using κ=1, the algorithm does not converge to the global optimum on

average within 100 iterations. This is due to the algorithm spending too many it-

erations in areas of the parameter space that are well known and where high max-

imum proton energy is expected, and not enough iterations exploring unknown

regions. In this case the algorithm has favoured exploitation over exploration

as mentioned in section 4.5, causing it to become stuck in local optima on most

repetitions rather than identifying the global optima. This is demonstrated more

clearly in table 4.3, where there is extreme uncertainty in the number of iterations

required to achieve ≥95% convergence to the global optimum when κ=1, caused

by repetitions where the algorithm has spent many iterations at a local optima
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with low maximum proton energy.

When κ=1000, the opposite is true. Here, the algorithm spends too many

iterations exploring the parameter space and not enough iterations exploiting

input values that are predicted to result in high maximum proton energy. In this

case, the input values are essentially being randomly varied, leading to signifi-

cant uncertainty in the maximum proton energy identified at each iteration as

shown in figure 4.8(b). This random variation results in an apparently favourable

performance by the metric of table 4.3. However, the relatively low niters and un-

certainty required to achieve a high maximum proton energy for this configuration

is due to the objective function being used. Here, the algorithm can only sample

a relatively small parameter space of 100 possible inputs. The multi-parameter

optimisation exercise of section 4.6.3 presents a much less restrictive sample space

where essentially unlimited input conditions are available to be sampled. In this

case, it is extremely unlikely that this configuration could identify optimal param-

eters, as demonstrated when random sampling was applied to the branin function

with no limitations to the input conditions in section 4.3.

Overall, these results show the risk of misspecifying acquisition function hyper-

parameters. This risk is mitigated by hedging which, when used after initialising

the algorithm with 20 randomised data-points, results in a Bayesian optimisation

process which consistently identifies the global optimum from the grid-search

(ϵpmax=109 MeV, at EL=15 J and τL=33 fs) in just 21 iterations on average.

The sampling performed by the algorithm during one of the 20 processes where

the algorithm first identified the global optimum in 21 iterations is visualised in

figure 4.9. Here, unique combinations of laser parameter values sampled during

the optimisation process are compared to the full linear search grid, highlighting

the significant increase in efficiency when Bayesian optimisation is used to search

the parameter space.

Each simulation in the grid-search ran for∼22 minutes on 1520 cores for a total

of 562 core-hours. As such, using Bayesian optimisation to identify the global

optimum maximum proton energy in an average of 21 iterations results in an

approximately 5× reduction in the computational resources required to identify
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Figure 4.9: Maximum proton energy, ϵpmax, as a function of laser pulse duration, τL, and energy,
EL, from the 10×10 grid-search of figure 4.6. Bayesian optimisation was applied to find the
optimum of this data-set 20 times. Unique parameter combinations sampled during run 6/20
which converged to the optimum (marked by an ‘o’) in the fewest iterations are labelled ‘×’.

optimal conditions, compared to a grid-search that requires 100 iterations. This

is equivalent to a reduction of ∼29 hours and ∼45,000 core-hours for the HPC

cluster used in this investigation.

In this section, Bayesian optimisation has been shown to consistently op-

timise the maximum proton energy achieved during TNSA as a function of two

input laser parameters. A significant increase in efficiency was demonstrated com-

pared to optimising via conventional grid-search, though it is in multi-dimensional

parameter spaces where such conventional techniques cannot be applied that

Bayesian optimisation truly excels. As such, this technique will now be applied

to optimise the maximum proton energy achieved during TNSA as a function of

four input laser and target parameters.

4.6.3 Multi-dimensional optimisation of proton accelera-

tion in the TNSA regime

Having successfully applied Bayesian optimisation in the TNSA regime as a func-

tion of two input laser parameters, the maximum proton energy will now be

optimised further by considering other important input variables. The first addi-
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tional parameter to be optimised is target foil thickness, l, which, combined with

the laser temporal-intensity profile, plays a significant role in defining the elec-

tric sheath field formation at the target rear surface, strongly influencing TNSA

maximum proton energies. For a given laser temporal-intensity profile and pulse

duration, reducing the target foil thickness results in fast electrons recirculating

within the target [38, 194] and absorbing more energy from the laser. This re-

sults in an increased fast electron temperature and density at the rear surface,

which increases the sheath field strength and thus TNSA maximum proton en-

ergies [39]. However, there is a limit to this enhancement. When the target foil

thickness is reduced too far, shock waves generated by light from amplified spon-

taneous emission (ASE) can propagate through the target and form a plasma on

the rear surface before the main pulse arrives, reducing the sheath field strength,

and thus the maximum proton energy [43, 44].

The second parameter to be added to the optimisation process is the pre-

plasma density scale length, L. This parameter defines the pre-plasma den-

sity profile along the laser pulse propagation axis (X), described by ne(X) =

ne0exp(X/L) for X≤0, where ne0 is solid-density. Studies have shown that pre-

plasmas of an optimal scale length induce self-focusing of the laser pulse, resulting

in increased laser-to-fast electron energy absorption, sheath field strength, and

thus maximum proton energy [46]. In contrast, filamentation of the laser pulse

occurs in pre-plasmas of increased scale length, reducing laser-to-fast electron

energy absorption and thus the maximum proton energy [47].

For this four parameter optimisation, BISHOP was provided with bounds of

EL=(0.3→15.0) J; τL=(25→100) fs; l=(500→3000) nm; and, L=(0.01→4.00) µm.

A combination of the Matérn kernel and a white noise kernel were used with their

hyper-parameters tuned as detailed in section 4.5. The algorithm was initialised

with 20 iterations where values of the four parameters were randomly varied, as

justified by the results of table 4.3, before hedging was used to guide parameter

values for a subsequent 61 iterations until the optimal parameters were deemed

to have been conclusively identified.

The results of this multi-parameter optimisation are shown in figure 4.10.
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Figure 4.10: Partial dependence plots showing the influence of individual parameters (line plots)
and multiple parameters (contour plots) on the maximum proton energy. Points sampled during
the optimisation procedure are shown as black dots and the optimum maximum proton energy

is denoted by a dashed red line and a red star in the 1D and 2D plots, respectively.

Combinations of input parameter values simulated at each iteration are shown

on the contour plots and the influence of individual input parameters on the

maximum proton energy is shown in the line plots. As in the grid-search results

of section 4.6.1, the maximum proton energy is strongly influenced by the energy,

pulse duration, and thus intensity of the driving laser, as is expected for TNSA [40,

41, 51, 282]. Figure 4.10 also shows that the maximum proton energy increases

with decreasing target foil thickness, likely due to additional electron recirculation

[38]. The thinnest target foil (l=500 nm) available to the algorithm is shown to

be optimal, in contrast to previous studies which demonstrate a thicker optimal

target. In the present study the laser pulse has an idealised Gaussian temporal

profile, without an intense rising edge to launch a shock through the target, as

is responsible for degrading the TNSA sheath field and decreasing the maximum
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proton energy for thinner targets in previous studies [43, 44]. Reducing the target

foil thickness further may result in higher maximum proton energies, though the

algorithm was not permitted to sample such targets to avoid complicating this

first demonstration of the Bayesian optimisation approach. This is due to other

ion acceleration mechanisms such as RPA and RSIT-enhanced hybrid mechanisms

occurring alongside TNSA when dealing with ultrathin foils, and resulting in

optimal maximum proton energies, as investigated in chapter 5.

Finally, figure 4.10 shows the maximum proton energy to increase with pre-

plasma density scale length to some optimal value, before reducing. This was

partially expected from previous studies, though in these investigations the max-

imum proton energy continually increased with scale length up to a value of

L∼100 µm, reducing beyond this point due to laser pulse filamentation being in-

duced upon propagation in the plasma [47]. This is obviously much longer than

the L=2.40 µm optimum shown in figure 4.10, and no laser pulse filamentation is

observed for these simulations. As such, the present results demonstrate a much

more subtle optimisation of maximum proton energy with pre-plasma density

scale length than has previously been observed. This will be explored in section

4.6.5. However, before doing so, it is important to verify that the maximum

proton energies are being driven by TNSA in these simulations, so that the com-

parisons to previously published TNSA resutls are valid. To this end, figure 4.11

shows the particle energy distribution, in X, for the simulation with the optimal

parameters identified by the Bayesian optimisation algorithm. Here, the proton

kinetic energy is plotted at each longitudinal position X for the final time step

of this simulation.

A dominant tail of high energy protons is shown to originate at the target

rear surface in figure 4.11, coinciding with the fast electrons reaching vacuum,

after being accelerated by the peak laser field and propagating throughout the

target. This is consistent with the TNSA mechanism [285]. A component of

protons does originate from the plasma at the critical density surface at the front

side of the target and propagate through the target into vacuum at the rear sur-

face. However, the energies within this proton population never exceeds ∼40%

116



40 30 20 10 0 10 20 30 40
X ( m)

0

50

100

150

200

250

Pr
ot

on
 K

in
et

ic
 E

ne
rg

y 
(M

eV
)

109

1011

1013

1015

1017

lo
g(

Pr
ot

on
 D

en
si

ty
) 

(m
3
)

front surface protons

TNSA protons

Figure 4.11: Proton energy as a function of longitudinal position, at the final timestep, t=230
fs, of the simulation with optimal laser and target parameters. The target front surface is

located at X=0 µm, as illustrated by a black line.

of the maximum energy reached by the protons that originate from the target

rear surface. TNSA is therefore confirmed as the primary mechanism responsi-

ble for accelerating protons to the maximum energies recorded throughout the

investigation presented in this chapter.

Overall, after 20 simulations with randomised inputs and a further 30 sim-

ulations guided by a GP model, the algorithm converged to optimal conditions

of EL=15 J, τL=25 fs, l=500 nm and L=2.40 µm, as shown in figure 4.10. This

optimal interaction resulted in a maximum proton energy of ϵpmax=220 MeV, a

twofold improvement over the results of the linear grid-search shown in figure 4.6,

for which the scale length was fixed. This highlights the importance of optimis-

ing for many input laser and target parameters, which is not always possible in a

conventional grid-search. In this case, extending the 10×10 grid-search of figure

4.6 to include the target foil thickness and pre-plasma density scale length would

require 10,000 simulations, running for over 10,000 hours. This is over a year of

run time, and is thus unfeasible in terms of time and computational resource.

This demonstrates a major advantage of using Bayesian optimisation com-
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pared to conventional techniques, though it also flags up a potential issue. That

is, given that an exhaustive search of the parameter space is not possible for this

objective function, the global optimum is not known, making it impossible to

state that it has been identified for these results. Using Bayesian optimisation

does inherently mitigate this risk, since it is less susceptible to becoming stuck in

local optima compared to other ML techniques. This was demonstrated in section

4.3, where Bayesian optimisation consistently identified the known global opti-

mum of the branin function [267]. Similarly, Bayesian optimisation was shown

to consistently identify the known global optimum from the linear grid-search in

section 4.6.2, using the same configuration of the algorithm as used for the four

parameter optimisation results in this section.

Despite these precautions, it is still important to be confident that the global

optimum within this multi-dimensional parameter space has been identified. To

this end, the results of the Bayesian optimisation process are analysed in detail

in the following section.

4.6.4 Investigating optimal laser and target conditions for

TNSA of protons in a multi-dimensional regime

In the previous section, Bayesian optimisation was used to optimise the maxi-

mum proton energy within a four dimensional parameter space where the global

optimum was not known prior to the optimisation process. The optimal parame-

ters for laser energy and pulse duration were consistent with the results of section

4.6.1 and generally published TNSA results [40, 41, 51]. The optimal target foil

thickness was similarly expected from the literature [47], giving some confidence

that the global optimum had been identified. However, the optimisation of max-

imum proton energy with pre-plasma density scale length was not expected prior

to these results. As such, it is important to investigate the Bayesian optimisa-

tion process. Firstly to ensure that the global optimum has been identified, and

secondly, to understand the novel optimisation of maximum proton energy with

pre-plasma density scale length. To this end, figure 4.12 shows the objective func-
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tion evaluation, ϵpmax, made at each iteration, n, of the Bayesian optimisation

process.
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Figure 4.12: Value of the objective function, the maximum proton energy, ϵpmax, as a function
of the iteration number, n, during a Bayesian optimisation procedure in which the four input
parameters EL, τL, l and L are varied. The highest ϵpmax identified up to a given iteration
is marked by black circles. Before the vertical dashed black line (n<20) inputs are randomly
varied and afterwards (n≥20) a GP model is constructed and used to guide input conditions.

The colour of the symbol identifies the corresponding pre-plasma density scale length.

Once initialised by 20 simulations with randomised inputs, the acquisition func-

tion immediately suggested conditions that improved the maximum proton energy

compared to the values that had been achieved via random sampling. For three of

the four parameters being varied, the values sampled at this iteration were those

that proved to be optimal by the end of the optimisation routine. These condi-

tions represent the thinnest target foil, shortest laser pulse duration and highest

laser energy available to be sampled by the algorithm, as is consistent with the

grid-search results of section 4.6.1 and the generally accepted understanding of

the TNSA mechanism [40, 41, 51, 282]. Over a subsequent 60 iterations, the

algorithm did not suggest varying the target foil thickness or laser energy, and

only varied the pulse duration twice. This means the acquisition function had

assigned a high probability to these parameters being optimal after only a few

iterations. Moreover, the model identified laser and target conditions which are
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expected to be optimal in this acceleration regime with a high probability, giving

confidence that the global optimum maximum proton energy had been identified

for these parameters.

The algorithm spent many more iterations optimising the pre-plasma density

scale length, as shown in figure 4.12, where the marker colour represents the scale

length sampled at each iteration. Once the model had been initialised at iteration

20, the scale length was varied over a range of L=(2.50→4.00) µm until iteration

50 where an optimum of L=2.40 µm was identified. The model only varied the

scale length within 5% of this value over a subsequent 30 iterations, likely due to

uncertainty in the maximum proton energy evaluations, as discussed in detail in

the following section.

Given that three of the four laser and target parameters had been kept con-

stant for almost 60 iterations, and the final parameter was only varied over a

very small range for the final 30 iterations, likely due to noisy evaluations, the

GP model had assigned a high probability to the global optimum having been

identified. The optimal values for three of the four parameters were consistent

with those expected for TNSA, giving further confidence that the global optimum

had been identified. As such, the Bayesian optimisation process was terminated

after 81 iterations.

Now that the global optimum is considered to have been identified, it is im-

portant to understand the significant optimisation of maximum proton energy

over a pre-plasma density scale length range of only a few microns, since this is

much more subtle than was expected from previously published results, where

optimisation was observed over tens, or hundreds of microns [46, 47].

4.6.5 Novel optimisation of maximum proton energy with

pre-plasma density scale length

The results presented in section 4.6.3 demonstrate the utility of using Bayesian

optimisation to improve the maximum proton energy achievable via TNSA by

optimising for multiple key laser and target parameters simultaneously. Another

120



benefit of this technique is that it can potentially produce interesting optima

which were not previously expected. This appears to be the case for these results,

where an interesting optimisation of maximum proton energy with pre-plasma

density scale length is demonstrated. However, on studying the optimisation

process in detail, it was noticed that the algorithm spent many iterations varying

the scale length over a very small range once the optimal value of L=2.40 µm had

been identified. This was expected to be caused by uncertainty in the maximum

proton energy evaluations, resulting from subtle changes to the macroparticle dis-

tribution in EPOCH. In short, numerical noise in the simulations results in noise

in the maximum proton energies. As such, it was important to determine that

the optimisation of maximum proton energy with pre-plasma density scale length

was physically significant, rather than being driven by statistical uncertainty.

For each simulation performed in the investigations presented in this chapter,

the initial location and momentum distribution of the macroparticles is generated

using a random number generator with a fixed seed. Initialising a repeat simula-

tion at identical laser and plasma conditions with a fixed seed results in the exact

same macroparticle distribution, resulting in the same laser-plasma interaction

and maximum proton energy. However, if the scale length varies even by a very

small amount, the initial macroparticle distribution changes, resulting in a subtly

different laser-plasma interaction which causes variations in the maximum proton

energy. By enabling the random seed in EPOCH this behaviour can be induced

for simulations with exactly the same initial laser and plasma conditions. As such,

an exact repeat simulation with the optimal laser and target conditions identified

in section 4.6.3 was performed with the random seed enabled to investigate the

level of statistical uncertainty in the maximum proton energy evaluations.

The maximum proton energy reduced by 13% from ϵpmax=220 MeV in the

original simulation to ϵpmax=191 MeV on the repeat. This suggests that statistical

fluctuations originating from the initial macroparticle distribution in EPOCH

contribute to significant uncertainty in the maximum proton energy evaluations

at each iteration of the Bayesian optimisation process in section 4.6.3. Given

this result, it is important to ensure that statistical uncertainty didn’t drive the
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optimisation of maximum proton energy with pre-plasma density scale length.

To confirm this, 13 simulations from the optimisation results were investigated

where the laser energy, pulse duration and target foil thickness were at their re-

spective optimal values and the scale length was within 5% of the optimum value.

The mean scale length was L=(2.31±0.03) µm for these simulations, resulting in

ϵpmax=(200±8) MeV. In both cases the expressed uncertainty is the standard

deviation which defines the error-bars on the maximum proton energy at each

iteration in figure 4.12. Similarly, for 20 simulations with a mean scale length of

L=(2.91±0.06) µm and optimal values for the other three parameters, the mean

maximum proton energy was ϵpmax=(187±6) MeV. As such, the optimisation of

maximum proton energy at a scale length of L=2.40 µm is statistically significant.

Now that this has been established, it is important to understand why the

maximum proton energy was optimised for this pre-plasma density scale length.

To investigate this, four simulations from the optimisation routine were repeated

with particle tracking enabled in EPOCH so that the source and trajectory of

the highest energy protons could be investigated. These repeat simulations were

run for a reduced simulation time, finishing at t=230 fs, compared to t=560 fs in

the optimisation routine, due to the increased computational resource required

to include particle outputs. The optimal input conditions of EL=15 J, τL=25 fs

and l=500 nm were used for each simulation, and the scale length was varied,

L=(2.15, 2.40, 3.25, 4.00) µm.
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Figure 4.13: Temporal evolution of the (a) maximum proton energy and (b) mean longitudinal
electric field within 3 µm × 3 µm (X,Y ) of the proton which has the highest energy by the end
of four simulations with varying pre-plasma density scale length. A dashed black line illustrates

time, t=60 fs, when the tracked proton leaves the target rear surface in each case.
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For each case, the location and energy of the proton which has the maximum

energy at the final timestep (t=230 fs) was tracked from the beginning of the

simulation. The energy of this proton is shown for each timestep and for each

scale length in figure 4.13(a). As in the Bayesian optimisation results of section

4.6.3, the maximum proton energy at the final timestep is highest for a scale

length of L=2.40 µm. For these laser and target conditions the protons are

accelerated by the electric sheath field at the target rear surface via the TNSA

mechanism. As such, the longitudinal electric field strength (EX) was averaged

within a 3 µm × 3 µm region (X, Y ) around the tracked proton at each timestep.

This is shown in figure 4.13(b) for each scale length case.
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Figure 4.14: (a) Maximum energy and (b) summation of the mean EX around the proton with
the highest energy before (orange) and after (blue) it leaves the target rear at t=60 fs, shown as
a function of pre-plasma density scale length, with all other laser and target parameters fixed.
(c) Size of the sheath field (FWHM) in the dimension transverse to the laser pulse propagation
(Y ) at t=0 fs (black) and the laser-to-electron energy absorption (number of energetic electrons)
at the target front side (red), as a function of scale length. (d) Evolution of the position of the
proton which finishes the simulation with the highest energy as a function of simulation time
(colourbar) for L=2.15 µm (blue), L=2.40 µm (red), L=3.25 µm (green), L=4.00 µm (purple).

In each simulation, the tracked proton leaves the target rear surface at t∼60

fs, and it is from this timestep onward where the tracked proton energy devi-

ates significantly for the different pre-plasma density scale lengths considered, as
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shown in figure 4.13(a). This is shown more clearly in figure 4.14(a), where the

maximum proton energy is shown for each scale length before and after t=60 fs

respectively. Measured before t=60 fs, the maximum proton energy is relatively

constant as the scale length increases, with a slight peak at L=3.25 µm. How-

ever, by the end of the simulation at t=230 fs, the maximum proton energy is

significantly higher for the optimum L=2.40 µm case. This is reflected in figure

4.14(b) where the electric field experienced by the proton before it leaves the

target rear at t=60 fs is higher for longer scale lengths. This is attributed to

increased laser-to-electron energy absorption at the target front side for longer

scale lengths, as shown in figure 4.14(c), where absorption is approximated by

multiplying the fast electron density and mean kinetic energy in the region at

the front side of the target, X=(-45→0) µm. However, figure 4.14(b) also shows

that the electric field experienced by the proton after it leaves the target rear at

t=60 fs is lower for longer scale lengths. This results in lower maximum proton

energies by the end of the simulation, despite the increased laser-electron energy

absorption which is known to increase TNSA maximum proton energies [46, 51].

When considering why increased laser-to-electron energy absorption wasn’t

resulting in the protons experiencing a higher electric field and thus energy for

longer scale lengths, it was realised that the fast electron population will originate

further from the target front surface in these simulations. This causes the fast

electrons to propagate over an extended plasma region and, given the electron

population is divergent, would result in a spatially broader electron distribution

in the transverse (Y ) dimension. This would potentially reduce the electric sheath

field strength along the target normal axis (Y=0 µm), reducing the energy of the

protons accelerated to the highest energy in each simulation, which are always

accelerated along this axis, as shown in figure 4.14(d).

To confirm this hypothesis, the EX field was summed for each cell along the

Y -axis within 3 µm × 40 µm (X, Y ) of the target rear. A Gaussian profile was fit

to this data, and the associated FWHM is shown to increase with scale length in

figure 4.14(c). Next, the position of the relativistically-corrected critical density

surface, γncrit, where γ is the electron Lorentz factor, was determined at each
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Figure 4.15: (a) 2D spatial distribution of the mean electron kinetic energy at the target front
side (<0 µm) at t=0 fs, for the L=2.15 µm simulation. White dots represent the location of
the γncrit surface and the yellow dashed line denotes a Gaussian profile fit to this data. (b)
Position of the γncrit surface along the laser pulse propagation axis (X) with respect to the

target initial front surface (0 µm), as a function of pre-plasma density scale length.

point along the Y -axis by averaging the electron kinetic energy over all cells from

X=(-45→0) µm (i.e. the front side of the target) at the time at which the peak

laser intensity arrives (t=0 fs). The position of the critical density surface is

defined as the first X position where ne/γncrit=1, and is shown at each point in

the Y plane for L=2.15 µm in figure 4.15(a). The γncrit position along the laser

pulse propagation axis is determined from the peak of a Gaussian fit to this data

and is shown to be located farther from the target front surface for longer scale

lengths in figure 4.15(b).

The optimisation of maximum proton energy with pre-plasma density scale

length in section 4.6.3 therefore results from a trade off between increasing the

laser energy absorbed by electrons when the laser pulse interacts with the criti-

cal density surface, whilst minimising the distance these electrons must travel to

reach the target rear and set-up an electric sheath field. For a pre-plasma density

scale length of L=2.40 µm this results in an optimal fast electron population of

high temperature and density along the target normal axis. Both of these pa-

rameters are known to be important in defining the electric sheath field strength,

and thus the maximum proton energy achieved via TNSA [51].
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4.7 Conclusion

This chapter reports on the development of a new code called BISHOP, which

automatically generates and processes data from PIC simulations of laser-plasma

interactions. Initially, BISHOP was used to vary the energy and duration of a

high-power laser pulse incident on a planar CH target of l=1 µm thickness, over

100 2D PIC simulations in a conventional grid-search approach. By automating

this process, the maximum proton energy within the parameter space was iden-

tified in much less time than would have been required if the parameters were

varied manually.

In addition to increasing the efficiency of conventional data generation meth-

ods, BISHOP also facilitates the application of ML-based optimisation approaches.

Several such techniques were applied to an example 2D function to benchmark

their performance in identifying optima. Bayesian optimisation was shown to

perform most favourably, and was therefore incorporated into BISHOP as a tool

to optimise a selected source property from a laser-solid interaction as a function

of multiple input variables.

The viability and efficiency of this approach was first demonstrated by apply-

ing it to identify the same optimal conditions found during the grid-search. Using

this approach, optimal conditions were identified in ∼5 times fewer simulations

than in the grid-search. This corresponds to a significant reduction of ∼45,000

core-hours for the HPC cluster used to generate the simulations.

Bayesian optimisation was then used to optimise the maximum proton energy

as a function of four parameters including target foil thickness and pre-plasma

density scale length as variable inputs. In this case, the optimum conditions

were identified in ∼200 times fewer simulations than would have been required

to do so by a conventional linear grid-search. Given this is a difference of ∼48

days of simulation time, a grid-search of four parameters would not have been

possible. As the maximum proton energy was doubled by optimising for four input

parameters rather than two, the utility of Bayesian optimisation in enhancing

desired source properties in laser-solid interactions has been clearly demonstrated.
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Another beneficial feature of Bayesian optimisation is the ability to identify

non-trivial optimal conditions. In the results presented, the algorithm identified

pre-plasma density scale length conditions that produced an optimal balance

of increasing laser energy coupling to fast electrons, whilst also increasing the

electron density along the target normal axis. This combination resulted in an

optimal peak electric sheath field at the target rear surface, resulting in a boost

to the TNSA maximum proton energy. This optimisation was identified over

a scale length range of a few microns, which was unexpected given previous

studies identified optimal scale lengths over tens or hundreds of microns [46, 47],

attributing de-optimisation to laser filamentation at very long scale lengths, which

was not observed in the present study. This much more subtle optimisation would

likely have been missed without employing ML, given that a grid-search over four

input parameters would not have been possible.

To summarise, this chapter reports on the development and first implementa-

tion of the BISHOP code to automatically generate and analyse large simulation

data-sets to be modelled and optimised using ML. Following this first demonstra-

tion of the approach, BISHOP has since been used to generate large data-sets of

simulation results that have been used to create a model of laser-solid interactions

using a neural network. Furthermore, BISHOP and Bayesian optimisation have

since been used to optimise the fast electron temperature in simulations as a func-

tion of multiple laser and target parameters, and the results have been used to

guide the choice of input conditions in an experiment at the Gemini laser facility.

Similarly, the methods demonstrated in this chapter have been extended to op-

timise synchrotron radiation produced from laser-solid interactions as a function

of up to six laser and target parameters in simulations. Multiple desirable source

properties were optimised simultaneously in this investigation, published in High

Power Laser Science and Engineering [263], demonstrating the flexibility of this

approach.
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Chapter 5

Stability of enhanced ion

acceleration in the relativistic

self-induced transparency regime

5.1 Introduction

Chapter 4 presents an investigation into the optimisation of maximum proton en-

ergies which can be achieved via TNSA. This is the most studied laser-driven ion

acceleration mechanism, which has been experimentally demonstrated to pro-

duce proton energies of up to ∼90 MeV [62, 63]. Hybrid acceleration mecha-

nisms enhanced by a target foil undergoing relativistic self-induced transparency

(RSIT) have been demonstrated to produce increased maximum proton energies

of near-100 MeV [71], and ∼150 MeV [31] for the same laser conditions. This

results from efficient laser-to-electron energy transfer throughout the target vol-

ume [65, 66, 76, 78, 287], which boosts the accelerating electric field, and thus the

energy of protons accelerated initially due to the laser radiation pressure (RPA)

[73, 74, 221, 288, 289], and resultant collisionless shocks (CSA) [290], and by

the sheath field at the target rear (TNSA) [28, 29, 33]. Further improvement

of these RSIT-enhanced acceleration mechanisms could result in proton beams

of sufficient energy for applications such as radiotherapy [155], driven by rela-

tively affordable and compact laser systems with peak intensities on the order
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of IL∼1021 Wcm−2, rather than requiring systems of ever increasing intensity,

footprint and cost.

However, enhanced maximum proton energies have been shown to depend

strongly on the RSIT onset time in this regime. This is sensitive to multiple laser

and target parameters, and can change significantly if the values of these param-

eters change, such that the RSIT onset time is no longer optimal, diminishing

proton energy enhancement compared to TNSA. This is demonstrated in Higgin-

son et al. [71], where the maximum proton energy varies significantly with target

foil thickness, from a peak of ϵpmax∼96 MeV at l=90 nm, to ϵpmax∼55 MeV at

l=40 nm. Simulations demonstrated that this was due to RSIT being induced by

laser light preceding the peak intensity in target foils thinner than the optimal,

rather than by this peak intensity light in targets of the optimal thickness [79].

A similar reduction was demonstrated in the maximum energy of protons accel-

erated from target foils thicker than the optimal, in which RSIT is induced by

light in the falling edge of the laser temporal intensity-profile, rather than that at

the peak intensity. Another experimental investigation [31] demonstrated a peak

maximum proton energy of ϵpmax∼150 MeV which similarly reduced when the

RSIT onset time varied, though in this case the target foil thickness was not var-

ied. The discussed simulations also demonstrated the RSIT onset time, and thus

maximum proton energy, to vary by ∼40% when the laser had a pronounced ris-

ing edge intensity profile preceding the main pulse, rather than a simple Gaussian

temporal-intensity profile [79].

Clearly, variations in target foil thickness and the laser temporal-intensity

profile induce large variation in the maximum proton energy achieved within an

RSIT-enhanced acceleration regime. However, in Higginson et al. [71], after the

target foil thickness was initially varied to identify an optimum, there were several

repeat interactions with this optimal target where the maximum proton energy

varied significantly, as shown in figure 5.2 of this chapter. The target foil thickness

was kept constant in reference [31] and, though the laser temporal-intensity profile

could be fluctuating throughout these experiments, since it can’t be measured on

every shot, it will not do so to the extent that it was deliberately varied in the
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discussed simulations [79]. As such, other factors must be contributing to the

observed maximum proton energy variation in these experimental results.

This is investigated in the present chapter, which begins with an investigation

into fluctuations in Vulcan-PW laser parameter values on the experiment reported

in Higginson et al. [71], henceforth referred to as experiment A. The variation

in maximum proton energy resulting from laser energy, pulse duration, and in-

tensity fluctuations is then analysed for a series of repeat interactions with the

same target foil thickness, l=110 nm, and approximate laser temporal-intensity

profile on a following experiment, performed using the same laser, in 2021, hence-

forth referred to as experiment B. The maximum proton energy is shown to vary

by up to 25% when the laser energy and pulse duration vary by just 8%. This

is supported by 2D PIC simulations, which show a similar variation in maxi-

mum proton energy of up to 21% for the same fluctuation in laser energy and

pulse duration, and of up to 44% when these parameters vary more significantly,

by 35%. Furthermore, the maximum proton energy is shown to vary by up to

18% across exact repeat simulations where every laser and target parameter is

kept constant, demonstrating an inherent sensitivity of proton acceleration in the

RSIT-enhanced regime.

This sensitivity is shown to be more significant compared to TNSA dominant

proton acceleration from l=6 µm target foils that do not undergo RSIT, and

RSIT-enhanced acceleration from l=30 nm target foils where RSIT is induced by

light in the rising edge of the laser temporal-intensity profile, rather than by light

of peak intensity. As expected, the maximum energy of protons accelerated from

these l=30 nm target foils is lower compared to those accelerated from the l=110

nm target foils, which undergo RSIT at an optimal time, though they are not

significantly lower, and are still enhanced over those of TNSA protons produced

from l=6 µm target foils.

This represents a potential best of both worlds, where the use of l=30 nm

target foils results in increased maximum proton energies compared to a predom-

inantly TNSA regime without RSIT, but with a similar robustness to changing

interaction dynamics as for this well-established mechanism. Particularly inter-
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esting is that this regime, of relatively long pulse duration (τL∼900 fs) interactions

with l∼30 nm target foils, has not been studied in detail. As such, further un-

derstanding and optimisation of proton acceleration under these conditions will

likely increase maximum proton energies beyond this initial demonstration, as

has been the case for TNSA and ‘optimised’ RSIT-enhanced acceleration from

l∼110 nm target foils over a number of years.

5.2 Methodology

5.2.1 Experimental set-up

Experimental results presented in this chapter were obtained using the Vulcan-

PW laser system, which delivers hundreds of Joules of energy, in a pulse duration

of τL∼900 fs, as detailed in chapter 3. For these experiments, an off-axis parabola

(OAP) of f -number, F#=3, was used to focus the beam to a spot size of, ϕL∼5 µm,

as illustrated in figure 5.1(a). This results in a laser intensity of IL∼1020 Wcm−2,

used to irradiate target foils ranging from l=30 nm to l=6 µm in thickness.
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Figure 5.1: (a) Illustration of the Vulcan-PW laser beam focusing onto a planar plasma mirror
(PM), and target foil. A calorimeter can be moved into position A, and then into a position
after the PM to measure the laser energy at these points in the beamline. A camera is moved
into the focused beam before each shot to optimise the focal spot spatial intensity profile. (b)
Sample of an RCF stack used to diagnose the energy of protons accelerated from a target foil.

A calorimeter was placed in the collimated beam for two shots on both exper-

iments discussed in this chapter, to calibrate the fraction of laser energy trans-

mitted through the compressor. Dividing the average energy measured on the

calorimeter in this position by that measured on a separate calorimeter, placed
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behind a partially transmissive optic before the compressor, the throughput was

determined as comp%exptA=(66±4)% and comp%exptB=(67±2)%, for the respec-

tive experiments. The position of the calorimeter before the compressor does not

block the beam, and so the laser energy ‘on target’ was measured throughout

the respective experiments as the energy before the compressor multiplied by the

throughout, EL=ELprecomp×comp%.

A plasma mirror (PM) was used to improve the laser temporal-intensity con-

trast by up to two orders of magnitude from that shown in figure 2.2. The PM

energy throughput was similarly calibrated by moving the calorimeter to a posi-

tion after the PM, and comparing the laser energy on target to that measured in

the new position. Over two shots, the mean throughput was PM%exptA=(55±5)%

and PM%exptB=(62±4)%, for the respective experiments.

A second-order autocorrelator [56, 237] placed behind a partially transmissive

optic within the compressor was used to characterise the laser pulse duration on

each shot, as detailed in chapter 3. The focal spot quality was optimised before

each shot using a camera with objective lens focusing to magnify the beam by

20×, and an image was saved before each shot to determine the focal spot size,

and the fraction of laser energy encircled within the spot, as detailed in chapter

3. The camera was then replaced exactly by a target foil before the shot was

delivered, ensuring the target is placed at the laser best focus. Combined, the

laser encircled energy, pulse duration, and focal spot size determine the peak

optical intensity which irradiates the target foil in each interaction, according to

equation 3.4.

This chapter reports on an investigation of the level of shot-to-shot fluctuation

in each of these parameters, and the influence this has on the maximum energy of

protons accelerated in a TNSA dominant, and RSIT-enhanced mechanism. The

maximum proton energy was determined for each interaction from the final layer

where protons deposited dose in a radiochromic film (RCF) stack, placed behind

the target. A partial illustration of this stack is shown in figure 5.1(b), where

RCF and filters are layered to measure the number, and spatial profile, of protons

accelerated to various energies [291, 292], as detailed in chapter 3.
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5.3 Results

As described in section 5.1, RSIT-enhanced acceleration has produced the highest

proton energies from any laser-driven source [31, 71]. This is promising for im-

proving proton energies towards that required for applications such as radiother-

apy [155], though proton energies produced in this regime have been demonstrated

to be susceptible to variations in target foil thickness and the laser temporal-

intensity profile [45, 79]. There are also indications that RSIT-enhanced proton

acceleration is susceptible to variation in other interaction conditions which are

yet to be explored. Investigating these dependencies will provide valuable insight

into the underpinning physics of the mechanism, allowing it to be controlled and

optimised, so that high maximum proton energies can be produced consistently

and reliably, as required for applications. This is the focus of the present chapter,

which begins by re-examining results reported in Higginson et al. [71], to inves-

tigate significant variation in maximum proton energy that was observed despite

the target foil thickness and laser temporal-intensity profile being nominally con-

stant.

5.3.1 Fluctuations in Vulcan-PW laser properties

In experiment A, the Vulcan-PW laser was fired at CH polymer target foils of

varying thickness, and the maximum energy of protons accelerated was recorded

from the dose deposited on the last layer of an RCF stack. The absolute maximum

proton energy from several repeat interactions with each target foil is shown as

a function of their thickness in figure 5.2(a). Error bars represent the energy

difference between protons stopped by the last layer of the RCF stack, the layer

before this (negative), and the layer after this (positive).

This data was published in Higginson et al. [71], and shows the maximum

proton energy to be optimised for a CH target foil of l=90 nm thickness, resulting

in maximum proton energies of near ϵpmax∼100 MeV. Numerical simulations were

performed to investigate the interaction conditions for each CH target foil, and

confirmed the relationship between maximum proton energy and target thickness.
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Figure 5.2: (a) Absolute maximum proton energy from a range of Vulcan-PW laser shots onto
CH polymer target foils of varying thickness, l. (b) Maximum proton energy from 11 repeat

Vulcan-PW laser shots onto CH target foils of the ‘optimal’, l=90 nm, thickness.

Furthermore, in the simulations, the target foil of optimal thickness was demon-

strated to undergo RSIT just as it was irradiated by the peak laser intensity.

In contrast, RSIT was induced by the rising edge of the laser temporal-intensity

profile in target foils thinner than the optimum, due to their reduced areal elec-

tron density, diminishing the maximum proton energy. For target foils thicker

than the optimum the opposite is true. Here, the increased areal electron den-

sity delayed RSIT onset until after the laser intensity had peaked, reducing the

maximum proton energy compared to that produced from the target foil of op-

timum thickness. This was the main result discussed in the publication, which

reported the highest measured proton energy for each target foil thickness. There

was a significant spread in the measured maximum proton energy over 11 repeat

shots onto foils of the ‘optimal’, l=90 nm, thickness, as shown in figure 5.2(b).

This corresponds to a maximum proton energy range of 44%, from the optimum

ϵpmax∼96 MeV, to a low of ϵpmax∼53 MeV, despite the fixed target foil thickness.

Clearly these results indicate that the maximum proton energy achieved in an

RSIT-enhanced regime is sensitive to more than just the thickness of the target

foil. Other publications have shown variations in the laser temporal-intensity

profile to influence the maximum proton energy in this regime [45, 79], and this is

a possible explanation for the variation shown here. However, this parameter can

not be measured before every interaction, as this requires a third-order scanning

autocorrelator to analyse a series of laser shots, which is not feasible given the low
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repetition rate of the Vulcan-PW laser. As such, it is prudent to consider other

laser variables that are known to significantly influence interaction dynamics.

Among the most influential are the laser energy, pulse duration, and focal spot

size, which were measured for this experiment as outlined in section 5.2.1. Figure

5.3 shows the value of each parameter for every interaction where they were

successfully measured, as well as the laser intensity calculated from these values

using equation 3.4.
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Figure 5.3: Histograms of the (a) energy, (b) pulse duration, (c) focal spot size and (d) intensity
delivered by the Vulcan-PW laser during experiment A. The number of Vulcan-PW shots where
an individual parameter was measured successfully is shown in each case alongside 6 shots onto

l=90 nm CH target foils, where every parameter was successfully measured.

Despite there being no deliberate efforts to change these parameters throughout

the experiment, there is significant fluctuation in each, as shown in figure 5.3.

This is demonstrated further in table 5.1, where the range of laser intensity val-

ues divided by the mean is 190%, highlighting significant fluctuation in this key

parameter from one laser shot to another.

Much of this fluctuation can be attributed to the high energy nature of the
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Laser Parameter Min Max Mean ± S.Dev S.Dev/Mean (%) Range/Mean (%)

EL (J) 103 251 180 ± 30 15 82

τL (fs) 590 2400 1200 ± 400 33 152

ϕL (µm) 4.8 7.7 6 ± 0.7 11 46

IL (1020 Wcm−2) 0.8 4.8 2 ± 0.9 42 191

Table 5.1: Statistics describing Vulcan-PW laser parameter fluctuations during experiment A

system, which requires amplifying crystals in the beam-line to be heated to very

high temperatures, introducing thermal gradients which can cause fluctuation in

the output energy. Thermal gradients can also cause the beam to be misaligned,

particularly through the compressor, which can influence the laser pulse duration

and induce spatial distortions which affect the beam wavefront, and thus the focal

spot size and encircled energy. To mitigate these effects, optics in the system are

left to cool for a minimum of 30 minutes between shots. This combination of a

low repetition rate, and significant fluctuation in key laser parameters, makes it

difficult to obtain large data-sets with consistent interaction conditions, so that

individual parameters can be intentionally varied to investigate their influence.

This lack of statistics is made worse if laser diagnostics are not filtered ade-

quately on a given shot, so that data is saturated and the parameters cannot be

measured. This is demonstrated in figure 5.3(b-c), where the laser pulse dura-

tion and focal spot size are not measured on every shot, due to saturation of the

second-order autocorrelator, and of the Shack-Hartmann wavefront sensor used

to measure the wavefront defocus. The result is that the data-set of 11 shots

onto l=90 nm CH target foils, shown in figure 5.2(b), effectively halves to 6 shots

where all parameters were successfully measured, as shown in figure 5.3.

Analysing this data, the highest maximum proton energy, ϵpmax∼96 MeV, re-

sulted from a shot with the highest laser energy, smallest focal spot, close to the

shortest pulse duration, and thus the highest laser intensity, marked by a ‘1’ on

each panel of figure 5.3. However, consider the shot marked ‘2’, where the laser

energy, pulse duration, and focal spot size are close to the highest, shortest, and

smallest in the dataset, resulting in the second highest laser intensity. The maxi-

mum proton energy is significantly lower on this shot, not only when compared to
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the peak value, but also when compared to that resulting from shot ‘3’, where ev-

ery laser parameter contributes to a lower intensity. Understanding this requires

many more data points to build an average across the domain. To this end, a fur-

ther experiment, experiment B, was carried out. Target foils of a fixed ‘optimal’

thickness were used throughout, so that the sensitivity of proton acceleration to

fluctuations in key Vulcan-PW laser parameters could be investigated.

5.3.2 Investigating the stability of proton acceleration in

the TNSA and RSIT-enhanced regimes

The beam-line was set-up for experiment B in the same way as for experiment

A. Initially, a series of Vulcan-PW laser shots were directed onto CH target foils

of varying thickness in the range, l=(30→200) nm. The maximum proton energy

from each interaction was recorded using an RCF stack, and is shown as a function

of target thickness in figure 5.4.
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Figure 5.4: Maximum proton energy recorded for Vulcan-PW laser shots onto CH target foils
of varying thickness, l, during experiment B.

Similar to the results of experiment A, optimum proton acceleration occurs from

a l=110 nm CH target foil. Protons of a similar energy were recorded from an

interaction with a l=200 nm CH target foil, however l=110 nm is closer to the
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l=90 nm CH target foil from which the highest energy protons were accelerated

in experiment A. l=110 nm CH target foils were therefore expected to facilitate

‘optimal’ RSIT onset time relative to the arrival of the peak laser intensity again

in this experiment. As a result, of the 56 shots taken over the remaining time

at the facility, 27 were fired onto l=110 nm CH target foils. Added to the initial

l=110 nm shots, this makes for a data-set of 30 shots, enabling a detailed inves-

tigation of the stability of RSIT-enhanced proton acceleration for the first time.

To compliment this data-set, there were also 9 shots onto l=6 µm aluminium

target foils which do not undergo RSIT, facilitating pure TNSA proton accelera-

tion. There were also 10 shots onto l=30 nm CH target foils that undergo RSIT

very early relative to the arrival time of the peak pulse intensity, rather than at

approximately the same time, as has been demonstrated to optimise maximum

proton energies. This enables comparison between the maximum proton energies

which can be consistently produced from each target type.

As done for experiment A in figure 5.3, the laser energy, pulse duration, focal

spot size, and intensity are shown for each interaction throughout experiment B

in figure 5.5. The maximum proton energy is shown for 30 shots onto l=110 nm

CH target foils. Compared to experiment A, the laser energy during experiment

B was higher on average, and the pulse duration and focal spot size are shorter

and smaller respectively, resulting in a higher laser intensity. As before, the level

of fluctuation in each of these variables is shown in more detail in table 5.2.

Laser Parameter Min Max Mean ± S.Dev S.Dev/Mean (%) Range/Mean (%)

EL (J) 130 283 220 ± 30 16 70

τL (fs) 450 1866 900 ± 300 32 151

ϕL (µm) 4.5 6.8 5 ± 0.5 10.7 44.5

IL (1020 Wcm−2) 1.4 7.2 4 ± 2 34.4 137.2

Table 5.2: Statistics describing Vulcan-PW laser parameter fluctuations during experiment B.

The large data-set accumulated here enables the susceptibility of RSIT-enhanced

proton acceleration to fluctuations in laser energy, pulse duration, focal spot size,

and intensity, to be clearly demonstrated for the first time. This exacerbates

known sensitivity of proton acceleration to target foil thickness and the laser
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Figure 5.5: Histograms of the (a) energy, (b) pulse duration, (c) focal spot size and (d) intensity
delivered by the Vulcan-PW laser during experiment B. The number of Vulcan-PW shots where
an individual parameter was measured successfully is shown in each case alongside 30 shots onto

l=110 nm CH target foils where every parameter was successfully measured.

temporal-intensity profile within this regime, and likely explains the fluctuations

in maximum proton energy observed for repeat interactions with target foils of

fixed thickness on experiment A [71].

Initially, there is no obvious correlation between laser parameters and max-

imum proton energies in figure 5.5. However, there are clear outliers in the

data-set, which will now be identified and removed. Maximum proton energies

will then be compared for shots with similar laser conditions, so that the suscep-

tibility of RSIT-enhanced proton acceleration to fluctuating laser parameters can

be investigated.
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5.3.3 Influence of laser energy and pulse duration fluctu-

ations on maximum proton energies

The first outliers to be removed from the data-set of 30 shots onto l=110 nm CH

target foils shown in figure 5.5 are 10 shots where laser alignment through the

compressor gratings was changed to increase the pulse duration. This change was

made because there were indications that the maximum proton energy increased

with pulse duration to some optimum (τL∼900 fs), before decreasing, as observed

in figure 5.5(b). The measured pulse duration is shown in figure 5.6 for every shot

with the compressor in its initial position, and for those where the compressor

alignment was varied.

10 20 30 40 50 60 70
Vulcan-PW Laser Shot

500

1000

1500
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L (
fs

)

initial position
varying position
back to initial position

Figure 5.6: Pulse duration of the Vulcan-PW laser measured throughout experiment B. Dashed
grey, red, and pink lines indicate the mean pulse duration for shots where optics in the com-
pressor were at an initial position, moved to different positions, and then moved back to the
initial position. Shaded regions represent the standard deviation in the mean measurements for

each region and error bars indicate the standard deviation for individual measurements

The mean pulse duration was τL=(900±300) fs with the compressor in the initial

position, and τL=(1000±300) fs on the shots where it was varied. For the latter,

the compressor alignment was varied four times, by moving optics in the com-

pressor to four different positions. The uncertainty in individual pulse duration

measurements is extremely high for these shots, and so they are removed from
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the data-set of shots onto l=110 nm CH target foils. Compressor alignment was

changed back to the initial position for the last 9 shots of the experiment, where

the laser had a mean recorded pulse duration of τL=(1000±100) fs and was fired

at l=30 nm CH target foils.

2 4 6 8 10 12
IL (1x1020 Wcm-2)

0

20

40

60

80

100
pm

ax
(M

eV
)

l=30 nm CH, pmax IL0.4±0.1

l=110 nm CH, pmax IL0.5±0.2

l=6000 nm Al, pmax IL0.16±0.05

Figure 5.7: Maximum proton energy as a function of Vulcan-PW laser intensity for a range of
shots onto l=30 nm CH, l=110 nm CH, and l=6 µm aluminium target foils. Error bars express
the resolution of the RCF stack as the difference in energy between layers before and after the
final RCF layer where protons deposit their dose (maximum proton energy). A power scaling

of the form ϵpmax ∝ IbL is fit to each data-set

Removing this data leaves 20 shots onto l=110 nm CH target foils. Analysing

the remaining data, it was useful to look for outliers where the measured laser

parameters were far from their respective average within the data-set. Such

outliers are clearly observed in figure 5.6, where the measured laser pulse duration

is greater than ±1 standard deviation from the mean on four shots. Similarly,

there are four shots where the laser energy is greater than ±1 standard deviation

from the mean, and two shots where the focal spot size is similarly far from the

average. Removing these outliers leaves a final data-set of 10 shots onto l=110

nm CH target foils. The maximum proton energy for each is shown as a function

of laser intensity in figure 5.7. After handling the data in this way there is now a

clear relationship between the maximum proton energy and the Vulcan-PW laser

intensity, in contrast to the lack of correlation seen in figure 5.5. The maximum
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proton energy is shown to scale with intensity as, ϵpmax∝I0.5±0.2
L , similar to that

reported for TNSA [30, 40, 41, 51, 214]. Also shown on this figure are two data-

sets of shots onto l=30 nm CH, and l=6 µm aluminium target foils. Outliers

were removed from these data-sets in the same way as described for the l=110

nm CH target foil data-set.

RSIT is not induced in the l=6 µm aluminium target foils, and so TNSA

is expected to be the dominant proton acceleration mechanism responsible for

maximum energies which scale with laser intensity as ϵpmax∝I0.16±0.05
L . As stated,

TNSA is expected to produce a much stronger energy scaling with intensity, of

ϵpmax∝I0.5L [30, 40, 41, 51, 214]. The weaker scaling demonstrated may be due to

the restricted laser intensity range, or the relatively low number of data points.

However, it may also be true that increases to TNSA maximum proton energies

saturate at these high laser intensities. This is the case when the intensity is

increased by reducing the focal spot size [42].

Regardless of scaling with laser intensity, RSIT-enhanced acceleration from

l=110 nm target foils produces protons of higher maximum energy compared to

TNSA from l=6 µm target foils which don’t undergo RSIT. Higher maximum

proton energies have been achieved via TNSA using thinner target foils than

those used here [62, 63], though not to the levels achieved from ultra-thin foils

undergoing RSIT [31, 71]. Despite this, RSIT-enhanced proton acceleration is less

stable compared to TNSA, as demonstrated by the uncertainty in the respective

intensity scalings of figure 5.7. To investigate this, pairs of shots with similar

laser conditions are compared in table 5.3.

Shot EE (J) τL (fs) ϕL (µm) IL (1020 Wcm-2) ϵpmax (MeV)

A 87 759 4.9 6.2 74.3

B 84 697 5.0 6.2 57.0

C 89 890 4.8 5.5 80.6

D 84 816 4.8 5.7 63.1

E 71 886 5.6 3.3 63.1

F 66 915 5.5 3.1 46.5

Table 5.3: Pairs of comparable Vulcan-PW laser shots onto l=110 nm CH target foils.
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For shots A and B, the laser focal spot size and intensity are the same, whilst the

encircled energy (EE) and pulse duration vary. This leads to a higher maximum

proton energy for the shot with a higher encircled energy and longer pulse dura-

tion. This is also the case when comparing shots C and D. For shots E and F, all

parameters are very similar, and the higher encircled energy for shot E appears

to increase the maximum proton energy compared to shot F.

A similar dynamic is observed when comparing shots of different laser inten-

sity. Shots A and C have comparable encircled energy and focal spot size, though

the pulse duration is longer for shot C, resulting in a higher maximum proton

energy. The same is true when comparing shots B and D, suggesting that shots

with a higher laser energy and longer pulse duration produce higher maximum

proton energies in the RSIT-enhanced regime. This provides more evidence to

support the trend indicated in figure 5.5, that maximum proton energies increase

with laser pulse duration to an optimum, before decreasing. Furthermore, these

laser energy and pulse duration fluctuations between pairs of shots in table 5.3 are

relatively minor (∼8%), yet they result in maximum proton energy variation of

∼(22-26)%. Given this sensitivity to relatively small fluctuations in laser param-

eters, the observed variation in maximum proton energy when parameters vary

much more significantly over the entire l=110 nm data-set is hardly surprising.

It should be noted that factors such as the laser temporal-intensity profile

cannot be measured shot-to-shot, and may be changing between interactions,

causing maximum proton energy variation. Despite this, the data presented in

table 5.3 demonstrates large variability in RSIT-enhanced proton energies for

small fluctuations in key laser parameters. This builds on evidence from exper-

iment A, presented in figure 5.2 and figure 5.3. To investigate this further, 2D

PIC simulations were run using EPOCH [171], with comparable laser energy and

pulse duration fluctuations as the experimental data presented in table 5.3. The

results are compared to these experimental data points in the next section.
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5.3.4 Comparing the maximum proton energy sensitivity

between experiment and simulations

Most of the experimental data discussed in the previous sections result from

measurements made using the Vulcan-PW laser to irradiate ultra-thin CH target

foils. These targets are now replicated using the fully relativistic 2D EPOCH PIC

code [171] by defining an equal mixture of H+ and C6+ ions, and a neutralising

electron population with an initial density of ne=349ncrit, where ncrit is the plasma

critical density, defined in section 2.4.2. Both ion populations had an initial

temperature of 0.01 keV, and the electrons had a higher initial temperature of

1 keV due to their relatively lower mass. There were also experimental shots

onto aluminium target foils. These targets are replicated similarly in EPOCH,

by defining an equal mixture of Al11+ ions, and a neutralising electron population

with an initial density of ne=660ncrit. For clarity, Al
11+ is used because this is the

highest charge state of aluminium ions detected in the experiments, not Al13+,

suggesting aluminium atoms are not fully ionised at present laser intensities.

Experiments have also shown that, for metal target foils, the highest energy

protons are accelerated from rear surface hydrocarbon contaminants. To replicate

this, a thin, l=12 nm, layer of H+ and C6+ ions was added to the rear surface of

the aluminium target in EPOCH.

The grid dimensions for each simulation were 18,500 × 3,456 cells, corre-

sponding to a domain of (-30→160) µm and (-25.5→55.1) µm, and a resolution

of ∼10 nm/cell and ∼23 nm/cell in the X and Y dimensions, respectively. Tar-

gets were angled at 30° with respect to the incident laser, as they were in the

experiment. The laser wavelength was λL=1053 nm, and the focal spot size was

fixed as ϕL=5.2 µm, the average measurement across experiment B. Each simula-

tion took ∼2 hours to run using the EPOCH 2D PIC code on 2304 of the CPUs

provided by the ARCHER2 HPC cluster [293].

The laser pulse duration fluctuated from τL∼900 fs to τL∼600 fs on experiment

B, however it is not feasible to simulate interactions with such a long pulse dura-

tion due to the substantial computational resources required to do so. Instead a
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range of τL=(253-400) fs was used in the simulations to represent an experimental

range of τL∼(600-900) fs, matching the magnitude of fluctuation, and facilitating

comparison between simulation and experimental data. As discussed in chapter

4, the entire laser energy defined in these simulations is contained within the

ϕL=5.2 µm focal spot, in contrast to the experiments where only ∼40% of the

laser energy delivered to the OAP is focused into a spot of equivalent size. The

laser energy range for the simulations was therefore effectively the equivalent of

the experimental encircled energy, selected as EL=(24-52) J by rearranging equa-

tion 2.2 so that the laser intensity range covered experimentally, IL=(2-9)×1020

Wcm−2, was matched for the shorter simulated pulse durations, τL=(253-400) fs.

Experimental CH target foils of l=30 nm, l=110 nm, and l=6 µm were repli-

cated by target slabs of solid-density plasma, of thickness l=25 nm, l=95 nm,

and l=1 µm, in respective simulations. The ultra-thin targets are slightly thinner

than the experimental equivalents, so that the RSIT onset time is close to the

same in simulation and experiment, since targets undergo RSIT later in the sim-

ulations due to the comparatively shorter laser pulse duration. For the thickest

target there is a considerable difference, since significant computational resources

would be required to simulate a l=6 µm target. Importantly, simulations at l=1

µm still result in a TNSA dominant interaction where no RSIT occurs, accurately

replicating the experimental conditions for the purposes of this investigation.

For the first set of simulations, the laser parameters were fixed as EL=43 J,

τL=400 fs, ϕL=5.2 µm, and IL=5.1×1020 Wcm−2, and the target thickness was

varied over the range l=(50-110) nm to find the ‘optimal’ target thickness, as

was done experimentally. The Vector mode of BISHOP was used to generate

these simulations as described in chapter 4, and the maximum proton energy was

determined for each as the mean of the most energetic 1% of protons, to avoid

outliers caused by only considering 1 proton with the highest energy. Three repeat

simulations were performed at each target thickness, and the mean maximum

proton energy is shown as a function of target thickness in figure 5.8, with error

bars representing the associated standard deviation. The maximum proton energy

peaks at a target thickness of l=95 nm, replicating the trend from experiments A
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Figure 5.8: Maximum proton energy as a function of target thickness in 2D PIC simulations.

and B. This is thinner than the optimal target foil thickness of l=110 nm in the

data-set from experiment B, which is expected, for the reasons already discussed.

Now that the optimal target thickness is defined, a second series of simula-

tions were performed where the laser pulse duration and focal spot size were kept

fixed as τL=400 fs and ϕL=5.2 µm respectively, and the laser energy was var-

ied over the range EL=(24-52) J, to replicate the laser intensity range explored

experimentally via the inherent shot-to-shot fluctuation of the Vulcan-PW laser,

IL=(2.9-6.2)×1020 Wcm−2, when fired onto l=110 nm CH target foils. Three

simulations were performed for each encircled energy (intensity) point, to obtain

a mean maximum proton energy, and associated standard deviation measurement

for each. These measurements are shown as a function of laser intensity in figure

5.9(a). Maximum proton energy values are known to be overestimated by ∼3

times in 2D PIC simulations compared to experimental results [283–285], and so

values from these simulations are divided by 3.9 to enable comparison with the

experimental results in this figure.

Also shown on figure 5.9(a) is a third simulation dataset which is the the

same as the second but for the laser pulse duration being ∼8% shorter at τL=367

fs. This replicates the fluctuation between pairs of Vulcan-PW shots detailed
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Figure 5.9: (a) Mean maximum proton energy across repeat simulations with a l=95 nm CH
target and a laser pulse duration of τL=400 fs, τL=367 fs, and τL=(367-400) fs, as a function
of laser intensity. An ϵpmax ∝ IbL scaling is shown for each pulse duration case. The range of
maximum proton energy values across the repeat simulations is expressed as orange error bars
on the mean for τL=400 fs and τL=367 fs, and as a shaded orange region for the combined
τL=(367-400) fs data-set. Values from the simulations are divided by 3.9 for comparison to
the maximum energy of protons accelerated from l=110 nm CH target foils irradiated by the
Vulcan-PW laser. The mean and range of energies across three pairs of experimental points
with comparable laser conditions is shown as a blue triangle and shaded region respectively.
(b) shows the range of maximum proton energy values as a percentage of the mean for each of

the simulation data-sets and the comparable experimental points

in table 5.3. The maximum proton energies produced on these pairs of shots is

averaged and shown in figure 5.9(a). The laser energy for this simulation data-set

is correspondingly ∼8% lower, in the range EL=(22-48) J rather than EL=(24-52)

J, so that the laser intensity range is matched in the τL=367 fs and τL=400 fs

simulations. Finally, the average maximum proton energy is also shown across the

combined six simulations, τL=(367,400) fs, at each laser intensity point. A power

scaling of ϵpmax∝I0.53±0.07
L is found for the combined data-set, in good agreement

with the experimental scaling of ϵpmax∝I0.5±0.2
L . In addition, the maximum proton

energy is generally higher for the τL=400 fs simulations compared to the τL=367

fs simulations, replicating the experimental trend presented in table 5.3.

Figure 5.9(a) also shows the range of maximum proton energies across repeat

simulations at each laser intensity point, on the individual and combined simu-

lation data-sets. These values are shown as a percentage of the mean maximum

proton energy at each laser intensity point in figure 5.9(b), as is the range of maxi-

mum proton energies across comparable experimental data points from table 5.3.

The laser intensity has been shifted by -1×1019 Wcm−2 and +1×1019 Wcm−2

from the true simulated intensity on this plot for the τL=400 fs and τL=367 fs
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data respectively, so that the bars are visible without overlapping those of the

combined data-set.

The maximum proton energy varies by (5-18)% for τL=400 fs and (2-11)%

for τL=367 fs over the intensity range for repeat simulations with identical condi-

tions, the only difference being that the initial particle distribution is randomised

by enabling the random seed in EPOCH, as discussed in section 4.6.5. This

demonstrates high inherent uncertainty in simulations of RSIT-enhanced proton

acceleration, even when the interaction conditions are identical. This is explored

in detail in section 5.3.5.

Furthermore, these simulations show that small (8%) variations in the laser

pulse duration and energy result in more significant maximum proton energy vari-

ation of (10-21)%. As such, it is little surprise that the maximum proton energy

varies by (22-26)% for experimental data points where the measured interaction

parameters fluctuate by a similar 8%, but other variables are not measured and

could be fluctuating. As an example, the experimental data points compared in

table 5.3 and figure 5.9 were taken on different days, between which the laser

was shut down and restarted many times, potentially changing the temperature,

alignment, beam profile, and temporal-intensity profile. In addition, though the

target foil thickness was nominally constant throughout the experiment, there is

∼10% uncertainty in the thickness measurement. Suffice to say that one, or a

combination of these variables, could increase the maximum proton energy vari-

ation from up to 21% in controlled simulations where the laser energy and pulse

duration were varied by 8%, to (22-26)% as recorded for experimental interactions

with comparable fluctuations in these parameters.

Another potential explanation for the increased variation in experiment com-

pared to simulations is uncertainty in the measured experimental laser conditions.

In particular, there is significant uncertainty in the measured laser pulse dura-

tion, as shown in figure 5.6. For the experimental data presented in figure 5.9, the

mean uncertainty (standard deviation) is ±292 fs, corresponding to a difference

of 35% from the mean value, τL=845 fs. With such uncertainty in these measure-

ments, it is prudent to investigate the effect of varying laser pulse duration over
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a larger range than in figure 5.9.
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Figure 5.10: Same as figure 5.9 but now with simulations at τL=253 fs rather than τL=367
fs. Values from the simulations are divided by 3.6 for comparison to the maximum energy of

protons accelerated from l=110 nm CH target foils irradiated by the Vulcan-PW laser.

To this end, a fourth set of simulations were run that were identical to those

already presented, except that the laser pulse duration was now set as τL=253 fs,

35% shorter than the initial τL=400 fs simulations. As before, the laser energy

was reduced to a range of EL=(15-33) J, to maintain the laser intensity between

the simulation data-sets. Again, three simulations were performed at each laser

intensity point, and the mean and range of maximum proton energy values are

shown as a function of laser intensity in figure 5.10.

As before, the mean and range of maximum proton energy values was also

calculated over the combined simulations, τL=(253-400) fs, and a power scaling of

ϵpmax∝I0.65±0.08
L was observed, within the error of that observed experimentally,

ϵpmax∝I0.5±0.2
L . Maximum proton energy values from the simulations were divided

by 3.6 to be comparable in magnitude to the experimental data in figure 5.10(a),

rather than being divided by 3.9 to be comparable in the same way in figure

5.9(a), given the lower energies at τL=253 fs, compared to τL=367 fs. The most

notable result from these simulations is that the maximum proton energy varies

much more significantly due to the increased 35% variation in laser pulse duration

(and encircled energy), now varying by (27-44)%, dwarfing the variation observed

for experimental shots where the pulse duration varies by ∼8%, as shown in figure

5.10(b). Notably, at the highest laser intensities, IL=(5.2, 6.2)×1020 Wcm−2, the

maximum proton energy range is 27% and 28% in simulations, similar to that
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observed for pairs of experimental shots at these intensities (22% and 23%).
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Figure 5.11: (a) Maximum proton energy as a function of the Vulcan-PW laser intensity focused
onto l=30 nm CH, l=110 nm CH, and l=6 µm aluminium target foils. The mean and range
of maximum proton energies across pairs of Vulcan-PW shots with comparable laser properties
is illustrated by filled triangles and shaded regions respectively for l=30 nm (grey), and l=110
nm (blue) CH target foils. (b) shows the mean maximum proton energy (divided by 3.9) across
repeat simulations with τL=(367-400) fs as a function of intensity for l=25 nm and l=95 nm
CH targets, and l=1 µm aluminium targets. The range of maximum proton energies for these
repeat simulations is illustrated by shaded regions for each intensity point, and is shown as a
percentage of the mean maximum proton energy in (c) alongside the range of maximum proton
energies for the pairs of experimental data points shown in (a), expressed as a percentage of

their respective means.

Now that the susceptibility of maximum proton energies to laser parameter fluc-

tuations has been explored in a regime of RSIT-enhanced acceleration from tar-

get foils of an ‘optimal’ thickness, it will now be investigated for acceleration

from l=30 nm CH and l=6 µm aluminium target foils, for which there was less

maximum proton energy variation on experiment, as shown in figure 5.7, and

highlighted again in figure 5.11(a). Here, the maximum proton energy produced

from two pairs of comparable Vulcan-PW laser shots onto l=30 nm CH target

foils is shown, adding to that compared previously over three pairs of shots onto
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l=110 nm CH target foils. For the lower laser intensity shots onto l=30 nm CH

target foils, the laser parameter values were EE=(86, 87) J, τL=(980, 988) fs,

and ϕL=(4.5, 4.5) µm, representing a fluctuation of ∼1% in each parameter. The

maximum proton energy produced by these shots varies by 10%, from ϵpmax=52

MeV to ϵpmax=57 MeV, as a result. For the pair of higher laser intensity shots

onto l=30 nm CH target foils, the parameter values were EE=(91, 92) J, τL=(722,

815) fs, and ϕL=(4.7, 4.6) µm, representing a fluctuation of ∼1% in the encircled

energy and focal spot size, and of ∼11% in the pulse duration. Again, this results

in the maximum proton energy varying by 10%, from ϵpmax=57 MeV to ϵpmax=52

MeV. Unfortunately, no Vulcan-PW laser shots with comparable properties onto

l=6 µm target foils were recorded during experiment B, though the susceptibility

of TNSA maximum proton energies produced from these target foils will now be

investigated in simulations, alongside that of RSIT-enhanced acceleration from

the ultra-thin target foils.

To do so, the same simulations were run as before, this time with a plasma

region of l=25 nm, and l=1 µm, to replicate the l=30 nm CH target foils and l=6

µm aluminium target foils used in the experiment. As before, the mean and range

of maximum proton energies over the combined simulations, τL=(367-400) fs, is

shown over the laser intensity range for the respective targets in figure 5.11(b),

alongside the same data for the l=95 nm CH targets.

As in the experimental data, maximum proton energies are highest across the

laser intensity range for l=95 nm CH targets. This confirms that proton energies

are optimised when RSIT is induced just as the peak laser intensity irradiates the

target. The maximum energy of protons accelerated from l=25 nm CH targets

is lower, and scales with laser intensity as ϵpmax∝I0.25±0.07
L , within the error of

the experimental equivalent, ϵpmax∝I0.4±0.1
L . The maximum energy of protons

accelerated from l=1 µm CH targets is lower still. In this case the observed

scaling in simulations is ϵpmax∝I0.70±0.02
L , quite different to the ϵpmax∝I0.16±0.05

L

scaling demonstrated in experiment B. This is likely due to limited experimental

data points, or the large difference in target thickness between simulation and

experiment. As before, the range of maximum proton energies produced when the
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laser pulse duration varies from τL=400 fs to τL=367 fs in the simulations is shown

in figure 5.11(c), for each intensity point, and now for each target thickness. The

maximum energy variation of protons accelerated from three pairs of Vulcan-PW

laser shots with comparable properties onto l=110 nm CH target foils is shown

as before, and is now shown for both pairs of comparable Vulcan-PW laser shots

onto l=30 nm CH target foils. Individual maximum proton energies for each of

these shots onto l=30 nm CH target foils is shown as a function of laser intensity

in figure 5.11(a).

As in the data from experiment B, maximum proton energies vary most signif-

icantly across the laser intensity range in simulations of RSIT-enhanced accelera-

tion from l=95 nm CH targets, where the RSIT time is optimised to produce the

highest proton energies. Significantly, variations in maximum energy are smallest

for RSIT-enhanced proton acceleration from l=25 nm CH targets in simulations,

and are comparable to those observed for this regime in experiment B. Also in-

teresting is that this variation generally decreases with increasing laser intensity

in the simulations. These results indicate that earlier onset of RSIT in thinner

target foils, irradiated at higher laser intensities, results in improved shot-to-shot

stability in the RSIT-enhanced proton acceleration mechanism. This will be in-

vestigated as part of a programme of further work, outlined in section 5.4.

Having demonstrated RSIT-enhanced proton energies to vary in response to

fluctuating laser encircled energy and pulse duration, this will now be explored

in more detail in the following section. Also explored are significant inherent

fluctuations of maximum proton energies in this acceleration regime, indicated

on repeat simulations which are identical in all interaction variables, with only

the initial random distribution of plasma changing between simulations.

5.3.5 Diagnosing the sensitivity of RSIT-enhanced proton

acceleration to fluctuating laser conditions

The results presented in section 5.3.4 demonstrate significant maximum energy

variation of protons accelerated from l=95 nm CH targets undergoing RSIT,
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between simulations where the laser pulse duration changes by ∼8%, from τL=400

fs to τL=367 fs, and by ∼35%, from τL=400 fs to τL=253 fs. To investigate

why this occurs, the temporal evolution of the mean and range of maximum

proton energy values over three simulations at τL=400 fs, and three simulations

at τL=253 fs, is shown in t=100 fs increments, in figure 5.12. The laser energy is

EL=24 J, and EL=15 J, in the respective simulation sets, so that the peak laser

intensity is conserved at IL=3×1020 Wcm−2. The acceleration of protons is also

shown as the difference in maximum energy between the simulation timesteps.

Protons are accelerated earlier in the longer pulse duration simulations, due to

the prolonged laser intensity rising edge profile. This results in higher maximum

proton energies which, despite a spike in proton acceleration at t∼(100→300) fs

in the shorter, τL=253 fs, simulations, remains higher for the remainder of the

τL=400 fs simulations. In particular, the prolonged falling edge intensity profile of

the longer duration pulse results in a considerable difference in acceleration from

t∼(400→800) fs, and thus maximum proton energy by the end of the respective

simulations.
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Figure 5.12: Maximum proton energy at each timestep, and difference in maximum proton
energy between timesteps (acceleration), both averaged across three repeat simulations with
τL=400 fs, and three repeat simulations with τL=253 fs. The range of acceleration and maxi-
mum energy is shown as a shaded region for the respective repeat simulations at each timestep.
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Also apparent from figure 5.12 is that proton acceleration, and resultant maxi-

mum energies, vary significantly over three exact repeat simulations at the same

pulse duration. This is most noticeable from t∼(100→400) fs, and from t∼(700→800)

fs, in the repeat τL=400 fs simulations. To understand this, figure 5.13 shows the

maximum proton energy, proton acceleration, and mean longitudinal electric field

experienced by the highest energy protons for times, t=(100→800) fs, in each of

these repeat simulations. Protons initially experience a stronger longitudinal elec-

tric field in repeat simulation B, compared to simulations A and C, thus being

accelerated more readily according to equation 2.16, and reaching higher maxi-

mum energies over times t=(100→300) fs. However, as the simulations progress,

protons experience a stronger longitudinal electric field in simulation C, resulting

in more significant acceleration, and higher maximum energies by the end of this

simulation, compared to simulations A and B.
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Figure 5.13: Proton (a) maximum energy and (b) acceleration resulting from an (c) average
longitudinal electric field at each timestep of three repeat simulations with identical conditions,

but for the initial plasma macroparticle distribution which is randomly varied.

To understand why these differences are arising for nominally identical simula-

tions, the longitudinal electric field in a region of X=(-1→1) µm by Y=(-1→1)

µm around these protons is illustrated in figure 5.14. The fields look very similar

for most of the simulations, though at the final times of t=(700,800) fs, the field

is almost entirely positive in simulation C, compared to the other simulations

where there are some neutral regions. This results in a significant difference in

the mean accelerating field, slightly increasing the maximum energy of protons

by the end of simulation C, compared to the other simulations, as shown in figure

5.13.

As no laser or target parameters are changing across these simulations, dif-
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Figure 5.14: Illustrations of the longitudinal electric field in a (X,Y )=(-1→1) µm region around
the proton with the highest energy (shown relative to the laser axis by a white circle) at times,
t=(100, 200, 400, 700, 800) fs in three repeat simulations - A (top), B (middle), and C (bottom).

ferences between them are attributed to changes in the macroparticle distribu-

tion within EPOCH, induced by varying the random seed as discussed in section

4.6.5. These subtle changes result in the laser interacting with the plasma volume

slightly differently between the simulations, changing the longitudinal electric

field experienced by the highest energy protons, which are at different positions

in each simulation, as shown on figure 5.14. These differences are particularly

accentuated between simulations A and C, resulting in a difference of 18% in the

maximum proton energy at the end of the respective simulations, as shown in

figure 5.13(a).

Compared to the maximum proton energy variation of up to 21%, and up

to 44%, observed in simulations where the laser energy and pulse duration were

varied by 8%, and 35% respectively in figure 5.9 and figure 5.10, this indicates

inherent instability in the RSIT-enhanced proton acceleration regime, in simula-

tions. This behaviour is also noted in the simulations with l=25 nm CH and l=1

µm aluminium targets, though the maximum proton energy variation is not as

severe. It is proposed that this is because RSIT is induced much earlier in l=25

nm CH targets, meaning the laser pulse propagates through relativistically un-

derdense plasma within the target well before the main proton acceleration takes

place, at which point the longitudinal electric fields have relatively stabilised,
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compared to simulations where RSIT is induced as the peak laser intensity ir-

radiates l=95 nm CH targets, enhancing proton acceleration at this time. This

could also explain why variation of maximum energy generally reduces in sim-

ulations where protons are accelerated from l=25 nm CH targets by a laser of

increasing intensity, as shown in figure 5.11, since RSIT onset time is induced

earlier by lasers of increased intensity.

In the case of simulations with l=1 µm aluminium targets, the laser pulse

doesn’t propagate through the bulk plasma at all, and there is less variation in

the maximum proton energy on repeat simulations compared to those of l=95

nm CH targets, as shown in figure 5.11. There is, however, still relatively high

variation in these simulations, which is similarly attributed to changes in the

macroparticle distribution across repeat simulations, in this case within a pre-

plasma density profile of scale length, L=1 µm. This pre-plasma was included

at the l=1 µm target front surface in these simulations to enable fair comparison

with the simulations of l=25 nm and l=95 nm CH targets, ensuring the maximum

proton energy variation observed in these simulations is not due solely to the laser

pulse propagating through a region of underdense plasma, but rather propagating

in relativistically underdense plasma throughout the target volume.

5.4 Conclusion

This chapter reports on the sensitivity of proton acceleration within the laser-

driven, RSIT-enhanced regime. An experiment carried out at the Vulcan-PW

laser facility demonstrated that the maximum energy of protons accelerated from

CH target foils of l=110 nm thickness can vary by ∼25% from one shot to an-

other due to small fluctuations of ∼8% in the laser energy and pulse duration.

This result is supported by simulations which showed that the maximum proton

energy varies by up to 21% for the same level of laser energy and pulse duration

variation. Additional variation in the experiment is attributed to fluctuations in

other key laser parameters which cannot be accounted for on every shot, and to

high uncertainty in the variables that are measured. To investigate this, further
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simulations were performed in which the laser pulse duration was varied by 35%,

corresponding to fluctuation of ±1 standard deviation from the mean value mea-

sured in the experiment. The maximum proton energy was shown to vary by up

to 44% in these simulations.

In addition to highlighting the sensitivity of proton acceleration to laser pulse

duration within this regime, maximum proton energies were demonstrated to vary

by up to 18% variation across repeat simulations with identical conditions, but

for the initial macroparticle distribution which was randomly varied. Overall,

these results demonstrate that the maximum energy of protons accelerated in

the RSIT-enhanced regime is extremely sensitive, varying significantly from one

identical interaction to another, and even more significantly when the value of

key laser parameters fluctuate.

The chapter also reports on experimental interactions with target foils of l=30

nm thickness, that undergo RSIT well before the laser intensity peaks, rather

than at approximately the same time, for l=110 nm target foils. Maximum

proton energies are consistently lower for these interactions compared to those

with l=110 nm target foils, though they are more robust to fluctuations in key

laser parameters, and to fluctuations in simulation macroparticle distributions.

This stabilisation of RSIT-enhanced proton energies is proposed to result from

accelerating fields stabilising by the time the peak laser intensity arrives, when

RSIT is induced earlier using thinner, l=30 nm target foils. This requires further

investigation beyond the scope of this thesis.

On that point, the results presented in this chapter open up several interest-

ing avenues for future research. Firstly, the sensitivity of RSIT-enhanced proton

acceleration to fluctuations in the laser energy and pulse duration has been care-

fully quantified for the first time. Now that these sensitivities are understood,

future research will explore ways in which they can be mitigated, so that the

RSIT-enhanced regime can be utilised not only to produce the highest maximum

proton energies from a laser-driven source, but to do so with the stability re-

quired for applications. Work in this direction is already underway in the form of

a simulation campaign investigating whether defocused laser beams can control
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the plasma macroparticle distribution, and thus inherent fluctuation in maximum

proton energy. Other interaction parameters will also be investigated towards this

goal and, depending on the results, may prompt future experimental campaigns.

In conjunction with this research programme, it would be interesting to in-

vestigate optimising RSIT-enhanced proton acceleration from the thinner, l=30

nm CH target foils used in this chapter. Interactions with such targets induce

RSIT much earlier than is optimal for achieving the highest possible maximum

proton energies, but still result in improved energies compared to protons pro-

duced in TNSA, importantly with significantly less variation compared to these,

and protons accelerated from l=110 nm CH target foils. Numerous experimental

and simulation campaigns have optimised maximum proton energies in the latter

regime by varying target foil thickness and the laser temporal-intensity profile

[31, 45, 71, 79], though no optimisation has been carried out for potentially more

stable RSIT-enhanced proton acceleration from l=30 nm target foils. Future re-

search will therefore investigate optimising this regime, so that high maximum

proton energies can be produced stably, in a way that is robust to fluctuations in

key interaction conditions.
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Chapter 6

Conclusions and outlooks for

future research

The investigations presented in this thesis contribute to our understanding of in-

teractions between short duration, high-power laser pulses and solid target foils.

More specifically, new understanding of laser-driven proton acceleration mecha-

nisms has been described, and new methods to optimise and stabilise these mech-

anisms developed, accelerating progress towards laser-driven proton beams being

utilised in important applications. These contributions are now summarised, and

avenues for future research are proposed.

6.1 Investigation into multi-parameter Bayesian

optimisation of laser-driven ion acceleration

in particle-in-cell simulations

In chapter 4, techniques were developed and implemented to optimise the max-

imum energy of protons accelerated in 2D particle-in-cell (PIC) simulations of

laser-solid interactions more quickly, with less data, and for more parameters

than was previously possible. This was achieved using a new code called BISHOP,

which automatically generates input parameter values for simulations according

to a researcher’s instructions, submits simulations with these inputs to a high-
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performance computing (HPC) cluster, and analyses the resultant data. This

facilitates the generation of large simulation data-sets, required to understand

and optimise radiation production in laser-solid interactions, which depends on

many input laser and target parameters. Analysing these data-sets presents an-

other challenge, since humans have a limited capacity to understand data-sets

with more than three dimensions. In contrast, machine learning (ML) techniques

are well suited to analysing high dimensional data-sets. Several ML algorithms

were tested to see which could most effectively optimise in a regime of limited

and noisy data, as often produced in numerical and experimental laser-solid inter-

action studies. Bayesian optimisation was selected, and applied to optimise the

maximum energy of protons accelerated via TNSA in ∼5 times fewer simulations

than by using a conventional grid search technique, corresponding to a reduction

of ∼45,000 hours in simulation time. This was for two interaction parameters, the

laser energy and pulse duration, and proved the utility of the method. Bayesian

optimisation was then applied to optimise the maximum proton energy as a func-

tion of four interaction parameters, now also including the target thickness and

pre-plasma density scale length. In this case optimisation was achieved in ∼200

times fewer simulations compared to a conventional grid search, equating to a

reduction of ∼48 days of simulation time. The maximum proton energy also

doubled compared to only optimising for two interaction parameters, demon-

strating the need to efficiently optimise many interaction parameters to increase

maximum proton energies towards that required for applications. The Bayesian

optimisation algorithm also identified a dependency of maximum proton energy

on scale length which had not been shown previously, over the scale length range,

L=(0→4) µm. This was attributed to a subtle optimal balance between increas-

ing laser-to-electron energy coupling whilst mitigating electron divergence, to

maintain a high number of electrons along the target normal axis, optimising the

sheath field strength along this axis, and thus the maximum energy of TNSA

protons.

Overall, the BISHOP code, integrated Bayesian optimisation algorithm, and

the new physical insights they facilitated, represent a significant contribution
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to optimising maximum proton energies in laser-solid interactions, as recognised

through publication in New Journal of Physics [100]. Beyond the scope of this

thesis, the code was subsequently used to optimise multiple features of syn-

chrotron radiation produced in simulated laser-solid interactions simultaneously,

in results published in High Power Laser Science and Engineering [263]. This

demonstrates the flexibility of the approach, which has been extended to guide

an experimental investigation using the Gemini laser system in 2022. Here, laser

and target conditions were guided by the Bayesian algorithm’s optimisation of

fast electron temperatures in simulated, TNSA dominant interactions. This work

is being prepared for submission to a peer reviewed journal. Further ML algo-

rithms in the form of deep neural networks (DNN) have now been integrated

into BISHOP, and will be directly applied in experiments investigating proton

acceleration in the TNSA and RSIT-enhanced regime.

Alongside these further investigations, there is scope to extend the optimi-

sation presented in chapter 4, by including further interaction parameters that

have been demonstrated to influence the maximum energy of TNSA protons.

In particular, given subtle optimisation of laser-to-electron energy coupling and

transport significantly increases the maximum proton energy, a further investiga-

tion will allow the BISHOP and Bayesian optimisation algorithm to vary the laser

incident angle, polarisation and wavelength. Combined with pre-plasma density

scale length and laser intensity, these parameters determine the extent to which

laser-to-electron energy coupling occurs through resonance absorption, vacuum

heating, and j×B heating. Including these parameters could therefore result

in a very interesting optimisation in seven dimensions, far beyond that possible

using conventional grid search techniques. Similarly, a further investigation will

extend the range of parameter values available to the algorithm to explore differ-

ent physical regimes compared to the optimisation of chapter 5, where the target

thickness was deliberately restricted to l=(0.5→3) µm to optimise proton energies

in the well understood TNSA regime. Reducing the lower target thickness limit

to l=10 nm would allow the algorithm to explore whether higher maximum pro-

ton energies can be accelerated from thinner targets through radiation pressure
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acceleration (RPA), or a hybrid acceleration mechanism enhanced by relativistic

self-induced transparency (RSIT). Increased maximum proton energies beyond

that achievable in TNSA are likely in the latter regime, as explored in chapter 5,

and summarised in the following section.

6.2 Investigation into the stability of enhanced

ion acceleration in the relativistic self-induced

transparency regime

In chapter 5, the stability of enhanced proton acceleration from ultra-thin foils

undergoing RSIT was investigated towards the goal of stably producing energetic

protons sufficient for applications. This began by expanding on experimental

results presented in Higginson et al. [71], that demonstrated maximum proton

energies of near 100 MeV using this mechanism, but only for a narrow range

of target foil thicknesses. Proton energy enhancement was optimised when the

target foil underwent RSIT just as it was irradiated by the peak pulse inten-

sity, making this process very sensitive to target foil thickness [79] and laser

temporal-intensity contrast [45], unlike relatively robust proton acceleration in

the TNSA regime [62, 63]. Further analysis of these results presented in chapter

5 demonstrate that the maximum proton energy varies significantly even between

interactions where the target foil thickness was kept constant. This also appears

to be the case in more recent results, that demonstrated even higher proton max-

imum energies of up to 150 MeV [31]. The underlying reasons for this instability

must be understood and controlled if proton energies are to be stably enhanced

in the RSIT regime.

To this end, results from an experiment at the Vulcan-PW laser facility are

presented in chapter 5. Maximum proton energies are shown to vary with tar-

get foil thickness as expected, but also by up to 25% when the laser energy and

pulse duration fluctuate by just 8% between interactions. This is supported by

2D PIC simulations that show up to 21% variation in maximum proton energy
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for the same laser parameter fluctuations, with additional experimental variation

attributed to fluctuation in other interaction parameters which can’t be moni-

tored for every interaction. When the laser energy and pulse duration fluctuated

more significantly, by up to 35% between interactions, the maximum proton en-

ergy varied by up to 44%. Further investigation demonstrated maximum proton

energy fluctuations of up to 18% on repeat simulations with identical parame-

ters, highlighting inherent instabilities in this regime. Overall, these fluctuations,

in interactions with l=110 nm targets, were more significant compared to those

demonstrated in a TNSA regime, using l=6 µm targets, in the experiment and

in simulations, though maximum proton energies were generally higher in the

RSIT-enhanced regime. This highlights RSIT-enhanced acceleration as a promis-

ing route to producing proton energies sufficient for certain applications, but one

that must be better understood if it is to produce these protons with the same

stability as TNSA.

Experimental and simulated interactions using thinner, l=30 nm, targets

showed promise in realising this goal, despite RSIT occurring much earlier than

the peak pulse intensity irradiates the target for optimal proton energy enhance-

ment. Even deoptimising this regime, proton energies were enhanced compared

to those produced in the TNSA regime. Importantly, they were also less suscep-

tible to laser parameter fluctuations than the energy of protons accelerated in

the optimum RSIT-enhanced and TNSA regimes, varying by a maximum of just

15% when the laser energy and pulse duration fluctuated by 8%. Proton accelera-

tion in this early RSIT onset regime therefore represents a potential best of both

worlds, and has not previously been investigated to optimise proton energies,

unlike the other regimes.

Overall, chapter 5 presents new insight into the stability of RSIT-enhanced

proton acceleration, significantly contributing to a major goal of laser-solid in-

teraction research - to stably produce energetic protons suitable for applications.

As such, the findings will be prepared for submission to a peer reviewed jour-

nal. Further investigations will explore the findings in more detail to understand

why the RSIT-enhanced regime is so sensitive, particularly even in simulations
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when all measurable interaction parameters are kept constant. This investiga-

tion is already underway, with some indication that maximum proton energies

are correlated to changes in the laser beam propagation within relativistically

underdense plasma. This work will be continued, and supplemented by investi-

gating another set of simulations where the laser focal spot has been iteratively

defocused to try to control the laser beam divergence within the relativistically

underdense plasma, and thus the inherent maximum proton energy fluctuations.

Alongside this work, enhanced proton acceleration in interactions where RSIT

occurs earlier than is optimal for the highest maximum proton energies will be

investigated and optimised, so that proton energies can be consistently enhanced

above those produced via TNSA, in a way that is robust to fluctuating interaction

conditions.

In addition, building on the work of chapter 4, Bayesian optimisation will

be applied to optimise not only proton energies, but simultaneously the stability

with which they can be delivered in the RSIT regime. This will be investigated in

simulations, and potentially in experiments planned at the Gemini laser facility

later this year. This laser fires every 20 seconds, rather than Vulcan-PW which

fires every 30 minutes, meaning more statistically significant measurements can be

made and investigated. Proton acceleration in the RSIT and TNSA regime could

then not only be optimised, but rigorously modelled on these experiments, using

more data-intensive DNN machine learning algorithms, integrated into BISHOP

following the work presented in chapter 4. This will provide further understanding

of maximum proton energies which can stably be produced in each regime, as a

function of many important laser and target parameters.

6.3 Final remarks and outlook for future research

Having summarised the investigations presented in this thesis, and the contri-

butions made towards realising a stable laser-driven proton source of improved

energy for applications such as radiotherapy, it is fitting to broadly reflect on

pathways to achieving this goal, and the goal of improving other proton source
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properties. Three pathways in particular provide optimism that these goals can

be achieved.

Firstly, a new generation of laser systems are currently being commissioned

to deliver increased intensity at shorter pulse duration. Proton energy and other

important properties are known to scale with laser intensity, and will therefore be

improved in experiments at these new facilities. Pulse properties are also expected

to be delivered more stably, at higher repetition rates, compared to the previous

generation of lasers. Systems are therefore being established specifically with ‘user

end stations’, as are commonplace in conventional accelerator facilities, so that

researchers can utilise fixed laser beamlines, targetry and diagnostics, making only

minor adjustments over a few days, before gathering thousands of data-points.

This is in stark contrast to experiments of the past and present, such as that

presented in chapter 5, where researchers typically set up beamlines, targetry

and diagnostics from scratch, to collect tens or hundreds of data-points using

relatively low repetition rate lasers. This transition requires development not

just of laser facilities, but also diagnostics and analysis software. But once these

challenges are met, large data-sets of the most intense laser-solid interactions will

be available, facilitating a new frontier of statistical and ML-based analysis.

As discussed in the introductory chapter 1, ML has made significant contribu-

tions to scientific research, such as the first demonstration of ignition in inertial

fusion reactions. A review paper by Hatfield et al. [103] describes a suite of ML

techniques that contributed towards this goal. Individual applications of ML to

laser-plasma interactions, such as in chapter 4, show promise, and a combined

approach could similarly contribute to breakthroughs in this field. An experi-

ment can then be imagined where laser intensity is maximised by using ML to

optimise the thermal load on amplifying media, beamline optics, and compressor

gratings, whilst monitoring and mitigating damage to avoid degradation of per-

formance. Sources of unwanted pre-pulses and amplified spontaneous emission

could be similarly monitored to improve laser-temporal intensity contrast. So

too could the spatial-intensity profile, to optimise the size and encircled energy

within a Gaussian focal spot, and perhaps to manipulate light into flat-top, and
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other beam profiles on demand. Combined with ML control and optimisation

of data from active diagnostics, laser-driven accelerators could be predominantly

automated to produce radiation sources sufficient for applications. By changing

the objective function of an algorithm being utilised to optimise experimental

measurements, researchers could switch between optimising properties of pro-

tons, electrons, x-rays, γ-rays and THz radiation, exploiting the multi-modality

of laser-solid interactions. Furthermore, ML contributed new experimental de-

signs of benefit to the ignition result, making novel insights beyond a human

guide. This leads to the third stand out pathway to improved laser-driven proton

acceleration, the discovery and optimisation of new physics.

Experiments at the new generation of laser facilities delivering laser intensi-

ties beyond IL=1023 Wcm−2 in the immediate future will investigate previously

unexplored physics in statistically significant data-sets. These intensities may

be sufficient to stably accelerate laser-driven protons with improved properties

required for applications using TNSA. Alternatively, this may be achieved using

RSIT-enhanced acceleration, particularly given understanding of this regime is

relatively recent, and has been developed from hundreds of data-points over sev-

eral experiments spanning a decade or so. Such data-sets are produced in minutes

on new systems, and much larger data-sets will facilitate improved understanding

of the influence of many laser and target parameters in this regime, potentially

meaning proton beam properties can be enhanced with sufficient stability for

applications. Furthermore, radiation pressure acceleration has been proposed to

produce improved proton beam properties compared to TNSA. This has been

difficult to demonstrate at petawatt scale facilities achieving IL=1021 Wcm−2,

but is expected to be observed in interactions beyond IL=1023 Wcm−2.
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[95] D.A Mariscal, B.Z Djordjević, R Anirudh, T Bremer, P.C Campbell, S Feis-

ter, et al. A flexible proton beam imaging energy spectrometer (probies) for

high repetition rate or single-shot high energy density (hed) experiments.

Review of Scientific Instruments, 94(2), 2023.

[96] V Istokskaia, B Lefebvre, G Petringa, P Cirrone, M Guarrera, L Giuffrida,

et al. Proton bragg curve and energy reconstruction using an online scin-

tillator stack detector. Review of Scientific Instruments, 94(7), 2023.

177



[97] C.D Armstrong, G.G Scott, S Richards, J.K Patel, K Fedorov, R.J Gray,

et al. X-ray detector requirements for laser-plasma accelerators. Frontiers

in Physics, 11:1286442, 2023.

[98] K.M George, J.T Morrison, S Feister, G.K Ngirmang, J.R Smith, et al.

High-repetition-rate (khz) targets and optics from liquid microjets for high-

intensity laser–plasma interactions. High Power Laser Science and Engi-

neering, 7:e50, 2019.

[99] C.I Underwood, G Gan, Z.H He, C.D Murphy, A.G Thomas, K Krushelnick,

et al. Characterization of flowing liquid films as a regenerating plasma mir-

ror for high repetition-rate laser contrast enhancement. Laser and Particle

Beams, 38(2):128–134, 2020.

[100] E.J Dolier, M King, R Wilson, R.J Gray, and P McKenna. Multi-parameter

bayesian optimisation of laser-driven ion acceleration in particle-in-cell sim-

ulations. New Journal of Physics, 24(7):073025, 2022.

[101] R.J Gray. Lpi-py [online, accessed 1 march 2024]. available from:. https:

//gitlab.cis.strath.ac.uk/lpi-py, 2022.

[102] S Feister, K Cassou, S Dann, A Döpp, P Gauron, A.J Gonsalves, et al.
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tection networks in high-power laser systems and experiments. High Power

Laser Science and Engineering, 11:e7, 2023.

[132] Z.H He, B Hou, V Lebailly, J.A Nees, K Krushelnick, and A.G Thomas.

Coherent control of plasma dynamics. Nature Communications, 6(1):7156,

2015.

[133] J.R Smith, C Orban, J.T Morrison, K.M George, G.K Ngirmang, E.A

Chowdhury, et al. Optimizing laser–plasma interactions for ion acceleration

181



using particle-in-cell simulations and evolutionary algorithms. New Journal

of Physics, 22(10):103067, 2020.

[134] R.J Shalloo, S.J Dann, J.N Gruse, C.I Underwood, A.F Antoine, C Arran,

et al. Automation and control of laser wakefield accelerators using bayesian

optimization. Nature Communications, 11(1):6355, 2020.

[135] B Loughran, M.J Streeter, H Ahmed, S Astbury, M Balcazar, M Borghesi,

et al. Automated control and optimization of laser-driven ion acceleration.

High Power Laser Science and Engineering, 11:e35, 2023.

[136] M Borghesi, J Fuchs, S.V Bulanov, A.J Mackinnon, P.K. Patel, and

M Roth. Fast ion generation by high-intensity laser irradiation of solid

targets and applications. Fusion Science and Technology, 49(3):412–439,

2006.

[137] V Malka, J Faure, Y.A Gauduel, E Lefebvre, A. Rousse, and K.T Phuoc.

Principles and applications of compact laser–plasma accelerators. Nature

Physics, 4(6):447–453, 2008.

[138] R Capdessus, M King, D Del Sorbo, M Duff, C.P Ridgers, and P McKenna.

Relativistic doppler-boosted γ-rays in high fields. Scientific Reports,

8(1):9155, 2018.

[139] H.X Chang, B Qiao, T.W Huang, Z Xu, C.T Zhou, and Y.Q Gu. Brilliant

petawatt gamma-ray pulse generation in quantum electrodynamic laser-

plasma interaction. Scientific Reports, 7(1):45031, 2017.

[140] M.J Duff. Radiation generation and high-field physics phenomena in ultra-

intense laser-solid interactions. PhD thesis, University of Strathclyde, 2020.

[141] J Nuckolls, L Wood, A Thiessen, and G Zimmerman. Laser compression of

matter to super-high densities: Thermonuclear (ctr) applications. Nature,

239(5368):139–142, 1972.

182



[142] M Tabak, J Hammer, M.E Glinsky, W.L Kruer, S.C Wilks, J Woodworth,

et al. Ignition and high gain with ultrapowerful lasers. Physics of Plasmas,

1(5):1626–1634, 1994.

[143] T Ruth. Accelerating production of medical isotopes. Nature,

457(7229):536–537, 2009.

[144] S Fritzler, V Malka, G Grillon, J.P Rousseau, F Burgy, E Lefebvre, et al.

Proton beams generated with high-intensity lasers: Applications to medical

isotope production. Applied Physics Letters, 83(15):3039–3041, 2003.

[145] A.J Mackinnon, P.K Patel, R.P Town, M.J Edwards, T Phillips, S.C Lerner,

et al. Proton radiography as an electromagnetic field and density perturba-

tion diagnostic. Review of Scientific Instruments, 75(10):3531–3536, 2004.
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