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This thesis deals with a general investigation and

comparison of methods of solution of the unit commitment
problem for thermal generating units. An intensive mathe-
matical model for this problem has been developed and
presented. The most commonly implemented methods for
solving the problem of unit commitment were reviewed and
discussed. Every reviewed method had been coded 1in
FORTRAN 77 on a VAX11/785 machine. On the basis of the
results obtained, a comprehensive comparison of the diff-
erent methods hag been carried out. For the comparison

to be realistic and practical, each method was tested on

three power systems of different sizes.

As a result of the comparison, the unit commitment
problem for a case study system has been solved by using
the most appropriate method(s) from those discussed 1in

the thesis. A new approach for solving the problem hag

also been proposed and tested.
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1.1 GENERAL

The electrical power industry is considered as an
attractive area of investment. Therefore, economical
operation of power systems is one of the main goals of
the system planners and operators. The economical
operation of a power system requires interaction of major
control functions shown in figure ( 1.1 ). An overall
solution to this set of problems must achieve the lowest
( optimal ) operation and production costs, while at the
same time taking the following into consideration:

- keeping continuous and reliable supply of electric

energy to consumers within reasonable price.

- maintaining the desired standard of voltage levels,

frequency and security requirements of the system.

-~ meeting the safety requirements for the personnel and

equipment.

- meeting safety requirements of the environment.

In most electric utilities, the demand is cyclical

in nature: s8see typical daily load curve in figure (1.2)
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where the demand increases at the beginning of the day,
due to consumers activities. Demand usually maintains its

peak value for some time, then decreases towards the end
of the day and could reach its minimum value early the

next morning. The load profile may also vary from day to

day, pParticularly from weekdays to the weekend. and also

from one season to another.

In short term planning of power systems operations,
the main objective of the systems operators is to meet
the 1load demand at the lowest cost. One solution is to
run enough units to meet the load 'at peak periods:
however, at the minimum load durations these units may
operate at their minimum output which is not acceptable
from an economical point of view. Another possibility is
to divide the units in the system into two categories;
the first one represents base units that can be operated
continuously to supply the base load demand, while the
second includes the cycling units which can be started
and shut down to cover the peak demand. The main drawback
of this procedure is that it could lead to costly opera-

tion of the system.

In order to optimize the operational cost of the
power system, the best method from the economical view-—
point is to involve all the available units in the system
in a search operation, then try to find a combination of

units which can meet the load and the system requirements




at a minimum cost during any time period. Other units may

be shut down.

The production cost of electrical energy can be
distributed within the total capital cost, fuel cost,

maintenance cost, as well as labour and administrative
costs. In short term planning of power system operations,

these costs can be assumed as fixed values 1in the
economical studies of power systems, except the fuel
costs. For thermal plants of electrical power generation,
the fuel cost represents a significant part of the opera-
tion costs, therefore, the aim 1is to minimize the opera-
tion cost of the system as a function of the fuel cost.
Consequently, the selection of generating units in order
to meet the forecasted demand will significantly affeqt
the production and operation costs. This selection 1is

known as a "“"UNIT COMMITMENT" which can be defined as the

appropriate selection of the most efficient available
units in the system which would be put into service as
and when the demand increases, or the less efficient
units would be taken out of service, if the demand
declines. At the same time, all units and system
constraints must be satisfied. As a result, the lowest
possible minimal ( optimal ) production and operating
costs can be achieved. This is performed at the system

control centre, at least once a day over a period of
twenty four hours. It may be extended over a longer

period, perhaps up to a week or ten days in advance.



1.2 UN COMMI'TM AND ECONOMIC

) I SPATCH

In short term planning and operation of power
gsystems, unit commitment and economic dispatch are two

integrated operations. However, it is useful to emphasise

the essential difference between them. The unit commit-
ment could be defined as mentioned in the previous sec-
tion, while the economic dispatch is to determine the
suitable allocation of generation among the operating
units in order to find the optimum operating policy for
the already committed units. Normally, economic dispatch

is the step following the unit commitment and it can be

considered as a subproblem during the solution of the

unit commitment problem and is attempted as frequently as

possible, typically every 5-10 minutes [15].

Unit commitment problem solution is an important
element for the economical operation and short term plan-
ning of power systems because of a wide range of
variation between the maximum and minimum  demand
throughout the day., different efficiencies of units and

different start up and shut down costs of generating

units. An optimal solution to the problem could lead to

a remarkable saving in the system operational cost, where

a small percentage reduction in cost ( e.g 0.05 % ) can
reduce the annual operational cost of a large power
system by millions of pounds [36]. Therefore, during the

last three decades, there has been a considerable amount



of research and development in this area.

1.3

o JIN YMMI I MEN

Unit commitment is a difficult problem to solve

because of the numerous variables to be considered and
the very large number of constraints, particularly for
the large scale power systems. Furthermore, the comple-
xity of the problem increases as a result of the follo-

wing factors:

1-— Different types of energy source ( Coal, O0il, Gas,

Hydro and Nuclear ).

2— Non—linear relationship in the input—-output charac-—
teristic of individual unit.
3- Non standard input-—-output characteristic from one

unit to another and from one plant to the next.

4- Uncertainty over forecasted demand.
S—- Unexpected outage of any essential elements in the

power system.

One of the earlier attempts to solve the problem was

proposed by Baldwin et al [16]. The optimum shut down and
start up rules of the units in the system were investi-

gated based on the priority order of the available units.

Unit commitment was then formulated as an 1nteger



programming problem [17])]. The method was tested on two
units. A new technique was introduced by Lowyer (18],

since the feasibility of using dynamic programming method
to solve unit commitment had been discussed in (18)]. This
technique~ was tested on a system of 14 units. The start
up cost was formulated by Kerr et al [19], for the first
time as a function of the time for which the unit was
shut down. Reliability cost was considered 1in the
objective function of the problem beside the fuel and
start up costs [20]. The units in the system were
claggsified into groups according to their capacity.
Mukstadt et al [21] had formulated the problem of unit
commitment as a mixed integer linear programming and

instead of assuming the demand process as deterministic,

a probabilistic description of the demand was considered.
In {22]. unit commitment of a large scale power system
was discussed. A method of solution based on priority
order of the units had been proposed and tested on 100
units. A comprehensive study on the application of
dvnamic programming to the unit commitment problem has
been discussed in [25]. Pang and Chen classified the
unite in the system into different categories and the
gsearch range was reduced to cover a small number of
units. The unit commitment of 17 units was solved. Branch
and bound approach has been implemented in [26] to solve

the problem which was formulated as an integer

programming with a probabilistic spinning reserve deter—



mination; hence a system of 16 units was tested. The
Problem for a multiple area pool operation with
import/export constraint was discussed by Shoults and

Chang [27] . Then, the method was tested on 3

interconnected areas.

It can be noted that most of the methods for sol-
ution discussed so far are only applicable to small
systems, but not to realistic size of power systems,
because of two reasons. The first is that dimensionality
of the problem for large scale systems could go beyond
the abilities of computing facilities. The second is due
to the long computation time, which can be far from the
practical limits of applications. Therefore, new attempts
to solve the problem with a larger number of units have
been carried out. For instance, Bond and Fox [28] em-
ployed a combination of dynamic programming and mixed

integer—linear programming methods, and 10 units were

tested. A reduction of computation time and computer

memory was achieved. In [8¢€] the unit commitment of 30

thermal units was solved by using mixed integer-linear

Programming algorithm with a branch and bound approach.

Dynamic programming is also used by Waight et al [33] ¢to
solve the problem of 30 thermal units. Another attempt

was presented in {36] to solve the unit commitment of 72
units by using a hybrid form of the discrete decision

linear programming and heuristic methods.



After all, the problem of increasing dimensionality
of the unit commitment problem is still the main obstacle
confronting system engineers in solving the problem of
the large scale systems. Therefore, decomposition methods
were Pproposed and implemented in different attempts to
overcome the dimensionality problem. The Lagrangian
relaxation technique was first introduced by Mukstadt and
Koeng [34] and tested on 10 units. Bertsekas et al [59]
generalized and modified the Lagrangian technique in
order to suit larger systems. A solution of the unit
commitment of 100 units has been proposed. Lagrangian
relaxation technique 1s improved in [35])] where it 1is
tested on a 172 units system by'solving the dual problem
of unit commitment. In (46 ,68] the Lagrangian
decomposition approach 1is used along with successive

approximation to reduce the search range in dynamic

programming. Consequently, a reduction of computation
requirements was achieved. It is used in (54,69,73] ¢to

golve the 1long term unit commitment for large scale

systems, including the fuel constraints.

Benders decomposition method is another attempt to
overcome the dimensionality problem of unit commitment.
Turgeon ([39) and Baptistella and Geromel (41] applied a
technique to simplify the unit commitment problem

solution by dividing the problem into two sub-problems.

The first represents the unit commitment, while the

second is the economic dispatch problem. A system of 10

10



units was tested. Benders algorithm has been modified and
improved in [(47,56] and tested on a system of 100 units.
It can be concluded from the previous sections that the

unit commitment problem can be solved by employing one of

the following techniques:

1- Heuristic methods ( with priority ordering ).

2— Mathematical programming ( Dynamic and Mixed Integer

Linear programming ).
3- Decomposition methods ( Lagrangian relaxation and

Benders approaches).

As mentioned earlier, the problem of unit commitment

18 & power system element of major importance, ranking

with other control activities of the system, Dbecause if

the problem is solved optimally, a substantial amount of
saving of the operational costs of a power system can be
achieved. [t 1s 1nteresting, however, to note that
although many valuable attempts have been made and very
good research work has been devoted to solving the unit
commitment problem, until now there is no method that
solves the problem optimally for large power systems

[60]. Therefore, the following questions arise;

- What is the best approach which can be used to solve

the problem for large systems 7
- Which technique could be applied to solve the

problem for a particular system ?

11



- What are the computational requirements of each

technique 7
- I8 it worthwhile to implement very complicated tech-

niques rather than using simple and direct methods

of solution 7

- What are the advantages and disadvantages of one

method of solution compared with other methods ?

In order to find out answers to these guestions, a
comprehensive comparison of different techniques for

solving the unit commitment problems becomes very impor-
tant. Therefore, the fundamental aims of this thesis are

summarized as follows:

1- To formulate the unit commitment problem by using an

extensive mathematical model, taking into
consideration all the 1important features and

practical conditions of the thermal unit commitment.

2— To prepare and develop computer programs for solving
the unit commitment problem of thermal units for

every method of the following;

- Heuristic method.

- Full dynamic programming method.

- Dynamic programming sequential combinations method.
- Dynamic programming truncated combinations method.
- Mixed integer-linear programming method.

- Lagrangian relaxation method.

12



—~ Benders decomposition method.

3

To test every method on power systems of three
different sizes: small, medium and large. Then, a
comparison of these methods will be carried out.

This comparison should be based on the following

criteria:

Accuracy of the solution, 1i.e., which method can
achieve optimal, or as close as possible to the

optimal, solution.
Computation time ( CPU time ) for each method.

Storage space required by computing facilities for

each method.

Possibilities of practical applications.

As an outcome of the comparison, an appropriate
method(s) for solving the unit commitment problem of

Saudi Consolidated Electric Company (SCECO Central)

ﬁill be selected from the tested methods.

1.4 THE THESIS LAYOUT

The thesis consists of eight chapters. In the first

chapter, a general introduction about power systems eco-

nomical operations and control is presented. The 1importa-

13




nce of unit commitment in short term planning and opera-
tions of power systems 1is discussed. A brief review of
solution methods of unit commitment problem is also pre-

sented. Chapter two deals with the modelling and for-

mulation of unit commitment problem. In this chapter,

power generating units' categories are explained and the
characteristics of the thermal units are reviewed. The
mathematical model of the objective function of unit
commitment problem, as well as the necessary constraints,
are developed and discussed. In chapter three, the heuri-
stic methods of optimization are briefly outlined and

their application to the unit commitment problem is
demonstrated. Mathematical Programming (Dynamic
programming and Mixed Integer-Linear programming) are
explained and used to solve the unit commitment problem

in chapter four. Chapter five deals with and illustrates

the decomposition techniques which can be employed to
reduce the dimensionality problem in unit commitment
Problem of large power systems. Lagrangianlrelaxation and
Benders decompositioﬁ approaches are presented and
discussed. In chapter six, a comparison of the different

methods for solving the problem of unit commitment is

demonstrated. A case study system is described in chapter

seven. Based on the comparison discussed in chapter six,

unit commitment problem of this system is solved by
implementing the most appropriate method(s). Finally, a
discussion and conclusions as well as recommendations and

further studies are presented in chapter eight.

14




CHAPTER 2

MQD

9

ON ANL

v MU L A

"HERMAL UN COMMI TMENT PROBLEM

2.1

Optimal solution to the unit commitment problem can
strongly affect the overall operation policy of the

power system. The question now is how to find the optimal

gsolution to this problem. In answer to the question, unit

commitment 1s similar to any optimization problem which
can be optimally solved by satisfvying the following

general requirements:

1- The problem must be formulated and modelled 1in an

accurate and representative form.

2—- The proper technique must be implemented to solve the

problem.

Therefore, this chapter 1is8 concerned with the

development and formulation of the problem of unit

commitment. The different classes of thermal generating

units will be outlined. Unit characteristics related to

the production and operation costs will be presented and

15




discussed. The objective function of the operation cost

of the system, as well as the system and unit constraints

will be developed and explained.

2.2

A typical daily load demand for electric energy, as
in figure (1.2), shows a large variation in power
consumption between peak and off-peak hours during the

day. This 1load curve changes from day to day and from

working days of the week and weekends as well as from

one season to another. For the purposes of economical
operation of a power system and other s8system require-
ments, the generated power should approximately follow

the load curve. The suitable units to supply the load can
be specified by solving the unit commitment of the sys-
tem. It is common, in power systems, to find a wide
variation of units in terms of capacity, efficiency and
age of units. Therefore, for the purpose of simplifica-
tion of the solution of unit commitment, the units in the

system may be classified into the following categories

(1,25,43]:

i) BASE LOAD UNITS : The largest capacity and the most

efficient units in addition to the units which need long

gtarting up time will be included in this category to

16




supply the base load of the system. Nuclear and steam

units are the best example of the base-1oad class. These
units usually run at their full—-load capacity on a twenty
four hour basis. The production cost of base units must

be the lowest when compared to other categories.

11)

INTERMEDIATE UNITS : This class includes the units

which are easy to control as well as units of low produ-
ction costs. The semi-base load range of demand (see
figure (1.2)) has to be met by intermediate units. Units
of this class may run for twenty four hours a day with
generating capacity in the range between their maximum
and minimum output limits. The most appropriate units,
for this class, are the hydro-powered units. However, for
power utilities, where hydrogenerators are not available,

easily controllable thermal units could be included 1in

this category.

iii) PEAKING UNITS : The very fast starting units which
meet the peak—-load demand are usually used for peaking
purpose. The high production cost units, for example, gas
turbine units, are suitable for this category. Hydro-
powered generators and pumped hydro-plants may also be
used as peaking units. Peaking units are committed during

the peak interval, which may last¢few hours during the

day and be shut down throughout the off-peak time.

17



2.3 UNIT CHARACTERISTICS

Electric power is generated as a result of energy
produced by either steam or combustion turbines. Hydro-
powered plants, where they are available, provide an
excellent source of electric power. In this study, only

the thermal units will be involved.

The operation costs of the thermal plants include

the fuel cost, the cost of labour and maintenance. The
fuel cost represents the major part of the operating
costs, therefore , the selection of the fuel type direc-—

tly impresses the operation policy and production cost of

the system. Labour and maintenance costs are. usually,

assumed as a fixed percentage of the total costs.

For the purpose of thermal unit modelling in order
to deal with operation and production costs of thermal

units, the unit may be described as having the following

characteristics:

- Input—output characteristic.
— Incremental heat rate characteristic.

- Net heat rate characteristic.

In the following section, these characteristics

will be briefly outlined.

18



2.3.1 PUT=-0QUTPUT CHARACTERISTIC

The relationship between the input energy to the
thermal unit (measured in MJ/h or MBtu/h, 1in SI units)
and the output generated electrical power ( measured 1in

MW ) is defined as the unit input-output characteristic.
This relationship changes from one unit to another due to

gseveral factors such as the design considerations and
unit capacity as well as the fuel type. A typical input-

output characteristic of the thermal units is shown 1n

figure (2.1). This relationship is an essential factor 1in

the economic operation of the power systems and in unit

commitment studies.

-
N
o
© A
o |
: . _
a | A: cost at maximum
S I output power.
: | B: cost at minimum
:.é : output power.
= B G No-load cost.
cfF™ |

|

I

:

Pmin. Pmazx.

Unit generated power (MW)

Figure (2.1); Typical input-output
characteristic of thorma_l unit.
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The cost function of the unit can be expressed from
its i1nput-output characteristic. Unit cost function may
be represented, depending on the type of the unit, by one

of the following mathematical forms (1,5.8,9,10] :

i) LINEAR RELATIONSHIP :

relationship between the input energy and the generated

In single stage units, the
output power is almost linear. This relationship is

1llustrated in figure (2.2). The cost function may be

formulated as follows:

C(ps) = a:s + biPps cereees  (2.1)

Where:;
C = operating cost of unit i.
P = generated power from unit 1i.
a = no load cost of unit i.

b = incremental cost of unit 1.

i1) SECOND ORDER POLYNOMIAL : In a multi-stage unit,

the linear relationship does not accurately represent the

input—-output characteristic. Therefore, the cost function
may be formulated by a second order polynomial. The cost
curve is shown in figure (2.3) and the cost function can

be expressed as follows:

C(ps) = as + hp + dspPP ... ... (2.2)

20



where:; Db, and d. are the polynomial coefficients

max

output power (MW)

in £/h

= \

o

0 l

0o l

A |

g |

v |

Q4

o |
| I
' I
| |
! |
Fhin P

Figure (2.2) ; Linear cost
function of thermal unit.

This formulation is applicable to most of the cost
functions for the thermal units of power generation with

reasonable accuracy.

In some of the practical applications, a
linearization of non-linear input-output characteristics
of the thermal units 1is required. Several ways of

app;oximnting the cost curve have been suggesfed (15])

depending upon the accuracy desired. One step

approxXimation can be used as illustrated in figure (2.35);

however, if more precise and better results are needed,

21



several linear segments ( a piecewise approximation ) may

be 1implemented for linearization as shown in figure

(2.4) .

operating cost.

Pmin. Pmax.

output power (MW)

Figure (2.3); Second order operating
cost curve of thermal unit.

operating cost.

min P1 PZ Pmax

output power (MW)

Figure (2.4) : Piecewise approximation of
the cost function curve.
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i11) HIGHER ORDER_ PC

INOM I Al : If a thermal unit

characteristic cannot be represented and fitted by one of
the previous methods, a suitable higher order polvynomial

may be used to express the unit cost function as;

C(pe) = a4 + bip + A&up® + e1 P> + ... ceeeee (2.3)

The computation efficiency and accuracy of results can

be accordingly obtained. However, the complexity of the
problem formulation may be increased, and may result 1in

difficulty in obtaining the optimal solution.

2.3.2 CREM Al, HEAT RA CHARACTERIST

The incremental cost of generator is simply defined
as the rate of change of the fuel cost as a function of
the output power to the change in the output power

(9F: (p1 ) /3P ). Incremental heat rate characteristic (IHC)
is obtained by plotting 9QFi(Pi)/2P:. versus P, ( measured

by MJ/MWh or £/MWh) A typical plot of the IHR is shown 1n

figure (2.9).

This characteristic is widely used 1in economic

dispatching of the unit. The incremental heat rate plot

of linear and second order input-output characteristics
of units in figure (2.2) and figure (2.4) are shown 1n

figure (2.6): a and b respectively.
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incremental cost

actual

incremental /
— /7 N\

curve.

Linear approximation.

incremental cost

Pmin. Pmax.

output power (MW)

Figure (2.35) : A typical plot of incremental
heat rate characteristic.

incremental cost

Pmin. Pmax. Pmin. | Pmax.
output power (MW). output power (MW).
(a) (b)

Figure (2.6) : IHR of,
(a) Linear input—-output characteristic.
(b) Second order input-output characteristic.
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2.3.3 N {EAT RATE CHARACTERIS

Heat rate (HR) for a unit is defined as the input

thermal power (Btu/h) to the unit divided by the output
electrical power (MW) of the unit, i.e. (H/P). When H/P

18 plotted versus P, as in figure (2.7)., then the net

heat rate characteristic is obtained. A typical coal-

fired plant heat rate is 10.5 X 10* Btu/MWeh ([10]). This
property is the reciprocal of the unit efficiency (") in
thermal units. Since 1 Btu/h is equivalent to 0.293 MW,

this HR 1s equivalent to 3.08 MW/MW or an efficiency of

32.5%. The general relationship between HR and ¥ is [10]:

3.413 x 10-

—————————— ceessseess (2.4)
‘z HR

From the net heat rate characteristic of the unit,.

the unit efficiency can be determined. Furthermore, the

relationship between the power generated from a unit and

its production cost can be specified.

2.9 Q1A

The objective function of the unit commitment
normally consists of generation cost, unit start-up and

shut—down costs, and the no-load cost. In the next sect-

ions, a brief explanation of these costs will be presented.

25



2.4.1 AT COS

The generation cost of a thermal unit., which mainly
represents the fuel cost, is assumed as a function of
power generated by the unit. The total cost of the
generation of on-line units in the system, at any
interval of the commitment period, can be obtained by

gathering the generation cost of every unit as follows:;

n
GCe = 2 Ci (Ps) s oo 0 0 (2.35)

i=1
The right hand side of equation (2.5) is substituted
by the proper input—-output characteristics of the unit

which have been expressed in equations (2.1),(2.3) and

(2.4) according to the type of the unit.

unit heat rate.

l
|
I
l
I
|
|

Pmin. P rated Pmax.

output power (MW).

Figure (2.7): Net heat rate
characteristics for thermal unit.
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It could be expressed as in equations (2.1), (2.2) or

(2.3). according to the type of the units and their

input-output characteristics.

2.4.2 START=UP COST

The start-up cost of the thermal units can be

classified into two categories:

1) Fixed start-up cost: (independent of shut-down time)
for the units of small output capacities such as gas

turbine and diesel engines.

ii) Variable start-up cost: for large steam units where
the cost of starting is time dependent i.e. a function of
time for which the unit has been shut-down [1.,13,40])]. It
may vary from the maximum (cold start) value, if the unit

has Dbeen shut down for long time (30 hours or more for a
steam turbine [12]), so that its temperature becomes
close to the ambient temperature, to the minimum value if
the unit has been turned off recently and is still close
to the normal operating temperature as shown in figure
(2.8). During the shut-down period, the unit may be 1in
either one of the following conditions. The first one is
to allow the unit to cool down and return it ¢to its
normal operating temperature in time for starting up. The
cooling rate of the boiler is approximately exponential

with respect to shut—-down time, therefore, an exponential

start up cost can be assumed as shown in figure (2.8).
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The cost function may be expressed as [15]:

Suce = CoeCi . (l—g=Tat 7t ) + Cet e e e (2.6)
where:
Sucs : start—-up cost of unit 1.
Ces e Cold start cost of unit i

Ces : Fixed cost of starting up a unit 1.

Qs : Thermal time constant for unit i (cooling

time constant for the boiler), (1/hour).

Tas ¢+ Time in hours for which unit i was down.

The second one requires that the boiler should have
sufficient input energy in order to maintain operating

temperature. This mode 1s called banking. The start-up

cost of banking is;

ns
SuCoe = 2 Cohi*Tds + Ces * o s o v s (2.7)

1=1

where:

G : cost of the banking of unit 1.

It can be noted from figure (2.8) that the cost of

banking can be 1less than the cost of cooling to a
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certain time. This time varies from one unit to another
according to the size of unit, for example, it could be
in the range of 5 hours for small steam unit and 24 hours
or more for large steam unit (12,13]}. Therefore, banking
can be used only if the unit is started before that time.

Otherwise the unit under cooling is more economical.

cooling cost

banking cost

minimum shut—-down

Time of .
shut-down cold start. time (h),
time.

Figure (2.8): Time dependent
start-up cost of thermal unit.

2.4.3 SHUT-DOWN COST

During the shut—-down process, the unit is deloaded
at its maximum deloading rate from its minimum output

power till desynchronizing and then shutting the unit
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down. This procedure requires a time which may vary from
few minutes to hours depending on the tvype and size of

the unit. Therefore a certain amount of fuel is consumed

throughout this operation. Consequently., the shut-down
cost of the unit mainly consists of the fuel cost consumed

during the shut—-down time. It can be expressed mathemati-

cally as:

nd
Sdce = 2 Odea cas e a e (2.8)

1=1

The total cost function of the system over the

commitment period c¢an be formulated as follows:

T n ns
Ceotar = S (X Gcre(Ww,P1) + 2 SuGie (W)
nd
+ 2 SdCie(us) e e s s o (2.9)
i=1

This equation represents the objective function of
the unit commitment problem in power systems. For the
purpose of optimal operation, 1t can be formulated i1n a

suitable mathematical form and minimized by the proper

manipulation of some of the variables, gubject to the

necessary constraints.
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2.3 INIT COMMI TME =" RUDL,

Many constraints can be imposed on the power system
objective function for optimization purposes. Each
individual power system may specify its own set of
constraints depending on certain factors such as: network
torology, reliability and security requirements, genera-

tion make-up, load curve characteristics, etc. These
constraints can be <classified into the following two

categories:

2.5.1 SYSTEM CONSTRAINTS

System constraints are applied in the power system
operating cost objective function to keep the system
within the acceptable limits of stability and to meet

security requirements. The most common system constraints

are listed below:

i) Generation and léad balance

At any time and under the steady state condition of

power system, the total generation must always meet the

load demand as well as the transmission losses. This
relationship is known as the load balance equation which

is formulated as:
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ii) Spinning reserve

The spinning reserve (Sr) for a system can be

defined as the extra

amount of active power that can
be obtained from committed units within a specified short
interval of time ( 5-15 minutes ) by loading them ¢to
their maximum ratings. The basic functions of the

spinning reserve are e

i) To provide a spare capacity that will cope with any

errors in load prediction.

ii) To provide a spare capacity in the event of the loss

of any generating unit.

The total Sr of a power system is:

n

Srecotar = 2 O
1=]

Where Sr, is the spinning reserve of unit 1.

Hence, the gystem total reserve constraint that

must be satisfied 1i1s;

n n
2 Pg‘ .Y Y — z Pgﬂ. 2. srt.nt.nl. * % 0 ¢ o ® (2-12)
i=1 1=]1
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The larger value of the system spinning reserve, the
greater is the reliability of the system. However, this
additional capacity increases the system operating costs.
Spinning reserve can be assigned as a fixed percentage of

the total demand in some electric utilities or as a fixed

value 1in others, so that at least the outage of the
largest on line unit could be made up. Spinning reserve
must be spread around different generating plants of the

power system to avoid any transmission system limitations

and to increase the system reliability [1.11]).

iii) Transmission network constraints

For each transmission line, there is an upper limit
to its current carrying capacity determined Dby the
thermal rating of the line or specified by other security
requirements (e.g. bus voltage levels). This limit must

not be violated under the steady state conditions, so:

Iy, £ Iigmax.  c..... (2.13)

where I 1is the current in the line connecting the

ith and jth buses.

1v) Fuel constraints

The fuel supply constraints, if any, vary from one
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utility to another depending upon the fuel type. Fuel

availability can be limited because of supply problems,

limited storage facilities or other reasons. Each unit in

the system can use either one, two or more fuels. Fuel
constraints must be considered in the long term unit
commitment period because a unit can be changed from one

category to another according to the fuel type. For
example, a dual fuel unit can be operated with two types
of fuel. When the first type is cheap but constrained,

and the other 1s more expensive and unlimited, the unit
can be used as a base-load unit only when the constrained
fuel is availlable, while it may be operated as peak unit

with the unlimited and more costly fuel.

v) Export/import constraints

In multiple area unit commitment representation,

each area has 1ts own generating units, load demand
pattern and spinning reserve requirements. However, -a
part of the load demand of any area may be supplied Dby
importing power from areas where it is more economical,

subject to the following export/import constraints:

— Physical transmission line limitations.

- Area security considerations.
- Fuel availability.

- Regulatory restrictions.
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Vi) Group or station generation limit constraints

Due to operational limitations, fuel limitations or
outages of some units, upper and lower generation limits
may be imposed on the total generation levels of some
stations or groups of units in a station. These constrai-

nts can be expressed as follows:

Pgamin & Pgs £ Pg8naw Ceeae e (2.14)

where Pgs is the available output power of group g

at station S.

2.5.2 UNIT CONSTRAINTS

Unit constraints vary from one unit to another.
These consfraints deal with the operation of each
generating unit individually. Although these constraints
reduce the freedom of choice in the starting-up and
shutting down of units, they must be considered in the
unit commitment problem formulation. The most effective

unit constraints will be outlined in the next gsection

[1,25,39,40,43]);
i) Minimum and maximum output limits

The unit must Dbe operated at or above its minimum
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output power limit because of stability concepts, as well
as thermal considerations in operating the boilers that
produce steam to drive the turbines in fossil—-fired and

nuclear plants. It also must be operated at or below a
maximum limit due to the stator thermal of the generator

and design considerations, s8o0:

Pimensd Pi £ Pirmax ceseee (2.13)

ii) Minimum up time

Once the unit is committed, it must be kept on line
for a certain time before it can be shut down again, 1in

order to avoid high maintenance due to cycling (71]. This
time is known as the minimum up time of the unit, so 1t

must be considered in the solution of unit commitment and

can be expressed as:

Uty 2 Mnt, = .ieceeee (2.16)

iii) Minimum down time

1f the unit is shut down, a certain time must also
elapse Dbefore it can be started up again. Enough time
should be given for temperature equalisation within the
turbine in order to maintain the stress differentials

within the safe limits [(71)}. This time is called the

minimum down time of the unit, so:
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Dt, 2 Mdt., c e e e (2.17)

The values of the minimum up and minimum down time
depend on the manufacture's specifications and vary from
one unlit to another. These constraints are a major influ-

ence on unit commitment.

iv) Loading and deloading rate constraints

In power system operations, the total generation of
the committed units must always follow the load demand

variations. Consequently, the output of units can Dbe

subjected to continuous fluctuation. When the unit
operates in 1ts normal operational stable range, i.e. 1ts
output power 1s above the minimum and below the maximum
limits, and 1if +the unit output is required to be

increased or reduced, the following constraints must be

gsatisfied:

a— Loading rate: Loading rate of the thermal generating
units wvaries between zero and a specified maximum value.

The maximum value of the loading rate also varies from

one generating unit to another according to the type of

unit as well as the unit condition. In the steam turbo-

alternators, the loading rates are in the region of 2-5

MW/min. In contrast, it can be higher in gas turbine

unit, since it could be at the rate of up to 30 MW/min.
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Hydro-powered plants provide the highest 1loading rates
[11,15). However, they are bevond the scope of ‘this
thesis. The loading rate constraint can be expressed

mathematically as:

0 < RlPs. $. Rlptmlu e 0 o o e 0 (2-18)

where Rlp: 18 the loading rate of unit 1, and

Rlpimax 18 its maximum loading rate.

b— Deloading rate: If a generating unit operates at an
output power above its minimum and less or equal to its
maximum limits, 1t can be delocaded, when necessary, at a
deloading rate which can be varied in a range of more

than 2zero and less or equal to a certain maximum value,

SO as:

0 < Rdps < RdAPimax veesas (2.19)

where Rdp: is the deloading rate of unit i, and

RdDPimax 18 1its maximum deloading rate.

RApPi mase is also different from one generating unit

to another and it may vary in the range of 2-20 MW/min

for thermal units.
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V) Frequency constraint

Minimum up and minimum down time constraints could
have small values for some types of thermal units, such
as gas turbine. Consequently, a higher number of star-
ting-up and shutting-down of these units 1is possible
during the commitment horizon, which in turn increases
the maintenance costs. Therefore, another constraint must

be imposed in this case, in order to reduﬁe the maintena-
nce cost to the lowest possible level. This constraint 1is

called the frequency constraint of the unit and can be

expressed as:

NSUi < Nsulmnn e e 60 0 o o (2-20)

where Nsu: is the number of starting—up unit i and

NSUimax 18 the maximum limit of starting-up unit 131

throughout the commitment period.

The number of times a unit is started up and shut down

throughout the commitment period must not exceed 1its

frequency constraint.

vi) Must out units

Due to maintenance scheduling or forced outage,

a number of units in the system cannot be included in the
unit commitment for a certain period of time, 8O “must out’

constraints will be imposed on these units. This results
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in being excluded from the unit commitment.

vii) Must run units

The large capacity units in the system cannot Dbe

easily started up due to the following factors:

— A long time 18 required for the starting.
-~ High starting cost.
- Very complicated process of starting, e.g. nuclear

units.

These units can be operated over all the commitment
period as must run units. Therefore, there is no need for

them to be considered in the unit commitment.

viii) Crew constraints on plants

If a plant has a limited number of operators, crew
limitation may cause a problem that prohibits starting up
and/or shutting down two or more units in a plant at the
same time. This is another constraint which has to be

taken into account in the set of unit constraints.

2.6 CONCLUSIONS

In this chapter, a general mathematical model for the
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objective function of the unit commitment problem for
thermal generating units has been formulated. A set of
essential constraints for the system and the units has
also been developed. Unit commitment objective function
can be minimized by the use of an appropriate technique
from the most common solution methods, which are illustr-
ated 1n figure (2.9). The selection of the suitable
solution method depends mainly upon the characteristics
of the units; the number of units in the system and the

gystem's load demand pattern.
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| SOLUTION METHODS OF UNIT COMMITMENT|

| PROBLEM FOR THERMAL GENERATING UNIT}

HEURISTIC MATHEMATICAL DECOMPOSITION
METHOD PROGRAMMING METHODS

DYNAMIC MIXED INTEGER
PROGRAMMING LINEAR
PROGRAMMING

PRIORITY ORDER LIST,
LOGICAL APPROACHES
AND EMPIRICAL RULES

FULL DYNAMIC PROGRA-
DYNAMIC MMING SEQUENTIAL
PROGRAMMING COMBINATIONS

BRANCH AND
BOUND APPROACH

LAGRANGIAN
RELAXATION

DYNAMIC PROGRA-
MMING TRUNCATED
COMBINATIONS

BENDERS
DECOMPOSITION

METHOD METHOD

BRANCH AND SUBGRADIENT
BOUND APPROACH METHOD

Figure (2.9): Flow chart for the commonly used methods of
solution for unit commitment problem of thermal units.
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3.1 ODUCT

Due to the complexity it seems very difficult to

design and use exact algorithms to solve the large-scale

optimization problems with a moderate computational

effort. Therefore, methods have to be found that quickly

produce feasible solutions which are reasonable in terms

of accuracy and computational requirements [66].

Heuristic methods are widely implemented in practice

with more or less satisfactory results. A heuristic
procedure can be defined as a set of rules for selecting
an element or taking a decision from a set, such that
the outcome may or may not have desirable consequences.

In practice, however, a heuristic method suggests an

improvement procedure which, when applied, is expected to
lead towards a superior if not optimal state. Heuristic

decisions are likely to be quite intuitive and their

quality is dependent upon the skill, based on experience

and on the ability of observing and identifvying factors

that are relevant, and weighting them according to their

relative importance {[66,78,79].
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3.2 INIT COMMI TMENT 2

D) HEURISTIC METHODS

Heuristic method is the simplest approach as well as

the earliest technique used to solve the unit commitment
problem ([42]. It has been developed from the manual
method of solving the problem, and it mainly depends on
the priority order schemes, where ail the generating

units of the system are listed according to their merit
orders based on their average full load production cost
[25]. Several attempts have been proposed to solve unit
commitment by heuristic methods {1,16,19,22,27,36,63,81).
One of the earliest attempts was proposed by Baldwin et

al [16]. The optimum shut down and start up rules of the
generating units in the system were investigated based on

the priority order. Happ et al [22) suggested and
introduced a method of solution in two phases. In the

first one, a feasible schedule which i1is close to the
optimal i1s obtained, while in the second phase, a further

reduction of the operational costs is attempted. A system

of 100 units was tested. The problem of multiple area

system has been discussed in [{27,81]. Transmission system
limitations and dynamic restrictions of generators have

been taken into account. Khodaverdian et al [36]
introduced a solution to the unit commitment problem by

using a hybrid form of the discrete decision linear
programming and the heuristic technique. Sub-optimal but
fully feasible schedules were obtained and all the

operational constraints have been satisfied. The proposed
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approach was tested on a system of 74 units over a
commitment period of 48 x % hours-intervals. Calitz et al
[63] discussed the importance of the nominal solutions in
heuristic unit commitment programs. The advantages of
heuristic methods over other solution techniques for unit

commitment problems have been briefly presented.

The Dbasic idea of heuristic methods applications to
unit commitment is to produce a feasible ( sub-optimal)
commitment schedule by employing the priority order list
and following empirical rules and logical steps in order
to satisfy the constraints of the operating units and the
system with a minimum running cost. Solution procedure

can be outlined as follows:

1) All the available units in the system are to be
l1isted in ascending order according to their full load
average cost (FLAC), hence a strict priority order 1s

imposed. (FLAC) of the unit i can be calculated as:

Ci. (Pi mnu)

FLACy = ceees  (3.1)

Ptmnu

where C: 1is the production cost of the unit i1 when

operating at its maximum output.

2) At the beginning of the study period, the forecasted

45



demand and the spinning reserve for the first interval

must be met by committing the most efficient units in the

list.

3) At the beginning of each interval, it is necessary

to check whether the forecasted demand is the same as the
previous interval, whether it increases or decreases. If

it 1s constant, the same units as in the previous

interval can be kept on line. If the demand increases,
then additional unit or units will be committed until the
constraints are satisfied. If the demand decreases, the

lowest efficient unit or units will be shut down if there

is no need to commit that unit within a time less than

its minimum shutdown time, otherwise it may be operated

at its minimum output power.

4) If a unit 1s to be shut down, due to the decreasing

demand, and this unit needs to be started-up after a time
more than its minimum shutdown time, a comparison is made
between the cost of keeping the unit on line and 1its
startup cost when it is needed. The least cost will be

selected and the necessary decision taken accordingly.

5) At each interval, after obtaining the initial minimum
cost schedule of unit commitment, additional steps to
improve and refine the solution may be taken, such as
performing economic dispatch, in order to minimize the

total operating costs. The process is terminated 1if no
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further improvement can be achieved and the current

gsolution is assigned as the most economical.

6) The processes in stages 2 to 5 are repeated for
each interval until the commitment period is completed.
The total operating cost of the system through the

commitment horizon can be calculated by implementing

egquation (2.9).

3.3

A computer program in FORTRAN 77 has been prepared

and developed to solve the unit commitment by heuristic

approach. The program proceeded as illustrated in the

flow chart in figure (3.1).

In order to observe the effect of the size of power

system on the performance and the efficiency of the
program, three different systems which are described 1n
Appendix A, were tested and their unit commitment
problems solved. The units were scheduled over a twenly

four hour commitment period of one hour interval. The

results in this study are Dbased on the following

assumptions:
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START

READ
INPUT DATA
FORM UNIT
PRIORITY LIST

J=1

PG(J) > D(J)
+ SR(J)

ECONOMIC
DISPATCH

CALCULATE PRODUCTION
AND START-UP COSTS

OF t TIME INTERVAL

vyes

FIND THE COMMITMENT
OPTIMAL POLICY AND

OPTIMAL SCHEDULE

STOP

Figure (3.1): Flow chart of computer program for solving
unit commitment problem by using heuristic method.
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1- Step variation in the load curve, as shown in figure
(3.2), 1.e., the 1load demand is assumed to change

only at the beginning of each interval. then to

remaln constant during the interval.

2—- Deterministic behaviour of the daily load curve.

3- The shutdown cost of the unit ( if it exists ) is

assumed to be constant.

4- Transmission losses are ignored.
Demand (MW)
I’-- - -\\
’ \
/ \
/ \
7/
/ \ /
V4
- \ ,/
\
\_ J—
0 2 4 6 8 10 12 Time (h)

- - - FOrecasted load pattern.
Assumed load pattern.

Figure (3.2): Step variation assumption
of daily load demand.
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In the following section, the results of the tested

powery systems are presented.

4 UNIT SYSTEM: Input data of the units and the system
load demand profile are presented in tables (A-1l) and
(A-2) respectively. The system operational costs and
other results of the commitment period are found 1n
tables (3.1). The schedule of the units over twenty four

hours is demonstrated in table (3.2).

1 UNIT YS : The spinning reserve of the system 18

assumed as a variable value depending on the demand. The
input data of the generating units are found in tables
(A-3) and (A-4). Data of one day load profile are listed
in table(A-5). Operation costs and other output results
of the system for 24 h are produced in tables (3.3) and
(3.4) . The schedule of units for the study period is

illustrated in table (3.95).

150 UNIT SYSTEM: For the purpose of testing the heuristic
methods on large—-scale power system, the unit commitment

problem is solved for a 150 unit system. Input data of

the units are found in tables (A-6) and (A-7). Data of
the system load demand over 24 h are shown in table

(A-8). The output results are presented in tables (3.6)

and (3.7)

\

Table (3.8) demonstrates the relationship between
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number of

units 1in the

gsystem and the required

computation time and computer memory sStorage space.

Table (3.1): Results of unit
commitment for a 4 unit system.

Time |ON-line Hourly Total
(H) units»* costs & costs £

On-line av.

36

— .

generation

1 2 9208.36 9208. 36 550.00
2 2 10648. 36 19856.72 550.00
3 3 12265.36 32472.08 630.00
9 2 10828.36 43300 .44 550.00
o, 2 8308. 36 21608.80 550.00
6 1 5573.54 57182.34 300.00
7 1 0748.14 62930.48 300.00
8 2 10108.36 73438 .84 550.00
9 2 9028. 36 82467 .20 9550.00
10 2 10468. 36 92935.56 550.00
3 12056.56 105342.13 630.00

2 10918.36 116260.48 550.00

2 8488. 36 124748 .84 950.00

2 7948 . 36 132697.20 550.00

p 8128.36 140825.56 550.00

2 8668.36 149493.92 550.00

2 9208.36 158702.28 550.00

2 10108.36 168810.64 550.00

3 11743. 36 180904.00 630.00

2 10648. 36 191552.36 550.00

2 8632.36 200184.72 550.00

2 7588 .36 207773.08 550.00

2 8398.36 216171 .44 550.00

2 10108. 226279 .80 550.00

TOTAL START UP COST = £953.47

TOTAL GENERATION COST = £225326.33
TOTAL OPERATIONAL COST = £226279.80

* Total number of committed units.
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Table (3.2): Unit schedule for 24 hours
( Unit status 1 = ON, 0 = OFF)

( 4 unit system ).

Time Unit number
hours and status

2 - 3

4
1 1 1 0 0
2 1 1 0 0
3 1 1 1 0
4 1 1 0 0
S 1 1 0 0
6 1 0 0 0
7 1 0 0 0
8 1 1 0 0
9 1 1 0 0
10 1 1 0 0
11 1 1 1 0
12 1 1 0 0
13 1 1 0 0
14 1 1 0 0
15 1 1 0 0
16 1 1 0 0
17 1 1 0 0
18 1 1 0 0
19 1 1 1 0
20 1 1 0 0
21 1 1 0 0
22 1 1 0 0
23 1 1 0 0
24 1 1 0 0

CPU TIME = 0.8400 SECOND
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Table (3.3): Results of unit commitment
solution by heuristic method (15 unit system) .

Time
(H)

Hourly
costs &

Generated
power (MW)

accumulated
costs &£

1 d 10226.0 10226.0 . O
2 4 9314.1 192540.1 . 0
3 4 8868.3 28408.4 . 0
4 4 8598.4 37006.8 . 0
S 4 8560.0 45566 .8 .0
6 4 8675 .4 04242.3 . 0
7 4 9723.9 63966.1 . 0
8 S 15393.9 79360.1 .0
S S 12563.8 91923.9 . 0
10 7 22276 .7 114200.6 . 0
11 8 19116.3 133317.0 . 0
12 20746 .4 154063.4 .0
13 16272.8 170336.2 . O
14 17937.9 188274.1 .0
15 16849.9 205124.0 .0
16 18532.4 2243636,5 . O
17 16988.1 240644 .6 .0
18 16715.7 257360.3 . 0
19 16499 .2 273859.95 . 0
20 15829.9 289689 .3 . O
21 15597.1 305286.5 . 0
22 15481.7 320768.3 .0
23 12717 .9 333486 . 2 .0
24 11822.1 334108.3 .0

TOTAL START UP COST = £4311.9

TOTAL GENERATION COST = £329796.40

TOTAL OPERATIONAL COST = £334108.30

* Total number of committed units.
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Table (3.4): Results of unit commitment
solution by heuristic method (15 unit system).

Available
on-line
generation

Time No. of
(H) lon-line
units *

Load Spinning
demand reserve
(MW) (MW)

2773.
2435.
2435.
2435.
2435.

2435.
2435.

2773.
2773.
3107.
3274.
33546.
3546.
3651.

36351.
3781.
3781.

3631.

3651.
3441 .
3441.0
3441.0
2773.0
2773.0

1 5
2 4
3 4
4 4
5 4
6 4
7 4
8 5
9 5
7
8

OCOOO0O000CO000O00O000000O0000O0
OCOOOOO0OO0ODO0O00O000DO0O00O00O0O000000O0000 OO0

.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
.0
. 0
. 0
. O
.0
.0
.0

* Total number of committed units.
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Unit schedule for 24 hours

Table (3.9):

( Unit status 1 = ON, 0 = QFF)

( 15 unit system ).

and status of units

Unit number
2 3 4 5 6 7 8 9

Time

10 11 12 13 14 15

1

hours

OCOO0OODO0O0O0D0O00O000D0000D00000 0000000
COO0ODO0OOO0OOOO0O000DO0O0O0000O0O00O00O000000 0O
OO0 0000COO00O000000D000C0O0000 0
OO0 OO0 0C0O00O0000D 0000t 000000 0O
COOO0O0O0OOO0O0OO00O00QOOO0-A-lrdcrdletc1O0000O
QOO OO0OO0O0O0OO0OOOOO~rdediedterd el et 1 OO0 00O
eoliioleololeoleloleololeoleR R R KoK R N _N_R_ N N Nole
ololololololeleRoeReN N N R o N N R N_E_N_EK_N_Neole
oleaoleolieoleoleleNe R N _N_ K _K_N_}F_K_N_}R_~EK_F_K_}Jo};w
wiojoheolcicoleoleoleo N oN_ N_R K _E_N_N_NE_E_N_NK_Jo}o
SO0 00000 drirdedr{rdrderdrdd ettt v
am B o B o B B B o B B B o IR o B e B B B B B B B B I B B I B
rftrferdedrdtedefedterdedeted et ed el e e et e et~
rfr{frfedferdlrtrdiririerdtd I ettt e e

rftrd{ced ettt rfrdederdtrd eIl rfrf et

AFANOOITDNONDONOANMITNDONDODAAO AN
ettt A~ A~ =N

M W
0NN N

SECOND

CPU TIME = 1.1120
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Table (3.6): Results of unit commitment
solution by heuristic method (150 unit system).

Generated
power (MW)

Hourly accumulated
costs &£ costs &

Time
(H)

29335.
97351.
85104.

112657.
138863.

163107.
188914,
216762.
246386 .
276024.
305828.
3353585.
367040.
400033.
432983.
464153.
493710,
921697,
351584.
9381157.
6107354.

640048.
670189.

699557.

1
2
3
4
S
6
7
8
9
10
11
12
13
14
15
16
17
18
19

N NN
N = O

0 0
0 . 0
8 . 0
6 .0
6 . 0
7 . 0
S . 0
1 .0
8 .0
7 .0
0 . 0
S .0
8 . 0
3 . 0
0 . 0
8 . 0
2 .0
8 .0
6 . 0
4 . 0
6 .0
8 .0
8 .0
4 . 0

AONMNODOAADLONDLLUUWONOOTODPFPLPONOVWOO

NN
> W

TOTAL START UP COST = £459.16
TOTAL GENERATION COST = £6990557.24
TOTAL OPERATIONAL COST = £699557.40

CPU TIME = 7.06 SEC.

* Total number of committed units.
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Table (3.7): Results of unit commitment
solution by heuristic method (150 unit gsystem) .

Time No. of
(H) |on-line

Available
on-line
generation

Spinning

_ reserve
units

W OOV DL WM =
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Table (3.8): Final results of unit commitment
for three different power systems by heuristic method.

Number|Start up|{Generation
of cost
units

- 9353.471225326.33 | 226279.80 --
. 4311.9 |329796.40 | 334108.30 .-

Total
operational

Computer

gstorage
gpace
Seconds| K Bytes

costs

3.4 DISCUSSION:

Heuristic methods have the ability to overcome the
dimensionality of the unit commitment problem which could

arise 1f other mathematical techniques are applied.
Therefore, heuristic methods may be used to solve the
unit commitment regardless of the system size. In

addition, it has the following advantages [1,36,63]:

i) Heuristic approach 1is simple in term of algorithm
preparation and program development.

ii) All the operational constraints of the system and
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the units can be considered and satisfied.
111) Feasible solutions are usually obtained.
1v) The solutions are economically reasonable.
V) The computational requirements in terms of computer

memory and running time are acceptable, as can be

seen 1in table (3.8).

The main shortcoming of the heuristic methods is that
they cannot guarantee optimal solution [36]. This aspect
becomes rather important especially in large scale power
gystems, where a small percentage reduction in the cost
of power production represents a significant amount of
annual financial saving. Consequently, it is worthwhile

to investigate and search for other alternative

techniques, even 1f sophisticated, which are capable of
achieving more rigorous economical solutions within

acceptable computational efforts.
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4.1 INTRODUCTION

Over the last three decades mathematical programming
has become a tool widely used in the problem of decision
making. The development of digital computers generated

a great deal of interest in mathematical programming

throughout wvarious branches of businesses.

The term "programming"” in these expressions has a

different meaning from that in the phrase '"computer
programming'’”. Mathematical programming is a technique for
determining the values of a set of decision variables
which optimize a mathematical objective function, subject
to a given set of constraints. It is the application of
scientific methods, techniques and tools to problems
involving the operation of a system in order to achieve
optimal solutions. This approach consists of the

following steps:

- Understanding and describing the system.

- Building a model for the real—life system.

- Using the model as a basis for predicting future

situations.
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Mathematical programming includes linear programming,
nonlinear programming, integer programming, dynamic prog-

ramming, and other variants of programming problems (3].

In the application of mathematical programming to

unit commitment problem, dynamic programming and mixed
integer programming are the most widely used. Therefore,

these techniques will be explained in the following

sections.

4.2 DYNAMIC PROG

Dynamic programming is a mathematical optimization
technique used for making a series of interrelated deci-
sions. Usually, a multi-stage decision process 1is tran-
sformed into a series of single—-stage decision processes.
This algorithm is based on the principle of optimality

formulated by R. Bellman in 1957, which states that " an

optimal sequence of decisions has the property that

whatever the initial state and decisions are, the remai-

ning decisions must constitute an optimal decision seque-

nce with regard to the state resulting from the first

decision "{1.,2].

Dynamic programming starts with a small part of the
problem and finds the optimal solution for this smaller

problem. It then gradually enlarges the problem Dby
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finding the solution to the enlarged problem, based on

the previous one. This 1s continued until the entire

problem is completely resolved.

In contrast to other mathematical pProgramming
techniques ( such as linear programming ), there does not
exist a standard mathematical formulation of the dynamic
programming problem (2]). Dynamic programming is a general

strategy for optimization rather than a specific set of

rules. Consequently, particular equations used must be

developed to fit each problem. The nature of the decision

variable identifies the type of the problem. The problem

ig said to be continuous if the variable can take only

real wvalue, while it is said to be discrete 3if the

decision variable is restricted only to integer values.

Dynamic programming is essentially a recursive form
of the optimization technique. The typical dynamic

programming recursive function can be eXpressed as

follows;

F(J.K.X) = Z[C(J,K.X) , fo-2a(K')] ...... (4.1)

where:

F : the cost function.

the stage of the problem.

J
K : the state of the system at stage J.
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X : the decision (policy) being evaluated at

stage J.

C(J.K,X) : the 1immediate cost associated with making

decision X at stage J when the state of the

system is K.

K’ : the state of the system at J=-1 stage
resulting from decision X.

fo-2(K") : the cost associated with the optimal sequence

of the decision at stage J-1 when the state

is K’

fa-1(K°) will De, in most cases, added to or
multiplied by C(J.K,X). At each stage, the results of the

recursive tormulation are calculated for all the feasible

values of X subject to the constraints of the problem,

and the optimal decisions are retained for subsequent

use.

Dynamic programming procedure proceeds as illustrated

in the flow diagram in figure (4.1) and can be summarized

as follows:

1) Formulation of the recursive function and all

constraints.

2) Searching for the optimal value of f, (K) and X: (K)
for J = 1 . The optimal value of f5(K) will Dbe
retained for use during the next stage, while the

value of X (K) will be retained but will not be
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START

FORMULATE THE
OBJECTIVE
FUNCTION AND
CONSTRAINTS

FIND THE OPTIMAL
VALUE AND THE OPTIMAL

DECISIONS FOR EACH
STATE OF THE STAGE

FIND THE OPTIMAL POLICY
FOR EACH STATE OF THE
NEXT STAGE BY USING THE
OPTIMAL RESULTS FROM
THE PREVIOUS STAGE

no

Yes

BACK TRACK TO FIND
THE OPTIMAL DECISION

AND POLICY

STOP

Figure (4.1):
Flow chart of the dynamic programming algorithm.
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used until the final stage computations are

completed.

3) Wwhen the final stage of calculation is completed,
the solution procedure then moves backward, stage by
stage to obtain the optimality decision policy for
each state of each stage until the optimal value of

fs (K) and decision X; (K) are found.

4.2.1

In recent years dynamic programming has been
recognized as an effective technique for obtaining the
optimal solution to the unit commitment problem [22]. It
offers considerable improvement over the priority order
method. One of the earliest attempts to solve the unit
commitment by using dynamic programming was introduced by
Lawery {18]. The problem was solved by testing all the
possible combinations of the generating units in order to
find the optimal solution for a 14 unit system. Pang and
Chen [25) proposed a new technique to reduce the search
range of the solution by classifying the units 1in the
system 1nto different categories. Consequently, the
method could be applied to a larger system, where a

gystem of 17 units was tested. Dynamic programming was

combined with mixed integer programming {28] in an
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attempt to reduce the computation time. Yamayee et al
[40] suggested a hybrid form of dynamic programming and
the branch and bound approach to reduce the computation
requirements. Different approaches of dynamic programming
which are applied to the unit commitment problem have
been presented and described in [32]. Further

improvements and developments of the dynamic programming

methods and their application to the unit commitment
problem can be found in [29,46,62,75]. The basic dynamic
programming technique as applied to the unit commitment
has been described in [1,25]. Before describing the

procedure, the following terms are defined:

NAT A combination is any subset of a given

c

set of units, e.g., 1f there are N units in the system,

(XN -~1) different combinations of units can be found.

STRATEGY: A strategy denotes the transition or path

from one combination at a given interval to another

combination at the next 1interval, and the optimal

strategy is the transition or the path to the optimal

combination at the next interval.

In dynamic programming, the unit commitment solution
can be divided into two major parts. The first covers the

formation of a unit selection 1list, (priority 1list),
while the other part involves a search technique which

determines the optimal (1.e. least total cost) or near
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optimal feasible schedules for the available units of the

system during a given study period [22,25].

A priority list of the units is formed, as described

in chapter three, in order to reduce the number of

combinations of units which are to be examined at each

interval. The possible combinations of units at each
interval would result in 2M-1, Hence, for practical
purposes, some form of limit is necessary. Some of these
combinations can be discarded without the necessgsity of

full consideration as they do not meet the system
constraints. However, for a large system, a considerable
number of feasible combinations will remain. Consequen-
tly, the size and computational requirements of the prob-

lem cover a wide space in a computer memory and could

exhaust the capabilities of even the largest computers

[25].

To control the size of the problem, units in the

system can be categorised, as illustrated in figure (4.2)

into the following groups:

i) Unavailable units.

ii) Base units.
iii) Must run units.

iv) Search range units.

Unavailable units are the units under scheduled

maintenance course or forced outage. Base units are the
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most efficient as well as the largest capacity units.
Must run units are next in priority to the base units.
However, Dbecause of their complicated process in the
start-up and the shut-down, these units cannot be
included in the search range class. Therefore, a must-run
status can be enforced on them. The search range units
are to be arranged 1n order of priority and may be
divided into three groups, usually threshold, window and
excess units (46]. Each group can be specified by the

demand level of each interval and may be defined as:

|

unavaillable

units
N SR

Number
of units
45
] e
0 1
35 search
range
30 units
25 3
20
15
base
10 units
O
| IIIIIIIIIIIIII

Figure (4.2): Unit categories block diagram.
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RESHOLD : In addition to the base units and the

must run units, these units have been ordered as the most

efficient 1in the priority list and also have a top
priority to be committed in order to satisfy the system

constraints. The threshold units could change from one

interval to the next according to the rate of change 1in

load demand.

WINDOW: Window units are the next highest priority 1in
the search range after threshold units. These units may

or may not need to be committed. They can also change

from interval to interval depending on the load demand

variations.

EXCESS : These are available units in the search
range, but are not included in the threshold and in the
window. These units are relatively inefficient and
have low priority in the search range units. Therefore,

there 1is no advantage in committing them except as

standby units, for example as peaking units during off-

peak demand.

An example of a power system with 45 available units
is illustrated in figure (4.2). If dynamic programming 18
used to solve the problem of unit commitment for this
system, then the total number of possible combinations 1s
s ] = 3.5 x 10*3., However, this number can be reduced
by classifying the units as illustrated in figure (4.2)

to 2t13-1 = 32767 combinations, since only 15 units are
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included in the search range by dynamic programming. This
procedure can significantly reduce’ computational requir-

ements. However, it is only suitable when the variations

in load demand are not very large. This method could lead

to suboptimality, if the rate of changes in the demand is

large, due to the small search range of units.

The costs in each interval will be computed for each

feasible combination.

The second part of the solution is the back-track
operation. It takes ©place after the first part is

completed. Back—-track procedure starts from the final
interval going back to the initial stage of the problem.

At each stage, the feasible combination of units

associated with the lowest cost must be selected.

In unit commitment problem, due to the nature of the
decisions, the discrete dynamic programming technique is
applied. This technique determines the optimal sequence
of decisions in a multistage decision process. The
decisions are restricted to integers and the number of
sequential decisions must be specified. Constraints are
considered and satisfied. The objective function of the

unit commitment problem can be expressed mathematically

as follows (1.,25,30]

Ct(T,S) = Min{ls(M-K,.N).[G:e (T,S) + IC(T,N).Suce (T-1
{LL)}
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,9;LL:T,S5"'")+IC(T,N) .5dce (T-1,S:LL:T,S)}

+ Ct(T-llS)] -------- (4-2)
where;

LL = Ia(M,N), which is the commitment matrix of all
possible combinations of the units in the system with the

elements of 1 1f the unit i1s ON and 0 if the unit is OFF,
where N represents the available units in the system and
M =X-=1, which represents the total possible combinations

of the units.

Ie (M-K,N): represents the number of feasible combina-

tions of units, where K is the number of infeasible

combinations in Ia (M,N) during the interval T.

Ic(T,.N): a vector which indicates the status of units.

Minimization of the operational cost of a power
gsystem represented by equation (4.2) can be performed by

using discrete dynamic programming as follows;

1) Formulate Ia (M,N) commitment matrix as a function of

the number of units.

2) At the Dbeginning of each interval, formulate the
feasible combinations of the units Is (M-K,N) for the

interval T from I~(M,N) as a function of the load

demand and spinning reserve of the system.
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3) At the first interval of the commitment period, the

generation cost of each feasible combination 18
calculated as a function of the generated power of
each unit. The feasible combination associated with

the lowest cost 1s selected as the optimal
combination. Start up and shut down costs are

ignored at the first interval.

4) At the second interval and the subsequent intervals,

the Ic¢(T,N) vector is produced to monitor the status
of the units and to update the down and up time of

the units throughout the commitment period as

follows:

I=1 to N
If Ic(T.I1)= 1 and Ic(T-1,I)= 1, then unit i keeps the

ON status and the up time of the unit is increased by 1.

If Ic(T,I)= 0 and Ic(T-1,I)= 0, then unit i keeps the

OFF status, and its down time is increased by 1.

If Ie(T.I)="1 and Ic(T-=1,1)= 0, then unit i is started
up at the interval T and its startup cost 1is calculated

ag a function of the time for which the unit was down.

The up and down time of the unit are updated.

If I1c(T,.I)= 0 and Ic(T-1,I)= 1, then unit i is shut
down at the interval T and its shut down cost, 1f any, is
added to the combination operating cost and the up and

down time of the unit are updated.
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5) At any interval, the combination which meets all the

constraints with the lowest cost is assigned as the

optimal combination and the transition cost to this

combination 1is the optimal strategy.

6) The total optimal cost of the study period consists

of the accumulated costs resulting from all optimal
combinations and all optimal strategies specified
throughout the period. In other words, it represents
the summation of the least cost combination in each

interval plus the lowest transition costs to that

combination.

The procedure of solving the unit commitment problem
by using full dynamic programming is illustrated in the

flow chart diagram of figure (4.3), and it is demonstra-

ted by the example of 3 units, as in figure (4.4).

Equation (4.2) can be optimized and solved Dby

implementing the appropriate approach of dynamic

programming from the following [(18]:

i) Full Dynamic Programming (FDP) : In this technique all
the possible combinations are tested during the search

for the optimal solution. For example, if a system of 10
units i8 considered then the number of possible

combinations is 2t°?-1 (i.e. 2023 combinations). This
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START

READ THE DATA
OF THE UNITS
AND SYSTEM

FORM THE
PRIORITY LIST
FOR THE UNITS

FIND ALL THE FEASIBLE
COMBINATIONS OF UNITS

CALCULATE THE
PRODUCTION COST FOR

EACH COMBINATION

DETERMINE THE START-
UP COST (IF ANY)

SEARCH FOR THE
COMBINATION ASSOCIATED

WITH THE LOWEST COST

WHICH MINIMIZES OVER THE
STUDY PERIOD COSTS

BACK TRACK TO FIND
THE OPTIMAL DECISION,
POLICY AND COSTS

STOP

Figure (4.3): Flow chart of program for solving
the unit commitment by dynamic programming.
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number becomes very- large if the number of the units 1in

the system is in the range of 20 or more. Consequently,

the computation requirements can increase rapidly and
probably go beyond the practical limit of computing
facilities. Therefore, full dynamic programming is only

applicable to small power systems.

ii) Dynamic Programming Sequential Combinations (DPSC):

The DPSC is started by preparing a priority list of the
units, and from the list a subset of the combination 1s
generated by starting up each unit in the priority list
in a sequence until all the operational constraints are
satisfied. The infeasible combinations are discarded and

a sgearch for the optimal solution is performed on the

feasible combinations. If a system of 5 units 1is tested,

only 5 combinations can be evaluated as illustrated 1in

table (4.1).

Table (4.1): Number of possible
combinations for 5 units by the DPSC method.

Unit number and status
(1 =O0ON, 0 = OF)

combinations

1
2
3
4
O

2 3 4
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iii1) Dynamic Programming Truncated Combinations (DPTC):

This approach is based on the priority list and on full
dynamic programming. The idea is to commit the higher
units 1n the priority list to meet the base load and to
limit the search range only to the cycling units.

Therefore, the combination of the search range units will

be evaluated.

Further details of dynamic programming are found in

appendix C.

4.3

Linear programming 1s applied to many real-life
problems. However, it was found that it was not suitable

for some cases of the decision making Problems,

particularly 1f the decision variables are to be integers
rather than continuous. For example, if the decision
variable 1s a number of employees or machines, in this
case there will be no fractional portion and the results
must be integers. The integer restriction appears to be a

modification of linear programming which is called integer
programming. The first successful method for solving the
integer programming problem was suggested by Gomory
(1958), and Land and Doig (1960). Since then, many other

methods of solution have been introduced ([3].

Integer programming is a programming operation 1in
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which all the quantities must be integer variables. In
practical problems, it is more common that there are both

continuous variables and integer variables. Such a model

is called a mixed integer programming problem.

There are many special types of integer programming
problems. However, in this study, a category of mixed

integer linear programming 1is8 considered where both
integer and continuous variables are allowed along with
continuous objective function. Integer programming
problems are more complicated to solve comparing with the
corresponding continuous problems, regarding the cost and
the existence of a solution ([23}. Branch and Dbound
method ({26-28])] 1is claimed to be one of the most
appropriate approaches for solving this type of problems,
However, 1t does not always guarantee optimal solution

[23].

4.3.1 JIN

At the earliest attempts to solve the unit

commitment problem, it was formulated as an integer
programming problem by Garver [17]. He tested two thermal

generating units. Muckstadt and Wilson {21] proposed a
theoretical application of mixed integer linear
programming in order to produce an optimal schedule for

thermal units. Dillon et al [26])] modified the method of
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solution with integer programming by implementing the
branch and bound approach to simplify the solution method
and to reduce the computational requirements. Hamam et al
[30] formulated the unit commitment problem in a mixed
integer form, taking into account the linear and
nonlinear fuel cost relations. The cost function was
minimised, sSubject to the operating constraints, by a
method of solution based on the branch and bound
capaciated transhipment algorithm. 50 thermal generating

units were examined. Further applications of mixed

integer linear programming to the unit commitment can be

found in [(36-39,41]).
Unit commitment problem has been formulated in a
mixed 1integer linear programming form [ 24-26] so that:

1- Unit status ON and OFF are represented by 1-0 inte-

ger values respectively.

2= The output power of each unit and forecasted demand

take integer variables.

3- The start—-up, shut—-down and no-load costs can also

be represented by integer values.

4- The total cost is calculated as a continuous variable.

In the unit commitment problem formulation by MILP,

the most important condition which must be satisfied is
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that the input-output characteristics of the units in the

system have to be linear functions . If they are not, a

linearization of the unit characteristics is required.

A pilecewlise linearization of unit input-output
characteristic results 1in more accurate approximation.

However, 1t may lead to the following disadvantages:

1- The increasing sophistication of the problem, where
each segment of the input-output characteristic 1is
to be treated as an individual unit in the system.
Consequently, the constraints number becomes very

large, particularly for large systems.
2- The optimal solution may not be expected, due to the

linearization approximation.

The total operation cost of the power system for one

interval can be represented by:;

n Ns
Ce = 2 A.GCie(Pae) + 2 B.Sucie
i=1 j=]
Nd
+ 2 E.Sdcie 0 cieee.. . . (4.3)
i=1

where;

A =1 if unit i is ON.

= 0 otherwise.
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B = 1 if unit i is to be started at the interval.

= () otherwise.

E =1 if unit i is to be shut down at the interval.

= 0 otherwise.

The first term of the right hand side of equation
(4.3) represents the production cost of the power by the

committed units. It can be expressed as:

n
Gec(p) = Min 2 h.(Ihre .Ps) coeennn (4.4)
1=1

Subject to the system and units constraints.

The solution procedure of equation (4.3) is divided

into two parts. The first one is to find the optimal
feasible combination of the units as a function of their
output power. The second part is to add the associated

start-up and/or shut-down costs to the generation cost in

order to obtain the total costs. Overall optimization of
the objective function 18 performed and the feasible

combination which satisfies the minimum total cost will

be assigned as the optimal committed combination of the
interval. In practice, start-up and shut—down costs are

relatively small compared with the total operating cost,
therefore the approximation for these costs will not

significantly affect the solution [15)]. On the other

hand, this will remarkably reduce the cémputation requi-
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rements. It has been suggested that these costs could be

averaged over an estimated operation period and then

combined with the running cost of the unit.

Solution procedure 18 performed as shown in the

flowchart 1in figure (4.5). For solving unit commitment
problem by MILP, the branch and bound procedure [15] is

implemented.

The Dbasic 1dea of the branch and bound method 1s
that the feasible region of the linear programming
problem is partitioned into subsets. Upper bound of each
objective function of each subset is obtained so that the
integer constraints are satisfied. The subset which'meets
the problem requirements and gives the best solution 1s
selected. The associated value of the objective function

igs assigned as the optimal solution.

In the branch and bound technique application to
unit commitment problem, instead of restricting h 1n

equation (4) to the binary states 0 or 1, a third state

for the unit is allowed so that ([15]:

0 S. h*i. S- 1 ----- s o (415)

The value of h* represents the unit contribution of
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START

READ THE DATA
OF THE UNITS
AND SYSTEM

FIND A FEASIBLE
COMBINATION OF UNITS
WITH THE LOWEST COSTS

CALCULATE THE
START-UP AND SHUT-
DOWN COSTS IF ANY FIND ANOTHER
COMBINATION

ALL
CONSTRAINTS AR
SATISFIED

Yes

FIND THE OPTIMAL
OPERATING COST FOR
INTERVAL J

no

no

YES

FIND THE OPTIMAL
OPERATING COST FOR
THE COMMITMENT PERIOD
AND OPTIMAL SCHEDULE

STOP

Figure (4.95): Flow chart of program for solving
the unit commitment by mixed integer programming.
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the power. Therefore, if h*=]1 then the unit operates at
its full-load. 1If h*=0, then the unit is OFF. If h* has
any value between 0 and 1, then its value multiplied by
the unit full-load results in the unit output power.

(E.g. for h*= 0.5 , the unit output will be 50 % of its

full—-load capacity)

During the optimization procedure, if h*:+ 18
assigned the value 0 or 1, then that value is considered
fixed and no more manipulation is required. 1In order to
produce a feasible solution, many variables of h*: are
fixed while some variables are allowed to vary between O

and 1. MILP by branch and bound method proceeds as

follows (15]:

1- Start with initial solution S with the cost &

corresponding to a set of unfixed variables h*<.

2— Near optimal solution S* with the cost C* 1s

obtained by fixing a set of h*?*.

33— Cc* is gpecified as the least costly integer solution

found so far and represents the current optimum

solution C*.

4- The procedure continues by following the tree of all
posgsible states such that only the cheapest branch

and bound at each node is followed.

5—= All infeasible solutions and solutions with the costs

C., where Ci 2 C* are eliminated.
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6—- At each node, 1if the solution S: with the cost C 1is
less than S5S*, then C* is updated to C. . Otherwise, S
is rejected and the corresponding node is. discarded

from the tree.

7—- The process is repeated for the whole remaining tree

starting from the node corresponding to C* until no

node with a cost less than C* can be found.

The program is executed in the following main steps:

ij}- Integer linear programming objective function is
solved and an optimal solution of the running cost

of a committed combination 18 obtained.
ji)— All units and system constraints are checked.

iii)—If all the constraints are satisfied, then the

necessary decision of starting up or shutting down

any units is taken. The associated cost of the

decision will be added to the operating cost. The

total cost is assigned as the optimum cost.

jv)- If any constraint of any unit or the system 18

violated, the combination is considered as

infeasible. Then go to step (1).

v)— The optimum schedule of units for the interval 1s

produced.

vi)- Steps from (i) to (iv) are repeated for all the time
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intervals of the study time horizon.

vii)—The total optimal operating cost of the power system
is found by adding the least cost of each interval

to the cost of the previous one.

viii)- The results are printed and the units status table
which leads to optimal unit commitment is presented

for the whole study period.

4.4 COMPUTER SIMULATION AND TEST RESULTS

For the purpose of testing the application of the
mathematical programming methods, which have been
discussed 1in this chapter, to the unit commitment
problem, the systems described in appendiX A have been
examined by using dynamic and mixed integer pro<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>