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Abstract

Quantum simulation is a versatile approach for exploring many-body quantum systems.

Single-atom imaging using quantum gas microscopes has enabled direct observation

of these systems in optical lattices. In this thesis, we employ a 87Rb quantum gas

microscope to investigate the physics of strongly interacting quantum systems. A key

feature of this microscope is its ability to utilise engineered dynamic light potentials,

which provide additional versatility for simulating complex quantum systems.

We explore the use of dynamically varying microscopic light potentials to study both

commensurate and incommensurate one-dimensional (1D) systems. A system is said to

be commensurate when there is an equal or multiple number of atoms to lattice sites,

otherwise it is said to be incommensurate. In particular, we focus on strongly inter-

acting incommensurate systems which, similar to doped insulating states, exhibit atom

transport and compressibility. We begin with a commensurate system with unit filling

and fixed atom number between two potential barriers. To prepare the incommensu-

rate system, we dynamically adjust the position of the potential barriers, reducing the

number of available lattice sites while maintaining a constant atom number.

We characterise these systems by measuring the distribution of particles and holes

as a function of lattice filling and interaction strength, and probe particle mobility by

applying a bias potential. Our work establishes the groundwork for preparing low-

entropy states with controlled filling in optical lattice experiments, thus advancing our

understanding of strongly correlated systems.

Additionally, we utilise these microscopic light potentials to realise the disordered

Bose-Hubbard model, taking initial steps toward exploring the Bose-glass phase. The

study of disordered systems opens new avenues for investigating localisation, phase
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transitions, and the interplay between disorder and coherence.
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Chapter 1

Introduction

Quantum many-body systems are at the forefront of modern physics, offering insights

into fundamental phenomena such as quantum phase transitions, conductivity, and

entanglement. However, their study presents significant challenges, mainly due to the

exponential growth of complexity as system size increases. This means that classical

computers are impractical for simulating these systems at meaningful scales. Ultracold

atoms can be used as quantum simulators, serving as versatile experimental platforms

where quantum many-body physics can be explored under controlled conditions. By

taking advantage of their tunability, you can emulate theoretical models and explore

novel physics with direct relevance to areas such as condensed matter physics and

quantum chemistry [1–4].

The experimental control achieved with ultracold atoms has expanded over the last

decades. The introduction of a periodic potential to atomic systems is a central progress

that has enabled the study of the Hubbard model. The Hubbard model is important

in condensed matter physics and describes interacting particles in a lattice. The Hub-

bard model is useful for describing quantum phase transitions, between insulating and

conducting phases. For bosons, this is the Mott insulator to superfluid transition, de-

termined by the ratio of the interactions and the tunnelling. The system remains as a

superfluid for a weak lattice potential, and will remain so as long as the interactions

between atoms are small compared to the tunnelling. When the lattice potential is

increased, the ratio between the interactions and the tunnelling increase and there is a

1
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phase transition from the superfluid into the Mott insulator phase [5]. This proposal

was made in 1998 [6] and was observed with rubidium atoms in 2002 [7]. By probing

the momentum distribution of the system, they were able to observe the loss of phase

coherence for an increasing lattice depth.

Subsequent developments have expanded the experimental toolkit for studying ul-

tracold atoms in optical lattices. In particular, the addition of the quantum gas mi-

croscope has opened the way for further study of the Hubbard model with single-site

resolved detection [8]. This led to experiments exploring the superfluid to Mott insula-

tor transition in a 2D optical lattice with number statistics rather than the momentum

distribution [9, 10]. To image the position of the atoms, the optical lattice is quickly

changed to a deep lattice and fluorescence imaging is used where the photons are cap-

tured by a high NA objective and imaged on a camera. This method allows for the

measurement of the position of the atoms, and can still measure the global phase co-

herence of the atoms by turning off the horizontal lattices and letting the atoms evolve

for a short period of time of flight, before freezing the momentum distribution [10].

Beyond the study of the superfluid-to-Mott-insulator transition, ultracold atom

systems have become ideal for investigating increasingly exotic quantum phenomena.

More control techniques have emerged, enhancing the abilities of these platforms. For

example, amplitude and phase modulation of optical lattices allows researchers to dy-

namically manipulate lattice parameters, including the tunnelling, through Floquet

engineering [11]. Similarly, tightly focused lasers have been used to target individual

lattice sites, inducing differential light shifts on these sites, that brings atoms into or out

of microwave transitions [12]. The incorporation of digital micromirror devices (DMDs)

has further increased experimental possibilities, enabling the creation of customized lat-

tice geometries and disordered potentials [13]. Using these methods, researchers have

prepared isolated systems with a few atoms only to explore entanglement entropy and

other hallmarks of many-body quantum systems [14].

Significant open questions remain in the study of quantum many-body systems that

are becoming more accessible to experimental platforms. Addressing these challenges

requires continued innovation in both experimental and theoretical approaches. This

2
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thesis builds upon these advancements to explore the role of commensurability in the

lattice by designing a method to control the exact number of particles and lattice sites

in 1D systems. When the number of particles is equal to, or a multiple of the num-

ber of lattice sites, the system is said to be commensurate. By adding an atom or

a hole to the system, the particle number no longer matches the lattice sites, mak-

ing the system incommensurate. This definition is different from the mathematical

definition of commensurability that is based on rational and non-rational ratios [see

https://en.wikipedia.org/wiki/Commensurability(mathematics)]. It continues explor-

ing the effect of disorder on strongly-correlated systems to study thermalisation and

ergodicity. By combining theoretical concepts and experimental realizations, this work

contributes to further advancing our understanding of fundamental physics in quantum

many-body systems and its potential applications.

This thesis is structured as follows:

• Chapter 2 explains the Bose-Hubbard model and its realisation with optical

lattices. It goes into details about the quantum phase transition between the

superfluid and the Mott insulator, and how to calculate the interaction and tun-

nelling terms in the Bose-Hubbard model.

• Chapter 3 describes the experimental sequence for preparing a superfluid or

Mott insulator. It explains the initial cooling steps and the selection of a single

anti-node of the vertical lattice, before detailing the final evaporation to degen-

eracy.

• Chapter 4 describes the set-up for using multiple wavelengths with a digital

micromirror device with single-site addressing capabilities. It describes the cali-

brations and initial results for the different wavelengths used.

• Chapter 5 describes the procedure to generate incommensurate 1D systems

and the features of incommensurate systems. We explore the systems across the

weakly to strongly interacting regime, and the effects of applying a bias potential.

• Chapter 6 describes the physics when adding a disordered potential to the optical

3
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lattice. The disordered Bose-Hubbard model includes the Bose-Glass phase, and

we show our initial measurements of the superfluid to Bose-Glass transition and

the Mott insulator to Bose-Glass transition.

• Chapter 7 comprises a conclusion and outlook of the thesis.

List of publications and presentations to conferences

• Commensurate and incommensurate 1D interacting quantum systems

A. Di Carli, C. Parsonage, A. La Rooij, L. Koehn, C. Ulm, C. W Duncan, A. J

Daley, E. Haller, and S. Kuhr

Nat Commun, vol. 15, no. 474, 2024.1815
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QUAMP 2023
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Chapter 2

Bose-Hubbard model and optical

lattices

This thesis explores a specific type of quantum gas, the Bose-Einstein condensate, which

takes advantage of the quantum properties of bosons, in our case 87Rb atoms. In this

chapter, we discuss the Bose-Hubbard model. We explore the two distinct quantum

phases, the Mott insulator and the superfluid. We then discuss dipole traps and the

optical lattice, which we use to realise the Bose-Hubbard model experimentally. Finally,

we discuss how to calculate the maximally localised Wannier functions for determining

the on-site interaction energy and the tunnelling energy.

2.1 Model

The Bose-Hubbard model describes interacting bosons in a lattice and can be realised

with ultra-cold atoms in optical lattices [6, 7]. The Bose-Hubbard Hamiltonian in an

optical lattice with a harmonic potential is given by

Ĥ = −J
∑
i,j

â†i âj +
∑
i

U

2
n̂i(n̂i − 1) +

∑
i

(ϵi − µ)n̂i , (2.1)

where â†i and âj are the creation and annihilation operators of particles on sites i and

j, and â†i âi = n̂i is the number operator. The first term in the Hamiltonian represents

the tunnelling, where J is the tunnelling matrix element. The second term describes

5
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J/U

1

2

3
μ/U

SF

MI

MI

MI

a

MI (n=2)

MI (n=1)

SF

SF

b

Figure 2.1: Phase diagram of the 2D Bose-Hubbard model. a, Illustration of
the phase diagram with the dotted line representing the phases in b, adapted from [15].
b, The shell structure of a system with small finite tunnelling. The spatially varying
chemical potential gives rise to regions of Mott insulating shells with different number
of atoms per sites. The centre shell is a Mott insulator with 2 atoms per site that is
separated from a Mott insulator with 1 atom per site by the superfluid phase.

the on-site interaction, where U is the interaction energy for two particles. The final

term contains the energy offset, ϵi, of a lattice site in an external potential and the

chemical potential, µ. The Gaussian beams used to generate the optical lattice cause a

harmonic confinement in addition to the periodic optical lattice potential, leading to a

spatially varying local chemical potential, µloc = µ− V (i), where V (i) is the potential

offset on lattice site i from the harmonic potential. This means that locally the atom

number and the variance in the atom number on a site can differ [9].

There are two distinct phases in the Bose-Hubbard model, the Mott insulator and

the superfluid phase. In the case where the tunnelling energy is much larger than the

interaction energy (J ≫ U), the system is in the superfluid phase where the atoms are

delocalised over the lattice. When U ≫ J , the system is in the Mott insulator phase

with an integer number of atoms per site and a vanishing variance. The varying local

chemical potential leads to systems with both superfluid and Mott insulator phases

locally. The dotted line (Figure 2.1) shows the varying chemical potential in the phase

6
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diagram of the Bose-Hubbard model. The shell structure that arises from the chemical

potential (Figure 2.1b) leads to regions with multiple atoms per site.

The system can be driven between the superfluid and the Mott insulator by changing

the tunnelling and interaction terms. This is a quantum phase transition that occurs

at zero temperature and is caused by quantum fluctuations in the position and phase

of the atoms. When the system is driven from the superfluid to the Mott insulator,

it becomes energetically unfavourable to have high fluctuations in the position of the

atoms and there is atom number squeezing [16] and the variance of the atom number

approaches zero. Experimentally, we can change the ratio between J and U using the

lattice depth. For a shallow lattice, the system is in the superfluid phase with J ≫ U .

For increasing lattice depth, the ratio U/J increases and the system can be driven into

the Mott insulator phase.

The superfluid can be described by a macroscopic wavefunction where the many-

body ground state is given by

|ψ⟩ ∝

(
M∑
i

â†i

)N

|0⟩ , (2.2)

whereM is the number of lattice site and N is the number of bosons. This state is well

described by the macroscopic wavefunction and exhibits long-range phase coherence.

The atoms are delocalised over the lattice and occupy the same Bloch state. This

superfluid state is compressible and has a gapless energy spectrum [7].

In the thermodynamic limit, where the number of atoms and lattice sites approaches

infinity, the superfluid state has a Poissonian distribution of atoms, P (n, n) [7]. The

density can be written as a sum of the number particles multiplied by P (n, n) and is

given by

n =

∞∑
n=0

n

(
nne−n

n!

)
. (2.3)

Experimentally, we can only detect the parity of the atom number (section 3.8).

This means that any doubly-occupied sites are detected as empty sites, and any sites

with three atoms are detected as a single atom. In [17] it is argued that the observed

7
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atom number starts from zero and approaches a maximum value of 0.5 when the density

increases. It is worth to note that away from the thermodynamic limit, with a restricted

number of atoms and sites, the observed atom density in the superfluid can exceed

n = 0.5. This was observed later in the thesis for systems restricted to 6 or less atoms

and lattice sites (Section: 5).

The Mott insulator has a significant energy cost for atoms occupying the same site

as U ≫ J . To minimise the interaction energy, the ground-state takes the form

|ψ⟩ ∝
M∏
i

(
â†i

)N
|0⟩ , (2.4)

where the system is a collection of localised wavefunctions on each lattice site. The

system cannot be described by a macroscopic wavefunction and has no long-range phase

coherence. The Mott insulator state of a BEC corresponds to an incompressible gas

and has an energy gap on the order of the interaction energy. In a harmonic trap, the

varying local chemical potential leads to regions of Mott insulator shells separated by

regions of superfluid for non-zero J/U (Figure 2.1b). The second shell forms when the

onsite interaction energy to occupy the same site is lower than the energy offset of an

atom a site further away from the centre of the trap, due to the energy offset from the

harmonic trap.

The quantum phase transition between the Mott insulator and the superfluid occurs

at a critical point for the ratio U/J . This critical point of the phase transition depends

on the geometry of the system and the atom density. In 2D, the transition point

has been calculated to be (U/J)c = 16.7 at n = 1, where n is the density of the

cloud [18] and for 1D the transition point is occurs at (U/J)c = 3.84 for n = 1 [19] and

(U/J)c = 2.2n for n≫ 1.

2.2 Dipole traps

Far-detuned laser beams can be used to create dipole traps because the atoms experi-

ence a light shift when interacting with the light. When an atom is illuminated by the

light, the electric field induces an atomic dipole moment. This dipole moment interacts

8
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with the electric field and generates a potential of the form

V (r) =
Γπ2c2

2w3
0

(
2

∆D2
+

1

∆D1

)
I(r) , (2.5)

where Γ is the scattering rate, w0 is the optical transition frequency, ∆D1 and ∆D2 is

the detuning to the D1 and D2 line and I(r) is the intensity of the laser [20]. For a

red-detuned beam, the potential is attractive and atoms experience a force towards the

region of highest intensity. Blue-detuned beams create a repulsive potential and atoms

experience a force away from the higher intensity.

There are different types of dipole traps that can be formed using this effect. Blue-

detuned light can be formed into a ring that traps atoms in the centre. For far red-

detuned beams, atoms can be trapped in the focus of the beam.

2.3 Optical lattice

We realise the Bose-Hubbard model by trapping ultra-cold atoms in an optical lattice.

We use far red-detuned light that is retro-reflected to create a standing wave where the

atoms are trapped in the intensity peaks. The potential seen by the atoms in 1D is

V (x) = V0 cos
2
(πx
d

)
, (2.6)

where V0 is the maximum potential depth and d = λ
2 is the lattice spacing. The lattice

depth is often expressed in units of the recoil energy,

Er =
ℏ2π2

2md2
, (2.7)

where m is the atomic mass of 87Rb. In practise, we use Gaussian beams with an

intensity profile given by

I(r, z) =
2P

πw2(z)
e

−2r2

w2(z) , (2.8)

where P is the power of the laser, w(z) is the waist of the beam, z is the axial distance

from the centre and r is the radial distance. The intensity of the beam is directly

9



Chapter 2. Bose-Hubbard model and optical lattices

proportional to the potential V (x) [21].

The potential in a 3D optical lattice then takes the form

V (x) = Vx cos
2
(πx
d

)
e
−2 y2+z2

w2(x) +Vy cos
2
(πy
d

)
e
−2x2+z2

w2(y) +Vz cos
2
(πz
d

)
e
−2x2+y2

w2(z) , (2.9)

where Vx, Vy and Vx is the potential depth in each lattice direction and the expo-

nential terms represent the harmonic confinement combined with the optical lattice.

This potential can be approximated (assuming that we are considering distances much

smaller than the beam waist) as the combination of the lattice potential and an external

harmonic confinement [21],

V (x) = Vx cos
2
(πx
d

)
+ Vy cos

2
(πy
d

)
+ Vz cos

2
(πz
d

)
+
m

2

(
ω2
xx

2 + ω2
yy

2 + ω2
zz

2
)
,

(2.10)

where ωx,y,x are the trapping frequencies in the x, y and z directions. In our quantum

gas microscope, Vz is usually larger than Vx and Vy to suppress tunnelling along the z

direction. As a result, the harmonic trap on the lattice originates primarily from the

vertical lattice.

The interaction and tunnelling energies, U and J , can be controlled in different

ways. The lattice depth changes the size of the wave function (see below) on the lattice

sites and thus determines both the interactions, and the tunnelling. This is the only

method we use to control the two parameters in this thesis. The interactions can also

be controlled with a Feshbach resonance that changes the scattering length [22], but it

is not easily accessible for 87Rb. The tunnelling term can also be controlled through

amplitude or phase modulation of the lattice [23]. Through the lattice depth alone, we

can access both Mott insulating and superfluid phases in the Bose-Hubbard model.

10
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2.4 Wannier functions

To calculate the interaction and tunnelling energies for a specific lattice depth, we need

to solve the Schrödinger equation and calculate the Wannier functions [24, 25]. The

Wannier functions are a set of orthogonal localised wavefunctions that extend beyond

a single lattice due to the non-zero tunnelling probability. The Wannier functions can

be used to calculate both the interaction and tunnelling terms. The Wannier functions

are calculated for each lattice direction, and a different tunnelling term is calculated for

each lattice direction. The interaction term requires the product of the integral of the

three different Wannier functions for each lattice. The Schrödinger equation is given

by

− ℏ2

2m

∂2

∂x2
ψ(x) + V (x)ψ(x) = Eψ(x) , (2.11)

where ψ(x) is the wavefunction, m is the atomic mass and E is the energy. As V (x) is

a periodic potential (Eq.2.6), the solutions to the Schrödinger equation follow Bloch’s

theorem and have the form

ψn,q(x) = unq (x)e
iqx , (2.12)

where q is the quasimomentum, n is the band index and unq (x) is a periodic function.

The Wannier functions are defined as

wn(x) =

√
a

2π

∫ a
π

− a
π

unq (x)e
−iqxdq , (2.13)

where a is the lattice spacing.

By rewriting the Bloch function and the periodic potential as a Fourier series, we

can then computationally solve the Schrodinger equation [26]. The periodic function is

now given as

unq (x) =
∑
ν

Cn
ν e

iνGx , (2.14)
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Figure 2.2: Eigenenergies calculated from Eq.2.17 for a lattice with depth
V0 = 5Er. The first three energy bands are shown against the normalised quasi-
momentum, q, for the first Brillouin zone.

and the optical lattice potential and the Bloch function take the form

V (x) = V0
∑
ν

eiνGx

[
1

2
+

1

4

(
eiGx + e−iGx

)]
, (2.15)

ψn,q(x) = eiqx
∑
m

Cn
ν e

iνGx , (2.16)

where q is the quasimomentum, G is the reciprocal lattice vector and Cn
m are the Fourier

components. Substituting the Fourier series into the Schrödinger equations gives

(
ℏ2

2m
(q − νG)2 + Vν=0

)
Cn
q−νG + VGC

n
q−(ν+1)G

+V−GC
n
q−(ν−1)G = ECn

q−νG ,

(2.17)

where V±G = V0/4 and Vν=0 = V0/2 for the given periodic function. We first write the

Hamiltonian in matrix form, with the first part of Eq.2.17 on the principal diagonal,

and V0/4 on the upper and lower diagonal. The matrix, with dimension 2ν+1, is given

12
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Figure 2.3: Wannier functions at different lattice depths.

by 
F−ν(q) +

V0
2

V0
4 0 0

V0
4

. . .
. . . 0

0
. . .

. . . V0
4

0 0 V0
4 Fν(q) +

V0
2

 (2.18)

where Fν(q) = ℏ2
2m (q − νG)2. The sums in equations 2.15 and 2.16 are truncated

at |ν| = 11 in our calculations, and matrix dimensions 23 × 23. We calculate the

eigenfunctions and eigenenergies for values of q between −π and π. The eigenenergies

form a band structure as illustrated in Figure 2.2 in the case of a lattice with V0 = 5Er.

For each band, there is only one real Wannier function that is symmetric or anti-

symmetric around x = 0 or x = d
2 and also decays exponentially [24], which is the

maximally localised Wannier function. No other phase leads to a faster decay, and

are as such not as localised. In order to produce these maximally localised Wannier

functions, the even bands (n = 0, 2..) are chosen to be real and the odd bands (n = 1, 3..)

are chosen to be imaginary.

We then calculate the Bloch function by multiplying the eigenfunctions with the

phase term and calculate the Wannier functions by taking the integral of the Bloch func-

tion with respect to the momentum. The Wannier functions for different lattice depths
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Figure 2.4: The interaction energy U vs the lattice depth in both Vx and Vy
for the calculated U (Eqn. 2.20) and the approximated U (Eqn. 2.23). The
vertical lattice is kept at Vz = 20Er.

have been calculated (Fig.2.3). From these, the interaction energy can be determined

as [26]

U =
4πℏas
m

∫
|w(x)|4dx , (2.19)

where as is the scattering length. To calculate U for the 3D system, we take the average

of the three interaction energies for each lattice. We plot the interaction energy against

the lattice depth in Vx and Vy (Figure 2.4). The vertical lattice is kept constant at

Vz = 20Er.

The tunnelling term can be calculated using Wannier functions by [26]

J =

∫
wn(x− xi)

(
− ℏ2

2m

∂2

∂x2
+ V (x)

)
wn(x− xj)dx , (2.20)

where i and j are neighbouring sites. J can also be calculated from the energy bands

(Figure 2.2) by measuring the width of the lowest band

4J = max [E0(q)]−min [E0(q)] , (2.21)
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Figure 2.5: The tunnelling term J vs the lattice depth for the calculated J
(Eqn. 2.22) and the approximated J (Eqn. 2.24). J decreases exponentially for
increasing lattice depth.

which is the method we use for all calculations of J in this thesis.

By taking the Wannier function as the Gaussian ground state of a local oscillator

potential, you can approximately calculate U in the limit that V >> Er [27]

U =

√
8

π
kasEr

(
V0
Er

) 3
4

. (2.22)

We show the approximation alongside the previous method in Figure 2.4. J can

also be approximated for a deep lattice (V > 15Er) using [5]

J =
4√
π
Er

(
V0
Er

) 3
4

e

(
−2

V0
Er

) 1
2

. (2.23)

Unlike the interaction energy, J is calculated individually for each lattice depth. We

plot J against the lattice depth (Figure 2.5) for both the width of the band calculation

and the approximation, which shows the exponential decay with increasing depth.
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Chapter 3

Experimental setup

In this chapter, we introduce the experimental apparatus and it’s operation. The

majority of the building of the experiment was completed within the thesis works of

Dr. Andres Ulibarrena [28] and Dr. Ilian Despard [29], and with Dr. Andrea Di Carli

as a post-doc.

3.1 Experiment

Our main vacuum chamber has two sections (Figure 3.1). The first is the ‘MOT cham-

ber’, used for initial cooling and state preparation. The second section, known as the

‘Science chamber’, houses an optical lattice and a high-resolution microscope objective

with a numerical aperture, NA = 0.68. This objective allows us to image atoms in the

lattice with single-site resolution. To load atoms into the MOT chamber, we employ a

2D+ magneto-optical trap (MOT). A Rubidium oven is maintained at approximately

45 oC, and a valve controls the amount of rubidium released into the chamber, such

that the pressure is kept at about 4× 10−7mbar, with a 10l/s ion pump operating at

the same time. The 2D MOT chamber is linked to the ultra-high vacuum chamber

with a differential pumping tube. The ultra-high vacuum chamber has an ion pump

and a titanium sublimation pump that reduces the pressure to 2× 10−11mbar.

We use a separate experimental table for most of the lasers in our setup. One of

these lasers, called the master laser, is locked onto the F = 2 −→ F ′ = 3 transition of

87Rb using polarisation spectroscopy. This master laser is the reference laser in our
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2D+ MOT
(4x10-7 mbar)

3D MOT
(2x10-11 mbar)

2 x 200W
Dipole trap

Op�cal la�ces combined
with a high resolu�on large

NA microscope

25W
Transport

beam

2 x 10 9 atoms

1 x 10 8 atoms

1 x 10 6 atoms
around 1 uK

Figure 3.1: 3D render of the experiment [29]. Starting with a 2D+ MOT chamber
that loads the 3D MOT. The atoms are then transferred to the CODT before being
transported to the Science chamber where they are first loaded into a CODT and then
transferred into the optical lattice.

offset locking scheme for the MOT cooling lasers. The MOT cooling lasers consist

of both the 3D MOT and 2D MOT cooling lasers, and a repumper laser. The 3D

MOT cooling laser has a total power of 200mW, the 2D MOT around 350mW and the

3D MOT repumper 3mW. The powers and frequencies of the 3D MOT cooling and

repumper lasers are controlled using accousto-optic modulators (AOM).

3.2 Initial cooling

Our pre-cooling procedure involves using a 2D+ MOT and 3D MOT to cool atoms

down initially before using molasses cooling to bring the atoms down to around 2µK

and then load into a crossed-optical dipole trap (CODT).

The sequence starts with loading 2× 109 87Rb atoms from the 2D+ MOT into the

3D MOT. The 3D MOT atom number saturates at 2 × 109 after a loading time of

2 s, although we allow for 3 s for the loading to achieve a higher reproducibility. After

loading the 3D MOT, we turn off the 2D MOT B-field and use the 3D MOT shim fields

to slightly reposition the cloud by less than a millimetre within 50ms prior to molasses
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Figure 3.2: Top-down drawing of the MOT and Science chamber.

cooling and subsequent loading into the CODT. During the MOT loading phase, the

cooling laser is red detuned to the F = 2 −→ F ′ = 3 transition by 20MHz and the

repumper is resonant with the F = 1 −→ F ′ = 2 transition, resulting in a temperature

of ∼ 200µK. The next step involves compressing the cloud before sub-Doppler cooling

and loading into the CODT, as the initial cloud is too large for efficient loading. The

magnetic fields are increased linearly from dB
dz = 15G/cm to 30G/cm in 18ms while

reducing the repumper power by a factor of four. The 3D MOT cooling beam is red

detuned by further 60MHz to 80MHz in total, and the power increased by 20%. While

the compression has no effect on atom number, it heats the cloud up to 300µK. We

turn on the CODT after compression and then lower the cloud’s temperature to 2µK,

using red molasses followed by Raman gray molasses cooling.

The CODT is made up of two 1070 nm lasers, intersecting at 17(1)◦. The two beams

have a waist of 425(5)µm and a power of 200W each. The cooling techniques both

require a zero magnetic field. We wait 3ms to change the frequencies of the cooling

laser for the red molasses while at the same time setting the magnetic fields to zero.

During this stage, the cooling beam is blue detuned 30MHz from the F = 2 −→ F ′ = 2

transition while the repumper remains resonant on the F = 1 −→ F ′ = 2 transition.

We apply red molasses for 13ms which cools the cloud down to 10µK. We then turn
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off the cooling beam and detune its frequency to 10MHz from the F = 2 −→ F ′ = 2

transition, for the Raman gray molasses. The repumper for the Raman gray molasss

is created by an electro-optic modulator (EOM) that generates a sideband at 6.8GHz

to the main cooling beam, which makes the two beams coherent with each other. The

molasses is used for 1.5ms and cools the cloud to around 2µK with around 1 × 109

atoms.

3.3 Optical Pumping

The cloud remains in the CODT for 300ms for free evaporation. For optically pumping

the atoms into the F = 2,mF = −2 state, we apply an offset field of 500mG. The atoms

are optically pumped into the F = 2,mF = −2 state by driving the F = 2 −→ F ′ = 2

transition, with the repumper beam on the F = 1 −→ F ′ = 2 transition. Both beams

are circularly polarised to drive the σ− transition. This process lasts for 1ms followed

by an additional 0.3ms using just the repumper. The magnetic field is then decreased

to 100mG in preparation for a microwave transfer from the F = 2,mF = −2 state

to the F = 1,mF = −1 state. Before the microwave transfer, the repumper is used

for another millisecond to remove any atoms left in the F = 1 state. The microwave

transfer is done by using a rapid adiabatic passage over 10ms with hyperbolic secant

(HS2) microwave pulses [30]. After the microwave transfer, a “blow-out pulse” is used

on the F = 2 −→ F ′ = 3 cycling transition, removing the atoms from the trap. After

these steps, there are approximately 1× 108 atoms in the F = 1,mF = −1 state in the

CODT.

3.4 Transport

A transport trap with waist 47(5)µm is turned on in 200ms. The transport laser is a

1064 nm wavelength with 12.5W of power, along the transport axis (Figure 3.2). We

spend 200ms to evaporate the CODT down to 20% of its initial power, which loads the

majority of atoms into the focus of the transport trap. The position of the transport

trap is changed by 25.8 cm in 1.5 s using a translation stage, to move the atoms from
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the MOT chamber into the Science chamber, where the high-resolution microscope

objective is located. A piezo mirror is used to precisely position the beam. Initially, it

is set such that the optimum number of atoms is loaded into the CODT. Then, during

the first 800ms, it is changed to move the position of the transport trap to overlap with

the CODT in the Science chamber. The transport is conducted at a maximum velocity,

acceleration and jerk of 180mm/s, 280mm/s2 and 2× 104mm/s3, respectively.

3.5 Science chamber

The atoms are loaded into the Science chamber CODT which is formed by the same

beams used for the optical lattice later in the experimental sequence. We have a mirror

on a rotation stage that changes the beam path from the CODT configuration to the

lattice configuration. At the same time, the B-fields in the Science chamber are turned

on. Next, the transport beam power is linearly reduced to zero in 500ms, resulting in

the loading of 3 × 106 atoms into the Science CODT. An offset coil is used to change

the B-field in preparation for a microwave transfer to the F = 2,mF = −2 state. First,

the atoms are evaporatively cooled in the CODT by exponentially turning the powers

down to 20% of their initial power, over 1.5 s. The vertical lattice is then turned on

with a hyperbolic tangent function

Vz = (U1 − U2) tanh
2t

τ
+ U2 , (3.1)

where U1 and U2 are the initial and final lattice depths, respectively, and τ determines

the steepness of the ramp. The ramp duration is 300ms, with τ = 100ms. This type

of ramp allows for the smooth turning on of the lattice beams to minimise excitations

through sudden changes in the lattice depth.

The CODT is then switched off in 50ms, and approximately 1×106 atoms are loaded

into the vertical lattice. This results in atoms populating 70 anti-nodes of the vertical

lattice. Before transferring atoms to the F = 2, we drive the F = 2 −→ F ′ = 2 transition

for 15ms to remove any atoms out of the F = 2 state. We then wait for 40ms for the

microwave amplifiers to turn on, and transfer the atoms into the F = 2,mF = −2 state
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Figure 3.3: Microwave spectrum for selecting a single anti-node of the vertical
lattice. The frequency is increased in steps of 2 kHz and with a sweep width of 7 kHz.
Each antinode in the vertical lattice is separated in frequency by 10 kHz

using the same rapid adiabatic passage used earlier over 10ms. Following this, we shine

in the repumper for 3ms to remove any atoms that remain in the F = 1 state.

3.6 Preparation of a 2D system

The next stage involves selecting a single antinode of atoms in the vertical lattice,

referred to as a ‘layer’. We transfer a single layer to the F = 1,mF = −1 and then

blowout the other layers. This leaves behind a single 2D system.

We ramp up a strong magnetic field gradient, dB
dz = 100G/cm, to create a spatially

selective microwave transfer and subsequently transfer atoms into a single layer to the

F = 1,mF = −1 state. The magnetic field gradient results in different energy level

splittings between the mF levels for each layer, allowing us to select different layers

of atoms by changing the frequency of the microwave. We then remove the remaining

atoms by driving the F = 2 to F ′ = 3 transition, leaving a single layer of atoms behind

in the F = 1 state (Figure. 3.3).

The magnetic field gradient is turned on in 150ms and held for 140ms. We use

a quadrupole field to generate the magnetic gradient field. We require the field to be
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Evap Dimple Gradient

Figure 3.4: Different stages of the evaporation sequence. The first stage is the
initial evaporation in the vertical lattice. The next stage adds the dimple trap, before
then applying a magnetic field gradient. The strength of the dimple allows for control
over the final atom number after evaporation.

locally flat on the atoms to select one distinct layer. To make sure that the symmetry

axis of the quadrupole field overlaps with the vertical lattice, we need to use the 3D

MOT coil and transport shim fields in addition to the science chamber shim fields and

offset coil. The quadrupole field is turned on to dB
dz = 100G/cm resulting in a frequency

shift of 10 kHz between the antinodes in the vertical lattice.

We use three microwave pulses and blow out pulses to minimise any atoms left

over in other layers. Initially, we transfer atoms into F = 1 and then blow away any

remaining atoms in F = 2. We then transfer the atoms to F = 2 using the microwave

pulse and repump the atoms in the F = 1 before then transferring back to the F = 1 and

blowing away atoms left in the F = 2. To find the microwave frequency corresponding

to the centre of a layer, we change the microwave frequency in steps of 2 kHz (Figure.

3.3). The width of the microwave sweep is 7 kHz which is narrower than the frequency

separation between the layers and allows us to find the centre of the layer. Each layer

is at a different position with respect to the focal point of the microscope objective.

Before every dataset taken in this thesis, this microwave spectrum was used to find the

centre of the layer that is in the focal plane of the microscope. After finding the centre,

the width of the microwave pulse was changed to 12 kHz to increase the probability

of transferring all the atoms in a single layer and to make it resilient to drifts in the

experiment, while still being narrow enough to not transfer any atoms in other layers.

The B-fields are then ramped down in 50ms. We keep a field on in the vertical direction,

B = 10mG, to avoid any mixing of the mF levels.
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Figure 3.5: Experimental sequence for the evaporation in a single antinode.
The black line is the vertical lattice depth. The red line is the dimple power and the
blue line is the magnetic field gradient. After evaporating in the vertical lattice, the
atoms are loaded into the dimple trap. Then the magnetic gradient is ramped on and
the dimple power reduced. The field is turned off slowly and then the dimple is turned
off and the vertical lattice reduced.

3.7 Cooling to quantum degeneracy

To cool the atoms down towards a Bose-Einstein condensate (BEC), we employ evap-

orative cooling in a titled trap, together with a dimple trap with frequency 850 nm.

The tilt evaporation method leads to run-away cooling and achieves higher phase-space

densities compared to just evaporation through lowering the trap depth [31]. The dim-

ple trap helps achieve higher phase-space densities [32] and reduces the displacement

of atoms from the vertical lattice during the tilt evaporation. Figure 3.4 illustrates the

different stages of the evaporation process. We first have an initial evaporation stage

in the vertical lattice and load atoms into the dimple trap. After this, we apply a

magnetic field gradient to tilt the potential.

As the dimple trap laser and the two beams used with the DMD (section 4) are

shone through the microscope objective, we need to position the objective before the

evaporation, which is different to the position we use for imaging. We take 30ms to

position the objective. After this, we start the evaporation sequence (Figure 3.5), with

the vertical (black), dimple (red) and magnetic gradient (blue) ramps displayed. We
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load the dimple trap within 500ms (τ = 200ms) (Equation 3.1). At the same time, the

vertical lattice depth is lowered from Vz = 120Er to Vz = 30Er. The atoms are held

within the dimple trap for another 100ms before we turn on the quadrupole field within

1.5 s to create a magnetic field gradient of dB
dx ≈ 36Gcm−1, along with linearly reducing

the dimple trap power by 20%. The strength of the dimple trap is used to control the

atom number after evaporation. We use the vertical shim field to keep the quantisation

axis in the vertical direction, while the gradient is ramped on. The quadrupole field

is then ramped off in 500ms and we subsequently ramp the dimple off in 350ms while

also ramping the vertical lattice down to 20Er. The vertical lattice is lowered to reduce

the harmonic confinement while remaining strong enough to not lose atoms into other

layers. The time taken for this ramp was experimentally determined to produce the

coldest clouds (Section 3.11), The temperature is affected by the position of the dimple

relative to the vertical lattice which is critical because the further away the dimple is

to the centre of the harmonic trap, the more time is needed to ramp down the power

to avoid heating of the cloud through mass transport of the atoms. There is then a

30ms hold time before the horizontal lattice are turned on.

We ramp the horizontal lattices on in 200ms (Equation 3.1, τ = 70ms). The

ramp time was experimentally determined to produce the coldest clouds by measuring

the temperature using radial fits (Section 3.11). The lattice depth determines both the

interaction and the tunnelling energy (Section 2.4). We ramp to the strongly interacting

regime to form a Mott Insulator, at a lattice depth of Vx, Vy = 20Er, with the vertical

lattice kept at Vz = 20Er, which gives U = 800Hz and J = 5Hz. This is the lattice

depth we primarily use to initialise the system and when measuring the temperature.

We hold the cloud for 50ms before we start the imaging procedure.

3.8 Imaging

To image the atoms, we first freeze the distribution by ramping the lattices to ap-

proximately Vx, Vy, Vz = 3000Er. We then detect the atoms via fluorescence imaging

through the microscope objective. We take a second image after we have turned the
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Figure 3.6: Single atom imaging set-up. a, 3D render of the microscope objective
set-up [29]. b, imaging the single layer of atoms. The molasses beams are used in all 3
directions and the objective captures fluorescence photons. The vertical molasses only
has one single beam going through the objective to the atoms, and not one coming
from the top as it would interfere with the imaging.

lattices off and use it as a background image that we subtract from the original image

to improve the atom reconstruction process.

To avoid excitations when increasing the lattice depth for imaging, we first increase

the lattice depths to Vx, Vy, Vz = 20Er and then to 50Er and finally to 3000Er. Each

ramp is linear and the times were experimentally determined by imaging a superfluid

in a shallow lattice. If the time to reach 3000Er is too long, there will be tunnelling

that leads to number squeezing and a higher observed atom number will be detected,

than expected for a superfluid. If the ramp is too fast then there is heating that leads

to atom loss. We found the optimal times for the freezing to be 0.5ms for the ramps

to 20Er and 50Er. We use 2ms for the final ramp to 3000Er.

After freezing the distribution, we set the magnetic field to zero within 30ms in

preparation for optical molasses cooling which requires the zero field. Additionally,

we also change the frequencies of the molasses cooling beam and the repumper. We

then focus the microscope objective on to the imaging plane and wait 50ms before

shining in the molasses. We use optical molasses light to both generate fluorescence

light and to cool the atoms to avoid losing the atoms during imaging. We use optical

molasses cooling in each direction, with individual control over each power. There
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a b

Figure 3.7: Fluorescence images of Mott insulators with and without modu-
lating the position of the molasses beam a, initial Mott insulator from the imaging
set-up. b, Mott insulator after quickly modulating the position of the molasses beam.

are a number of factors that affect the imaging including the lattice depth, imaging

time, molasses parameters and the magnetic field. The initial imaging process was with

400ms of imaging time and a 200ms hold time before taking the background image.

The background image has identical parameters, just without the lattice turned on. To

optimise the imaging process, instead of taking a background image we take a second

image with the lattice still on. By comparing the two pictures to each other, it is possible

to see atom losses and hopping events, where the atoms have moved sites between the

two images. The aim is to minimise or remove entirely any losses or hopping events

during the imaging, while maximising the photon count from each atom. We first

optimise the imaging process on a sparse cloud of thermal atoms, and then on a Mott

insulator. To find the optimal values for each parameter, we first vary the frequencies

of the main cooling beam and the repumper as this has the largest effect on the photon

count and losses. After this, we adjust the shim coils while measuring the hopping and

losses, to find the true zero field. The next step is to optimise the final lattice depth. If

the lattice depth is too low we observe more losses. For increasing lattice depth there is

a reduction in the single-atom photon count. To increase the photon count, we increase

the power of the optical molasses. Eventually, when the power is too strong, there is an

increase in the hopping and losses. We then changed the imaging time, and optimised.

We chose an imaging time of 1 s while having minimum atom losses and hopping, with

a single atom photon count of 4000− 8000.

When we image the Mott insulators, we have variations in the fluorescence of the
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Figure 3.8: Relation between the lattice depth and the band structure a, band
structure for a lattice depth of V = 13Er. The arrow indicates the energy gap to the
second band. b, Relation between the excitation frequency and the recoil energy. The
dotted line is the same lattice depth as used in the left graph.

images (Figure 3.7a). These differences are likely caused by fringes in the vertical

molasses beam from stray reflections from inside the objective. To smooth out the

fluorescence, we rapidly move the beam across the cloud using a piezoelectric mirror in

the paths of the vertical molasses [33] (Figure 3.7b). The signal we send to the mirror

is a triangle wave with frequency f = 100Hz.

We reconstruct the atom occupation from the fluorescence images using the Lucy-

Richardson deconvolution algorithm [34]. This involves finding single atoms at the

edges of the images and calculating the lattice phase and the fluorescence from a single

atom in order to reconstruct the entire image.

3.9 Lattice calibration

We use an intensity regulation process to control the power of the lattice beams. At

low lattice depths around 2Er to 14Er, precise control of the power is important for

the superfluid-to-Mott insulator transition, whereas high intensities are used for the

CODT and for the fluorescence imaging. To do this, we use a logarithmic photodiode

which we calibrate by measuring the real power and the photodiode voltage for specific

set voltages on the AOM.

To calibrate the lattice depth vs set voltage, we modulate the intensity of the lattice
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Figure 3.9: Parametric heating for lattice depth calibration a, The effect of the
modulation frequency on the cloud width. When the modulation frequency matches
the energy gap to the second band, the cloud is heated and its width increases. b,
Calibration curve for the set voltage vs lattice depth.

by combining the set voltage sent to the AOM with a radio-frequency (RF) signal from

a signal generator. When the modulation of the lattice matches the energy gap to the

second band, the atomic cloud becomes excited. We numerically calculate the band

structure for a range of lattice depths (Section 2.4), yielding the excitation frequency

as a function of lattice depth (Figure 3.8).

Exciting atoms to the second band heats the cloud and we can measure this as an

increase of its width (Figure 3.9a). We find the excitation frequency for a range of

lattice depths from the weakly-interacting to strongly-interacting regime. We keep the

other two lattice depths at 20Er when calibrating one lattice depth. After calibration,

there is a linear relation between the lattice depth and the set voltage (Figure 3.9b).

We typically have a 5% error in the calibration.

3.10 Lattice alignment

We need to align the horizontal lattices onto the vertical lattice to avoid mass transport

of the atoms towards the horizontal lattices when they are turned on. To align the

horizontal lattices with the vertical, we ramp one lattice on to a weak lattice depth

(5Er) and then 100ms later we turn the other horizontal lattice to a range of values
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from 5Er to 50Er. We measure the position of the cloud for each of the lattice depths.

If the position of the cloud changes with increasing depth, the horizontal lattice is

misaligned and dragging atoms over to it. We use a piezo-electric mirror to accurately

position the lattice beam until the cloud is no longer moving with increasing lattice

depth. This is done for both horizontal lattices.

3.11 Temperature

In order to extract the temperature and the chemical potential from the reconstructed

image of a 2D Mott insulator, we perform a radial average of the atom occupations

(Figure 3.10) and calculate the observed density and its variance [9]. In a Mott insula-

tor, we anticipate a constant density within each shell, with the variance approaching

zero. However, at the edges of the shells, non-integer densities and increased variance

may be observed due to the superfluid fraction at the edge of the system.

For higher temperatures, the number of holes and doubly-occupied sites increases,

leading to a decrease in density and an increase in variance. To measure the temperature

and the chemical potential, we fit the density and the variance to the radial average of

the atomic cloud using the following equations: [9]

ndet(r) =
1

Z(r)

∑
mod2(n)e

1
kbT

[µloc(r)n−En] (3.2)

σ2det(r) = n2det(r)− n2det(r) (3.3)

where n is the density, Z(r) is the partition function, kb is the Boltzmann constant and

EN = Un(n− 1)/2 is the interaction energy. In Figure 3.10, we present an example of

the temperature fit of a Mott insulator with an N = 2 shell. The density approaches

zero at the cloud’s center, where no atoms are observed due to light-assisted collisions.

The density increases towards one atom per site moving away from the centre before

it reduces again at the edge of the cloud. Error bars are larger at the centre due to

fewer data points in the radial average. For the depicted example, the temperature is

T = 0.121(7)U/kb, and the chemical potential is µ = 1.243(4). Typically, we achieve
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Figure 3.10: Temperature measurement of a Mott insulator a Reconstructed
image of an N = 2 Mott insulator. For fitting the temperature, we take the radial
average of the cloud by averaging the occupations between r and ∆r. b, the density
and variance fit on the radial average. The temperature extracted from the fit is
T = 0.121(7)U/kb and the chemical potential is µ = 1.243(4).

temperatures T < 0.1U/kb for N = 1 Mott insulators.

3.12 Time-of-flight imaging

By using time-of-flight (TOF) measurements you can map the spatial distribution to

the momentum [35]. When the horizontal lattices are turned off, the atoms remain in

the harmonic potential of the vertical lattice. After the atoms have evolved for one

quarter of a period in the harmonic potential [36], we freeze the spatial distribution

and this allows us to see the phase coherence as sharp peaks in the interference pattern.

When there is no phase coherence, we expect to see no interference pattern.

We turn off the horizontal lattices in less than 50µs and let the atoms evolve in the

vertical trapping potential for 8ms. If we ramp slower than 50µs, we do not see the

distinctive phase coherence peaks in the superfluid regime. We determined the time to

let the atoms evolve by freezing atoms in the superfluid regime for a range of times. As

the system evolves, the atoms move away from the centre in all four directions. The

atoms start to come back to the centre because of the harmonic trap. After one quarter
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16 Er8 Er
a b

Figure 3.11: Time-of-flight momentum imaging with the microscope a, flu-
orescence image of an atomic cloud at Vx = Vy = 8Er after turning the horizontal
lattices off and letting the atoms evolve for one quarter of a period in the harmonic
trap. b, fluorescence image of an atomic cloud at Vx = Vy = 16Er. The red shaded
areas represent the atom occupations used to measure the visibility (Equation 3.4) to
quantify the phase coherence in the system.

of a period they are the furthest away from the centre of the trap.

In the superfluid phase, we see four peaks away from the centre along the lattice

directions. In the Mott insulator phase we do not see any phase coherence and instead

see a sparse cloud of atoms that fills up the Brillouin zone. We measure the atomic

distribution of a superfluid at a lattice depth of Vx = Vy = 8Er and a Mott-Insulator

at Vx = Vy = 16Er (Figure 3.11). The visibility of the interference fringes can be

measured to determine the level of phase coherence in the system [37]. This allows us

to see the phase transition from Mott insulator to superfluid. The visibility is measured

by taking the atom number difference from the interference peaks to a region diagonally

from the cloud (Figure 3.11), and is given by

v =
nmax − nmin

nmax + nmin
(3.4)

where nmax is the atom count in the phase coherence peak and nmin is the one in the

diagonal space. When nmax ≫ nmin, the visibility approaches one, and decreases as

long-range phase coherence is lost. The red shaded areas in Figure 3.11 mark the two

areas used for measuring the visibility. The visibility can also be found as the difference
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Figure 3.12: Visibility measurement of the superfluid to Mott insulator tran-
sition The visibility measured for different lattice depths (Equation 3.4). As the lattice
depth increases, the visibility decreases.

in the interference pattern, which is calculated using the Green function [37]. A slow

changing Green function across the cloud is needed for long-range phase coherence and

having a sharp contrast in the density peaks.

The evolution time after turning the lattices off, brings the atoms to the edge of

the field of view of the imaging system. There is a higher variation in the single atom

fluorescence at the edges of the system as the vertical molasses does not provide a

uniform intensity across the cloud, and because of this we see that the four phase

coherence peaks are different from each other. To account for this, we only consider

one of the peaks when measuring the visibility (Figure 3.11). We would be able to use

all four peaks in the measurement if we reduced the time that the lattices are turned

off for but the initial measurements were all done with waiting for one quarter of a

period in the harmonic potential.

We measure the visibility for a range of lattice depths to show the Mott Insulator

to superfluid transition (Figure 3.12). Each data point uses 5 to 10 images averaged

to measure the visibility. The fluorescence images are binned in 5 × 5 pixels before

averaging and calculating the visibility. The error bars are calculated by measuring the

visibility for each individual image.

32



Chapter 3. Experimental setup

3.13 Heating

When we ramp down to the superfluid regime from the Mott insulator and then back,

we find that the temperature of the Mott insulator has increased from T = 0.1U to

T ≈ 0.2U . We believe that this is primarily caused by technical noise. We measured

the spectrum of the rf from the AOM drivers and found a 12 kHz modulation was caused

by the amplifier power inside the driver. To minimise noise on the lattice intensity, we

included isolation amplifiers on the control set point before the PI regulation boxes

for the AOM drivers and then common mode chokes before the drivers. The isolation

amplifiers reduce the ground noise on the set voltage and the common mode chokes

were designed specifically to reduce noise around 12kHz.
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Multi-wavelength single-site

addressing

In this chapter, we discuss the set-up for making spatial light potentials using multiple

wavelengths using the DMD. We will also show examples of the effect of such poten-

tials on atoms in a Mott insulating state. We can make repuslive or state-dependent

potentials depending on the wavelength of the light. We discuss the theory behind

transferring single atoms to another state and the experimental progress made. We

discuss the technique of modifying the optical lattice potential using a blue-detuned

repulsive light and how to change these potentials in position and shape within the

same experimental sequence. The experimental set-up for the DMD was built together

with Dr. Andrea Di Carli and Clemens Ulm, who also worked on the feedback algo-

rithm [38]. Lennart Koehn and Dr. Arthur La Rooij have both worked on the feedback

algorithm and on the time-varying potentials.

4.1 Introduction

To be able to explore more exotic systems compared to the 2D square lattice, we require

more control over the atoms and the potential. Light shaping has been developed with

optical tweezers and with box potentials for cold atoms [39, 40]. We use shaped light

incident on the optical lattice to alter the potential or to induce a local differential
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light shift on the atoms. Blue-detuned or red-detuned light, projected onto specific

lattice sites changes the energy offset ϵi. The blue-detuned light will raise the potential

of the lattice site, while the red-detuned light will lower the potential. Many models

being explored theoretically and experimentally require such control of the underlying

potential of the lattice [13,41–43].

87Rb atoms experience a differential light shift at a wavelength of 787 nm, where

the F = 1,mF = 1 state experiences zero light shift. This allows us to spatially

address atoms and bring them in and out of resonance with a microwave pulse to

transfer specific atoms between the F = 1 and F = 2 states. This gives the option to

create spin impurities in the system [33,44] and prepare systems with atoms on specific

sites which can be important, for example when investigating edge states in the Lieb

lattice [41].

To use these potentials with single-site resolution, we use a ViALUX V-9001 DMD.

The light is incident on the DMD and then expanded before the microscope objective

to give 18 × 18 mirrors on the DMD per lattice site. This oversampling allows us to

precisely control the power on each site. We use light at 666 nm blue-detuned potential

for dynamically changing the potential of the lattice, and 787 nm light to create a

differential lightshift.

4.2 Multi-wavelength set-up

We make use of two wavelengths incident on the DMD. The path for the two beams

is shown in Figure 4.1. The beams emerge from two separate optical fibres and are

expanded before the DMD and a dichroic mirror is used to combine them. The beams

are expanded such that the light potential covers a large area on the DMD, and covers

the entire cloud of atoms. The two beams require different angles of reflection off the

DMD to have as much optical power in one diffraction order as possible. To achieve

beam overlap after the DMD, only one beam can be in the blazing condition, where

a single diffraction order is maximised. Due to the limited laser power available, we

chose to set up the beam of the 787 nm laser in the blazing condition. The 666 nm laser

beam was not in the blazing condition but positioned to have the first diffraction order
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Figure 4.1: Schematic of the path for the 787 nm and 666 nm beams. The two
beams are expanded separately before hitting the DMD. After the DMD the beams are
then overlapped with the imaging path, before they are sent through the objective to
the atoms.

in the path of the 787 nm after the DMD [38].

After the DMD, we block the other diffraction orders and then have a pair of lenses

to demagnify the beam. The beam then needs to be overlapped with the imaging path,

which we do with a dichroic mirror. The imaging path projects fluorescence light from

the atoms onto an EMCCD camera. The imaging plane is relayed by a F = 300mm

and F = 400mm lens pair. Since there is a F = 300mm lens in the imaging path,

before overlapping the beams we include a F = 200mm lens to image the DMD on the

first image plane of the relay. After the F = 300mm lens, a flip mirror can direct the

DMD light onto a monitor camera, which is placed such that it is in the image focus.

This monitor camera is used in a feedback algorithm on the DMD pattern to remove

inhomogeneities in the light from the Gaussian beam profile and any aberrations.

The focus of the microscope objective is adjusted so that the images of atoms are

in focus on the EMCCD camera. To keep the image displayed on the DMD in focus

with the atoms, we need to refocus the microscope objective when using the different

wavelengths. To do this, the objective is mounted on a single-axis piezo translation
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stage with a 100µm travel. The 666 nm beam is used during the evaporation so we

optimise the dimple trap, that also goes through the objective and is used during

the evaporation, for the objective position needed for the 666 nm beam. After the

evaporation, we reposition the objective for the imaging.

We need to identify which mirrors on the DMD correspond to specific lattice sites

of the optical lattice and determine which mirrors align with particular pixels on the

monitor camera. To measure the position of the potentials displayed on the DMD to the

optical lattice, we display 5 circles and measure the positions of the circles on the atoms.

Using this data, we determine the coefficients of an affine transformation that maps the

pattern on the DMD to the desired lattice potential. The affine transformation takes

the form

T =


n1 n2 0

n3 n4 0

0 0 1

 , (4.1)

which covers translation, rotation, sheer and scale.

We do two separate measurements of the position of the circles for the two wave-

lengths, as the positions are slightly different. For the blue-detuned light, as it is gen-

erates a repulsive potential, we create holes in the cloud of atoms and calculate their

positions (Figure 4.2). With the 787 nm light, we create circles that have an attractive

potential for a cloud of F = 2 atoms. We take 3 sets of 10 images, where we average the

10 images and then find the centre of the averaged pictures. We then take the average

of the three centres and calculate the affine transformation between the co-ordinates

on the DMD and the position on the atoms using these 5 points. The transformation

is then used to create patterns that are aligned precisely on to the atoms. A pattern

is created to be placed on specific lattice sites, and the transformation is then used to

calculate the position needed on the DMD.
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DMD
Thermal cloud

T

Figure 4.2: Illustration of the affine transformation from the DMD plane
to the atom plane. The circles are displayed on the DMD and the positions on the
atoms are measured. An affine transformation is calculated from the positions on the
DMD to the position on the atoms.

4.3 Phase, feedback and dynamic control

We observe a small phase drift of the optical lattices [12] between successive realisations

of the experiment, resulting in position shift of approximately 0.05 d on average, where

d is the lattice spacing. This shift corresponds to displacing the pattern on the DMD

by a few mirrors. We determine this position shift from the position of single atoms in

the fluorescence image, and use it to adjust the position of the DMD pattern for the

next measurement to follow the phase drift. In this way the light stays in the same

place with respect to the optical lattice, with an estimated deviation of < 0.05d.

The DMD’s fast refresh rate of 8µs allows us to change between different patterns

on the DMD dynamically, and combined with the oversampling of mirrors for a single

lattice site, this creates the possibility to change between different patterns smoothly

and adiabatically for the atoms. We developed a custom software to determine the

intermediate DMD frames when specifying the initial and final positions of a pattern.

An initial frame is displayed during the system preparation, and after a trigger pulse, a

sequence of frames are displayed moving the pattern by a discrete number of lattice sites.

It is necessary to program the DMD in ‘uninterrupted’ mode to suppress the dark time

between successive frames. The transition time between frames is 8µs during which

the mirrors are released and the next configuration of mirrors is switched on. There is

a minimum software delay of 100µs to swap between frames.
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Figure 4.3: Light shift for F = 1,mF = −1 and F = 2,mF = −2 for wave-
lengths between the D1 and D2 lines. The light shift is calculated for a power
P = 200Wcm−1. At λ = 787.55 nm there is zero light shift on the F = 1 state.

The DMD is illuminated by Gaussian beams, meaning that the envelope of the

shaped light potential still has a Gaussian profile. Using the monitor camera, we can

image the light and observe this intensity profile. As we have 18× 18 pixels per lattice

site, we can remove pixels from areas with higher intensity to make each lattice site have

the same intensity. To generate smooth potentials we can use this removal technique

in a feedback protocol.

This feedback was not used for the experiments presented in Chapter 5 as small

differences in the intensity of the potential barrier did not have an effect for those mea-

surements. The disorder patterns (Chapter 6) require high accuracy between different

sites and so the intensity feedback is necessary. The feedback uses 20 iterations, in each

of which it takes an image with the monitor camera then adjusts the DMD pattern to

make the image closer to a target image [38].

4.4 Addressing beam

An addressing beam is used to generate state-selective potentials where we use light a

wavelength of λ = 787.55 nm, which induces a differential light shifts (Figure 4.3). At

this wavelength, there is no light shift on atoms in F = 1,mF = −1 state with σ− light

as there is equal contributions from theD1 andD2 lines. Atoms in the F = 2,mF = −2
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Figure 4.4: Microwave detuning for the transfer from the F = 1 state to the
F = 2 state with and without the light shift from the addressing beam. The
addressing beam is covering the whole cloud and shifts the transition frequency for all
atoms (blue line). As the power is not constant within the cloud, each atom is given a
different light shift and the width of the transfer is broadened. Without the addressing
beam, the width of the transfer is given by the frequency modulation for the microwave
transfer (red line).

state still experience a light shift, and this creates the differential light shift. Atoms

illuminated by the state-selective beam will require a different frequency of microwave

pulse to flip them to the other hyperfine state.

The light shift is dependent upon the polarisation of the beam. Due to the set-

up in the lab, we cannot measure the polarisation of the beam after the last optical

element before the atoms. We optimised the polarisation of the addressing beam by

measuring the light shift of the atoms, assuming that the shift is maximal for perfectly

circular polarisation. We started by applying a light shift to the entire cloud of atoms

to measure the overall lightshift on the atoms (Figure 4.4). The first measurement

was done without using the feedback algorithm on the intensity. We prepare a Mott

insulator at Vx = Vy = 20Er in the F = 1,mF = −1 hyperfine level, with every mirror

on the DMD active. The addressing beam is turned on adiabatically in 2.5ms and a

10ms microwave pulse is applied. The frequency of the microwave pulse is changed to

find the transition to the F = 2,mF = −2 level. A blowout pulse on the F = 2 to
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Figure 4.5: Microwave detuning with intensity feedback on the addressing
beam. The intensity feedback means that the width of the frequency to flip the entire
Mott insulator is much narrower.

F ′ = 3 is used to remove transferred atoms. The light shift on the atoms is directly

proportional to the intensity of the light. As we did not use the feedback algorithm, the

787 nm light potential has a non-uniform intensity and we do not see a narrow peak for

the microwave transition but rather a broad peak (Blue dataset in Figure 4.4) where

different areas of the cloud are transferred at different frequencies.

By using intensity feedback to create a beam with uniform intensity, the width of

the microwave transfer is narrower as the atoms experience the same light shift. We

start with atoms in the F = 2 and transfer light shifted atoms into the F = 1 and

blow away the atoms left behind (Figure 4.5). The feedback takes the light down to

the lowest intensity to create a flat profile, meaning that the lightshift is only 30 kHz

compared to without using the feedback. Rather than having all the mirrors active on

the DMD, we used a square pattern that covers the entire cloud, that is positioned in

the highest intensity region of the Gaussian beam on the DMD. The transition with

the addressing beam after feedback is shifted by 30 kHz which is far enough that we

can target specific lattice sites with the addressing beam and transfer them without
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Figure 4.6: Single line of atoms created using the addressing beam, with the
fluorescence image and the reconstructed atom occupation. We light shift a
single-line of atoms in the Mott insulator with the addressing beam and then use a
microwave transfer to transfer non-targeted atoms to the F = 2 and then remove them
using a blowout. The first panel shows the fluorescence from the atoms, and the second
panel shows the reconstructed atom occupations.

affecting the other sites.

To check how well we can select specific sites with the addressing beam, we prepare

single lines of atoms (Figure 4.6). The sequence for spin flipping atoms started with

first making sure every atom in the Mott insulator was in the F = 1,mF = −1 state.

We did this by applying a microwave pulse to take all atoms from the F = 1,mF = −1

to the F = 2,mF = −2. We then repumped the atoms in the F = 1 on the F = 1 to

F ′ = 2. After this, we used a second microwave pulse to bring all the atoms back in

the F = 1,mF = −1. We then turned on the 787 nm beam adiabatically in 2.5ms and

transfer the atoms that aren’t light shifted into the F = 2. We then used the blowout

beam on the F = 2, leaving behind the single line. We are able to prepare single lines

of atoms but there are a lot of sparse atoms remaining in the picture which is likely

due to an inefficient blowout beam.

Our removal efficiency with the ”blowout beam” is around 95%. We speculate

that this is caused by atoms falling out of the cycling transition F = 2,mF = −2

to F = 3,mF = −3 and going into the F = 1 state. To improve the efficiency,

we used multiple blowout processes on the Mott insulator. There still remain a few

atoms after the second blowout process, which is likely atoms that have fallen into
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DMD Monitor camera Mott Insulator

Figure 4.7: The repulsive potential pattern shown at the three different
stages of the experiment. The image is first displayed on the DMD and then
imaged on the monitor camera. The light is then used to shape the potential of the
lattice during evaporation and produce the Rb logo in the strongly interacting system.

the F = 1,mF = 0 state, that we did not transfer to the F = 2 with the microwave

transition.

We test the effect of the lattice depth on the microwave transition with the address-

ing beam. Starting in the F = 2 state, we transfer the entire Mott insulator to the

F = 1 state and then by blowing away the atoms that were not transferred, we can

measure if the lattice depth has an effect on the efficiency of the process. By going to

a deeper lattice (50Er), there is less holes in the Mott insulator meaning that there is

a higher transfer efficiency with the addressing beam.

4.5 Repulsive potential

We use blue-detuned light at a wavelength of 666 nm to alter the potential of the

optical lattice. When the light is sent to a specific lattice site, it increases the potential

of the lattice site. This gives us the capabilities to put potential barriers onto the

lattice potential, and create small potential offsets between sites. We first display the

pattern on the DMD and then image it on the monitor camera before imaging the Mott

insulator (Figure 4.7). We have the 666 nm light on during the evaporation for this

image.

We use the repulsive potentials in two different ways. In Chapter 5, we use it without

feedback to create potential barriers and in Chapter 6 we use it to generate a disorder

43



Chapter 4. Multi-wavelength single-site addressing

pattern. For the potential barriers, we turn all the DMD mirrors on corresponding to a

specific site, as small changes in the potential barrier height do not affect the physics.

With the disordered pattern, the differences between the intensity on each lattice site

is important so that intensity feedback is needed. This means that not all the mirrors

are on, and instead only the central mirrors are used.

It is important to know the strength of the repulsive potential sent to individual

sites. For the potential barriers, we want the barrier height to be around ϵ = 3U and for

the disorder pattern we need to know the difference between the highest intensity and

the lowest intensity. To calibrate the strength of the light sent to a site, we projected

a rectangular light pattern onto the atoms covering 5× 4 lattice sites. We started with

an n = 2 Mott insulator so that when the light shift induced by the repulsive potential

is equal to U , you will see atoms in the centre of the n = 2 shell and as you increase

it to 2U you will go back to seeing no atoms. The Mott insulator shell structure is

illustrated in Fig. 2.1. The power of the beam was controlled by intensity regulation

with an AOM before the DMD. The calibration is shown in Fig. 4.8. The potential

depths of the optical lattices were Vx = Vy = 20(1)Er and Vz = 35(5)Er, such that

U/h = 940(100)Hz.
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Figure 4.8: Calibration of the repulsive potential. a, Fluorescence image of atoms
in a Mott-insulating state with an inner n = 2 shell (visible as mostly empty sites),
illuminated with a square repulsive potential in a region of 5 × 4 sites, indicated by
the red square. For the three images, three different intensities of the blue-detuned
light were used, corresponding to potential heights of 0, U , and 2U . b, Observed atom
number within the region highlighted by the red square in a, as function of the set
voltage of the laser intensity regulation. Each data point is obtained by averaging the
counted atom number in three images, the error bars are standard errors. The peak of
the graph represents a potential height U at set voltage of 1.23(8)V [45].
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Chapter 5

Commensurate and

incommensurate 1D interacting

quantum systems

This chapter is based on the work published in Di Carli, A., Parsonage, C., La Rooij,

A. et al. ‘Commensurate and incommensurate 1D interacting quantum systems’, Nat

Commun 15, 474 (2024). The article is cited as Ref. [45].

5.1 Introduction

In this chapter, we make use of the DMD to control the commensurability of bosonic

quantum systems by using the dynamic potentials discussed in Chapter 4. Starting with

a commensurate system, where there is an equal number of atoms to lattice sites, we

reduce the system size while maintaining atom number to deterministically prepare a

low-entropy incommensurate quantum state. An incommensurate system is one where

the atom number is not an integer multiple of the number of lattice sites. We probe

the properties of the incommensurate system from the weakly to strongly interacting

regime and explore nontrivial site occupation probabilities in the ground state [46].

Finally, we study the particle mobility of the incommensurate system when subjected

to a bias potential.
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It is experimentally challenging to control the number of particles in a lattice [47]

and the lattice filling, which can dramatically change the properties of the quantum

system. The addition or removal of a particle in a commensurate lattice is analogous

to doping in semiconductors, and it is relevant to the physics of doped antiferromagnet

high-Tc superconductors [48]. Recent experimental studies using quantum-gas micro-

scopes have shed light on the role of doping in Fermi-Hubbard systems [49], by observing

bulk transport properties [50–52], string patterns [53], incommensurate magnetism [54],

magnetic polarons [55–57], and hole pairing via magnetic coupling [58].

The lattice filling is equally relevant for bosonic many-body quantum systems. In

the case of a commensurate particle number, i.e., an integer filling fraction, a homo-

geneous system can attain a Mott-insulating phase [6, 15], while systems with incom-

mensurate fillings in the strongly-interacting regime cannot form a Mott insulator.

Incommensurate fillings have had interesting quantum phases predicted, such as super-

solid and crystalline phases in one-dimension [59, 60]. The supersolid phase appears

even for short-range interactions in the incommensurate system. In the presence of a

disordered potential, the Bose-Glass phase can appear with the incommensurate filling

even in the presence of strong interactions [15, 61–63]. Incommensurate fillings have

been discussed with defect-induced superfluidity [64], where the removal or addition

of a single particle from the commensurate case changes the excitation spectrum from

gapped to gapless. Dynamic control over the shape of the light potential using a digital

micromirror device (DMD) can be used to prepare incommensurate systems, and has

recently been used to stir quantum gases to generate vortices [65–67] and to switch

between two optical potentials [57,58].

5.2 Preparation of (in)commensurate systems

To prepare our 1D commensurate systems, we follow the same experimental procedure

described in Chapter 3 up until the final evaporation down to the BEC. Before the

evaporation starts, we turn on 666 nm light over 100ms, that is shaped by the DMD

into two potential barriers projected onto the atoms. After this, we evaporate into the
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2µm

x

y

Figure 5.1: 1D system preparation. a, Left: fluorescence image of a Mott insulator
of 87Rb atoms in the presence of two repulsive potential barriers, visible as hollow rect-
angles in the centre, Middle: corresponding atom distribution. Right: Magnification
of the central region, highlighting the individual 1D systems with five atoms and the
location of the repulsive potential (grey shaded areas). Figure published in Ref. [45].

potential with the two barriers in place to avoid any heating effects from projecting the

barriers later in the sequence. We then change the lattice potential of both horizontal

beams from 0 to Vx = Vy = 50(2)Er within 500ms. This creates a 2D Mott-insulating

state with unit filling between the barriers (Figure 5.1). The potential barriers are

positioned such that we have 5 lattice sites between the two barriers. We use 50Er

as the lattice depth to initialise the Mott insulator as this is deep enough to avoid

tunnelling over the duration of the experiment. The ramp duration to 50Er is 500ms

instead of the 200ms used when we ramp to 20Er as described in Chapter 3. This

was experimentally determined to produce the coldest Mott insulators. During the

quantum phase transition from a superfluid to a Mott insulator, the open geometry

in the y-direction of the repulsive potential allows for the redistribution of residual

entropy towards the outer regions thus enhancing the preparation fidelity in the centre.

The experimental procedure is illustrated in Fig. 5.2a together with a phase dia-

gram in Fig. 5.2b. Initially, our commensurate 1D system in a Mott-insulating state

(Fig. 5.2a, panel i) is brought into the superfluid regime (Fig. 5.2a, panel ii). The posi-

tion of the repulsive potential barrier is then moved to reduce the number of available

lattice sites while retaining the atom number (Fig. 5.2a, panel iii). As a result, when

the 1D system is brought back into the strongly interacting regime, it can no longer
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Figure 5.2: Experimental scenario and phase diagram. a, Sketch of the procedure
to generate an incommensurate (doped) 1D quantum system: (i) Initial preparation of
a Mott insulating state, (ii) transition to the superfluid regime, and reduction of the
number of lattice sites by moving the potential barrier, (iii) transition into the strongly
interacting regime. b, Illustration of the phase diagram for the 1D Bose-Hubbard model
for finite particle number indicating the path followed through stages (i)-(iii). Figure
published in Ref. [45].

form a Mott insulator with unit filling, as shown in the phase diagram (Fig. 5.2b).

To characterise the commensurate and incommensurate 1D systems at each stage of

the experimental sequence (Fig. 5.3a), we record the on-site atom number parity with

the fluorescence imaging (Fig. 5.3b-e), as due to light-assisted collisions we measure the

atom number modulus two [9].

We calculate the probability of finding empty sites (sites that had no atom or an

even number of atoms) as a function of the lattice site (Fig. 5.3f-i) and a histogram of

the number of empty sites (Fig. 5.3j-m) per 1D system. We post-select the datasets

by excluding 1D systems (white dashed lines Fig. 5.3b-e) in which the wrong parity

is measured or in which an atom is detected at the position of the potential barrier.

After this post-selection we retain on average 70% of the 1D systems at the end of

the sequence, creating effectively a low-temperature subset of the measured datasets

[68]. For all datasets presented in this chapter, we have used the eight central 1D

systems between the barriers because of their slightly lower entropy and to discount

any possible effects from the edge of the potential barrier. Before taking each data set,
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the temperature of Mott insulating systems is measured, following the procedure in

Chapter 3.11. We measured the initial temperatures to be 0.10(3)U. We also measured

the temperature of the Mott insulator following the same procedure in Fig. 5.2b but

without compressing the system to see the effect of the lattice ramps on the final

temperature. The temperature of the clouds rises to around 0.15(5)U after the lattice

ramps which is the temperature we use for the theory simulations later in section

5.7. The temperature is an upper bound because the effective temperature for the 1D

systems is lower as a result of the reduced entropy in the centre region (Fig. 5.1) and

the post-selection.

We initially measure the preparation fidelity of five atoms on five lattice sites in

the strongly interacting regime. In this scenario with commensurate filling, each atom

is localised on a single lattice site. We adjust the position of the bars so that there

is not an increased probability to find holes on the edge of the system or atoms on

the barrier. This is done without any post selection. We typically take one set of 10

images before adjusting the position of the barriers by changing the displayed pattern

on the DMD by 0.1 lattice sites. After this, we measure 96(2)% of the systems with the

expected atom number (Fig. 5.3j), and in 4(2)% of the cases we find two empty sites

equally distributed across the system (Fig. 5.3f). We attribute these to our non-zero

initial temperature and to excitations arising from technical noise.
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Figure 5.3: Experimental procedure for doping a Mott insulator. a, Time-
dependent variation of the x-lattice potential, Vx. Numbers in circles indicate the
stages at which measurements are performed: (1) after preparation of a commensurate
system in a Mott-insulating state at Vi = 50(2)Er; (2) after preparation of a superfluid
state in a shallow lattice, Vc = 2.8(4)Er; (3) after creating an incommensurate system
by dynamically compressing the superfluid, (4) after increasing the lattice depth to
reach the strongly interacting regime again, Vf = 16(1)Er. b-e, Reconstructed lat-
tice occupation of one experimental realisation, showing the repulsive potential (grey),
atoms (dark red) and observed empty sites (light red) that result from both holes
and doublons. White dashed lines indicate rows excluded from the statistics by post-
selection. f-i, Observed probabilities of detecting an empty site. j-m, Probability vs
number of empty sites for the same system. Each histogram is obtained by averaging
over 260-380 independent 1D systems, and all error bars are the 95% Clopper-Pearson
confidence intervals. Figure published in Ref. [45].
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To enter the superfluid regime, the x-lattice potential is decreased from Vi =

50(2)Er to Vc = 2.8(4)Er within 150ms, thereby increasing J/U . We keep the y-lattice

at Vy = 50(2)Er to prevent tunnelling between the 1D systems. The atoms within the

superfluid 1D system become delocalised and due to the atom number fluctuations, we

observe an increased number of empty sites which have a uniform spatial distribution

(Fig. 5.3g). The boundary effect will reduce the chance of atoms appearing on the edge

of the system, but there is an increase in doubly-occupied sites that are more likely

to occur in the centre of the trap, making the uniform distribution after imaging. We

check that the atom occupations are equally spread over the 5-site system and that

there aren’t atoms on top of the potential barriers. If there is a higher chance of holes

appearing at the edge of the system or that atoms are on top of the barriers, then we

again adjust the position of the barriers until the occupation is near flat. We found

that the superfluid was more sensitive to the position of the barriers than the strongly

interacting regime. After adjusting the barriers with the DMD, we then measured the

initial preparation fidelity to check that it had not decreased. After bringing the atoms

to the superfluid phase and checking the hole probability is equally distributed, we

move the position of one of the potential barriers in 18 discrete steps, within 200ms.

The system size is reduced to four sites while retaining the five initial atoms per line,

creating a doped system with incommensurate filling. As a consequence, we observe

an odd number of empty sites (Fig. 5.3l) and check that the atom occupation is not

asymmetrical after moving the wall in or that there is a chance of atoms on top of

the wall. Then, the x-lattice potential is increased to Vf = 16(1)Er within 200ms to

bring the incommensurate systems back into the strongly interacting regime, leading

to the suppression of holes (Fig. 5.3m). The distribution of empty sites, which now

correspond to sites occupied by two atoms, shows a higher probability on the central

two sites (Fig. 5.3i). The occupation of the central sites is energetically favourable

due to the boundary, as predicted by our simulations of the single-band Bose-Hubbard

model (see section 5.7).

We verified that compressing the quantum gas in the superfluid regime using the

dynamic DMD potential does not result in significant atom loss when using a ‘frame
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Figure 5.4: Strongly and weakly interacting commensurate and incommen-
surate 1D systems. a, Number of empty sites per 1D system vs J/U for 5 atoms
on 5 lattice sites (black circles), 4 atoms on 4 sites (red squares), 5 atoms on 4 sites
(blue diamonds). Observed empty sites result from both holes and doublons. Error
bars show the standard error. Our numerical simulations show the number of empty
sites for T = 0 (dashed lines) and for T = 0.15U (dotted lines). b, Probabilities of zero
(red), two (orange) and four empty sites (brown) per 1D system vs J/U in a commen-
surate system with 4 atoms on 4 sites. c, same for an incommensurate system with
5 atoms on 4 sites, showing the probabilities of finding one (blue) and three (cyan)
empty sites. Each data point is obtained by averaging over 110− 190 independent 1D
quantum systems, and error bars in b and c are the Clopper–Pearson 95% confidence
intervals. Figure published in Ref. [45].

duration’ of 10 ms. To quantify the atom losses, we reverse the position of the repulsive

potential barriers to its original position over the same timescale as for the compression,

then transfer the system back into the Mott-insulating state. We found that with static

barriers we detected on average 4.81(5) atoms on five sites, while when moving and

reversing the potential barriers we detected on average 4.64(7) atoms. We also tested

5 ms frame durations and having only 10 frames per lattice site instead of 18 and found

no statistically significant difference experimentally.

53



Chapter 5. Commensurate and incommensurate 1D interacting quantum systems

5.3 Strongly and weakly interacting systems

We study the difference between an incommensurate and commensurate 1D system

when transitioning from the weakly to the strongly interacting regime. Specifically,

we prepare an incommensurate system with five atoms on four lattice sites, and com-

pare it to one with commensurate fillings of five and four atoms on five and four

sites, respectively (Fig. 5.4a). We use the same experimental procedure to prepare the

commensurate and incommensurate systems, the only difference being that repulsive

barriers are not moved for the commensurate ones. The number of observed empty

sites is compared to our numerical simulations (Section 5.7), taking into account the

time-varying potential during the entire experimental procedure, for both T = 0 and

T = 0.15U (Fig. 5.4).

In the strongly interacting regime, J/U ≪ 1, we observe on average less than 0.2

empty sites in the commensurate system, as it attains a Mott-insulating state. In

contrast, in the incommensurate system, we observe close to one empty site (Fig. 5.4a),

due to the appearance of a doubly occupied site resulting from one delocalised atom

on a localised background. As we increase J/U to enter the weakly interacting or

superfluid regime, the number of observed empty sites increases in all three cases, in

good agreement with the numerical simulation. Using the same data sets, we evaluated

the probabilities of detecting empty sites in each 1D system (Fig. 5.4b and c). As J/U

is increased, we observe that for the commensurate system with 4 atoms on 4 sites, the

probability of observing zero empty sites decreases below 0.5 while the occurrence of

two empty sites increases accordingly. This is well captured by the numerical simulation

that take into account the intensity ramps used to change the lattice depths. In the

case of incommensurate filling, the increase in the observed number of empty sites is

less pronounced, as the expected number of empty sites per 1D system in the superfluid

is only ≈ 1.6 at zero temperature.
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Figure 5.5: Effect of post-selection. a, Datasets of Fig. 5.4a, but without post-
selection, b same datasets with post-selection for comparison, c, probability of detecting
empty sites for 5 atoms on 4 sites without post-selection (datasets from Fig. 5.3i), d
same datasets after post-selection. Figure published in Supplementary Information of
Ref. [45].

5.4 Effect of post-selection

We show the effect of post selection on the hole histograms and the data used to study

the weakly to the strongly interacting systems (Figure 5.5). The effect can be seen

clearly in the strongly interacting commensurate systems, where an additional atom or

hole both lead to an increase in the observed atom number. In the incommensurate

system, a loss of one atom leads to a decrease in the observed empty sites while an

extra atom increases the number of observed empty sites. These two results mean that

the effect of the post selection is not as clear. Fig. 5.5c shows the distribution of empty

sites in the incommensurate strongly interacting system without post selection. The
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asymmetry in the centre of the system, where there is a higher chance of a doublon on

site 2 over site 3, matches with the higher chance of finding an atom on the right wall.

The increase of atoms on the wall is likely due to phase drift throughout the dataset

which effected the dynamic wall more than the static wall. The post selection decreases

the asymmetry in the system and creates a sharper contrast between the central and

outside sites. For Fig. 5.5c, atoms on the barrier accounted for 5% of the datasets.

Later, when we apply a bias potential to the incommensurate system (datasets shown

in Fig. 5.9), this rises to around 20% at the maximum potential gradient. We also

investigated post-selection based on a temperature measurement from the outside of

the cloud, but found no correlation between the temperature and the parity of the 1D

systems.

The fidelity of our initial system preparation is such that we observe zero empty

sites in typically 75% of cases, an incorrect parity in 20% of cases and two empty sites in

5% of cases. After the whole experimental procedure (Step 4 in Fig. 5.3a), we find that

the observed parity is wrong in 25%-40% of the cases, which we attributed to loss of

two atoms and particle-hole pair excitations due to heating from intensity noise of the

trapping lasers, especially during the intensity ramps. As the parity is conserved with

two-atom loss, it is not detected in the post-selection. Assuming that the probability

to lose an atom in our 1D systems is around 30%, then the probability of losing two

atoms is close to 10%.

We also find that the incommensurate systems require more post-selection indicat-

ing the system is more susceptible to losses which we attribute to the fact that these

systems have a non-gapped excitation spectrum and are more susceptible to technical

noise. Overall, we retain approximately 70% of systems for the data sets shown in

Fig. 5.4. For the experiments presented in Fig. 5.6, when we compress the system by

more than one site, we retain on average 60% of the datasets. When applying the bias

potential in Fig. 5.9, we find that about 55% of the incommensurate systems have the

correct parity, and 60%− 75% for the commensurate systems.

56



Chapter 5. Commensurate and incommensurate 1D interacting quantum systems

5.5 Atom number, variance and site occupations vs den-

sity

The specific number of atoms and sites available in an incommensurate system can

lead to non-trivial ground-state occupations that depend on the system size. We have

so far considered 5 atoms on 4 sites, and we now compare different incommensurate

states with 4, 5 and 6 particles to a Mott insulator with unit or double site occupancy

in the strongly interacting regime. For each 1D system, we evaluate as a function of

the average particle density, n, the detected atom number normalised by the number

of sites before dynamic compression, Ñ , (Fig. 5.6a). We also calculate the variance, σ,

from the mean atom number parity (Fig. 5.6b). When compressing the system by two

sites, we move both potential barriers in by one site rather than moving one barrier

in by two sites. We experimented with moving just one barrier but found that it lead

to increased atom loss and asymmetrical distributions. We attributed this to needing

more time than we used to compress the system across both sites than thought to

remain adiabatic. As expected, we observe Mott-insulating states with n = 1 (4 atoms

on 4 sites), where Ñ ≈ 1 and n = 2 (4 atoms on 2 sites), where Ñ ≈ 0, as doubly

occupied sites are detected as empty sites due to light-assisted collisions. We saw an

increased loss of parity when compressing 4 atoms down to two sites and a higher

than expected variance. To reduce the loss, we tried different final lattice depths and

found that only when going to 12Er we saw a lower parity loss compared to the 16Er

we have used for the other datasets. This suggests that the increased losses arise

during the lattice ramps that can more easily excite this system, or because the barrier

height has less difference energetically to the n = 2 Mott insulator compared to the

n = 1. The observed atom number decreases with increasing density, in agreement

with our numerical calculations for the ground states at T = 0 indicating adiabatic

state preparation. The variance, σ, is a measure for the compressibility for short-range

density fluctuations [69]. The compressibility shows how the density responds to a local

change in the chemical potential so that if the variance in the density is very low in the

harmonic potential then so is the local compressibility. The variance is lowest at integer
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densities in the incompressible Mott-insulating state. It attains its maximum value of

σ = 0.25 for non-integer densities [9]. Light-assisted collisions mean that for large

fluctuations in the atom number, the density tends to n = 0.5, which gives the variance

a maximum value of σ = 0.25. This is in agreement with the numerical calculations at

zero temperature (Fig. 5.6b).

The numerical simulations (Section 5.7) have been developed together with Dr.

Callum W. Duncan and Prof. Andrew J. Daley based on experimental parameter that

the experimentalists provided [45]. The numerical simulations compute the full wave

function by exact diagonalisation [70], and for comparison with the experimental results

we calculate the local parity operator, ŝi, of the ith site,

ŝi =
1

2

[
(−1)n̂i−1 + 1

]
, (5.1)

with the local number operator n̂i. We use the lattice occupation to measure the parity

of the atom number at a single lattice site, si = ⟨ŝi⟩, and the mean atom number parity

on M lattice sites, n̄ =
∑M

i=1 si/M , where M is given by the size of the 1D systems

multiplied by the number of realisations. From this, we calculate the variance of the

atom number via σ = n̄(1− n̄), shown in Fig. 5.6b.

In the case of two additional atoms on a localised background, the symmetry of the

system plays an important role. For 5 atoms on 3 sites (n = 5/3), it is energetically

unfavourable for both additional atoms to be on the same lattice site. We observed

that doubly occupied sites have a higher probability to be found on the outer sites

compared to the central site (Fig. 5.6e). The state |2, 1, 2⟩ is favourable, see Fig. 5.7b,

as it couples to both |1, 2, 2⟩ and |2, 2, 1⟩, reducing the kinetic energy of the ground

state, which is analytically given by 1√
2
|2, 1, 2⟩ + 1

2 |1, 2, 2⟩ +
1
2 |2, 2, 1⟩ in the limit of

U/J → ∞. This state is robust against the presence of a weak harmonic confining

potential and the small offsets from the adjacent potential walls. This is in contrast

to the state with 6 atoms on 4 sites (n = 6/4), for which we observe the additional

atoms mostly on the inner two sites (Fig. 5.6d). Specifically, out of the systems post-

selected to have two empty sites, we observe the empty sites (corresponding to sites

with two atoms) next to each other in 76(7)% of the cases. In 55(7)% of the cases the
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Figure 5.6: Atom number, variance, and site occupation of commensurate
and incommensurate systems. a, Observed atom number normalised by the ini-
tial number of atoms, Ñ , vs density, n, for systems of 6 atoms prepared on 6 sites
dynamically compressed to 5 and 4 sites (black), 5 atoms on 5 sites compressed to 4
and 3 sites (blue), and 4 atoms on 4 sites compressed to 3 and 2 sites (red). Experi-
mental values are shown as squares, theoretical ones as circles. The statistical errors of
the experimental values are smaller than the size of the datapoints. b, Atom number
variance, using the same densities as in a. c-f, Site-resolved probability to detect an
empty lattice site with increasing density, for 4 atoms on 3 sites, 6 atoms on 4 sites, 5
atoms on 3 sites and 4 atoms on 2 sites, respectively. Error bars in b-f are the 95%
Clopper-Pearson confidence intervals. Figure published in Ref. [45].

two empty sites are in the centre, corresponding to the observation of state |1, 2, 2, 1⟩,

see Fig. 5.7a. Unlike the n = 5/3 system, the n = 6/4 system is very sensitive to

additional potential offsets, such that the inclusion of the harmonic confinement and

wall potentials leads to a favoured occupation of the central sites, while in a perfect box

potential the predicted density profile is flat. All our observations are well explained by

the single-band Bose-Hubbard model, while being consistent with previous numerical

calculations beyond the single-band model [46]. The inclusion of higher bands was

shown to result in repulsion effects and fragmentation of the on-site density. While

such effects will be present here, their observation would require the ability to probe

the atomic wave function with sub-lattice-site resolution, hence it is not done in this
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Figure 5.7: State detection probabilities for incommensurate systems with
two additional particles. a, Probability to detect the different number states for a
system with 6 atoms on 4 sites. b, same for the system with 5 atoms on 3 sites. Figure
published in Supplementary Information of Ref. [45].
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Figure 5.8: Calibration of the magnetic gradient field. a, Observed occupancy
within the centre 5×5 sites of a n = 1 Mott Insulator at U/h = 830(100)Hz versus the
modulation frequency. The line is a fit with a double Lorentzian to obtain the peak
positions. Each data point is obtained by averaging over the atom number counted
over five images. The error bars are the standard error. b, Energy shift per lattice
site for three different magnetic gradient field strengths. The line is a straight line fit
through the origin. Figure published in Supplementary Information in Ref. [45].

thesis.
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Figure 5.9: Mott insulator and doped insulator in a bias potential. a-c, Proba-
bility distributions of detecting an empty site in a commensurate system (four atoms on
four sites) for maximum energy shifts per lattice site ∆E/J = 0(1), 5(1), 9(1) resulting
from the bias potential. d-f, same distributions of an incommensurate system for the
same potential (five atoms on four sites), where the empty site can result from the
detection of a doublon. g, Centre-of-mass shift, x̄, measured in lattice sites, relative to
the original distribution as a function the energy shift ∆E, for a commensurate (red
squares) and incommensurate (blue diamonds) system, together with the correspond-
ing numerical simulations of the ground state (dashed lines) and the ensemble average
(dotted lines). Errors of ∆E/J and x̄ are calculated via error propagation from the
gradient calibration and from the counting statistics, respectively. Each histogram is
obtained by averaging over 100− 300 1D systems. Figure published in [45].

5.6 Particle mobility in a bias potential

It is expected that doped insulators will behave differently from undoped ones when

subject to external probes, e.g., when measuring their compressibility and particle

mobility. To show this we investigate how the commensurate and incommensurate

systems change when subject to a gradient potential of the form Ĥg = ∆E
∑N

i=1 i n̂i,

where ∆E denotes the energy shift per lattice site and n̂i the local number operator.

We use a deep lattice, Vx = 16(1)Er, J/h = 9(1)Hz, and a magnetic bias field that is

slowly increased within 500ms using the same hyperbolic tangent function that is used

for the lattice ramps, with τ = 200ms to maintain adiabaticity. We calibrate the bias

field by applying it to a Mott insulator without any barriers, and then modulate the

lattice intensity at a range of frequencies. When the modulation frequency matches

the interaction energy plus or minus the gradient potential, the atoms will be excited
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to an occupied neighbouring site. This reduces the observed occupancy, creating two

peaks in a scan of the modulation frequency (Figure 5.8a). We only measured the

occupancy in the central 5 × 5 sites to reduce the effect of the harmonic potential on

the calibration. We calculated the energy shift from the external potential for three

different strengths and fitted the data (Figure 5.8b). The peaks fitted for the calibration

were asymmetrical, with a clearer signal for the left peak (when the modulation matches

the gradient minus the interaction energy).

When the bias field is applied to a commensurate system of four atoms on four sites,

the distribution of the the empty sites remains almost unchanged (Fig. 5.9a - c) [71].

In the incommensurate system of five atoms on four lattice sites, the probability of

finding the additional atom (detected as an empty site), is skewed in the direction of

the force produced by the gradient (Fig. 5.9d - f), showing that the doped insulator has

a different and nonzero compressibility compared to the undoped state. We quantify

this effect by computing the centre of mass, x̄, of the histograms in Figs. 5.9a to 5.9f as

a function of ∆E. We compute the centre of mass in the case of the incommensurate

system using x̄ =
∑4

i=1 i wi/
∑4

i=1wi, where wi is the probability to find an empty site

(i.e., the extra atom on a doubly occupied site) on lattice site i. To match this for the

commensurate system, we use w̄i = 1−wi instead of wi, such that for the histograms of

both commensurate and incommensurate systems the centre of mass shift of the atoms

is calculated.

While there is no change of the centre of mass for the commensurate system

(Fig. 5.9g, red squares), for the incommensurate system (Fig. 5.9g, blue diamonds),

x̄ increases with ∆E, showing that the incommensurate (doped) system is compress-

ible [72, 73]. The centre-of-mass shift is sensitive to the specific shape of the potential

barriers and the harmonic confinement, which is accounted for by the numerical simu-

lation of the system dynamics (see Section 5.7).

5.7 Numerical simulations

For strongly interacting systems towards the Tonks-Girardeau limit with filling above

unity, it is known that higher bands need to be accounted for as the on-site repulsion
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results in a fragmentation of the density of the particles in the ground state within

individual sites [46]. However, for the case considered here, the quantum gas microscope

can resolve between single sites and not for the particle density within a site. Therefore,

we consider the single-band (lowest energy) Bose-Hubbard model to model the atoms

in the one-dimensional optical lattices (Chapter 2). We calculate J and U from the

Wannier functions (Section 2.4), while ϵi accounts for the weak harmonic confinement

and the impact of the wall potential, taking into account the calibrated height of the

potential barriers and the point-spread function of the microscope.

We emulate the dynamics of the experiment numerically, accounting for the full

Hilbert space of the finite lattice with fixed particle number in all cases. The state is

initialised in the Mott insulator of the lattice with commensurate filling and we numer-

ically implement the same protocol for higher filling factors. For the ramps between

deep and shallow lattice potentials, we evolve the system through the implementation

of the unitary evolution operator for discrete time steps, with a maximum error for

individual steps of 10−6. We simulate the discrete steps of the potentials caused by

the discrete frames of the DMD pattern when moving the barriers. To account for an

initial thermal distribution of the state, we evolve each initial eigenstate individually

and calculate the final non-zero temperature state as the sum of the evolved states

weighted by the Boltzmann distribution. Figure 5.10 shows the eigenstate energies

across the experimental sequence, with the corresponding atomic densities. There is a

slight asymmetry in the final result due to the compression on one side of the system.

Overall, we find good agreement between the zero temperature numerical results and

the experiment.

The imaging quench to a deep lattice was simulated across a range of starting J/U

values for both commensurate and incommensurate densities to ensure that it does not

introduce non-adiabatic effects and results in a frozen density profile. As the same

imaging quench is used in each of the experimental realisations, we exclude it from the

simulation.

There is a small probability that the initial one-dimensional system of the experi-

ment has one more or one less atom than the number of lattice sites. We have simulated
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Figure 5.10: Numerical simulations. a, the black lines are the eigenstate energies
and the red line is the energy of the dynamical zero temperature state. b, atom density
at each individual site over the four points of the experiment. The calculations have 7
sites as it includes the two walls as sites with potential offsets.

the impact of this non-perfect state preparation to confirm that the observation of ad-

ditional empty sites is not due to excitations from non-adiabatic effects, as these would

not be captured by our numerical protocol with fixed atom number. We emulate the

imperfect preparation by simulating the case of one additional atom and one less atom.

We then combine the results with those assuming a perfect initial state preparation,

to mimic what we observe experimentally using the post-selection process. The com-

bination of the results is weighted to match the experimental data, assuming that the

incorrect state preparation arises from an equal number of holes and doubly-occupied

sites.

Details of potential shape

In our numerical simulations we take into account the point spread function of the

imaging system, which is calculated assuming it is diffraction limited, causing a broad-

ening of the repulsive potential barriers and an energy offset, ϵoff , on the lattice site

closest to the barrier (Fig. 5.11). For a repulsive barrier producing a maximum light

shift of ∆LS/h = 3.3(5) kHz = 3.5(5)U , the energy offset is ϵoff = 0.027(4)∆LS =

2πℏ × 90(10)Hz. This offset becomes significant when we apply the bias potential
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(measurements presented in Fig. 5.9) as this energy offset opposes the centre of mass

shift. For the lattice depth Vx = 16(1)Er used in Fig. 5.9, the energy offset on the

outermost site of the system is ϵoff ≈ 0.1U ≈ 10J .
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Figure 5.11: Effect of the point spread function on the potential shape. a,
Lattice potential of the projected repulsive potential barriers (red) and that of the
combined potential including the optical lattice (blue). b, Magnified view of the outer
two lattice sites to show the energy offset ϵoff. Figure published in Supplementary
Information of Ref. [45].
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Strong-interactions limit

The standard Bose-Hubbard model can be solved in the limit of strong interactions via

perturbative approaches, instead of using Trotter-Suzuki decomposition in this work to

simulate the system dynamics [74]. For fixed atom and lattice site numbers, as studied

in this work, we can use the limit of U/J → ∞ (deep lattice) to further restrict the

finite Hilbert space. From this, analytical solutions for the low-energy states can be

found [70]. For example, in the case of 5 atoms on 3 sites, as we take U/J → ∞

it is natural to assume that the possibility of three atoms occupying a single site is

vanishingly small due to its high onsite-interaction energy of 6U . As we have fixed

atom and site number, states with two atoms in a single site must be allowed, giving

the restricted Hilbert space for the low energy states of {|221⟩ , |212⟩ , |122⟩}. The

Hamiltonian is then the kinetic energy term only, with the interaction term being a

constant diagonal offset for each basis state. The ground state is then given by

|ψ⟩5on3GS =
1√
2
|212⟩+ 1

2
(|221⟩+ |122⟩) , (5.2)

with the favouring of the atoms being located on the edge of the system. This is in

good agreement with the experimental data for 5 atoms on 3 sites (Figure 5.6c).

A similar process can be repeated for each configuration considered in the main

text. For example in the case of 6 atoms on 4 sites, we obtain:

|ψ⟩6on4GS =
1

2
(|2121⟩+ |1212⟩) + 1√

5
(|2112⟩+ |1221⟩)

+
1

2
√
5
(|2211⟩+ |1122⟩) ,

(5.3)

and the case of five atoms on four sites

|ψ⟩5on4GS = N
[
|1211⟩+ |1121⟩+ 2

1 +
√
5
(|2111⟩+ |1112⟩)

]
, (5.4)

with N = (1+
√
5)/

(
2

√
2 + 1

2

(
1 +

√
5
)2)

. With 6 atoms on 4 sites, we would observe

a flat distribution for the hole probability, which is in contrast to our experimental
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results as explained earlier (see section 5.5). The results for five atoms on four sites give

an increased chance fir the atom to be found in the centre, matching our experimental

results (see section 5.2).

5.8 Discussion

We have studied the effects of commensurability in one-dimensional bosonic quantum

systems. Key to this is our ability to produce engineered dynamical light potentials at

the scale of single lattice sites. Starting from a commensurate filling with a known atom

number between static potential barriers, we moved the barriers to change the number

of available lattice sites, producing incommensurate systems. To characterise our degree

of control of the state preparation, we characterised these systems by measuring the oc-

currence of holes and doublons from strong to weak interactions. For incommensurate

systems, featuring delocalised atoms on a localised background, we observed non-trivial

site occupation probabilities, in agreement with our numerical calculations. Studying

the spatial distribution of our systems in a potential gradient, we observed particle

mobility and compressibility of the incommensurate systems, while the commensurate

ones remain in an incompressible Mott-insulating state. To enable the study of larger

systems, a weaker external confinement would be required, which can be achieved by

programming a deconfining potential using the DMD. This would also allow us to study

systems doped with holes instead of particles. Introducing disorder to incommensurate

systems leads to a way to further explore the transitions between superfluid and Bose

glass for few-boson systems and the effect on compressibility [15, 61, 63]. For ladder

systems, control over the atom number can lead to further interesting effects including

the realisation of a ‘rung Mott insulator’, predicted in a two-leg ladder with half fill-

ing [75, 76], where atoms are localised over two sites on each leg (Section 7.0.2). Our

methods for generating dynamically controlled potentials can also be used to adiabati-

cally prepare low entropy states with controlled incommensurability or doping in both

bosonic and fermionic systems.
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Disordered systems

6.1 Introduction

In this chapter, we use the DMD to generate reproducible random patterns that locally

offset the lattice potential to realise the disordered Bose-Hubbard model.

The Bose-Hubbard model is an effective model and basis for quantum simulation

of real materials but it misses the effect of impurities in crystals that can be present in

real materials. Disorder is present in most real-world materials to varying degrees and

has effects on the thermalisation and transport [77]. Disorder has been studied across a

wide range of areas in condensed matter physics, with interacting and non-interacting

gases, in both experiment and theory. For non-interacting atoms, any disorder leads

to Anderson localisation which occurs because of wave interference from scattering on

the disordered medium [78]. Anderson localisation has been observed in cold-atom

systems with quasi-periodic lattices and external potentials [79–82]. When interactions

are added, Anderson localisation no longer occurs as the system tries to minimise the

interaction energy which counteracts the localisation [83, 84]. The interplay between

disorder and interactions opens up more complex physics, such as the occurence of

the Bose glass phase for interacting bosons in a disordered medium, and spin glasses

in fermionic systems [62, 85–87]. The Bose glass phase is theorised to exist between

the superfluid and Mott insulator for any amount of disorder, and is a ground-state

phase that is insulating and compressible [88,89]. It has no long-range phase coherence
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unlike the superfluid, but has a gapless energy spectrum. The Bose glass has a non-

zero Edwards-Anderson parameter that can be used to distinguish between the Mott

insulator and the Bose glass [90]. It has been observed in 2D in a lattice with an

external potential and in a quasi-crystal [91, 92].

By tuning the strength of the disorder and the lattice depth, we have taken initial

steps to exploring the transition from the superfluid or Mott insulator to the Bose glass

[91,93,94]. By using time-of-flight imaging, we can differentiate between the superfluid

and the Bose glass states by observing the system’s long-range phase coherence [92,95].

The phase coherence could also be determined by measuring the superfluid fraction from

Leggett’s formular [96]. By calculating the Edwards-Anderson parameter (see Eqn.

6.2), we can tell apart the Mott insulator from the Bose glass [90]. We demonstrate

the preparation of the Bose glass phase in a 2D harmonic trap and initial work towards

probing the phase diagram for the disordered Bose-Hubbard model.

One of the areas of interest in this context is the effect of disorder on thermalisation

and ergodicity. For a system to be ergodic, all microstates of the system must be

equally probable over a long period of time. Thermalisation requires redistribution

of particles and energy in the system and so localisation directly counteracts that.

Localised systems can be used to encode quantum information in the initial state that

is not lost at long times [77]. Many-body localisation is caused by disorder in an

out-of-equilibrium state where the state of the system does not thermalise. Many-

body localisation was shown for fermionic and bosonic systems with external potentials

[13, 97, 98]. The Bose glass is a groundstate phase rather than an out-of-equilibirum

system and the exact nature of how it might connect to many-body localisation is not

well-understood. A method to explore the ergodicity of the Bose glass involves crossing

the phase transition from the Bose glass to the superfluid. If the Bose glass is non-

ergodic, there will be significant heating from changes in the Bose-glass regime and the

system will not be able to restore phase coherence [92].

The majority of ultracold atom experiments with disordered systems make use of

speckle patterns or quasi-crystals, where you do not have exact control over the disor-

dered system you generate [99–102]. By using the DMD, we can program reproducible
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Figure 6.1: Illustration of the phase diagram of the disordered 2D bose-
hubbard model. The Bose-glass is theorised to exist between the superfluid and the
Mott insulator for increasing disorder, leading to no direct transition between the su-
perfluid and the Mott insulator. If the disorder strength is greater than the interaction
energy, then the Mott insulator cannot form.

disorder patterns that match the patterns used in the theory calculations. We can also

explore the effect of a different number of disordered patterns on the measurement of

the Edwards-Anderson parameter. This work was started at the end of my PhD and

has been continued after finishing writing the thesis.

6.2 Preparation of the Bose-glass state

The Bose-glass phase is theorised to exist between the Mott insulator and superfluid

states for any amount of disorder in the system. This means that there is no direct tran-

sition between the two phases in the presence of disorder (Figure 6.1). The disordered

Bose-Hubbard model is given by
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Figure 6.2: Experimental procedure for preparing a Bose-glass. First, the
depths of the horizontal lattices are set to Vx, Vy = 10Er to prepare a 2D superfluid
where the atoms are delocalised over the lattice sites. Then the light with the disorder
pattern is turned on while going to a deeper lattice. The disorder pattern creates the
potential offsets between different lattice sites that leads to regions of localisation.

Ĥ = −J
∑
i,j

â†i âj +
∑
i

U

2
n̂i(n̂i − 1) +

∑
i

(ϵi − µ)n̂i +
∑
i

∆in̂i , (6.1)

where ∆i is the disorder potential offset on each site. ∆i creates random energy offsets

on each lattice site, with a uniform box distribution ∆i ∈ [0,∆], where ∆ is the disorder

strength.

We generate the disorder pattern on the DMD and use the feedback algorithm

(Chapter 4) to compensate for the Gaussian beam intensity distribution. To have

access to more optical power for the disorder we use an octagon shape for the pattern.

As the feedback algorithm regulates to the lowest value of the Gaussian light incident

on the DMD, using a smaller shape that still covers the entire atomic cloud gives us

more optical power. In the phase diagram for the disordered Bose-Hubbard model, as

the disorder causes the Mott lobes to decrease in size, we can monitor the formation

of the Bose-glass by preparing a deep lattice, Vx, Vy = 14Er, with increasing disorder

strength. As we have a varying chemical potential, for increasing disorder strength the

Bose-glass will first appear at the edges of the system and then eventually the whole

system will be a Bose-glass once ∆ > U .

To realise the Bose glass phase, we first prepare a 2D superfluid with a lattice depth
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Figure 6.3: Calibration for the disorder pattern. a, Fluorescence images of the
Mott insulator with single lines of intensity with increasing strength. As the intensity is
increased, the lattice sites that the light is incident on have reduced occupancy down to
zero. Due to the point spread function of the microscope objective, the neighbouring
lattice sites have some intensity and they also experience a reduced occupancy with
increasing strength. b, probability of occupancy in the single lines that have repulsive
light incident on them and the probability for the neighbouring single lines that do not
have the repulsive light incident on them.

of Vx, Vy = 10Er with no disorder. We ramp to this 2D superfluid over 200ms and

τ = 70ms. We then ramp simultaneously the repulsive potential and the lattice depth

to their final values over 100ms (Figure 6.2). We found that the switch-on procedure

for the disorder potential was critical in determining the final state of the system. When

the disorder pattern was applied simultaneously with the horizontal lattice beams, only

small changes in phase coherence and the Edwards-Anderson parameter (Section 6.3)

were observed, likely due to increased heating. However, heating was reduced when the
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random potential was introduced at a lattice depth of 10Er. At this depth, the atoms

remained in the superfluid phase, where tunneling was still possible, and the system

was able to adjust to the added disorder potential. This two-step process, enabled the

preparation of the Bose glass phase while minimising changes to the lattice depth that

could otherwise induce heating.

We calibrate the depth of the disorder pattern by comparing it to the chemical

potential of the system. We project a pattern with distinct lines of light and increased

their intensity until the atoms are removed on the neighbouring sites (Figure 6.3).

This provides an initial calibration of the strength of the disorder pattern. Lines with

repulsive light are fully removed at a set voltage of 0.4V, which corresponds to a light

shift equal to the harmonic potential offset at the edge of the cloud (300 Hz). The

approach can also be used to determine the percentage of light that is incorrectly

projected on neighbouring sites. We observe that sites show a reduced occupancy after

a set voltage of 0.6V. This effect reduces the effective disorder strength. The total

strength of the disorder pattern is the difference between the maximum and minimum

potential depth.

6.3 Edwards-Anderson parameter

The Bose-glass differs from the Mott insulator by the absence of an energy gap and

a finite compressibility, and from the superfluid by the absence of long-range phase

coherence. As the disordered Bose-Hubbard model has three competing phases, an

order parameter that can distinguish the Bose-glass from both the Mott insulator and

the superfluid is needed. One such order parameter is the Edwards-Anderson order

parameter which is zero in the Mott insulator and superfluid, and non-zero in the

Bose-glass. The Edwards-Anderson order parameter is given by

q = ⟨n̂i⟩2 − ⟨n̂i⟩
2

(6.2)

where the overline refers to the disorder average and the brackets the thermal average

(Figure 6.4) [90]. It can be seen that for no disorder, q = 0, as in the Mott insulator,
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Figure 6.4: Illustration of the method for calculating ⟨n̂i⟩ for the Edwards-
Anderson (EA) order parameter. A number of images are taken for each disorder
pattern and averaged. Each set of disorder-averaged pictures are then used to calculate
the EA parameter.

n̂i has a fixed integer value. In the superfluid state, the order parameter should also

go towards zero as n̂i remains the same value for each thermal average of the system.

Experimentally, the superfluid phase leads to a non-zero value of q. In the presence of

weak disorder, the superfluid will have some correlations between the density and the

disorder as the change in chemical potential leads to an inhomogeneous superfluid. The

temperature will also contribute to a non-zero q throughout the cloud. This makes it

difficult to differentiate between the superfluid and the Bose-glass using the Edwards-

Anderson parameter.

We have taken preliminary results on the transition from the Mott Insulator to

the Bose-glass by measuring the Edwards-Anderson parameter for increasing disorder.

In the Mott Insulator, we see that q approaches zero in the centre of the cloud, but

has a non-zero value on the edge (Figure 6.5). This is due to the finite temperature
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Figure 6.5: Average occupations and Edwards-Anderson parameters. a, Av-
erage occupations and EA parameter for the Mott insulator with zero disorder. The
occupations are constant at one in the centre of the cloud, and q is zero. At the edges
of the cloud, q increases and the average occupations decrease due to the finite temper-
ature of the cloud. b, Average occupations and EA parameter for a cloud with disorder
strength less than the interaction strength. q increases on the edge of the cloud but
remains zero in the centre where the system is still Mott insulating with constant oc-
cupations. The illustration of the wavefunctions shows the Bose-glass starting to form
on the edges. c, Average occupations and EA parameter for the Bose-glass, where
the disorder strength is now greater than the interaction energy. q is near constant
through the system and the average occupations are no longer constant in the centre
of the cloud.

as the entropy of the Mott insulator is pushed to the edge of the cloud where we

observe particle number fluctuations. The average occupation in the centre of the Mott

insulator is one, with very little variance, which is what leads to the zero Edwards-
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Figure 6.6: Radial average of the Edwards-Anderson parameter for different
numbers of disorder patterns. As more disorder patterns are used in the calcula-
tion, the larger the Edwards-Anderson parameter. This effect continues until 4 disorder
patterns, where adding anymore has minimal effect on the results. The data shown is
taken at Vx, Vy = 14Er and ∆/U = 2.5.

Anderson parameter. When the disorder is added, q increases on the outside of the

cloud while staying at zero in the centre. Once the strength of the disorder is larger

than the on-site interactions, a Bose-glass is formed and q is non-zero throughout the

cloud.

We study the effect of using different numbers of disorder patterns on the Edwards-

Anderson parameter (Figure 6.6). The Edwards-Anderson parameter measures the

correlations between the density and the disorder. Only including a small number of

disorder patterns increases the probability of having regions that are similar across all

the disorder patterns, which would reduce q. We take the radial average of q over the

cloud and we find that q close to doubles in value going from using just two patterns

compared to four patterns. There is not any difference when including a fifth pattern,

suggesting that there is not a need to use more than 5 disorder patterns to get an

accurate value for q.
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Figure 6.7: Radial average of the Edwards-Anderson parameter for different
disorder strengths. Data taken at Vx, Vy = 14Er.

We investigate the effect of the disorder strength on the Edwards-Anderson param-

eter by looking at the radial averages of q for the cloud. For each dataset we took 5

sets of 10 images, with a different disorder pattern for each set. In the case with no

disorder, we find that it approaches zero in the centre of the cloud and rises to q = 0.04

at the edge of the cloud. When we start to use the disorder, with ∆/U = 1, q at

the edge of the cloud rises to over 0.08 and the centre of the cloud increases slightly to

q = 0.02, suggesting that we have now reached the Bose-glass phase. Further increasing

the disorder leads to the centre of the cloud rising up to q = 0.06. There is no change

from ∆/U = 2 to ∆/U = 2.5.

When the disorder strength is equal to the interaction energy, we should see an

increase in the Edwards-Anderson parameter in the centre of the cloud. Our initial data

shows an increase in q at ∆/U = 1 which matches with our calibration for these initial

results. Other groups have calibrated the disorder strength by using the differential light

shift on atoms, which involves measuring the frequency difference required to transfer

atoms between two hyperfine levels [13]. They start with a uniform box distribution
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Figure 6.8: Time-of-flight images for a range of disorder strengths. The time-
of-flight imaging was done for Vx,y = 10Er in both horizontal lattices. The lattices
were turned off in less than 50µs and the atoms were allowed to evolve for 8ms.
The increasing disorder strength leads to a loss of long-range phase coherence that is
measured by calculating the visibility (Figure 6.9.)

for their pattern and measure a skewed Gaussian distribution on the atoms from the

light shift.

6.4 Time-of-flight measurements

One of the features of the Bose-glass is the lack of long-range phase coherence. The

Bose-glass can be described as having regions of superfluid ’puddles’ that are indepen-

dent from each other, meaning that there is not a global phase that can be extracted
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through the momentum distribution of the cloud. The superfluid to Bose-glass tran-

sition should then be characterised by a loss in phase coherence and can be measured

as a decrease of the visibility as seen with the superfluid to Mott insulator transition

(Figure 3.12).

We first turn the lattices to Vx,y = 10Er and then turn the disorder on. The

lattices are turned off in less than 50µs and there is 8ms before the distribution is

imaged. As the disorder strength is increased, the peaks at the edge of the image

from the phase coherence become less pronounced as atoms become spread out across

the image (Figure 6.8). For small ∆, the phase is still superfluid but as the disorder

pattern locally changes the chemical potential, the superfluid will be an inhomogeneous

superfluid. This means that the density across the superfluid is not uniform so that

there is a reduced superfluid fraction from this before the transition to the Bose-glass.

To quantify this effect, we measure the visibility of the cloud (Section 3.12) for

different disorder strengths to quantify the transition from superfluid to Bose-glass. The

visibility decreases for increasing disorder strength in line with the expected formation

of separated superfluid ’puddles’. The exact point of transition from the superfluid to

the Bose-glass has not been calculated theoretically for the visibility. We also explored

other methods of quantifying the phase coherence, including the width of the centre

peak, but we found that the visibility had less error in the measurement as the small

number of atoms in the experiment made it hard to fit the width of the centre peak.

6.5 Outlook

To summarise, we have shown two experimental methods for distinguishing the Bose-

glass from the Mott insulator or the superfluid. Both experimental methods for iden-

tifying the Bose-glass can be used to map out the phase diagram of the disordered

Bose-Hubbard model. By varying the lattice depth with different disorder strengths,

we can look at how the Bose-glass opens up between the Mott insulator and the su-

perfluid. One area to explore is if there is or isn’t a direct transition from the Mott

insulator to the superfluid with disorder present.

Investigating the Bose-glass to superfluid transition is a way to explore the ergodic-

79



Chapter 6. Disordered systems

0 0.4 0.8 1.2 1.6 2

Δ/U

0

0.2

0.4

0.6

0.8

1
V
is
ib
ili
ty

Figure 6.9: Visibility measurement for increasing disorder strength. The visi-
bility is calculated from the images in Figure 6.8 by taking the difference between the
peak and the corner (Section 3.12).

ity of the Bose-glass. As any small change in a non-ergodic phase will lead to heating,

it should not be possible to go from the Bose-glass back to the superfluid. This can be

measured through the phase coherence. This effect has been measured from a Bose-

glass in a quasi-crystal going to a simple cubic lattice, and measuring an increase in

the FWHM for systems that had been in the Bose-glass compared to those that had

not been [92]. We also would like to explore if there is an effect on the hold time in the

Bose-glass before imaging the phase coherence.

We have the capabilities to create 2D and quasi-2D geometries with specific number

of lattice sites and atom number. This would allow the preparation of systems like a 2D

system with 10x10 lattice sites, that can easily be captured with numerical simulations
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Figure 6.10: Fluorescence image of a 10x10 area surrounded by a potential
barrier with disorder. To prepare a specific size 2D lattice with disorder, a potential
barrier at the edge of the disorder pattern is used.

(Figure 6.10). The experiment and the simulations would be able to use the exact same

disorder pattern. It would be possible to then explore the Mott insulator to Bose-glass

transition by lowering the lattice depth, looking at where regions of superfluid puddles

appear and then by continuing to lower the lattice how two superfluid puddles combine

together.

In 1D, systems with spinless non-interacting fermions can be explored by using

hardcore bosons, where the interactions approach infinity. Ladder geometries are then

used to look at simple quasi-2D systems that can still be simulated [76, 103]. In the

presence of disorder, hardcore bosons and non-interacting fermions behave differently

as Anderson localisation occurs for the non-interacting particles. This provides a simple

method for exploring the differences between bosons and fermions in the presence of

disorder [104].
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Conclusion and outlook

7.0.1 Conclusion

In conclusion, we have presented 2D lattice experiments with ultra-cold atoms and

single-site imaging. The introduction of the DMD to the experimental set-up has given

more experimental control over the lattice including being able to prepare incommen-

surate and disordered systems. We can alter the underlying potential of the optical

lattice using the 666 nm beam to make repulsive potentials and create specific sized 1D

and 2D systems. We used the DMD dynamically to move images displayed on the DMD

with sub-lattice site resolution. We used an intensity feedback algorithm to improve

the accuracy of the images displayed on the DMD.

Through the use of engineered dynamical light potentials we have been able to

explore commensurate and incommensurate one-dimensional systems. Dynamic poten-

tials on the single-site scale have allowed for the controlled preparation of incommensu-

rate systems by reducing the number of available lattice sites in the weakly-interacting

regime. We were able to study non-trivial site occupation probabilities of the incom-

mensurate systems and compare them to numerical simulations. Finally, we studied

the differences between commensurate and incommensurate systems in the presence of

a potential gradient. The incommensurate systems feature compression and particle

mobility that is not present in the commensurate system.

By having control over the potential of single sites, we have introduced disorder

to the system by having random offsets to the optical lattice. We explored the effect
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a b c

Figure 7.1: 2-leg ladder. a, Schematic of the Rung-Mott insulator. Each rung should
have one atom (black) and one hole (white). b, fluorescence image of a closed ladder
system. c, reconstruction of the fluorescence image.

that disorder had on the long-range phase coherence in the system and measured the

Edwards-Anderson order parameter in situ. We demonstrated preparation of the Bose-

Glass, as shown by the loss of phase coherence and the change in the order parameter,

with the intent to plot out the phase diagram in the future.

7.0.2 Outlook

We have demonstrated preparation of incommensurate 1D systems through dynamic

potentials and it would be interesting to progress this technique to other lattice geome-

tries. The addressing beam can be used in combination with different lattice geometries

to prepare atoms on specific lattice sites. In this section, we look at some of the fu-

ture experiments that are possible with the technical improvements, and some other

experimental possibilities.

Ladders

In 1D systems, it was shown earlier that incommensurate systems host different physics

in the strongly interacting regime (Chapter 5). Progressing this to ladders introduces

different effects than in the 1D case. Ladders differ to 1D systems in the strongly

interacting regime at low filling as they allow particles to pass each other by using the

other leg of the ladder. In a 1D lattice at low filling and strong interactions, two atoms
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cannot pass each other and the system can described as a Tonks-Giradeau gas [105].

When a second leg is added to the system, at incommensurate fillings you now have a

superfluid phase where the atoms are able to pass each other. This does not always hold

true as, specifically at half filling in a 2-leg ladder (see Figure 7.1), hardcore bosons are

theorised to form a Rung Mott insulator that is incompressible and has a gapped energy

spectrum [75, 106]. An atom becomes delocalised across two sites on the two separate

legs and the tunnelling is suppressed in the other direction. Through the addition of a

particle or hole, the system can be brought back to the superfluid regime.

The Rung Mott insulator has not yet been realised experimentally and there remain

open questions about the interleg tunnelling, interaction strengths and the minimum

system size needed to experimentally see the phase. It is theorised that the Rung

Mott insulator will exist for any amount of interleg tunnelling but finite temperature

effects might mean that it doesn’t hold true experimentally [76]. There are various

approaches to preparing an incommensurate ladder, and these need to be investigated

in order to identify a method that achieves high preparation fidelity while remaining

in the ground state. The first method we have tried involves tuning the lattice to

Vx, y = 10Er to prepare a superfluid, and then turning the ladder potential on over

200ms while simultaneously changing the lattice depth to Vx, y = 20Er (See Figure

7.1). This method produces a 2-leg ladder but with a filling close to commensurate. To

prepare the ladder at half filling, we could start with a closed box, only one site wide

and then dynamically move one wall outwards by one site to prepare the system at half

filling. For this method to work, we would need a high fidelity preparation for the one

site wide box. Another method we could try would be to make use of the 787 nm beam

(4), to select a single line of atoms in the Mott insulator state and use a microwave

pulse to move all the other atoms to the F = 2 state and then heat them out the

trap with a resonant beam. After this, we can swap to using the 666 nm and place the

potential walls around the single line of atoms before then changing the lattice to the

superfluid regime and then changing them to prepare the Rung Mott insulator.

The addition of disorder into the ladder system lets you probe the phase diagram

between Bose-glass and Rung Mott insulator with disorder strength, interactions and
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J > 0

J = 0

J < 0

Figure 7.2: Time-of-flight imaging for a driven lattice. Increasing the driving
strength reduces the effective tunnelling following a Bessel function.

atom number. For varying disorder strengths, there exists a Bose-glass phase between

the superfluid and Rung Mott insulator when changing the atom density. For large

enough values of disorder, the Rung Mott insulator cannot exist as the gap will be

filled with localised states [75]. For a 3-leg ladder, there exists a Rung Mott insulator

at one third filling. This density can also feature a ’gapless Mott insulator’ which is

incompressible but without the gap that normally characterises a Mott insulator [107].

Recently, ladders have been used with artificial magnetic fields to generate Meisnner

states and vortex states, using Raman-assisted tunnelling to control the tunnelling

amplitudes [103, 108–112]. There is also a proposal on how to prepare solitons in a

ladder [113].

Floquet

We are able to control U and J together with the power of the optical lattices, but it is

also possible to control both individually. U can be controlled through a Feshbach res-

onance and J can be controlled with amplitude or phase modulation, which is referred

to as Floquet physics. Amplitude modulation is where the intensity of the lattice is
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modulated at a specific frequency and amplitude. Phase modulation involves modulat-

ing the phase of the lattice, which can be achieved by moving the retroreflecting mirror

of the lattice with a piezo. Modulating the lattice can have different effects [114–117],

and is most commonly used to create a reduced tunnelling term in the Hubbard model

through time-averaging of high frequency modulation [118]. The effective tunnelling

term has the form

Jeff = JJ0(K/ℏw) (7.1)

where J0 is the first order Bessel function and K is the driving strength. We demonstrate

the effect of increasing the driving strength using phase modulation on a BEC with

momentum imaging in free space (Fig. 7.2). As the driving strength is increased, Jeff

reduces and reaches zero where there is no well-defined interference peaks. When Jeff

becomes negative, the interference peaks are now at the edge of the band rather than

in the centre.

Rubidium 85

It is possible to rework the experiment to work with 85Rb instead of 87Rb. The experi-

ment starts with a natural source of rubidium so there is already 85Rb readily available

to use. 85Rb has an advantage over 87Rb by having a more easily accessible Feshbach

resonance at 150G. This can be used to control the interactions between atoms, that

is needed for some experimental realisations [119,120].

To change the experiment to working with 85Rb, we need to first change the laser

locks for 85Rb transitions. The master laser can easily be changed to lock onto the 85Rb

transition instead. The other lasers are offset locked to the master laser that involves

mixing the beat signal with a 5.8GHz. By changing it to 2.2GHz, we are able to lock

all the lasers to the 85Rb transitions. There is also a microwave set-up already in place

for the 3GHz transitions between the F = 2 and F = 3 hyperfine states and there

is progress towards winding and placing Feshbach coils into the experiment. We have

performed red and grey molasses with 85Rb and loaded the atoms into the CODT [121].

The next steps to the procedure is the atom transport before loading into the lattice,
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cooling and imaging. It is likely the Feshbach resonance is needed for to control the

interactions for both the transport and the cooling stage [122].

With the introduction of a second master and repumper laser, it would be possible

to work with 85Rb and 87Rb together. Using the two species together can allow you to

create effective models [123]. The two species also have Feshbach resonances between

the two atoms to control their interactions [22,124]. 87Rb might be able to be used to

sympathetically cool the 85Rb atoms if we are not able to reach the same temperatures

that we can with 87Rb.
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