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Abstract

This thesis is concerned with the analysis and design of FIR multirate filter banks. 

Focusing on the time-frequency relation of the filter bank structures, various de­

sign methods have been developed. Standard digital filtering techniques are used 

such as windowing, and least squares in conjunction with the multirate struc­

tures of the filter banks to obtain efficient designs that will allow a great degree 

of flexibility in controlling the frequency characteristics of the filters. A spectral 

factorisation technique is introduced to design three-channel based systems in 

the z-domain. This method extends the well known two-channel based design, 

and requires no numerical optimization. Time-domain algorithms are introduced 

to design M-channel systems with arbitrary length filters and arbitrary system 

delays. Aliasing cancellation and perfect reconstruction conditions in the time 

domain are addressed. A recursive technique is proposed which uses the synthe­

sis filters from one iteration to update the analysis filters for the next. Wavelets 

provide a new method for time-scale analysis of non-stationary signals. Filter 

banks are used to construct several classes of wavelet transforms; orthonormal, 

bi-orthogonal, and new low delay wavelets using the time-domain formulation.
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Chapter 1

Introduction and Motivation

1.1 Introduction

Multirate digital signal processing has played a major role in the development of 

signal processing theory and design, especially with the growing need for fast and 

efficient algorithms, that deal with very large data sets.

Triggered by the first book in multirate signal processing in the mid 1980’s [23], 

the research has grown rapidly.

Perhaps the single most important development in multirate systems was the 

introduction of the two-channel filter bank by Croisier et. al [24], They intro­

duced the QMF(Quadrature Mirror Filter) in speech coding, where a signal could 

be split into channels using non-ideal filters, subsampled and then reconstructed 

without spectral overlap(aliasing). The subband signals can be individually coded 

to suit its characteristics.

1



Ch.l: Introduction and Motivation 2

Smith and Barnwell [93], and also Mintzer [73] showed that the QMF can be de­

signed to achieve Perfect Reconstruction!Pit). Subsequently the theory has been 

extended to an arbitrary number of channels, with various solutions and struc­

tures. [106] [116] [118] [109].

Vitterli [117] demonstrated the possibility of using multirate filter banks in multi­

ple dimensions for applications in subband coding of images. Woods and O ’Niel 

[124] applied multirate filter banks to image compression in a separable fash­

ion, where the filters are applied to each dimension at a time. Karlsson and 

Vitterli [49] demonstrated the use of filter banks in three-dimensional coding of 

video. Subsequently multidimensional theory was generalized to arbitrary sam­

pling patterns, where the filtering is nonseparable [122][53][101].

Independent of the work on multirate filter banks, families of functions obtained 

from a single prototype function by dilation and translation have emerged in 

applied mathematics in the work of Grossman and Morlet [37], and have since 

become known as wavelets.

Wavelets are a more efficient tool for analyzing non-stationary signals, where 

high-frequency short wavelets are used for high resolution time analysis, and long 

ones for high resolution frequency analysis.

The wavelet transform basically overcomes the drawbacks of the Short-Time 

Fourier Transform(STFT) introduced by Gabor[32], where the analysis is per­

formed at a fixed time-frequency resolution [9]. The Continuous Wavelet Trans­

form ^  W T) can be discretized so that the set of basis functions form an orthonor­

mal set, leading to the Discrete Wavelet Transform(DWT).
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Daubechies[25] showed that the DYVT can be viewed as a particular subband 

scheme, one in which the low-pass branch is iterated leading to octave band split­

ting. This was also demonstrated by Mallat and Meyer [59][68] within the concept 

of multiresolution analysis of signals. Multirate filter banks also find applications 

in signal scrambling [22] , spectral analysis [95], and adaptive filtering [50][34][30].

Research in this area has focussed on developing the reconstruction theory, iden­

tifying and classifying the various solutions, developing filter design procedures 

and algorithms, and the realization of efficient structures for implementation. The 

research literature mostly assumes that there is no processing of the subbands 

signals, such as quantization. This approach is adopted in this thesis.

Most of the theoretical development and design procedures have been based on 

frequency domain(z-domain) analysis of the systems.

The goal of this thesis is to develop algorithms relating both the z-domain and 

the time-domain. Standard digital filter design techniques are used directly in 

the design procedures. The designs are based on linear optimization techniques, 

since most of the designs in the literature use non-linear optimization, which is 

computationally intensive and does not always produce optimal residts.
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1.2 Overview of the Thesis

Chapter 2, develops the background material required for the remainder of the 

thesis. The fundamental building blocks of multirate systems are first reviewed. 

Next the analysis and design of two-channel filter banks are discussed. The 

general filter bank with arbitrary number of channels is reviewed. The discussion 

is based on the z-domain formulation. Although other techniques are briefly 

discussed. Finally the wavelet transform and its relation to multirate filter banks 

is reviewed.

Chapter 3 considers the spectral factorisation method for designing multirate 

filter banks. The technique is reviewed for the two-channel case, where it is the 

most common design method. Previous attempts to design arbitrary channel 

systems using spectral factorization are discussed. A new approach to the design 

of three channel FIR analysis/synthesis systems is then presented. This approach 

is based on frequency symmetry and does not require numerical optimisation. 

Chapter 4 is concerned with the time-domain analysis and design ol FIR multirate 

filter banks. The analysis is based on a block matrix formulation. Conditions 

for alias cancellation and perfect reconstruction are presented. The relationship 

between the block matrix time-domain formulation and the polyphase lossless 

conditions are established. A novel time-domain technique for designing multirate 

filter banks using standard digital filter design methods is presented.

Chapter 5 discusses the concept of low delay filter banks. A direct z-domain 

analysis and design of the two-channel system is first investigated. The time- 

domain formulation is then used to design low-delay filter banks. With a simple
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modification to the time-domain technique developed in chapter 4, efficient low 

delay filter banks can be designed.

Chapter 6 the wavelet transform and its relation to multirate filter banks is 

discussed. Orthonormal and bi-orthogonal wavelets are designed using the time- 

domain technique. A new family of wavelets are introduced termed ’Low Delay’ 

wavelet transforms, which addresses the problem of the growing delay in iterated 

filter banks. Chapter 7 concludes the work, and future research directions are 

discussed.

1.2.1 New Research Results

The main contributions of this thesis are summarized as follows :

• A new z-domain spectral factorization approach for designing 3-Channel 

based FIR Analysis/Synthesis Systems [5].

• Design of M-Channel FIR filter banks based on a general time domain 

framework, where the filter lengths and system delays are arbitrary [6].

• The design of low delay filter banks both in the z-domain and the time- 

domain [8].

• The design of a large class of Discrete Wavelet Transforms, based on the 

new time-domain approach [7].



Chapter 2

Review of Multirate Filter 

Banks

2.1 Introduction

In this chapter the necessary groundwork for the newer material developed in 

the subsequent chapters is presented. The chapter begins by reviewing basic 

multirate operations and relationships which are fundamental concepts in the 

area of multirate signal processing. Multirate filter banks, are then discussed 

starting with the two-channel filter bank, which is the most widely used. For the 

M-channel system the conditions for alias cancellation and perfect reconstruction 

are much more complicated. The general theory for perfect reconstruction and 

the concept of losslessnes within the polyphase structure of the filter bank is 

discussed.

A class of systems termed modulated filter banks, with the property that all the

6
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filters are derived from a single prototype filter is then reviewed.

Finally the relation between filter banks and the wavelet transform theory is 

discussed.

(a)

x (n) y(n)

(b)

x(n) y(n)

Figure 2.1: (a) Downsampling (b) Upsampling

2.2 Multirate Signal Processing

In multirate systems the sampling rate is varying throughout the various parts of 

the system, the basic building blocks and operations are presented in this section.

2.2.1 Downsampling

Downsampling is a linear periodically time varying operation denoted by a down­

going arrow shown in Figure (2.1(a)), where M is a positive integer. Downsam­

pling by a factor M has the effect of retaining one out of every M-th sample of 

the input sequence [23].

y(n) =  x(Mn) (2.1)
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The operation is illustrated in Figure (2.2) for M=2.

The frequency domain relationship is

i M —l

Y(eju) =  T7 E  X(e j(w+2rk)/M) (2.2)
M k=0

and in the z-domain

i M —l

Y(z)  =  T7 L  (2.3)
M  k-o

The relationship between the frequency response X(e :’UJ) of the original sequence 

x(n) and the frequency response V'(eJU') of the decimated sequence y{n) is illus­

trated in Figure (2.3).
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y(n)

Figure 2.2: Downsampling in the time domain; x(n) is the input sequence; y(n) 
is the downsampled sequence for M=2.

(•)

o>>

Figure 2.3: Downsampling in the frequency domain;(a) Input spectra; (b) Down- 
sampled by 2, the spectral replicas stretch by a factor of 2
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2.2.2 Upsampling

Upsampling is a linear periodically time varying operation denoted by the upgoing 

arrow shown in Figure (2.1(b)), where L is a positive integer. Upsampling by a 

factor L has the effect of inserting (L -  1) zeros between successive samples of 

the input sequence. This results in expansion in time [23].

2 /H
x(n/L) n =  kL

<
0 otherwise

This is illustrated in Figure (2.4) for L — 2.

In the frequency domain

Y{eiw) =  X{ejLw)

(2.4)

(2.5)

and the z-domain

Y(z) =  X ( z M) (2.6)

This is illustrated in Figure (2.5) for L =  2.

Y(e^)  is an L-fold compressed version of X(eiLJ), which results in an imaging 

effect. Aliasing causes loss of information, because of the possible overlap of the 

stretched versions of X(e^w). Imaging does not lead to any loss of information 

since no time-domain samples are lost.
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x (n )

Y(n)
8

6

4

2 <

<

>

<

>

>

<

. . . .  A. .

)

5  10 15

Figure 2.4: Upsampling in the time domain for L =  2.

(»)

Figure 2.5: Upsampling in the frequency domain; (a) Input spectra; (b) Upsam­
pled by 2, spectral replicas compressed by a factor of 2.
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2.2.3 Decimation and Interpolation Filters

To avoid aliasing in the downsampling process, the downsampler is preceded by a 

bandlimiting filter H(z)  whose purpose is to avoid aliasing. A low-pass filter with 

a cutoff frequency uc =  7r/M  serves the purpose. The whole process is termed 

decimation, and is illustrated in Figure.(2.7).

To eliminate the images created in the upsampling process a low-pass filter follows 

the upsampler. The filter is called an interpolator which has the effect of filling the 

zero-sampled values introduced by the upsampler. This operation is illustrated 

in Figure (2.8).

2.2.4 Fractional Sampling Rate Alterations

In some applications it is required to change the sampling rate by a rational factor 

L/M. This can be achieved by upsampling by a factor L followed by downsam­

pling by a factor M.  This is shown in Figure (2.6). The filter H(z)  has a cutoff 

frequency that is the lowest of the two cutoff frequencies n/L and 7r/M .

Figure 2.6: Sampling rate alteration by a factor L/M
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(a)

x (n) y (n)

(b)

Figure 2.7: (a) The decimation operation; (b) Typical magnitude response of a 
decimation fdter

(a)

H (z)
L I

y(n)

Figure 2.8: (a) The interpolation operation; (b) Typical magnitude response of 
an interpolation filter
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2.2.5 Multirate Identities

An upsampler can be interchanged with a downsampler if and only if the sam­

pling factors are relatively prime [108].

The order of the sampling change operation and the filtering operation can be 

interchanged using two important identities. A filter G(z) followed by an L-fold 

upsampler can be replaced by the upsampler followed by G(zL) and a filter G(z) 

preceded by a M-fold downsampler can be replaced by G(zM) followed by the 

downsampler as shown in Figure (2.9).

Figure 2.9: Multirate identities
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2.2.6 The Polyphase Representation

The polyphase representation, first introduced by Bellanger [13], has proved to be 

an important advancement in multirate signal processing. This simplified many 

theoretical results and also leads to computationally efficient implementations of 

sampling rate converters, as well as filter banks [23],

For a given FIR transfer function, the M-component polyphase representation is 

defined as :
M- 1

H(z) =  £  z-'E,(zm) (2.7)
1=0

where
OO

Ei(z) =  Y l e‘ (n)z~n
— OO

with

e/(n) =  h(nM +  /), 0 <  / <  A/ — 1

(2.7) is called the type 1 polyphase representation and Ei(z) the polyphase com­

ponents of H(z).

The type 2 representation is given by
M- 1

H(z) =  Y .« / ( * " )  (2.8) 
1=0

the type 2 polyphase components Ri(z) are related to the type 1 components by

Ri(z) — Em -\-i(z)

2.3 The Two-Channel Filter Bank

The two-channel filter bank was introduced by Croisier,et.al [24] and is shown 

in Figure (2.10). The input signal x(n) is first filtered by two filters H q( z ) and
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Hi(z), typically lowpass and highpass filters. Each subhand signal xk(n) is then 

subsequently decimated by a factor of 2. In practical applications each decimated 

signal is then coded independently such that the properties of the subband are 

exploited.

At the receiver end, the received signals are decoded, upsampled, and then passed 

through the filters F0(z) and Fi(z) to produce the output signal ¿(n).

H0(z) and H\{z) are called the analysis filters, F0(z) and F\(z) are called the 

synthesis(reconstruction) filters. Figure (2.10) ignores the coding and decoding 

which takes place between the downsampling and upsampling, since this is ap­

plication specific.

x(n)- H0(z) \ 2 t 2 F0(z)

H j ( z ) 1 , ...... • w A ?- - - - - - P* T 2 T 2 Fl(z) -x(n)

Figure 2.10: The two Channel Filter Bank

The input/output relationship can be derived using the multirate building 

blocks presented in section(2.2)

* ( * )  =  \{Ha(z)Fa(z) +  i / 1( 2) f , ( z p W

+  i ( f f 0( - * )F 0(*) +  f f . i - i J F . W W - * ) (2.9)
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The linear time invariant term X(z)  corresponds to the signal modified by the 

filters, and the linear time varying term X ( - z )  corresponds to the aliasing com­

ponent which originates because of the decimation.

The aliasing component is canceled by the suitable choice of synthesis filters :

F0(z) =  F\(z) =  - H q( - z ) (2.10)

Given H0(z) and Hi(z), it is possible to completely cancel aliasing by this choice 

of synthesis filters regardless of their frequency responses.

With aliasing canceled we have

X(z) = T(z)X(z)

where

T(z) =  l- [H0(z )H ,( -z )  -  H0( - z ) H l(z)\ (2.11)

is the overall transfer function.

Unless T(z) is allpass (i.e \T(e?u)\ =  c /  0), we say that X (e^ )  suffers from 

‘amplitude distortion’, similarly unless T(z) has linear phase X ( )  suffers from 

phase distortion. If the system is free from all distortions, it is said to have Perfect 

Reconstruction PR). This is equivalent to the condition T(z ) =  cz~h , when

X(z) =  cz~KX(z)

x(n) =  cx(n -  K)  (2.12)

where c and K  are positive constants. x(n) is merely a scaled and delayed version 

of x(n).
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2.3.1 The Classical QMF

In the original formulation [24, 27] the analysis filters were related as

Hi(z) =  H0( - z ) (2.13)

this means |//i(eJU')| =  |//0(e-7*,r_w))| where \H\(e?w)\ is a mirror image of |//0(eJU,)| 

with respect to the quadrature frequency x /2  (i.e 1/4 the sampling frequency), 

justifying the name Quadrature Mirror Filters (QMF).

With the choice of (2.10) we have

Thus all the four filters are completely determined by a single filter H0(z). 

The overall transfer function becomes

If Ho(z) is a linear phase FIR filter, then T(z) will also be a linear phase FIR 

filter, thereby eliminating any phase distortion. However amplitude distortion 

can not be completely removed except with a trivial choice of filters with only 

two coefficients [107, 108]. The most widely known method to reduce amplitude 

distortion is by Johnston[46], where an objective function is formulated which 

is a sum of the stopband error of Hq(z) and the amplitude distortion function. 

The coefficients of Ho(z) are found by minimizing the error using a non-linear 

optimization method.

A linear programming method is presented in [31]. More complex methods using

F0{z) =  H0(z), Fi(z) =  —H\(z)

T(z) =  -  / / ¿ ( - i ) ] (2.14)
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the minimax optimization are presented in [36][17][57].

A time-domain approach is presented in [44]. Solutions with complex coefficient 

filters are presented in [33]. Designs with VLSI considerations is presented in 

[84].

To eliminate amplitude distortion IIR filters can be used, and phase distortion is 

left to be minimized.

This is achieved by choosing

Ho{z) =  \ [ M z )  +  M * ) ]  (2.15)

where Ao(z) and A\[z) are all-pass filters [108] of the form

Ao(z) = a0(z'2), Ax(z) =  2 -1a i(2 2)

various design methods based on this approach is presented in [107] [83] [71] [54].

2.3.2 Perfect Reconstruction QMF bank

The fundamental results for Perfect Reconstruction(PR) were developed by Smith 

and Barnwell [93], and also by Mintzer [73]. Both the amplitude and phase 

distortions are canceled simultaneously using a spectral factorization approach. 

The filter bank is termed Conjugate Quadrature Filter(CQF). The analysis filters 

are related by

(2.16)
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where N  is an even integer.

For PR (2.11)(2.12) becomes

T(z) =  G(z) +  G ( - z )  =  2 (2.17)

where G(z) = Hq(z)Hq(z~x).

The equivalent time domain expression is

Y.] s (n)z~n =  1
n even

This implies that G(z) is a zero phase half-band filter [72]. The analysis filters 

are obtained by the spectral factorisation of G(z) into its respective zero terms 

and the appropriate zeros are assigned to Ho(z) and H0(z~1). The analysis and 

synthesis filters are constrained to have non-linear phase.

The design of CQF using the binomial-Hermite sequences is presented in [3] [4]. 

The Bernstein polynomials have been used to design CQF in [14]. An approach 

to match the signal statistics to the design of the CQF is presented in [115].

HR filters can be used to achieve PR. However they require non-causal filtering 

in their implementation [12] [39] [97].

2.3.3 Linear Phase Filter Bank

In some applications linear phase filters with non-trivial forms are desirable [108]. 

To achieve PR with linear phase filters the mirror image constraint (2.16) on the 

analysis filters has to be relaxed [107].



Ch.2: Review of Multirate Filter Banks 21

A complementary filter method for designing linear phase PR two channel filter 

banks is presented in [116][118], where the filter H q{z ) is chosen and the fdter 

Hi(z) is derived. This method is also used in [45].

Designs based on exploiting the algebraic structure of the two-channel filter bank, 

where concepts from abstract algebra such as the Bezout identity, Diophantine 

equations and continued fraction expansions are used in [38][121].

Lagrange multiplier optimization methods are used in [41]. Implementations that 

do not require the use of multiplications are presented in [42] [1]. Designs based 

on lattice structures are presented in [78].

x(n)

Figure 2.11: Maximally Decimated M-Channel Filter Bank
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2.4 M-Channel Filter Bank

M-channel systems where M is an integer power of two can be obtained using 

tree structure of two channel systems [108]. However the resulting filters are sub- 

optimal, and the length of the filters grow exponentially with the number of tree 

levels.

For a general M-channel maximally decimated system shown in Figure (2.11), 

the output X(z)  can be expressed as follows :

I A i-lM -l
X(z)  =  77  E E X(zW‘)Hk(zW‘)Fk(z), W  =  

M k=0 /—0

which equivalently can be expressed in matrix form as :

(2.18)

=  J i x T c v (2.19)

where

X 7 = X(z) X (zW )  ••• X {z W M- 1) ( 2 .20 )

is the input vector, and

F0(^) F\(z) ••• Fm- \{z) (2 .2 1 )

is the vector of the synthesis fdters, and

C =

H0(z) Hx(z)

Ho(zW) Hi(zW)

Hm- i (z)

Hm- i (zW)

Hq(zWm~1) H\(zWm~1) Hm_x(zWm- 1)

( 2 . 2 2 )
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is the aliasing component matrix or AC matrix [94].

The system is free from aliasing if the / /  0 terms are equal to zero

CV = MT(z)  0 0 (2.23)

and the system has PR if

(2.24)

where c and K  are positive integers.

Although in theory the synthesis filters can be obtained by inverting the AC

This motivates solutions that do not involve the inverse of the AC matrix.

2.4.1 Lossless, paraunitary filter banks

The multirate filter bank can be implemented in a more efficient form using the 

Polyphase representation presented in section (2.2.6).

Figure (2.12) shows the polyphase representation of the maximally decimated 

filter bank. The polyphase filter bank can be transformed as in Figure (2.13) 

using the multirate identities in Figure (2.9) where

matrix, this would lead to PR. However this leads to HR solutions which are

often unstable even if the analysis filters are FIR.

FIR filters are guaranteed [94] if

det[C] =  cz h

E(z) =  [Eki(z)] R(z) = [Rik(z)\ 0 <  /, k < M  -  1
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The filtering operations are now carried out at the lowest possible sampling rate. 

Defining a matrix P (z) =  E (z)R (r), a necessary condition for aliasing cancella­

tion is that the matrix P{z) be pseudo-circulant [111].

The necessary and sufficient conditions for perfect reconstruction is shown to be

P ( z )  =
a
M (2.25)

[106]
r

O zko' h

, - ( k o i  +  l ) j 2 Q

¿’oi is such that ko — ¿oo +  ¿'oi M  and ¿oo =  ¿'o mod M  for some integer L'q that 

determines the system delay [106] such that

X(z) = (2.26)

The matrix Ii is the (M -  k00) x (M  -  k00) identity matrix, and I2 is the k00 x ¿0o 

identity matrix and a is an arbitrary constant.

Vaidyanathan [106] has introduced the concept of losslessnes into the analysis of 

multirate filter banks. A lossless transfer matrix H (2 ) (assuming real coefficients) 

satisfies

H t (z )H (2) =  H (*)H r (z) = 1

if H T(ejw)B.(ejuj) =  H (eJW)H T(e-,w) =  I, then matrix H (z) is called paraunitary 

(unitary on the unit circle). The most important property of the paraunitary 

matrix is that

H -1 (z) =  H t (2~1) (2.27)

which implies that if the AC matrix is paraunitary then perfect reconstruction 

filters can be obtained using (2.27). Returning to the polyphase form, if E (z) is
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paraunitary then R (z) =  E r(z~1), and the resulting synthesis filters are identi­

cal to the analysis filters within time reversal [119]. The design of paraunitary 

systems proposed in [106] is based on the structural parameterization approach 

where the perfect reconstruction conditions are structurlly imposed. The matrix 

E(*) is implemented as a cascade of M  x M  orthogonal matrices A, and diagonal 

blocks of delays A,-(2 ).

A non-linear optimisation method is then used to optimize the parameters that 

yield good quality analysis filters. The advantage is that perfect reconstruction 

is preserved under quantisation. Details can be found in [106] [110] [26]. Parauni­

tary filter banks are also known as orthogonal filter banks [2]. The paraunitary 

property can be quite a constraining condition. For example a paraunitary linear 

phase two channel solution does not exist. Paraunitary linear phase M-channel 

(M > 2) solutions and structures are presented in [100].
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Figure 2.12: The Polyphase structure of the filter bank

Figure 2.13: Transformed Polyphase structure of the filter bank
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2.4.2 Modulated filter banks

Modulated filter banks are a class of filter banks where all the analysis filters are 

derived from a single prototype filter by cosine modulation. The main advantage 

of these filter banks is that the cost of design is equal to that of one filter. The 

modulation can be implemented using fast techniques [64]. The first systems were 

introduced by Nussbaumer [82], called pseudo QMF filter banks, which achieve 

approximate reconstruction.

Recently modulated filter banks with perfect reconstruction have been developed 

in [63][64][87][52][51] which all have the paraunitary property. In general the 

analysis filter coefficients have the form

hk(n) = 2po(n)cos(n/M(k +  0.5)(n -  N/2) -j- 0k) (2.28)

k =  0, • • •, M  -  1 n =  0, • • •, N — 1

where p0(n) are the prototype filter coefficients, and 0k is chosen to cancel aliasing 

[64)[51].

The Discrete Cosine Transform(DCT) [43] is a special case of modulated fil­

ter banks, where the filter lengths are equal to the downsampling (upsampling) 

factor. The Lapped Orthogonal Transform(LOT) [65] was subsequently intro­

duced, where the filter lengths are twice the downsampling (upsampling factor). 

PR modulated filter banks have the paraunitary property, and the filters are 

constrained to have non-linear phase.
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2.4.3 Time-domain techniques

Analysis of multirate filter banks in the time-domain are presented in [119][75]. 

The perfect reconstruction conditions are expressed in a block matrix form of 

equations. These equations are a set of conditions on the impulse response of 

the filters. Time-domain analysis is discussed in detail in Chapter 4. An optimi­

sation technique is used to optimise the coefficients of the filters subject to the 

conditions for perfect reconstruction. In [56], a simulated annealing algorithm is 

used for the optimisation.

2.5 Wavelets and Filter Banks

The theory of multirate filter banks and the wavelet transform have recently 

converged to form a single theory [59][25]. Wavelet transforms have found appli­

cations in several areas such as speech coding, data compression, edge detection, 

and the detection of transient signals [21] [55] [59] [104], Also wavelets have been 

used extensively in image processing applications [11] [60] [123]. A signal process­

ing overview of wavelet transform theory will now be presented. Further details 

can be found in [19] [20] [68] [21] [11] [37].

The continuous time wavelet transform can be obtained from infinite level 

binary tree structured QMF banks, with the same filters on each level. This 

infinite recursion gives rise to two continuous time functions and <j)(t) , which 

are termed the wavelet function and the scaling function respectively. The wavelet
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basis is then obtained by dyadic scaling and shifting of the wavelet function ip(t) 

[25].

For a signal x(t), the continuous wavelet transform is

X c w t {p , q)
oo

7= /  / ( —
F p

-)x(t)dt (2.29)

the family of functions f ( ( t  — q)/p) are generated from a single function f( t)  by 

translations and dilations where p is the dilation parameter and q is the transla­

tion parameter. This is a mapping from a one-dimensional continuous variable, 

t , to two-dimensional continuous variables (p,q).

The CW T is highly redundant when the parameters (p, q) are continuous, there- 

r fore if p and q are restricted to discrete values, the Discrete Wavelet Trans- 

form(DWT) is obtained.

For discrete-time signals

Vk{n) =  ^2hk(n)x(Ikn -  m), 0 < k < L  (2.30)
m

is the DWT of the signal x(n). By choosing Ik =  2k+1, k =  0, •••,/, -  1, the 

binary DWT is obtained [105]. ?/fc(n) are the wavelet coefficients of x(n). (2.30) 

is a convolution followed by downsampling by a factor Ik. This can be obtained 

by passing the signal through a bank of (L +  1) filters hk(n), and downsampling 

the filter outputs by Ik. The system is maximally decimated if =  1 [99].

Figure (2.14) shows the implementation of the binary DWT. The signal can be 

recovered from its wavelet coefficients as

L

¿ (n) =  E E ^ ( m )%m(n)
A:=0 m

(2.31)
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This is the inverse discrete wavelet transform(IDWT) and rjkm(n) are termed the 

wavelet basis functions [120][105]. Figure (2.15) shows the filter bank implemen­

tation of the IDWT.

The synthesis filters are related to the functions r/kTn as [105]

=  fk(n -2*+1m ) ,  *  =  0, - • - ,  Z. — 1 

r,Lm = h(n -  2 Lm) (2 .3 2 )

From a signal processing point of view, a wavelet is a bandpass filter. In the 

dyadic case, it is an octave band filter. Therefore the wavelet transform can be 

interpreted as a constant-Q filtering with a set of octave-band filters, followed 

by sampling at the respective Nyquist frequency. It is thus clear that by adding 

higher octave bands, one adds detail, or resolution to the signal.
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x(n)

Jl -1

yL

Figure 2.14: Filter bank implementation of the I)WT; Hi(z) and Hh(z) are low- 
pass and high-pass analysis filters respectively.

yL

y n

x(n)

Figure 2.15: Filter bank implementation of the IDWT; Ft(z) and Fh(z) are low- 
pass and high-pass synthesis filters respectively.
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2.5.1 Regularity

The construction of continuous time wavelets simply consists of iterating the two 

channel filter bank indefinitely. If Hi(z) and Hh(z) are the low-pass and high-pass 

filters, then after i iterations in the low-pass branch

H\{z) =  H(z)H(z2) • • • H{z2" 1) (2.33)

H'{z) may converge in the limit to a function of a continuous variable <f>(t), which 

is referred to as the scaling function. Hi(z) must be chosen to ensure that, <f>(t) is 

a smooth or regular function of t which vanishes outside the interval (0,N  -  1). 

So regularity can be thought of as a smoothness requirement on a continuous time 

function, and can be mathematically defined as the continuity of this function 

and its derivatives [90][25].

The idea is to look at the impulse responses of h'(n) as i increases. The wavelet 

is constructed from

0 (0  =  £  hh(n)<f>(2t -  n) (2.34)
n

the iterated sequence converging to ip(t) is h'h(n), where

H'h(z) = h]-l (z)hh(z2'-1) (2.35)

is a band-pass filter [89]. To achieve regularity two conditions must be met, one 

is

]T /i/(n ) =  y/2
n

which is a normalization requirement.

The second states that the low-pass filter frequency response / / ( e JW) vanishes at
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the Nyquist frequency to =  k (i.e H(z =  -1 )  =  0) which is crucial for regularity 

[25].

In general the low-pass filter must have at least (72 +  1) zeros at z =  —1 to achieve 

regularity of order R. This amounts to requiring that the frequency response of 

m  eju>) is flat about u =  w. Regularity of Hi(z) is inversely proportional to the 

stopband attenuation. So as regularity increases, the the stopband attenuation 

becomes weaker [89].

The design of orthonormal and bi-orthogonal wavelets is discussed in detail in 

chapter. 6.

Recently the binary wavelet transform have been generalized to M-channel wavele- 

, ts related to nonuniform filter banks with nondyadic decimation ratios, these have 

been referred to as wavelet packets [90] [103].

2.6 Summary

The theory of multirate filter banks has been reviewed in this chapter, and the 

basic multirate building blocks discussed. 1 hen the two-channel filter bank was 

described. The general M-channel filter bank has been reviewed, and the wavelet 

transform and its relation to filter banks discussed.



Chapter 3

A  Spectral Factorisation 

Approach to 3-Channel Filter 

Banks

3.1 Introduction

One of the most commonly used multirate filter banks is a cascaded tree structure 

of two channel prototype systems. This obviously can implement any fdter bank 

with a power of two number of channels. One of the advantages of such cascaded 

structures is that the prototype filter bank can be determined without the need for 

numerical optimisation [73] [93]. Complex optimisation procedures are generally 

required to design analysis/synthesis systems whose orders are not powers of two

[108].

A new technique is presented in this chapter which enables tree structures of three

34
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channel systems to be obtained, without resorting to optimisation. The proposed 

method is based upon the application of standard digital filter techniques to 

design a low-pass filter, from which the required bandpass and high-pass filters 

are derived subject to symmetry constraints. This method produces filter banks 

in which the magnitude and phase distortions are completely eliminated, and 

with aliasing errors comparable to other techniques [52].

The virtue of the method outlined is its inherent simplicity, and it now becomes 

possible to design any analysis/synthesis filter bank with orders of powers of 2 or 

3 number of channels without resorting to any complex procedures [5].

3.2 Review of Spectral Factorization

3.2.1 The Two-Channel System

Consider the two channel filter bank in Figure.(2.10)

X(z)  =  '-{HoWFoiz) +  H,(z)F,(z) 

+  t [ / / 0(-z )C o W  +  / / , ( - z ) r ’,(z )l.Y (-* )  (3.1)

The term involving X ( —z) is the aliasing term and is required to be made zero. 

In [93] [73] the following relations between the filters are enforced

H\(z) =  z - ^ H o i - z - 1)

F0(z) =  z-W-^Hoiz-1)

Fi(z) =  z~(N~l) Hx{z~l) (3.2)
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where N  is the length of H0(z) which is constrained to be even.

The analysis filters H0(z) and Hx(z) are constrained to satisfy

HQ{z~l )H0(z) +  Hx{z~l )Hx(z) =  1 (3.3)

(3.2) is sufficient to enforce the condition

H0(-z)Fo(z)  +  Hx( - z ) F x(z) =  0 (3.4)

and thereby canceling aliasing.

Then (3.1) becomes

V W  =  T - ('V- 1)[W o(^ ‘ ) « o W + ' i i ( ^ 1) i i .W ]V (2) (3.5)
¿J

then (3.3) can be written as

G(z) +  G ( - z )  =  1 (3.6)

where G(z) is constrained to be a linear-phase FIR half-band filter [93] of length 

( 2 N  -  1 ).

The frequency response of G(z) exhibits symmetry with respect to tt/2, in par­

ticular los =  7r — u>p, where up is the passband frequency and ljs is the stopband 

frequency.

The design of the analysis filters now amounts to the design of the product filter 

G(z). Then G(z ) is factored into its respective zero terms and appropriate zeros 

are assigned to Hq(z) and Hq(z~1).
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3.2.2 M-Channel Filter Bank

In [112] an M-channel spectral factorization approach was discussed. The ap­

proach is based on designing an M-th band filter

G ( * ) = E  « ( " ) * ' ” (3,7)
n—0

where G(z) is a linear phase low-pass filter with cutoff 7r/M satisfying

N  -  1
g(n) — 0, n --------—  =  nonzero multiples of M (3.8)

A zero-phase FIR filter is defined such that

Gx{z) =  z ^ ~ ^ 2G(z)

because of (3.8) G\(z) satisfies

M - i  N -  \E G ,(2 l O  =  W =  e- ^ V "  (3.9)
k=0 ^

Causal spectral factors are defined as

Ht (z)H‘k(z~') =  G , ( zW -k\ 0 < k < M - \  (3.10)

then
At —  1E #*(*)#;(*'*) = M g ( ~ )  (3.11)

k=0 Z

Accordingly designing Hk(z) in the above manner, and the choice of synthesis 

filters as

Fk(z) =  z - ^ H k i z - 1)
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perfect reconstruction is achieved under the assumption that aliasing is negligible. 

Hk(z) chosen from (3.10) will have complex coefficients except with k =  0, and 

hence the subband signals would be complex, even for real signals. This would not 

always be desirable. In [52] a spectral factorization approach to design pseudo- 

QMF banks is presented, where the prototype filter is a spectral factor of a 2Mth 

band filter. In this design aliasing is approximately canceled , and the magnitude 

response has undesirable effects around lo =  0 and u = n.

3.3 3-Channel System

Consider the maximally decimated 3-channel system shown in Figure (3.1). The 

overall transfer function can be written as a linear combination of a linear time 

varying-term A(z), and a linear time invariant term T{z) where

2 2
A(z) = \ ' t Y JHk(zW‘ )Fl,(z). (3.12)

 ̂ ¿=1 Jt=0

and

T(z)  =  1 1  H„(z)Ft (z)  =  i  £
0 k= 0 0 k=0

(3.13)

Aliasing is eliminated if A(z) is equal to zero, phase error is eliminated if T(z) 

has linear phase, and magnitude error is eliminated if T(z ) is all-pass.

The system has perfect reconstruction(PR) if T(z) is a pure delay such that

r w  =  | £  f t «  =
J k=0

(3.14)
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where N  is the analysis and synthesis filter lengths. (3.14) is satisfied if the 

filters Gk{z) are (2N -  1) zero-phase third-band filters with impulse responses 

constrained to have every third term equal to zero and with the center term equal

to 1/3 [72] i.e.

9 k ( N  —  1 )  =  3

gk(3n) =  0, 0 <  n <  2N — 1
(3.15)

x(n)

x(n)

Figure 3.1: Maximally decimated 3-channel system

3.4 Product Filter Design

To design the product filters Gk{z) to satisfy (3.15) and have good frequency 

responses, a pair-wise mirror image symmetry condition [77] is imposed on the 

frequency responses of the product filters. Pair-wise mirror image symmetry



Ch.3: A Spectral Factorisation Approach to 3-Channel FB 40

states that the frequency response of the filters are symmetric about 7r /2 , therefore

Gk{z) =  G2-k(~z) k =  0,1,2 (3.16)

and

\Gk(en\ = \G2. k(ejG-))\

The procedure starts by designing the low-pass filter Gq(z) subject to the condi­

tion in (3.15), and the high-pass filter G^z) can be obtained by

£*2 (2 ) =  Gq{—z)

In the time-domain this can be expressed as

g2(n) =  ( - 1  )ng0(n) (3.17)

The composite bandpass filter G\(z) can be obtained from (3.14) by

G\(z) =  z - (AM> -  (Go(z) +  G2(z )) (3 .I8 )

The product filters are now said to be strictly complementary [108]. A signal 

filtered by Gk(z) can be reconstructed exactly (except for a delay) simply by 

adding the subband signals.

3.5 Spectral Factorisation

The second stage of the procedure is to impose constraints on Hk(z) and Fk(z) 

to ensure that T(z) is free from phase distortion. This is achieved by setting the
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synthesis filters as time reversed versions of the analysis filters viz

Fk(z) =  z~lN- " H k( z - 1) (3.19)

Then from (3.13) the product filters must have the form

Gt(z) = z -IN- ' )Hk(( 3.2 0 )

Substituting in (3.14) results in

-(JV-l) 2
T(z) =  ^ r —  £ * ( * - ' ) % ( * )  (3.21)

,3 k—0

Clearly

3 7 V " )  = £ | f f t (e' ")|2 (3 .2 2 )
lfe=0

which shows that T(z) has linear phase.

It is observed that the analysis filters satisfy the power complementary property

\  t  \ M ^ ) ?  =  1 (3.23)
0 k—O

which is not necessarily sufficient for perfect reconstruction for more than two 

channels [107] [108]. However with a suitable choice of filters aliasing can be 

minimized to an acceptable level.

Since Hk(z) and Fk(z ) must be FIR filters , then

2JV-2
Gk{z) =  c n  (z -  2m)(z-1 -  zm) (3.24)

m=l

where C is a constant. This means that for every zero of Gk(z) at re^  there 

must be a zero at ( l /r ) e _J0, and any zeros on the unit circle must have a mul­

tiplicity of two. Then for each zero pair in Gk{z) one of the pair is included in
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the analysis filter while the other is included in the synthesis filter. The analysis 

and synthesis filters always have identical magnitude responses, which is exactly 

the square root of the magnitude responses of Gk(z). Therefore Gk(z) must be 

designed to be the square of the desired analysis filters.

The number of possible factorizations of G0(z) into H0(z) and F0(z) grows expo­

nentially with the number of zeros [118]. Assuming G0(z) is of odd length L FIR 

filter, the number of possible factorizations of its L -  1 zeros into equal groups of 

(L — l ) /2  zeros is equal to
2 (i-i)

m =  —= = = = =
p z ( L - i )

The problem is that while the product of two good low-pass filters yields a good 

low-pass filter, the reciprocal statement is not necessarily true [118].

All the possible factors should have identical magnitude responses but differing 

phase responses.

3.6 Minimum/Maximum Phase Design

Because of the large number of possible factorizations, it is preferable to use 

factorizations where fast algorithms exist: a unique factorization is the mini- 

mum/maximum phase filters [52]. The simplest way to design a third-band filter 

without the use of optimization, is to use a window based method to obtain G0(z). 

The impulse response of the low-pass filter G0{z) has the form

sin(7rn/3) , x 
<7o(n) = ----- — ----- ™(n)7r n (3.25)
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where g0(n) has length 2N -  1, and w(n) is an appropriate window function.

In order for the product filter to be factorised into FIR filters with identical 

magnitude response, it has to have a positive spectrum. This is achieved by 

applying the following transformation on the impulse responses of the filters Gk{z)

9o(n) =  <
9o(n)

g0(n) +  8„

n /  0

n = N — 1
(3-26)

where Ss is the maximum stopband attenuation. I he filter is no longer a third 

band filter, to produce a third band fdter, the coefficients are re-scaled via g0(n) =  

go(n)/(3*g0( N - l ) ) .  This filter is a third band filter with a nonnegative frequency 

response. For a minimum/maximum phase design, the zeros inside the unit circle 

are allocated to the analysis filters, and the zeros outside the unit circle are

allocated to the synthesis filters.

3.6.1 Aliasing Error

For aliasing cancellation the following two conditions must be satisfied from (3.12)

Ho(zW)F0(z) +  Hi(zW)Fi(z) +  H2(zW)F2(z) =  0 

H0(zW 2)Fo(z) +  Hi(zW2)Fi(z) +  H2(zW 2)F2(z) =  0 (3.27)

Figure (3.2(a),(b),(c)) shows typical magnitude responses of the three analysis 

filters, along with their shifted versions, assuming that only adjacent filters over­

lap.

The signal which enters the filters Fk{z) contains the terms

H0(z)X(z), Hq(zW )X ( zW), and H0(zW 2)X (z W 2)
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The purpose of Fk(z) is to eliminate the terms involving X(zW )  and X (z W 2). 

This is done if Fk(z) attenuates the replicas Hk(zW)  and Hk(zW 2), and retains 

only Hk(z). For this reason, the responses of \Fk(elw)\ resembles \Hk(ejuJ)\, as 

shown in Figure (3.2(d)). Since the filters Fk(z) are not ideal in practice, they 

do not completely eliminate the shifted replicas Hk(zW)  and Hk(zW 2). The 

terms in (3.27) are not individually equal to zero. The residual aliasing terms are 

shown in Figure (3.3,3.4) for / =  1, and / =  2. The responses of H0{zW l)F0(z) 

and Hi(zWl)Fi(z) has overlap, and so do the responses of Hi(zWl)Fx(z) and 

H2(zW ‘ )F2(z). The idea is to choose the synthesis filters such all the overlapping

terms are canceled out.
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0)

H , ( z W )  H , ( z )  H j ( z W 2)

(b)
H [ ( z W )  H [ ( z )  H , ( z W 2)

,  /  X  X  )

X

2n " 2" It
T  3 3 3

(0
H 2( z ) H 2( z W )  I I 2( z W ) f t y z W 2) I t y z W 2) I t y z )XXX

1 X X >
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F 2( z )  F , ( z ) l-f/z) F | ( z )  F 2( z )XX XX

2n n
“ T  "5

n 2n
7 T

71

0)

0)

Figure 3.2: (a),(b),(c) Magnitude responses of the analysis filters (bold) and their 
aliasing versions, (d) Magnitude responses of the synthesis filters
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Figure 3.4: Residual alias terms with / =  2
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In the window design the aliasing error is determined primarily by the order 

of the filters used, and to a smaller extent the windows used in the initial low pass 

filter design. To ensure that the aliasing error is minimized, the filters are con­

strained such that only adjacent filters overlap, and that they have opposite phase 

characteristics. That is Ho(z) and 7/ 2 (2 ) are constrained to be minimum phase 

and H\(z) to be maximum phase, which makes the choice of phase comparable 

with pseudo-QMF methods such as [52].

3.7 Optimal Third-Band Filter Design

The window technique described above is a very efficient method for designing 

third band filters, however this method does not result in filters that are optimal 

in any way. In this section an optimal third band filter design method is presented 

based on the Eigenfilter approach [113]. The Eigenfilters are optimal in the least 

square sense.

One of the advantages of the Eigenfilters over other FIR filters is that, they can 

be designed to incorporate a wide variety of time-domain constraints such as the 

M-th band constraint

b{Mn)
c n =  0

0 ii /  0

The optimum filter b is equal to the eigenvector of a positive definite matrix R 

corresponding to its smallest eigenvalue A0 (Details of the composition of R can 

be found in Appendix A).
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The third band condition is imposed by modifying the objective function as fol­

lows: define a new vector b by deleting the components 6(3n)(n ^  0). Having 

defined 6, the matrix R  is replaced with a reduced matrix R  obtained by deleting 

from R  all the rows and columns whose indices are multiples of 3 (except the 0th 

row and column). The solution b is the eigenvector corresponding of R  corre­

sponding to the smallest eigenvalue. The optimal third band filter b is obtained 

by inserting the deleted zeros in b.

3.8 Design Examples

Two Examples are presented, the first example uses the window method and the 

second example the Eigenfilter technique.

Example 3.8.1 The illustrative example starts by designing a third-band filter 

Gq{z) with length 2N -  1 where N is constrained to be a multiple of three.

In this example N =  15, and Go(z) obtained using (3.25) with an optimal prolate 

spheroidal [92] window with transition band equal to .17r. The filters G\(z) and 

G2(z) are designed according to (3.17),(3.18). Figure (3.5) shows the frequency 

response of the product filters Gk{z), and Figure (3.6) shows their impulse re­

sponses. Figure (3.7) shows the zeros of Gk(z) and Figure (3.8) shows the trans­

formed zeros of Gq(z) and Gi(z), the zeros of G2(z) are the mirror image of G0{z). 

It is clear that the zeros on the unit circle have migrated to form mirror images 

of the unit circle. Figure.(3.9) shows the analysis filters.
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The aliasing error is defined as

£ ( « ) = ! [ £
4 1=1

jw\ 1211/2 (3.28)

where

Aj(z) =  E  Hk(zWi)F„(z)
k=0

This aliasing error is shown in Figure (3.10), its peak value is Ep=maxwE{u) =  

7.7 x 10-4 . Clearly the aliasing error is maximum at the transition bands around 

7t/ 3 and 2n/3.
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Figure 3.5: The product filters

9°

Figure 3.6: Impulse responses of the product filters (Amplitude vs Time)
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Figure 3.7: Product filters zeros

Figure 3.8: Transformed zeros



Ch.3: A Spectral Factorisation Approach to 3-Channel FB

FREQUENCY RESPONSE

Figure 3.9: Analysis filters

Figure 3.10: Aliasing error
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Example 3.8.2 In this example the low-pass filter G0(z) is designed using the 

Eigenfilter method. The filter specifications are the same as the previous example 

where N  =  15 , ujp — .237T, and ujs =  0.437T. The product filters are shown in 

Figure.(3.11), and the analysis filters are shown in Figure.(3.12), its peak value 

is 2.9 x 10-4 The aliasing error is shown in figure.(3.13).

It is clear that there is approximately 5 dB improvement on the frequency re­

sponses of the filters compared with the window design, and the aliasing error is 

reduced.

Figure 3.11: The Least Square product filters
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Figure 3.12: Least square Analysis filters

Figure 3.13: Least square aliasing error
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3.9 Tree Structures

Power of three number of bands can be implemented using a tree structure. Fig­

ure (3.14) shows a two level tree structure to obtain a nine channel system.

By using the noble identities from Section (2.2.5) the tree structure can be trans­

formed to a parallel filter bank as shown in Figure (3.15).

Figure (3.16) shows the nine-channel analysis filters obtained from the least square 

design example.

Figure 3.14: Two level tree-structure
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Figure 3.16: 9 Channel System (Magnitude in dB)
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3.10 Conclusion

It has been known for some time that multirate filter banks where the number 

of channels is a power of 2 can be designed utilizing standard digital filter design 

techniques. This chapter has illustrated how a similar philosophy can be applied 

to 3-channel multirate systems. Standard digital filter techniques are used to 

obtain the prototype product filter. Symmetry conditions, the shifting of zeros 

from the unit circle and spectral factorization are then used to derive the required 

analysis and synthesis filters.

This technique is computationally simple, and produces aliasing errors compara­

ble to other techniques.



Chapter 4

Time-Domain Analysis and 

Design of FIR Multirate Filter

Banks

4.1 Introduction

The analysis and design of multirate filter banks has been dominated by fre­

quency domain techniques. For the two-channel QMF filter bank, Smith and 

Barnwell [93] as well as Mintzer [73] provided the fundamental results for Perfect 

Reconstruction (PR) designs. In the M-channel case, Nussbaumer [82] pioneered 

the work on pseudo QMF banks, which provide approximate alias cancellation. 

Smith and Barnwell [94] [96] as well as Ramstad[88] independently showed how to 

formulate the PR conditions in matrix form. It was recognized by Vetterli [116] 

and then Vaidyanathan [106] that the polyphase component approach results in

58
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considerable simplification of the theory. Subsequently, a class of systems called 

the cosine modulated filter banks were developed [63][87][51]. These have the 

advantage that the cost of design as well as implementation is largely determined 

by the cost of one prototype filter, since all the other filters are derived from it. 

In this chapter a general time-domain formulation for FIR multirate filter banks is 

derived. The analysis and synthesis filters are constrained to have equal lengths. 

Starting from the z-domain PR conditions, first the two-channel time domain 

conditions are derived in detail. Subsequently the M-channel conditions are de­

rived for arbitrary length filters and arbitrary decimation rates.

The power of this formulation lies in the fact that the whole problem is embedded 

dn a matrix system of equations, which turns out to be overdetermined for arbi­

trary length filters. A unique property of this system of equations is the ability to 

control the system delay with ease, which is not the case for z-domain techniques. 

An iterative design algorithm is presented based on the time-domain formulation, 

by designing a suitable choice of initial analysis filters which satisfy the frequency 

specifications required. The system of equations is solved using the least square 

method. The synthesis filters produced are used to update the analysis filters for 

the next iteration.

This method can be considered as a general time-frequency design technique 

where a large class of FIR near perfect and perfect reconstruction multirate filter 

banks can be designed within a single design context.
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4.2 Time-Domain Analysis

4.2.1 The Two-Channel Filter Bank

Consider the two-channel filter filter bank shown in figure.(4.1), the output X(z)  

can be expressed as:

=  l [ « , ( * ) i b M  +  f l iM  c ,(z ) ]x (z )

+ l l H o ( - z ) F 0(z) +

=  T(z)X(z) + A(z)X(-z)  ( 4 . 1 )

which is a linear combination of the LTI system transfer function T(z) and the 

aliasing term A{z). For aliasing cancellation A(z) is required to be zero, and for 

perfect reconstruction T(z) must be a pure delay.

In matrix form the PR conditions can be written as:

1 H0(z) a , ( z ) F0(z) z - A
2 Ho(-z) H , ( - z )  _ . F^z) 0

X (z)

X(z)

Figure 4.1: Two-channel filter bank
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Denoting the impulse response of the filter Iik{z) by hk(n), Hk(z) can be 

expressed in terms of hk(n) by:

Hk(z) =  MO) + Ml)*-1 + • • • +  hk(N -  1 )*-<*-!)

To illustrate the analysis process, we start by assuming that the length of the 

filters N  is equal to 2, then

Hk(z) = hk{0) + hk(l)z 1 

I h ( - z )  =  M°) -  hk{l)z~l

In matrix form H0(z)F0(z) can be expressed as

ho(0) 0 1
/o(0)o'Or-HO<2 z - 1
/o (l)

o MO) z~2

(4.3)

then H0(z)F0(z) +  Hl(z)F1(z) can be formed by interleaving the columns of the 

analysis matrix and the rows of the synthesis matrix

MO) MO) 0 0

MI) Ml) MO) MO) 
o o Mi) Mi)

/o(0)

/i(0 )

/o ( l )

/ i ( l )

2- i (4.4)
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Define the matrices H and F from the coefficients of the analysis and the synthesis 

filters respectively:

H =
MO) Mi) 
Mo) Mi)

/o(0) f 0(l)

/i(0 ) / i ( l )

which can be written in terms of (2 x i) block matrices as:

H = Ho H t

(4.5)

(4.6)

substituting (4.6) in (4.4) results in

Ho o i ■

H [ H i

H f -

F0

F,

T T

1

„ -1

where O j is a (2 x 1) zero matrix.

From (4.1) aliasing is eliminated by forcing A(z) to zero

[Ho(-z)Fo(z) +  Hi( - z ) F l(z)] =  0

(4.7)

(4.8)

using (4.7), (4.8) can be expressed in the time-domain as

E-* OE

O'i - 0
F0

1 E H0T
F, _

— 0 (4.9)

Oi - H i 0

Phase and magnitude errors are canceled by forcing T(z ) to be pure delay

T(z) =
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Then all the elements in (4.7) are forced to zero except the 2  A term, from (4.2)

H0T 0^ _  _ 0
F0

H f HJ = 2
.  F> .

0 T2 H f 0

(4.10)

where A  =  1.

With no sampling rate alteration in the filter bank, (4.10) is sufficient for PR. 

The system is alias-free if (4.9) is enforced. If the following condition is imposed

on (4.10)

Hq Ti =  H( F0 (4.11)

then the PR conditions for N =  2 can be expressed as:

S3 0
4

__
__

__
__

__
1

r 0 1
F0 F,

Lh " J 1 0

Example (4-2.1) Choose Ho(z) and H\(z) as

Ho W  =  4 | (1 +  2- 1) l - 2- i )

(4.12)

solving (4.12) results in

CoM  =  2 = ( ‘ +  * - ’ ) c , ( 2) =  T ( - i  +  , - . )

The above example represents the simplest PR system where the filters are or­

thogonal and have linear phase [108].
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For arbitrary length filters, N will be assumed to be even, without loss of 

generality since the value of the coefficients are not constrained to be zero.

The block matrices in (4.6) become

H  = Ho H! H ^_! F  = F 0 F i  ••• F jv_ j (4.13)

and (4.7) becomes

Hq ol ■■■ of
Hf Hf ••• i

hJ., : ••• Hf

0 to »O

. 
X 1 • Hf

0? Of H£_x

F at- i z - ( 2 N - 2 )

Aliasing is eliminated if :

H07' o? • • Of

X1 H07’ '• :
I -H[ " •

H £_i • • Hf

0? 1X -H[

of ••• of h _̂j

(4.14)

(4 .15)
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Magnitude and phase errors are eliminated if

H 0T 0 ? . . .  o f

H f Ho :

H f :

H £_x ••• H f

o f • H [

0 ? Of HTN-

where A =  JV -  1, from (4.15) and (4.16) ,it can be seen that

H qF0 =  H '^ F /v - i  =  0

and A is bounded by

1 <  A <  2N -  3

For the classical case (A  =  N -  1), the following is imposed

L(N-1)/2J r(iV -l)/2 l

y~) ^/V-X-(2n+l)®'2n+l
n= 0  n= 0

(4.17)

(4.18)

where [xj is the integer less or equal to x. For N =  2 this condition reduces to 

equation (4.11).
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Then the PR conditions for the two Channel system can be expressed as:

H 0T

H ?

HTTV—1

Of

0

02r

Oi

H q

H f

h tJV-1

Oi

H f

F 0 F i

F 2 f 3

F tv- 2 F at- i

»2

o ’ '

(4.19)

[ o t  H « - i  J

where J2 is a (2 x 2) anti-diagonal identity (Exchange) matrix. The system of 

equations in (4.19) represents the necessary and sufficient conditions for PR.

4.2.2 The M-Channel System

The M-channel filter bank with arbitrary decimation rate R < M  is shown in 

Figure (4.2), the output x { z )  can be expressed as follows

1 M-l R-l
X(z )  =  i f  £  £  X (z W ‘ )Hk(zW ‘)Fk(z), fK =  e- W R  (4.20)

m k=0 1=0

which equivalently can be expressed in matrix form as :

=  s x T c v (4.21)

where

XJ X(z) X (zW ) ■■■ X ( z W R~') (4.22)
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is the input vector

V 1 Fo(z) Fi(z)  ••• Fm - i (z )

is the vector of the synthesis filters, and

H0(z) I-h(z)

Ho(zW) Hy(zW)
C =

H m - i (z W )

Hq(zW r ~1) Hx{zW r ~') . . .  HM- x{zW r - 1)

is the aliasing component matrix or AC matrix [94].

The system is free from aliasing if the 1 ^ 0  terms are equal to zero

r
C V MT(z)  0 ••• 0

and the system has PR if

1 M-l
T ( Z )  =  -TjE  t h ( z ) F t ( z )  =

m k-0

We begin by assuming that N = R =  3.

(4.23)

(4.24)

(4.25)

(4.26)

Define H and F from the coefficients of the analysis and the synthesis filters

H = Ho Hj H2 F = F0 Fj F2 (4.27)
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where and Ft are third order vectors.

The aliasing terms can he expressed as(/ = 1 ,2 )

H o O j o f
r 1

W l H f H 0T O j F 0
2 - 1

W 2 H f W ' H J H 0T F i

O W 2 H f W 1 H f f 2
— 5

° 3 o f i y 2H f
2  °

aliasing is eliminated if

Ho7, o f O f " 0

H 0T 0 f F o 0

l T 2H f w 1h T H o F i = 0

o f f F 2H f W 1 H f f 2 0

0 3 o f w 2H f 0

and magnitude and phase errors are canceled if

H q o f  o f

1------
o

H f  H f  O f ofa 0

H 2t  H f  H f F i = 3

O f  H f  H f

-------1
(Mfa 0

O f  O f  H f

■ o 1

where A  =  2.

By examining the z~2 term in (4.29) and (4.30) we have

I V ' H j F o + M / ' H f F ,  + H j F 2 =  0, (7 = 1 ,2 )

(4.28)

(4.29)

(4.30)

(4.31)
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and

H 2rF0 +  H fF j +  H £F2 =  3

Since
M —l M - 1

^2 wk = Y  ej2rk/M =  0
k- 0 k=0

then from (4.31) and (4.32)

H 2rF0 =  H fF i =  H qF2

Then PR conditions reduce to

H 0T

H f

H i

F q F j  F 2

0 0 1 

0 1 0 

1 0 0

which reduces to (4.12) when N =  M =  2.

(4.32)

(4.33)

Without loss of generality assuming than N =  SR (S integer) it can be shown 

the PR conditions for arbitrary number of channels can be expressed as (R <  M)

H 0T Ol

h £ _ i ; •••

01 H ^_j •••

Ojt

H0T

«5 • « £  htn_,

Fo Fx • Fs_x

1
o

1

F5 ••• •
. = J R

-
• ^ S R - l

, ° £ _

(4 .34)
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This system can be expressed in a more compact form in terms of (M x R) 

submatrices P j and Q ,(j =  0, • • •, S — 1)

Por o ... 0

pf PoT
: Pf :

p/
L - l ••• Por
o P|-i ••• Pf

o 0 1

O

O’
1 0£

.
.

.
 

<Q

=

Qs-i
.°S.

S

B

A

(4.35)

where O is an (R, x M) zero matrix.

The (2S -  1)R x SR matrix A  is defined from the coefficients of the analysis 

filters. The (2S — 1 )R x R matrix B has all zero elements except one (R x R) 

matrix J«. The (SR x R) matrix s is defined from the coefficients of the synthesis 

filters.

The first M columns of A  are the transpose of the analysis filters matrix P 

followed by (S — 1) blocks of (R x M)  zero matrices. The other columns of A  

are circularly shifted versions of the first M columns.

The necessary and sufficient conditions for the system to PR is to satisfy the 

linear system of equations

As =  B (4.36)

The M-band system can have a minimum delay of (R — 1) samples and 

mum delay of (25 — 1)7? — 1 samples.

a maxi-



Ch.4: Time Domain Analysis and Design of FIR MFB 71

This time-domain formulation has been independently derived by Nayebi et. al. 

[75] using a direct time-domain analysis of the system, where the FIR filtering 

was considered to be a time-domain operation in which the output at any instant 

of time is a linear combination of present and past input samples, and the dec­

imation operation is simply used to remove the redundant information which is 

not necessary for PR.

X(z)

X(z.)

Figure 4.2: M-channel filter bank
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4.3 Paraunitary Time-Domain Conditions

For maximally decimated systems, designing paraunitary(lossless) AC-matrices 

[106] results in a special form of the matrix A  in which the columns of A  are 

orthonormal [75] that is

A t A  =  I (4.37)

In this section the time-domain paraunitary conditions are established in terms 

of the block matrices in (4.35).

Vaidyanathan [106] showed that a sufficient condition for PR FIR maximally 

decimated analysis/synthesis systems is to have a paraunitary AC matrix which 

implies

C T{z~1)C(z) = C{z)CT{z~l ) =  I (4.38)

(4.38) also implies a paraunitary polyphase matrix E(z) such that

Et (z -1 )E (z ) =  E (z )Et (z - 1) =  I (4.39)

where E (z) is defined from the analysis filters as

M-l
Hk(z) =  £  z~lEkl{zM), 0 <  k <  M  -  1 (4.40)

1=0

and
OO

Ek,(zM) =  Y,hk(,+nM)Z-nM
1=0

(4 .41)
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Denoting the matrix p in terms of the analysis filter coefficients as

P kn

MO) h0(N -  1)

Hm - i (0) ••• h,M-i(N — 1) 

and writing (4.42) in terms of (M x M ) block matrices as

P ;  = P 0 P i  ••• P s - l

The polyphase matrix can be written in terms of (4.42) as

5 - 1

Ejfcf =  ^2 P k ( N - n ) M - l - l Z ~ n
n=0

and from (4.43) E(z) becomes

5 - 1

e w  =  £
1=0

(4.42)

(4.43)

(4.44)

(4,45)

The time-domain paraunitary conditions can be obtained by using (4.45) in 

(4.39), we have

s - i s - i  s - i s - i

E £ = £ £ pT r =  i ( r - j ) i
j —0 r= 0 j = 0 r= 0

(4.46)

Paraunitary filter banks belong to the class of PR FIR filter banks with iden­

tical analysis and synthesis filters (within time reversal) [119], where

Fk(z) = z ~ ^ H k(z)

These conditions can only be satisfied in (4.35) when the synthesis filters are time 

reversed versions of the analysis filters and system delay A is equal to jV — 1.
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The time-domain conditions are reduced to a set of cross orthogonality conditions 

of analysis and synthesis filter coefficients. These conditions provide a powerful 

set of constraints which can be utilized in the direct design of multirate filter 

banks. Paraunitary transfer matrices were applied to the design of PR systems 

in [106][109]. It turns out that the two channel PR QMF bank termed conju­

gate quadrature filters(CQF) has the paraunitary property [93]. Also it has been 

shown [119] that some of the earlier filter bank designs [86] also have the pa­

raunitary property. The Lapped Orthogonal Transform(LOT) [15] [65], has been 

shown later to have the paraunitary property. Subsequently, paraunitary systems 

have been used in the design of cosine modulated filter banks, which offer great 

simplicity of design as well as implementation [63] [51] [87].

4.4 Least Square Minimization

The system in (4.36) has more equations than unknowns for N > /?, so the 

system is said to be overdetermined. Usually an overdetermined system has no 

exact solution, since b must be an element of range space A  [35]. This suggests 

we strive to minimize || As — B ||p for some suitable value of p.

Minimization of the 1-norm and the oo-norm is complicated by the fact that the 

function f ( s )  =|| As — B ||p is not differentiable for these values of p.

In contrast to general p-norm minimization the Least Square(LS) problem [35]

min || As — B ||2 (4-47)

is more tractable for two reasons:
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• <j)(s) =  \ || As -  B || 2 is differentiable with respect to s and so the rnini- 

mizers of <j> satisfy the gradient equation SJ<p(s) =  0.

This turns out to be an easily constructed symmetric linear system which 

is positive definite if A  has full column rank.

• The 2-norm is preserved under orthogonal transformation.

Thus if A  has full rank then there is a unique LS solution to s and it solves 

the symmetric positive definite linear system

A 7 A sls =  A ' B (4.48)

Solving this equation is tantamount to solving the gradient equation yjcf) =  0 

where

eLS =|| A s -  B ||2 (4.49)

is minimized. Note that if eis is small we can predict B with the columns of A. 

In [75] the design algorithm was based on defining a cost function which is used 

in an iterative procedure. This cost function consists of two error components 

which are minimized. The first component of the cost function is the reconstruc­

tion error, and the second component is a function which describes the frequency 

domain properties of the system filters which is usually nonlinear.

A conjugate gradient optimisation procedure is used to update the matrix A. At 

each iteration the Least Square system of (4.48) is solved and the cost function is 

evaluated, if the error is below a certain value, the algorithm is stopped.

This algorithm is quite intensive, and does not guarantee optimal solutions. 

Therefore the starting filters are chosen to have similar frequency characteris­

tics as the cost function.
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4.5 Design Algorithm

In this section an efficient technique for designing multirate filter banks based on 

the time-domain formulation is presented. The proposed technique is based on an 

iterative process to find the coefficients of the analysis and synthesis filters that 

minimizes the related error measure. By solving (4.48) an approximate solution 

is found. After obtaining the coefficients of the synthesis fdter f'k(n) from the 

first iteration, we set the coefficients of the analysis fdters equal to

hi+\n) =  ( - i r n ( N - l - n )  (4.50)

where n =  0, • • •, AT — 1 and k =  0, • • •, M  — 1. The modulation by —1 and the 

time reversal ensures that the properties of the filters are preserved throughout 

the design process [6]. A stopping criteria can then be set to terminate the 

iterative algorithm.

For each iteration, the reconstruction error measure is defined as the distance of 

B from the range space of A . This distance is the size of the minimum residual 

vector e given as

e =  A sLS -  B (4.51)

The 2-norm of the i-th minimum residual vector e is a measure of the reconstruc­

tion quality of the i-th iteration.

« =11 e II2 (4.52)

Therefore (4.52) is used as a stopping criteria. If e reaches the desired reconstruc­

tion error the process is terminated. A zero-norm value (within the numerical 

accuracy of the computer) for e means that the system is exactly solvable, and
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PR is achieved.

Frequency domain characteristics of the filter bank are only imposed on the start­

ing filters, therefore the problem is reduced to solving a set of linear equations at 

each iteration, this reduces the required computational complexity considerably 

during the design process.

This method allows one to trade off frequency-domain and time-domain proper­

ties of the filter bank, thus optimizing the design for a given application [6].

The design flowgraph is shown in Figure (4.3).

This method can be considered as a general time-frequency design technique 

where a large class of FIR near perfect and perfect reconstruction multirate filter 

banks can be designed within a single design context. In this chapter only tradi­

tional filter bank design is considered A =  N  — 1. The design of low delay filter 

banks will be discussed in chapter 5.
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Figure 4.3: Design Flowgraph
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4.6 Two Channel Filter Bank Design

The two channel filter bank is the most commonly used system, in this section 

systems having the paraunitary property, and linear phase filters are designed 

within a single context. The choice of initial filters determine the type of filters 

and filter bank.

4.6.1 PR Paraunitary Design

The time-domain algorithm is used to design two-channel filter banks having the 

paraunitary property. The initial analysis filter are related by

# ? ( * )  = z ~ iN~ l ) K ( z )  (4 .5 3 )

in the time domain

A ? H  =  ( - l ) n/ » g ( ^ V - l - n ) ,  0 < n <  jV — 1 (4 .5 4 )

so the magnitude response of H°(z) is obtained by shifting that of Hq(z) by 7r

\H°(ejuj)\ =

both filters have the same ripple sizes, and transition band widths. The filter 

h »  is constrained to be a non-linear phase filter, so the first step is to design 

a non-linear phase filter with cutoff frequency 7t/2.

Non-linear Phase Filter Design

Non-linear phase filters can be obtained by the spectral factorization of a linear 

phase filter, this approach was shown in chapter 3.
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In this section a zero reflection method is used to design non-linear phase filters, 

that do not require spectral factorization. This method is based on designing a 

linear phase filter, and then obtaining a minimum phase counterpart by reflecting 

the zeros located outside the unit circle to their mirror image locations inside the 

unit circle, this ensures that the magnitude response remains exactly the same. 

This simple transformation is used

l /z ;*(n)

zi(n)

\zi(n)\ > 0

otherwise
(4.55)

where zi(n) are the zeros of the linear phase filter, and zm(n) are the zeros of 

the minimum phase filter. Figure (4.4(a),(b)) shows a typical linear phase filter 

and it’s zeros respectively. Figure (4.5(a),(b)) shows the minimum phase counter 

part. The zeros inside the unit circle are all double zeros.
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(a) (b)

Figure 4.4: (a) Linear phase filter (b)Linear phase zeros

Figure 4.5: (a) Minimum phase filter (b) Minimum phase zeros
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Design Examples

Two illustrative examples are presented to design two-channel PR paraunitary 

filter banks. The first examples uses the Eigenfilter [113] method to design the 

starting fdter, and the second examples uses the equiripple minimax filter [66]. 

Convergence characteristics are compared for the two methods, and Aliasing and 

magnitude error plots are presented for comparative purposes.

Exam,pie Jt.6.1.1 In this example the starting filter is designed using the Eigen- 

filter technique which is optimal in the least square sense. The filter length is 

chosen to be N =  32 with up — 0.447T, and us =  0.Ö7T. Hq(z) is obtained using 

the non-linear phase technique described above. The high pass filter is related to 

the low pass filter by (4.54).

Figure 4.6: Initial E igenfilter h^n)
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Figure.(4.6) shows the starting low-pass minimum phase Eigenfilter. Figure 

(4.7) and Figure (4.8) shows the resulting analysis and synthesis filters respec­

tively. The magnitude and aliasing errors are shown in Figure (4.9), and Figure 

(4.10), which confirms that the errors are practically zero. The algorithm was 

stopped at a reconstruction error of 2 x 10~16, which is practically zero. The 

synthesis filters are time reversed versions of the analysis filters.
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Figure 4.7: Analysis Filters for Example 4.6.1.1

Figure 4.8: Synthesis filters for E xam ple 4.6.1.1
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Figure 4.9: Magnitude error for Example 4.6.1.1

Figure 4.10: A liasing error for E xam ple 4.6.1.1
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Example J.6.1.2 In this example the starting filter is designed using equiripple 

minimax technique [66] with the same specifications as the previous example. 

Figure(4.11) shows the minimum phase equiripple filter.

The resulting analysis and synthesis filters are shown in Figures (4.12) and (4.13) 

respectively. The magnitude and aliasing errors are shown in Figures (4.14) and 

(4.15). The algorithm was stopped at a reconstruction error of 2 x 10~16.

Figure 4.11: Initial Minimax filter
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Figure 4.12: Analysis filters for Example 4.6.1.2

Figure 4.13: Synthesis filters for E xam ple 4.6.1.2
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Figure 4.14: Magnitude error for Example 4.6.1.2

Figure 4.15: Aliasing error for Example 4.6.1.2
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Convergence characteristics are compared for both examples. Figure (4.16) 

shows that the minimax starting filter converges faster than the Eigenfilter.

x 1<T

3-

------- Minmax
------- Eigenfiller

2 .5  - il

! ..2

l

i  1.51-

0 .5 -

3 0  
Iterations

Figure 4.16: Convergence Characteristics
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4.6.2 Linear Phase Design

In this section the design of linear phase two channel filter banks is presented. In 

the paraunitary case the analysis filters are constrained to be non-linear phase 

filters related by (4.54). It turns out [78][119], that in order to design nontriv­

ial FIR linear-phase PR two-channel filter banks, it is necessary to give up the 

paraunitary property. It has been shown that linear-phase paraunitary systems 

cannot have PR unless N =  2 [107]. Vetterli et. al [121] had shown that to obtain 

linear-phase PR FIR solutions the filters must have either of the following forms

• Both filters are symmetric and of odd lengths, differing by an odd multiple 

of 2.

• One of the filters is symmetric and the other is antisymmetric: both lengths 

are even, and are equal or differ by an even multiple of 2.

Example Jt.6.2.l A two-channel filter bank is designed where the filters are 

equal length linear-phase filters.

The low-pass filter is constrained to be symmetric and the high-pass filter is 

antisymmetric such that

^o(n ) =  * S ( *  — 1 — n)

h\(n) =  —hi(N  — 1 — n) 0 <  n < A  -  1 (4.56)

The starting filters are designed using the equiripple technique, with N =  32, 

the low-pass filter has up =  0.447T, and u„ =  0.67T. The high-pass filter has 

lv3 =  0.427r, and uv — 0.67T. Figure (4.17) shows the starting filters.

The algorithm converges much slower than the paraunitary design, and it was
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stopped at a reconstruction error of 2 x 10-7 . The resulting analysis and synthesis 

filters are shown in Figures (4.18) and (4.19). The trade off is obvious in the 

quality if the filters compared with the paraunitary design. The magnitude and 

aliasing errors are shown in Figures (4.20) and (4.21).

Figure 4.17: Initial linear phase filters
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Figure 4.18: Analysis filters for Example 4.6.2.1

Figure 4.19: Synthesis filters for E xam ple 4.6.2.1
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Figure 4.20: Magnitude error for Example 4.6.2.1

Figure 4.21: Aliasing error for Example 4 .6 .2 .1
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4.7 M-channel Filter Bank Design

The design of M-channel filter hanks is considered in this section. The quality 

of the starting filters is crucial to the design, so to ensure that the filters remain 

good band pass filters we constrain the initial analysis filters to have mirror image 

symmetry with respect to u> =  7r/2 [77].

\Hk{e>“ )\ =  \HM. x. k( e ^ ) \  (4 .57)

in the z-domain

iIM-i-k (z)
Hk(—z) M odd

z-(N~i)Hk(—z~1) M even
(4.58)

Maximally decimated examples are presented (R = M) for three and five channel 

systems.

Example 4-7.1 In this example a three channel filter hank is designed. The 

initial filters are chosen to be spectral factors of a third band filter, using the 

method in chapter 3, where the filters satisfy the pairwise image condition (4.58). 

The prototype low-pass filter has length N  =  21 , and using a prolate spheroidal 

window with transition band equal to 0.17T. The resulting analysis and synthesis 

filters are shown in Figures (4.22) and (4.23). The Magnitude and phase errors 

are shown in Figures (4.24) and (4.25). The algorithm converges quite fast since 

the initial filters are spectral factors of a third band filter. The algorithm was 

stopped at a reconstruction error of 2 x 10-12.
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Figure 4.22: Analysis filters for Example 4.7.1

Figure 4.23: Synthesis filters for E xam ple 4.7.1
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Figure 4.25: Aliasing error for Example 4.7.
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4.7.1 Modulated Filter Bank

For more than three channel systems, the initial filters are obtained from a single 

prototype low-pass filter using cosine modulation.

The modulated filter bank is defined as

7T 0 <  k < M  -  1
h°k(n) = b(n)cos((k +  0.5)(n +  1)— ) (4.59)

0 <  n < N  — 1

where b(n) is a low-pass prototype filter with a nominal cutoff frequency of tt/ 2 M .  

The modulated filters satisfy the pairwise image condition (4.58).

Example ^.7.1.1 A five channel filter bank is designed. The initial filters are ob­

tained using (4.59). The prototype filter is an equiripple minimax filter shown in 

Figure (4.26), with length N =  55 and cutoff frequency 7r/10, where up =  0.0087T , 

and us =  0.2287T. Figure (4.27) shows the initial modulated filters. The resulting 

analysis and synthesis filters are shown in Figures (4.28) and (4.29). The magni­

tude and aliasing errors are shown in Figures (4.30) and (4.31). The algorithm 

was stopped at a reconstruction error of 1.3 x 10~7.
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Figure 4.26: Prototype filter

Figure 4.27: Modulated filter bank
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Figure 4.28: Analysis filters for Example 4.7.1.1

Figure 4.29: Synthesis filters for E xam ple 4.7.1.1
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Figure 4.30: Magnitude error for Example 4.7.1.1

Figure 4.31: A liasing error for E xam ple E xam ple 4.7.1.1
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4.8 Performance Analysis

The reconstruction performance of the filter banks are examined by computing 

the signal to noise ratio for two different signals. The first signal is a unit ramp 

signal 100 samples long, and the second is a random signal uniformly distributed 

between -100 and 100.

The signal to noise ratio is defined as [75]

SNR =  10 log10(
E x 2{n)

---------- 5— __________ \
£ (z (n )  -  x(n +  A ) )2'
n

(4.60)

Table (4.1) shows the result of simulations on the illustrative examples shown 

earlier. SNR1 denoted the signal to noise ratio of the ramp signal, and SNR2 

denotes the signal-to-noise ratio of the random signal.

2Ch-Paraunitary 2Ch-Linear phase 3-Ch 5-Ch
N
Ree. error
SNR1
SNR2

32
2 x 10~16 

m d B  
30 6dB

32
2 x 10-7 
m d B  
m d B

21
2 x 10~12 

290dB 
282dB

55
1.3 x 10"6 

89 dB 
85 dB

Table 4.1: Performance of the filter banks
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4.9 Conclusions

A general time-domain formulation for FIR multirate filter banks has been de­

rived. Starting from the z-domain perfect reconstruction conditions, a set of 

matrix system of equations are obtained. The paraunitary (lossless) time-domain 

conditions has been derived. These conditions represent a set of cross orthogo­

nality conditions of filter coefficients in the analysis and synthesis filters.

The time-domain formulation has been utilized to design a wide class of multirate 

filter banks. The design is simplified by the fact that the analysis and synthesis 

filters are interrelated, and using the previous values of the synthesis filters to 

update the analysis filters from the next iteration of a least square minimisation 

algorithm.

All the simulation results show that a high signal-to-noise ratio can be easily 

achieved, which is sufficient for most practical applications. The results shown 

were obtained using MATLAB on a SUN SPARC workstation.



Chapter 5

Low Delay Multirate Filter 

Banks

5.1 Introduction

In this chapter, the issue of system delay is explicitly addressed. Delay is an 

important issue that has been recognized previously as a source of distortion in 

real-time subband coding systems [69] [58] [70].

In most perfect reconstruction systems addressed previously, the overall delay has 

been fixed by the length of the filters [108]. However Nayebi et. al. [75] recog­

nised that low delay perfect reconstruction systems can be designed relatively 

independent of the length of the filters.

Tree structured systems based on the two channel filter bank has been used ex­

tensively in subband coding [27] [93]. These systems have inherently long delays 

that can be objectionable in real implementations and applications of subband

103
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coders. Also non-uniform filter banks such as the wavelet transform also suffer 

from long delays [90].

In this chapter, the design of low delay two channel filter banks is initially con­

sidered using direct z-domain analysis and design. This procedure is simple and 

achieves perfect reconstruction. The main disadvantage is that it requires the 

spectral factorization of a non-linear phase filter, which consequently does not 

guarantee good quality analysis and synthesis filters, Also the system delay is 

constrained to be odd. Next, the design of low delay M-channel filter banks using 

the time-domain formulation is investigated. The design involves a simple mod­

ification of the algorithm presented in chapter 4. The algorithm is modified to 

overcome the unsymmetric nature of the system of equations when the system 

delay is forced to be less than N — 1.

This procedure produces low delay systems with good quality analysis and syn­

thesis filters, with arbitrary values of the system delay A  [8].

5.2 The Two Channel Low Delay System

The two channel filter bank is analyzed in the classical z-domain formulation with 

arbitrary system delay. Initially consider the two-channel filter bank of Figure 

(4.1), the output X(z)  can be expressed as

X{z)  = T{z)X(z)  + A { z ) X { - z )  (5.1)

where A(z)  is the aliasing term

M * )  =  \{H0( ~ z)Fo(z) + ff,(-*)F,(z)] (5.2)
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and T(z)  is the system transfer function

T(z) =  i lt fo M F o M  +  t f . M n W )  (5.3)

To eliminate aliasing distortion, the synthesis filters are chosen as

F0(z) =  H, ( - z )

F\{z) =  -H o ( -z )  (5.4)

then (5.2) is equal to zero, and (5.3) becomes

T(z) = t(//o(a)/i,(-z) -  HtizjIM-zft (5.5)

Define the product filter G(z) as

G(z) =  HQ{z)L h {-z ) (5.6)

then (5.5) can be expressed as

T(z) =  G(z) +  G (-z )  (5.7)

For perfect reconstruction T(z)  must be a pure delay

m ) = 2- a

where A  is the system delay.

In the time-domain the PR conditions can be written as

t{n) = g(n) +  ( - l ) ng(n) = 8 { n - A )  (5.8)

this means that all except one of the even samples of g(n) are zero

i 0.5 n =  A
d( 2«) =  <

0 otherwise
(5.9)
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In the classical two channel QMF design [93][73], A is constrained to be f t  — 1, 

where TV is even, and the product filter is now constrained to be an odd length 

linear phase half-band filter, where

G(z) =  HQ(z)H0{z~l )

A low delay system is defined to be a system with filters of length TV and with a 

delay A, which is less than N -  1. To design low delay two-channel systems, A 

is defined as

A =  N - l - d

where d is a positive even integer. Clearly from (5.9), the filter is no longer 

symmetric, and the maximum value is shifted from the center. A direct design 

of G(z)  is presented in the next section based on a truncated half-band filter to 

obtain the required non-linear phase filter.

5.2.1 Design Procedure

The procedure starts by designing a half-band product filter Gi(z)  with length 

(2N — 1 +  2d), and then discarding the first 2d coefficients to obtain a non­

linear phase filter G(z).  This will shift the maximum coefficient from (TV — 1) to 

(TV -  1 -  d).

Subsequently the product filter G(z) is factorised to its appropriate factors ac­

cording to (5.6).

The difficulty lies in the spectral factorisation, since G(z)  is a non-linear phase fil­

ter, and its zeros are unsymmetric. The following design examples demonstrates
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Example 5.2.1

Product filters are designed and the value of d is varied for comparison. The 

value of N is chosen to be 8. Figure (5.1) shows the product filters for values of 

d -  0,2,4 respectively, and Figure (5.2) shows their zeros. Clearly by increasing 

the value of d the filter response in the stopband is degraded, and the filter be­

comes dominantly minimum phase.
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Figure 5.1: Magnitude responses of the product filters for d=0 (solid line), d=2 
(dashed line), d=4 (dotted line)

(8) (b) (c)

Figure 5.2: Zeros of the product filters for (a) d=0, (b) d=2, (c) d=4



Ch.5: Low Delay Multirate Filter Brinks 109

Example 5.2.2

In this example the design of a low delay system is demonstrated for N =  8 and 

d — 4, thus the system has a reconstruction delay of A  =  3.

The product filter was designed using a window design, and a prolate spheroidal 

window is used with a transition band of 0.2n. Figure (5.3) shows the product 

filter, and Figure (5.4) shows the zeros of the product filter. Clearly the filter 

is minimum phase except for one zero outside the unit circle. Figures (5.5) and 

(5.6) show a possible factorisation of the product filter, clearly one of the filters 

has a good response. The synthesis filters are obtained using (5.4).

Example 5.2.3

The same product filter is designed as in the previous example, but the analysis 

and synthesis filters are obtained using a different factorisation. Figures (5.7) and 

(5.8). Clearly the examples show the difficulty of obtaining good quality filters 

using this procedure. It must be also remembered that so far only two channel 

systems have been considered. The factorization problem illustrated above for 

the two channel case, becomes even more acute when a general M-channel system

is considered.
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Figure 5.3: Magnitude response of the product filter

Figure 5.4: zeros of the product filter
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Figure 5.5: (a) Magnitude response of IJq(z) (b) zeros of H0(z) for Example 5.2.2

(a) (b)

Figure 5.6: (a) Magnitude response of H^(—z) (b) zeros of H\(—z) for Example 
5.2.2
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(a) (b)

Figure 5.7: (a) Magnitude response of H0(z) (b) zeros of H0{z) for Example 5.2.3

(a) (b)

Figure 5.8: (a) Magnitude response of H\{—z) (b) zeros of Hi(—z) for Example 
5.2.3
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5.3 Time-Domain Formulation

In this section the design of low delay filter banks is considered based on the 

time domain formulation derived in Chapter 4. Recall that time-domain perfect 

reconstruction conditions for the M-channel system figure.(4.2) can be expressed 

as a matrix system of equations

As =  B (5.10)

where A is a block circulant matrix derived from the coefficients of the analysis 

filters

A =

P i o ... o

Pi Pi :
Pi j

pT 1 Por

O p L i P i

O . . . 1
*

p*o

and s is derived from the coefficients of the synthesis filters

r
s = Qo Q i ••• Q s - i

Most importantly the matrix B has the form

B =
T

01 01 Jr Or R

(5.11)

(5.12)

(5.13)

where Or  is an R x 1 zeros matrix, and J r  is an R x R anti-diagonal identity

matrix.
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It has been shown in Chapter 4, that the position ol the subrnatrix J r  in B is 

directly proportional to the total delay of the system A.

In general, the M-channel system in Figure.(4.2) can have a minimum delay of 

R — 1 samples, and a maximum delay of (25 — l)R  — 1 samples. For example a 

minimum delay system with R — 1 samples of delay, the matrix B should be of 

the form

B m m

i T
'll 0R 01

The design of low delay systems using the time-domain formulation has been con­

sidered by Nayebi et.al. [75][74]. The design is based on the same optimisation 

routine described in Chapter 4.

5.4 Time-Domain Design

The time-domain design algorithm presented in Chapter 4, exploits the fact that 

the linear system of equations (5.10) is symmetric when the matrix B is symmet­

ric as in (5.13), this only occurs when the system delay A  =  N -  1. Experiments 

have shown that the direct application of the algorithm to low delay systems 

(A  < N  — 1) results in undesirable effects in the frequency response of the anal­

ysis and synthesis filters.

In this section a modified time-domain algorithm is proposed, where the system 

delay is adjusted gradually throughout the design process. Figure (5.9) shows 

the modified design flowgraph. The system delay is initially set to (N — 1) 

(Ao =  N  — 1), and then gradually reduced with each iteration until the desired
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system delay A r is reached. Subsequently the reconstruction error is minimized 

to an acceptable level.

This process ensures that the frequency response of the analysis and synthesis 

filters are not severely degraded. The imposition of low delay in the system will in 

general require analysis and synthesis filters with non-linear phase as was shown 

in the two-channel low delay design in section (5.2). However experiments have 

shown that linear phase starting filters are more suitable and produce better qual­

ity filters.
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Figure 5.9: Low Delay Design Flowgraph
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5.4.1 Design Examples

Design examples are presented to demonstrate the effects of imposing low de­

lays on the filter banks. Two examples for low delay two channel fdter banks 

are illustrated; the first one imposes mirror image frequency constraints on the 

low and high pass filters, and in the second example the low and high pass fil­

ters are symmetric and antisymmetric respectively without frequency symmetry 

constraints. A five channel maximally decimated low delay example is presented 

which demonstrates the effect of varying the system delay. In all the examples 

the reconstruction error is 1 x 10-5 for comparison purposes.

Example 5.4-1.1

A two channel filter bank is designed, with N =  32. The starting low-pass filter 

is an Eigenfilter with transition band ujs =  .167T, and the high-pass filter is chosen 

as

H°Az) =  H g ( - z )

which is the frequency shifted version of the low-pass filter. The filter bank is 

designed with different values of the system delay, Figures (5.10) and (5.11) shows 

the analysis and synthesis filters when A =  31. Figures (5.12) and (5.13) shows 

the analysis and synthesis filters for A =  28. Figures (5.14) and (5.15) shows the 

analysis and synthesis filters for A  =  23. Lowering the delay further will result 

in undesirable effects in the frequency response of the filters.
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Figure 5.10: Analysis filters for A =  31 in Example 5.4.1.1

Figure 5.11: Synthesis filters for A  =  31 in E xam ple 5.4.1.1
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Figure 5.12: Analysis filters for A =  28 in Example 5.4.1.1

Figure 5.13: Synthesis filters for A  =  28 in E xam ple 5.4.1.1
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Figure 5.14: Analysis filters for A =  23 in Example 5.4.1.1

Figure 5.15: Synthesis filters for A  =  23 in E xam ple 5.4.1.1
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Example 5-4-1.2 A two channel system is designed,where the low and high 

pass starting filters are linear phase symmetric and antisymmetric respectively 

without frequency symmetry constraints.

The filter lengths are the same as the previous example. Figures (5.16) and (5.17) 

shows the analysis and synthesis filters for A =  25.

Figures (5.18) and (5.19) shows the analysis and synthesis filters for A =  18. 

Figures (5.20) and (5.21) shows the analysis and synthesis filters for A =  15. 

Figures (5.22) and (5.23) shows the analysis and synthesis filters for A =  10.

It is clear that the response of the filters in this examples is better than the pre­

vious, and a much lower delay can be achieved without severe distortion in the 

frequency response of the filters.
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Figure 5.16: Analysis filters for A  =  25 in Example 5.4.1.2

Figure 5.17: Synthesis filters for A  =  25 in E xam ple 5.4.1.2
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Figure 5.18: Analysis filters for A =  18 in Example 5.4.1.2

Figure 5.19: Synthesis filters for A  =  18 in E xam ple 5.4.1.2
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Figure 5.20: Analysis filters for A =  15 in Example 5.4.1.2

Figure 5.21: Synthesis filters for A  =  15 in E xam ple 5.4.1.2
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Figure 5.22: Analysis filters for A  =  10 in Example 5.4.1.2

Figure 5.23: Synthesis filters for A  =  10 in E xam ple 5.4.1.2
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Example 5.4-1.3 A five channel maximally decimated filter bank is designed, 

with prototype filters as in example (4.7.1.1) and N =  55, the delay is varied to 

demonstrate the effect of imposing low delay on M-channel systems.

Figures (5.24) and (5.25) show the magnitude response of the analysis and syn­

thesis filters for A =  54. Figures (5.26) and (5.27) show the magnitude response 

of the analysis and synthesis filters for A  =  40. Figures (5.28) and (5.29) show 

the magnitude response of the analysis and synthesis filters for A =  33.

In general imposing a delay of less than N/2 will result in undesirable effects, 

Figures (5.30) and (5.31) demonstrates this for A  =  25.
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Figure 5.24: Analysis filters for A =  54 in Example 5.4.1.3

Figure 5.25: Synthesis filters for A  =  54 in E xam ple 5.4.1.3
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Figure 5.28: Analysis filters for A =  33 in Example 5.4.1.3

Figure 5.29: Synthesis filters for A  =  33 in E xam ple 5.4.1.3
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Figure 5.30: Analysis filters for A  =  25 in Example 5.4.1.3

Figure 5.31: Synthesis filters for A  =  25 in E xam ple 5.4.1.3
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5.5 Conclusions

The design of low delay filter banks has been discussed in this chapter. For the 

first time a direct z-domain analysis and design of low delay two-channel systems 

has been presented. The design is based on the spectral factorization of a non­

linear phase filter. Although perfect reconstruction is achieved, obtaining good 

quality analysis and synthesis filters is difficult, since the choice of zeros can be 

very tedious specially for long filter lengths.

A time-domain procedure was then presented, which is based on the time-domain 

algorithm developed in Chapter 4. The algorithm is modified to utilize low delay 

designs. This procedure is ideal for designing FIR filter banks with adjustable 

system delays.

Results indicate that the trade-off between the system filter characteristics and 

the system delay depend on the imposed delay and the length of the filters. It 

is clear from the filter responses that decreasing the system delay result in the 

reduction of the overall quality of the analysis and synthesis filters. By allowing 

the reconstruction error to increase slightly, the filter stopband attenuation can 

be improved. Since in many applications some processing distortion is generated 

before the synthesis section, a better overall system might be achieved, by using 

analysis/synthesis filter banks with some degree of reconstruction error [74].

It is believed that low delay filter banks should find applications in communica­

tion systems, audio, and other time critical applications.



Chapter 6

Wavelets and Filter Banks

6.1 Introduction

Wavelets are families of functions obtained from a single prototype function 

(mother wavelet) by dilation and translation, and provide expansions of func­

tions belonging to the space of square integrable functions

Wavelets are seen as a better solution to the problem of analysing non-stationary 

signals. The wavelet functions are used to decompose signals into building blocks, 

well localized in frequency and time.

One advantage of using wavelets is that it has the ability to ’’ zoom” in on sin­

gularities. For example a rough approximation of a signal might look stationary, 

while at a more detailed level, a different behavior is observed.

This chapter is concerned with the discrete version related to FIR filter banks 

termed compactly supported wavelets [25]. Orthonormal and bi-orthogonal wave­

lets are designed using the time domain approach presented in chapter 4.

132
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A new family of wavelets are introduced termed low-delay wavelets which ad­

dresses the problem of the growing system delay in the iterated filter banks [7]. 

The filter bank approach to wavelets is adopted in this chapter, which has been 

has been presented by Vetterli [120], and by Vaidyanathan [105].
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regularity (smoothness) in the iterated filters, since nonregular filter could cause 

discontinuities in the wavelet coefficients that are not due to the signal itself [89]. 

In [25] Daubechies gives a sufficient condition, which guarantees that the iterated 

filters converge to a continuous function.

The condition is that the low pass filter hi should have a sufficient number of 

zeros at z — —1, or half the sampling frequency, so as to attenuate the repeated 

spectra. If H\{z) has length N, their can be at most N/2 zeros of Ht(z) at z =  - 1 ,  

then the filter is known as maximally regular. The above condition can be in­

terpreted as a flatness condition of the spectrum of //¿(eJu;) at half the sampling 

frequency to =  it. It has been shown that the well known Daubechies orthonor­

mal filters are deduced from ” maximally flat” low pass filters [40] [47]. It has also 

been shown that the Lagrange half band filters, and the binomial filters [10] [4] are 

special cases of maximally flat filters that have been used to design orthonormal 

wavelets. It is possible to obtain smooth wavelets if is sufficiently small

at u — 7r. It has been shown that the two-channel ELT can be used to generate 

wavelet transforms with a sufficient degree of regularity [61]. In this section the 

design of orthonormal wavelets is considered using the time-domain algorithm 

developed in chapter 4.



Ch.6: Wavelets and Filter Banks 136

x(n)

*2

*3

Level 3

Figure 6.1: Analysis bank implementation of the 3 level DWT

Level 3

y3

*2

Figure 6.2: Synthesis bank implementation of the 3 level IDWT
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Figure 6.3: Equivalent filter bank implementation of the wavelets

Figure 6.4: Typical magnitude responses of the wavelets
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6.3 Orthonormal Wavelets

Orthonormality of the wavelet basis is a desirable property in many applications

[25][59][68]. A classical example is the Haar basis [37]. However the Haar function 

is discontinuous and is not generally appropriate for signal processing.

For an L-level binary tree structured filter bank. The wavelet basis are said to 

be orthonormal if they satisfy [25]

Y  (n) = 8(k -  l)6(m -  i) (6.4)
n

In terms of the analysis filter coefficients (6.4) can be expressed as (assuming real 

coefficients)

Y  hk(n -  2k+lm)hi(n -  21+1 i) = 8(k -  l)8(m -  i), k, l = 0, • • •, L  -  1 (6.5)
n

Y h L (n -2 Lm)hi(n-2,+1i) =  0, / =  (),••• , L - 1  (6.6)
n

Y  “  2Lm)hi(n -  2Li) =  8{m -  i) (6.7)
n

with a change of variables [99]

Yhk{n)hi(n-2l+1i) =  6(k-l)6(i), l < k, k =  0, • • •, L -  1 (6.8)
n

Y  h(n)hi(n -  2,+1z) =  8(k -  l)8i, / =  0, •••,//— 1 (6.9)
n

Y hk(n)h i(n -2Li) = 8(i) (6.10)
n

In other words for a one-level ’’ tree” (L = l) the discrete filter with impulse re­

sponse hi(n) is orthogonal to its even translates, and with hh{n) = ( ~ l ) nhi(N -  

1 — n), perfect reconstruction FIR filter bank is obtained.
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In matrix form the orthonormal conditions can be expressed as [121]

A t A =  I

where
MO) MO) 0 0 •••

Mi) Mi) o o

A =
h o ( N -  1) M J V -  1)

0 0

(6. 11)

This condition is equivalent to the time-domain paraunitary conditions obtained 

in chapter 4.

It has been shown [25] [105] that binary tree structured filter banks with the same 

paraunitary filters on all levels generates an orthonormal basis.

Example 6.2.1 Orthonormal wavelets are generated for L — 5 using a two 

channel paraunitary filter bank with N =  16.

The starting filter is designed using the Parks-McClellan algorithm [66]. The 

pass-band and stop-band frequencies are chosen carefully such that the frequency 

response is sufficiently smooth with uv =  0.0967T and up =  0.96187T. The mini­

mum phase filter counter part is used as a starting filter in the algorithm. The 

normalisation requirement is incorporated in the algorithm simply by normalising 

the starting filter to unit norm (i.e || h0(n) ||2=  1).

The algorithm is stopped at a reconstruction error of 1 x 10~10, Figure (6.5) shows 

the magnitude responses of the wavelets, and Figure (6.6) shows the magnitude
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response in dB normalized to unity for convenience. Figure (6.7) shows the cor­

responding impulse responses of the wavelets, clearly they converge to a smooth 

function. Figure (6.8) shows a comparison between the designed wavelet and the 

maximally regular Daubechies wavelet of the same size.
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Figure 6.5: Magnitude response of the orthonormal wavelets

Figure 6.6: Magnitude response in dB of the orthonormal wavelets
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Figure 6.7: Impulse response of the orthonormal wavelets; high-pass(top) to low- 
pass(bottom)

Figure 6.8: (a)(b) Impulse and magnitude response of the time domain wavelet; 
(c)(d) Impulse and magnitude response of the Daubechies wavelet for N=16 and 
L=5
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6.4 Bi-orthogonal Wavelets

It is well known that the only orthogonal (paraunitary) real FIR filter bank 

having linear phase has only two non-zero coefficients [121], given by IIq(z) =  

z~l +  z -1- 2" - 1 and Hi{z) =  (z~l -  z- i - ^ ) z- ^

To obtain longer real FIR filters with linear phase, orthogonality has to be given 

up for a more general filter bank termed bi-orthogonal filter banks [121] [90] where 

the analysis filters are orthogonal to the synthesis filters.

A bi-orthogonal system can be described by the following equations

¡C/o(n)M2i — n) = 0 (6.12)
n

X ] / i ( n)M 2* - n )  =  0 (6.13)
n

'52fk(n)hk( 2 i ~ n)= 6 ( i ) ,  k =  0,1 (6.14)
n

The cross-correlation of fi(n ) and the time reversed filter /i0( -n ) ,  and the cross­

correlation of fo(n) and the time reversed filter hi(—n) have only odd indexed 

coefficients. In other words the product filter H0{z)F0(z) is a half-band filter 

and H0(z), F0(z) are its linear phase spectral factors. This amounts to designing 

a two-channel linear phase prototype filter bank with sufficiently smooth filters 

[121]-

Example 6.\.l Bi-orthogonal wavelets are generated for L =  5 and N — 16, 

the low-pass and high-pass filters are symmetric and anti-symmetric respectively. 

Figure (6.9) shows the magnitude response of the bi-orthogonal wavelets, and 

Figure (6.10) shows the impulse response of the wavelets.

Clearly the wavelets are anti-symmetric with linear phase and sufficiently smooth.
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Figure 6.9: Magnitude response of the bi-orthogonal wavelets
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0
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Figure 6.10: Impulse response of the bi-orthogonal wavelets; high-pass(top) to 
low-pass(bottom)
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6.5 Low Delay Wavelets

One of the drawbacks associated with iterated filter banks is that the delay grows 

exponentially with the number of levels [90], and has been recognized as a problem 

in audio and communication systems [28] [108]. The decomposition levels located 

further inside the tree contribute significantly more to the total system delay than 

the earlier decomposition levels. Thus, by imposing lower delay on the splitting 

levels located deep inside the tree, the system delay can be significantly reduced. 

The total system delay can be obtained using

A<l > =  (2- 1)A (6.15)

where A  is the delay for L — 1. It is clear that the slight reduction of the delay 

at the fist level, will be significant in the total system delay as L grows larger.

A unique advantage of the low delay wavelets, is that it becomes possible to 

control the energy distribution of the wavelets, unlike the orthonormal and bi- 

orthogonal wavelets where the energy is concentrated in the center of the wavelet. 

By reducing the delay, the energy can be concentrated in the initial samples, and 

thus reducing the delay. The following example will demonstrate the properties 

of the low delay wavelets.

Example 6.5.1 Low delay wavelets are generated using a prototype filter bank 

with N — 32 and a prototype delay of A  =  15 is imposed. Figure (6.11) shows 

the magnitude response of the low delay wavelets, and Figure (6.12) shows the 

impulse response of the wavelets. The total delay is 456 samples. Compared with 

961 samples of delay for the normal systems this is a significant reduction.
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Figure 6.11: Magnitude response of the low delay wavelets
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Figure 6.12: Impulse response of the low delay wavelets; high-pass(top) to low- 
pass(bottom)
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6.6 Conclusions

Orthonormal and bi-orthogonal wavelets are designed using the time-domain ap­

proach, this approach is simple and can achieve acceptable levels of smoothness 

in the wavelets.

One of the recognised restrictions with standard iterated filter bank implementa­

tions of the DWT is that the system delay grows exponentially with the number of 

levels [90]. By imposing lower delay on the prototype filter bank the system delay 

is significantly reduced, this is achieved easily using the time-domain formulation.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

The Analysis and design of FIR multirate fdter banks have been explored in this 

thesis. A spectral factorization method has been used to design three channel 

based systems, which is simple and only requires the design of one prototype third- 

band filter. Magnitude and phase errors are eliminated. However this method is 

not very robust to the aliasing errors.

A time-domain transformation of the z-domain perfect reconstruction condi­

tions has been demonstrated, and its relation to the polyphase and paraunitary 

structures has been established. The time-domain formulation has a rich alge­

braic structure that allows the design of various classes of filter banks with desired 

properties such as, arbitrary phase, filter lengths, system delay, and perfect recon­

struction. An efficient design algorithm is presented which allows great flexibility

148
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in the frequency domain.

Low delay filter banks are also considered both in the z-domain and the time- 

domain. Two-channel low delay systems can be designed in the z-domain which 

requires spectral factorization of non-linear phase filters. A general design method 

based on the time domain formulation is introduced to design low delay filter 

banks with arbitrary number of channels.

Wavelets give rise to an inherently logarithmic decomposition of the frequency 

domain, which can be achieved using an octave band filter bank tree structure. 

Because of the relationship between filter banks and wavelets, the time-domain 

formulation of the filter bank can be used to construct corresponding classes of 

wavelet bases like orthonormal, bi-orthogonal, and low delay wavelets.

7.2 Future Work

The research on multirate systems has reached a mature stage, however there 

remains a number of interesting problems. Most of the filter banks considered 

in the research are stationary that is the filters are stationary for all time. A 

number of researchers have proposed time varying filter banks[76][98], these filter 

banks have the property of switching to other filter banks with differing number 

of channels, or filters.

The design of filter banks based on the statistical properties of signals has gained
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a lot of attention recently [91][114][102], where the filters are optimized to maxi­

mize certain statistical properties of signals in a finite number of channels.

Most of the applications of multirate filter banks have focused on deterministic 

signals, a few applications considered the second order statistics of random sig­

nals. An interesting problem that is still open is the effect of multirate systems on 

the higher-order statistics of signals [80] [79]. Existing methods only consider sec­

ond order statistics in the analysis and design of filter banks [18] [67] [85]. Also in 

the areas where higher order statistics are established it is interesting to consider 

the higher order statistics of subband signals, this can be useful in applications 

such as estimation, noise reduction, etc.

Also filter banks and wavelets have proved to be ideal for analysing fractal sig­

nals [29][16][48][125][126], due to their nonstationary nature, using higher-order 

statistics remains an open problem. Most of these problems are still open in 

multidimensions where it is computationally expensive [30] [62] [123].



Appendix A

Eigenfilters

Eigenfilters are linear phase FIR filters that are optimal in the least square sense 

[113]. The lowpass filter H(z) is obtained by minimizing an error measure of the 

form

E = v1 Ru (A .l)

where R  is a real, symmetric, positive definite matrix, and ?; is a real vector 

related to the impulse response of the symmetric filter

h(n) =  h(N -  1 -  n) (A .2)

under the constraint vTv =  1.

The solution for the fdter length N odd is presented here. The frequency response 

of the filter has the form

H (ejw) =  e - W - ' ^ H o i e ^ )  (A.3)

M
H(ej“ ) =  b(n)cos(nu) (A.4)

n=0

151
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where N  is odd, and M = N — 1/2. Define

6 = [6 (0 ) ,6 (l ) ,- - .,6 (A /)] i

and

c(u) =  [1, cos(u), cos( 2u>), ■■■, cos(Mu )]t 

Ho(e^) =  bTc( u)

The stopband error can be defined as

Es =  -  [ ' [ D M  -  Ho(e^)]2dio 
7r J  ufa

i r* T T 
= — I b cc bdu)

7T J lj3

= bTR sb

where D(u) is the desired response, and R s is given by

1 [* T
R , =  — / cc du>

7T J UJ a

R., is a real, symmetric, positive definite matrix.

The stopband error is defined as

1 r^ p  1 i^ p  m
EP =  -  Jo el(u)du = - J o br ( l - c ) ( l -  cfbd u  =  bTR p 

where R p is given by

1 f^p
Rp =  -7T JO '

The total error to be minimized is

(A.5)

(A.6)

(A.7)

(A.8) 

(A.9) 

(A .10)

(A .11)

b (A .12) 

(A. 13)

E = b ( A .14)
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where

R = (1 — a)Rp +  aRj (A. 15)

where 0 < a <  1 controls the passband and stopband errors.

The solution vector v is simply the eigenvector of R corresponding to its mini­

mum eigenvalue according to Rayleigh’s principle [81]. For alpha — 1 the solution 

reduces to the prolate spheroidal sequences [92].
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