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Abstract  
 

The present thesis aims at characterising and understanding flow and combustion processes in four-

stroke marine engines by means of detailed Computational Fluid Dynamics (CFD) modelling. In 

particular, two dual-fuel engines operating in the diesel mode are considered: Lister LV1 and Wärtilä 

50DF. A systematic approach is followed, consisting in: (a) Characterising the spray dynamics in a 

constant volume chamber, and adapting the Cascade Atomisation Breakup (CAB) spray model, for 

conditions relevant to operation of the engines considered in the present study. (b) Adapting a tool 

developed by means of coupling the chemical kinetics CHEMKIN-II code with the KIVA-3vr2 CFD 

code, thus enabling CFD simulations with reliable chemistry. (c) Performing CFD simulations of 

flow and combustion in the two engines for operation in the 80% load for Lister LV1, and in the full 

load range for Wärtilä 50DF, and comparing results against one-step chemistry simulations, as well 

as against respective experimental data. Thus, to author’s knowledge, the present thesis reports the 

first CFD studies in marine engines operating in the diesel mode, including realistic combustion 

chemistry.  

The computational results demonstrate that the spray breakup corresponds to the catastrophic regime. 

Adaptation of the CAB model has yielded values of model constants in a range that does not 

considerably deviate from relevant literature studies. Two validated reduced-order chemical kinetic 

mechanisms of n-heptane combustion have been implemented in the course of the present CFD 

studies: (i) Patel et al. (2004), with 29 species and 52 elementary reactions, and (ii) Ra and Reitz 

(2008), with 45 species and 142 elementary reactions. The two mechanisms have been supplemented 

with a NOx sub-mechanism. The main findings of the present study can be summarised as follows: 

- Ignition delay times are in good agreement with chemical kinetics simulations using realistic 

chemistry.  

- For simulations with reduced order chemistry, fuel disintegration nearly terminates at the end 

of injection, in contrast to results of the one-step approach. On the other hand, similarities in 

Rate of Heat Release Rates are attained for the two approaches.    

- The evolution of important species can differ considerably between the two reduced 

mechanisms.  

- The distribution of main pollutants bears similarities between the two reduced mechanisms, 

and may differ significantly from the one-step approach.   

While the present study demonstrates that using reduced order chemistry is essential for 

characterising engine aerothermochemistry albeit at a significant increase in computational cost, the 

one-step approach is shown to still be valid as an engineering tool, providing a basic characterisation 

of flow and combustion, which can be useful in the frame of marine engine development.  
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1.Introduction 
 

The study of flow and combustion of marine engines has been substantially supported in the last 

decades by Computational Fluid Dynamics (CFD). The accurate representation of marine engine 

aerothermochemistry is a complex task, requiring modelling of different physical processes, namely: 

(a) turbulence of the gas phase flow, (b) primary and secondary decomposition of the fuel spray, (c) 

combustion (involving chemical kinetics and turbulence - chemistry interaction), (d) heat transfer. 

Given the progress in computational power, incorporation of realistic chemistry in engine CFD 

studies (essential for a more accurate characterisation of combustion) now appears a realistic goal, 

and attracts the attention of the international engine research community.  

Common practice in engine CFD has been the use of a global reaction approach (one-step reaction of 

fuel with oxygen), which is computationally efficient, associated with reduced CPU time. Evidently, 

the approach cannot account for the essentials in the evolution of combustion chemistry, and the 

associated formation and destruction of important species, such as the carbon monoxide (CO) and 

important radicals. Further, this may affect the temporal evolution of important global parameters, as 

the Rate of Heat Release and pressure. Using realistic chemistry is thus essential; nonetheless detailed 

kinetics mechanisms can still not be incorporated in engine CFD simulations, due to the excessive 

increase in computational cost. Accurate reduced kinetic mechanisms are therefore needed. 
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1.1 Marine Engines 

 

Diesel engines consist the most common type of propulsion system of merchant ships. The term 

'Diesel engine' refers to the self-igniting combustion piston engine, invented by Rudolf Diesel in 

1892. Its main feature is the fuel self-ignition, due to the high temperature achieved by the 

compression of air in the combustion chamber (Heywood, 1988). Diesel engines have dominated 

marine applications over steam turbines and gas turbines, due to their high efficiency, as well as their 

ability to burn very poor quality fuels. 

Both two- and four-stroke Diesel engines are used as ship prime movers, and their main differences 

can be summarised as follows: 

• Two-stroke marine engines operate at low rotational speed (in the range of 60 ÷ 200 rpm), 

have relatively lower fuel consumption (≈170 g/kWh), and are connected directly to the 

engine shaft (without the presence of a gearbox). In comparison to four-stroke engines, they 

have more weight (and volume), and are characterised by significantly lower maintenance 

costs. They extend to a very high power range, and are generally connected to Fixed Pitch 

Propellers. They mainly serve as prime movers of large commercial seagoing vessels, such as 

bulk carriers, tankers and container ships. 

• Four-stroke marine engines operate at medium rotational speeds (300 ÷ 1000 rpm), have a 

fuel consumption of about 185 g/kWh or higher, and are capable of operating with the same 

(low quality) marine fuel as the (low speed) two-stroke engines. Four-stroke marine engines 

are connected to the shaft via a gearbox and clutch, and are in many cases coupled to 

Controllable Pitch Propellers. They commonly operate in a power range lower to the one of 

two-stroke marine engines.  

At present, few manufacturers produce marine Diesel engines for seagoing ships. Figures 1.1 and 1.2 

present the main families of low-speed Diesel engines manufactured by MAN and Wärtilä (now: 

Winterthur Gas and Diesel – WinGD), in a speed – power domain. 
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Figure 1.1 Speed-power range of main families of two-stroke marine Diesel engines manufactured by ΜΑΝ (Marine 

Engines and Systems, MAN, 2017).  

 

  
Figure 1.2: Speed-power range of main families of two-stroke marine Diesel engines manufactured by Wärtilä (now: 

Winterthur Gas and Diesel – WinGD) (Spahni and Kyratos, 2014). 

 

Dual-fuel marine engines can operate both in the Diesel mode and in the gas mode; they have an 

increasing penetration in the maritime sector for more than a decade, mainly using LNG for gas mode 

operation. Depending on the stage in which LNG is introduced in the combustion chamber, dual-fuel 
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engines are categorised as: (a) low-pressure gas admission engines, operating under the Otto cycle, 

(b) high-pressure gas admission engines, operating under the Diesel cycle. The use of LNG results in 

a potential reduction of CO2 emissions of 25%. Low-pressure gas admission engines are characterised 

by the presence of a premixed flame, which contributes to a substantial reduction of NOx emissions; 

nonetheless, a narrow window in air-fuel ratio (λ) constrains stable operation, due to presence of 

knock (low range of λ) and misfire (high range of λ) (Weisser, 2013, Wärtilä, 2009).   
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1.2 Marine Engine Emissions and Regulations  

 

Emission regulations have been a main driving force of marine engine development in the past two 

decades. The International Maritime Organization (IMO) and several national institutions have 

imposed strict standards for pollutant emissions from ships. A set of regulations pertinent to nitric 

oxides (NOx) and sulphur oxides (SOx) emitted from ships was adopted in 1997, and is outlined in 

Annex VI of the MARPOL Convention. These emission regulations came into force in 2005, and 

were modified in 2008 (IMO, 2008). The limits in NOx emissions are set for marine engines as a 

function of their operating speed. NOx standards Tier I and Tier II have set global limits, while Tier 

III standards apply only within specific areas (Emission Control Areas - ECAs). Figure 1.2 presents 

the existing ECAs, as well as possible future ones.   

 

 
Figure 1.3: Map of existing and possible future ECAs (Det Norske Veritas (DNV). 2018. Maritime Forecast to 2050). 

 

In more detail, the limits in NOx emissions for slow-speed marine engines (n ≤ 130 rpm) are 14.4 

g/kWh globally (Tier II) and 3.4 g/kWh within the ECAs (Tier III). The drastic reduction in NOx from 

Tier II to Tier III has resulted in drastic changes in marine engine design, which include Exhaust Gas 

Recirculation (EGR) and emissions aftertreatment. As indicated in Table 1, the reduction introduced 

by Tier III (effective since January 2016, for NOx ECAs) is about 75% with respect to Tier III.  
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Table 1: Regulations for NOx emissions for slow speed marine engines (n ≤ 130 r/min), as prescribed by Annex VI of the 

MARPOL convention (IMO, 2008). 

Tier 

Engine construction 

date (on or after) 

Total weighted cycle emission 

limit (g/kWh) 

n=engine rated speed (rpm) 

n < 130 

I January 2000 17.0 

II January 2011 14.4 

III January 2016  3.4 

 

Regarding SOx emission standards, it is noted that they are set indirectly, by specifying the fuel 

sulphur mass content; a global limit of 3.5% in sulphur content held until Dec. 31 2020, and was 

reduced to 0.5% subsequently. A limit of 0.1% has been imposed within the ECAs since 2015. No 

regulations for soot particles have yet been imposed. With respect to the fuel sulphur content, the 

prescribed limits, both global and ECA ones, are presented in Figure 1.3 (IMO, 2008). 

 

Figure 1.4: Fuel sulphur content limits (www.imo.org). 
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1.3 Literature Review of Marine Engine Aerothermochemistry  

 

This section contains a literature review of research on the spray breakup, ignition and combustion 

pertinent to constant volume combustion chambers, research engines, as well as marine engines.   

 

1.3.1 Experimental Studies 

 

1.3.1.1 Combustion Chambers and Research Engines 

 

Many years of past and ongoing experimental investigations contribute to our understanding of diesel 

spray breakup processes. A selection of important representative works is highlighted next.   

Hult and Mayer (2013) and Hult et al. (2014) implemented constant volume combustion chamber 

experiments of sprays, for conditions relevant to large marine engines. Optical access to the 

combustion chamber has utilised 24 optical ports with clear diameters of 40 mm. Fuel injection was 

visualised based on laser Mie scattering imaging of fuel spray structures, giving quantitative 

information regarding the liquid penetration and spray cone angle.  

Taylor and Walsham (1969) studied the fuel-spray formation and penetration based on a constant 

volume chamber, with the goal of understanding and improving combustion of medium-speed Diesel 

engines. The experiments of Fink et al. (2008), performed in a constant volume combustion chamber, 

for conditions relevant to medium speed marine engines, have shown that, changing of the fuel type 

(from diesel fuel to heavy fuel oil (HFO) or fuel-water emulsion), affects the spray structure and 

dynamics, as well as the reactive flow emissions. 

Prescher et al. (1999) performed spray experiments in a high-pressure chamber, in order to study the 

effects of fuel type, as well as its temperature and injection pressure. The results have verified a higher 

penetration for HFO, associated with longer and taller (decreased spray cone angle) sprays; the 

findings were mainly attributed to the higher kinematic viscosity of HFO, resulting in increased 

droplet diameters. Further, the role of low evaporation rates, caused by the low proportion of light 

components in the fuel, resulting in a lower vapor volume in comparison to diesel fuel sprays, was 

highlighted.   

Experimental investigations into smaller engines with similar operating conditions include the study 

of Lacoste et al. (2003) in a single-cylinder two-stroke engine, using the Phase Doppler Anemometry 

(PDA). They verified that the increase in cylinder pressure decreased droplet velocities, whereas 

increasing the injection and cylinder pressures enhanced spray atomisation.  
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Schneider (2003) performed experiments in a constant volume spray chamber under evaporating and 

non-evaporating conditions, in a wide range of operating parameters, including injection pressure, 

gas density and temperature, orifice diameter and orifice diameter-to-length ratio, using a 

shadowgraph imaging technique and PDA. Spray penetration and spray angles were quantified from 

the analysis of shadowgraph spray images. PDA was also used to characterise droplet velocities and 

diameters; results were processed to improve an empirical spray tip penetration model. This work 

was complemented by experiments by Schneider et al. (2020) for reactive spray flow.  

Naber and Siebers (1996) analysed their experimental results in a constant volume combustion 

chamber, focusing on the effects of ambient gas density on fuel vaporization, as well as on spray 

penetration and fuel dispersion. This study demonstrated that the ambient gas density has a 

pronounced effect on spray penetration, and a smaller one on fuel dispersion. Vaporization resulted 

in reduced penetration and dispersion, in comparison to non-vaporizing sprays, while the influence 

of vaporization declined with rising gas density.   

Developing spray models from experimental spray results has been an active research field for several 

decades. Among the early works, Dent (1971) analysed experimental results in spray chambers 

operating at low or high temperature, in order to derive a formula for spray penetration, and to 

demonstrate the differences between the different temperature regimes. Hiroyasu and Arai (1990) 

analysed the experimental results of high-speed injection into a high-pressure chamber, in order to 

characterise and explain the spray breakup mechanism and internal spray structure, and to quantify 

spray penetration, spray angle and Sauter Mean Diameter. A spray propagation model was 

contributed by Najar et al. (2014), applicable to large and medium sized engines, which accounts for 

hydraulic effects within the nozzle. The model has the benefit of reflecting the dynamic hydraulic 

effects, especially during the opening and closing of injection valve, including the effects of pressure 

waves on the instantaneous injection rate.  

Experiments pertinent to large two-stroke marine engine applications include the ones of Schmid et 

al. (2014) in a large-scale optically accessible 'Spray Combustion Chamber' (SCC) test facility, using 

different fuel qualities. Further, von Rotz et al. (2015) performed non-reactive spray experiments in 

the same facility, to characterise spray structure, as well as mixture formation. For different fuel 

qualities, they reported results for different injection pressures, chamber pressures, nozzle diameters, 

including spray-swirl interaction. Subsequently, Rotz et al. (2016) complemented the above study 

with reactive flow experiments. The results of the two studies present important information 

regarding the effects of fuel quality (distillate fuel – LFO or residual fuel oil - HFO) on spray 

morphology, droplet size, tip penetration, evaporation rate and ignition delay, including the effects of 

air swirl intensity.  
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1.3.1.2 Engines  

 

Spray research pertinent to engine applications is extensive. However, few studies have addressed 

marine engines, especially with respect to using HFO or other residual fuels. Takasaki et al. (1999) 

have presented a comparison between reactive spray flow for using Gas Oil (GO) and Bunker Fuel 

Oil (BFO). Based on experimental results in a four-stroke Diesel engine, including spray 

visualisation, they found that use of BFO contributes to a larger liquid core and longer ignition delay, 

as well as to a significant increase of particulate emissions. Further, BFO sprays were characterised 

by a less homogeneous fuel distribution, in comparison to GO sprays.   

Imhof and Takasaki (2012) performed reactive flow experiments in an optically accessible Rapid 

Compression Machine (RCM) (of a size representative of marine engine dimensions) using Light 

Fuel Oil (LFO). Their results show that, by implementing proper injection strategies, problems of 

LFO associated with increased ignition delay and resulting near-wall combustion can be resolved. 

Experimental studies of direct relevance to the present thesis include the ones of Papagiannakis and 

Hountalas (2003, 2004), performed in a single-cylinder four-stroke dual fuel engine (Lister LV1). 

Their results include operation in both the diesel mode and the gas mode; in the latter case, natural 

gas is used as fuel, with a pilot amount of diesel fuel used as an ignition source. Experimental results 

are accompanied by computational results, based on thermodynamic modelling. This engine is used 

as a basis for the CFD studies of Chapter 4 of the present thesis.  

Thermodynamic modelling of dual fuel engine operation includes Liu and Karim (1997), who 

developed a multi-zone model with a double Wiebe function, accounting for the combustion of pilot 

and gas fuel. A detailed thermodynamic model for a large four-stroke marine dual fuel engine was 

presented by Stoumpos et al. (2018), utilising a single- or a multi-Wiebe function for operation in the 

diesel model and gas mode, respectively, and a Woschni heat transfer model.     

A novel optically accessible engine test facility (Flex-OeCoS) was used by Wüthrich et al. (2020) 

and Humair et al. (2020) to investigate dual fuel for multi-mode combustion process. Their results 

refer to ignition delay and location, hear release, soot emissions, as well as combustion stability.  
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1.3.2 CFD Studies 

 

The present section considers published Computational Fluid Dynamics (CFD) results relevant for 

marine engine operation. First studies include Nakagawa et al. (1990), for a constant volume 

combustion chamber. Rodatz et al. (2000) performed CFD studies in a two-stroke common rail 

marine Diesel engine operating with HFO, using a KIVA-3 code, calculating pressure and heat release 

traces, as well as NOx emissions, and referred their results to experimental data. Kontoulis et al. (2014, 

2018, 2019) developed a detailed general model of HFO thermophysical properties, and validated it 

against experiments of non-reactive and reactive spray flow in a large 'Spray Constant Volume 

Combustion Chamber' (von Rotz, 2015); first simulations in a two-stroke marine engine operating 

with HFO were also presented in Kontoulis et al. (2019). These CFD studies have used an adapted 

version of the Cascade Atomisation and droplet Breakup (CAB) spray breakup model (Tanner, 2004). 

For the same experimental apparatus, particular effects related to the impact of nozzle diameter were 

addressed in the CFD study of Bolla et al. (2014), in which results of lift-off length and flame 

evolution are reported. Earlier work regarding the same chamber includes Hensel et al. (2012).  

Spray modelling studies of relevance to the present thesis date back to the work of Tanner (1997), 

who introduced the Enhanced Taylor Analogy Breakup (ETAB) model. ETAB adopts the droplet 

deformation dynamics introduced in the standard TAB model (O’Rourke and Amsden, 1987), and 

proposes and improved description of the generation of new droplets after a drop breakup. Tanner 

(1997) tested ETAB for non-evaporating solid-cone fuel sprays in a constant volume chamber under 

Diesel engine conditions. Further, Tanner and Weisser (1998) modified this model to account for a 

proper drop size distribution in the near-nozzle region. Furthermore, Tanner (2004) extended the 

model in terms of drop size distribution in the catastrophic breakup regime, both for on-evaporating, 

evaporating and reactive sprays; the resulting model (Cascade Atomisation and drop Breakup – CAB) 

is thus more prominent in comparison to ETAB. Spray simulations for a constant volume chamber 

using ETAB are reported in Pizza et al. (2007), where model constants are calibrated in terms of the 

experimental results of Nakagawa et al. (1990) and Scheider (2003).  

Modelling of ignition in the frame of CFD studies has followed different approaches. An interesting 

one, adopted in the present thesis for one-step chemistry calculations, has been introduced by Weisser 

et al. (1998), in terms of solving a transport equation for an ignition progress variable. This variable 

is defined in terms of the concentration of an intermediate species normalized by a critical value, and 

signals ignition when exceeding a threshold value. The model has been validated against a detailed 

n-heptane mechanism (Weisser, 2001).  

In one-step chemistry calculations, combustion modelling, yielding the local (and global) 
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instantaneous heat release rate, is essential. A widely accepted model, adopted in the present thesis, 

is the one of Kong et al. (1995). The model considers a characteristic time of combustion, considering 

the superposition of a laminar (chemical) time scale and turbulent time scale accounting for turbulent 

mixing.  

CFD studies in marine engines using one-step chemistry, of relevance to the present study, include 

Andreadis et al. (2011) and Stratsianis et al. (2016). Both refer to two-stroke marine Diesel engines, 

and address the problem of optimising engine performance and emissions by means of split injection. 

In both studies, the above mentioned physical models have been used, i.e., ETAB for spray breakup, 

ignition progress variable for ignition modelling, and characteristic time model for combustion 

modelling. The same modelling framework was used in Pananakis et al. (2013), to optimise operation 

of a two-stroke marine engine by means of twin-needle injectors and split injection, thus 

implementing Partially Premixed Compression Ignition (PPCI). 

Similar to the progress of engine CFD codes, the detailed chemistry coupling with CFD has evolved 

in the same fashion progressing from simplified, single-zone, zero-dimensional models to more 

realistic physical and chemical sub-models in three dimensions. Nevertheless, the numerical study of 

the detailed chemical kinetics with CFD is computationally expensive due to the extended size of the 

reaction mechanism. 

Engine CFD literature studies using more detailed chemistry concern small (automotive) engines, and 

mainly focus on Homogeneous Charge Compression Ignition (HCCI) engines. Aceves et al. (2000, 

2001) implemented the detailed chemistry solver HCT (Hydrodynamics, Chemistry and Transport) 

to the CFD code KIVA-3V, and applied the computational tool developed to investigate combustion 

in the HCCI automotive Volvo TD 100 Diesel engine. These studies have considered 10 zones, to 

account for combustion chemistry, described in terms of a scheme including 179 chemical species 

and 1125 elementary reactions for natural gas and propane (Aceves et al., 2000, 2001), and 859 

species and 3606 chemical reactions for iso-octane (Aceves et al., 2001). A more detailed CFD 

approach, accounting for detailed chemistry in all computational cells, was followed by the Wisconsin 

research team in Kong and Reitz (2002) and Kong et al. (2001), using a computational tool developed 

by coupling the KIVA-3V CFD code with the CHEMKIN-II kinetics code (Kee et al., 1989). In these 

studies, a Perfectly Stirred Reactor (PSR) modelling accounts for chemistry in each computational 

cell, corrected using a turbulent timescale to account for micro-mixing, along the lines of the 

characteristic time combustion model. The approach was applied to a single-cylinder engine, 

Caterpillar Scote, operating in the HCCI mode with different levels of Exhaust Gas Recirculation 

(EGR), using an n-heptane mechanism consisting of 40 species and 165 reactions. Kong and Reitz 

(2003) applied a similar modelling approach to simulate HCCI combustion in the single-cylinder 
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Cummins C engine, using an iso-octane reaction mechanism.  

Other engine CFD studies with realistic chemistry include Mazi (2009), who used a combined KIVA-

4 – CHEMKIN tool to investigate combustion in an automotive HCCI engine; chemistry was 

accounted for in terms of an n-heptane mechanism, with 29 species and 52 elementary reactions (Patel 

et al. 2004). For an RCCI operation mode, Kakaee, et al. (2015) used a coupled KIVA-3V - 

CHEMKIN tool, representing combustion chemistry by means of an n-heptane mechanism consisting 

of 45 species and 142 reactions, extended for NOx chemistry (Ra and Reitz, 2008). Using a coupled 

KIVA-3V – CHEMKIN code, Maghbouli et al. (2013) studied combustion in a medium duty dual 

fuel engine, in both the diesel and gas mode, using an assembled reduced n-heptane – methane 

mechanism. Pang et al. (2016) used the STAR-CCM+ CFD code to simulate the two-stroke marine 

Diesel engine MAN Diesel & Turbo 4T50ME-X, using an n-heptane kinetics mechanism with 30 

species and 68 reactions, extended for soot chemistry. This work was extended in Pang et al. (2017) 

to account for the chemistry of sulphur oxides (SOx) formation, in terms of a small number of 

elementary reactions. Similar approaches include Hong et al. (2008), as well as the work of 

Golovitchev and co-workers (Golovitchev et al., 2000, Golovitchev and Nordin, 2001), which 

consider a Partially-Stirred Reactor (PaSR) in each computational cell.  

In summary, the vast majority of works implementing realistic chemistry has considered small 

automotive engines, and accounted for chemistry by means of relatively small kinetic schemes. The 

extension of the approach to marine engines is not straight-forward, and the present thesis is among 

the first efforts undertaken.  

Attempts to increase the computational efficiency of CFD engines studies with realistic chemistry 

include Perini et al. (2014), who integrated a KIVA-based code with a sparse analytical Jacobian 

chemistry solver (SpeedCHEM) in a parallel code, applied it to different engine combustion modes 

with multi-component fuels. Shi et al. (2009) built on the model of Babajimopoulos et al. (2005) and 

implemented an Adaptive Multi-grid Chemistry (AMC) model (semi-tabulated chemistry approach), 

to simulate HCCI and Diesel engine combustion with realistic chemistry (see Figure 1.5). The 

approach uses an integrated KIVA-CHEMKIN tool, and, for HCCI engines, yields an increase in 

computational efficiency, with respect to ‘standard’ CFD simulations with realistic chemistry, by a 

factor of 10. Other attempts to increase computational efficiency include the work of Liang et al. 

(2007), who improved a non-interaction semi-implicit method, and applied it to the simulation of the 

Caterpillar 3401E single-cylinder engine, for operation in the diesel mode.  
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Figure 1. 5: Adaptive multi-grid in a 2D mesh (Shi et al., 2009). 
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1.4 Research Gap, Aim and Research Objectives of the present thesis 
 

As illustrated in section 1.3, the studies reported in the open literature regarding spray and mixture 

formation and ignition/combustion in marine engines are not extensive. Moreover, there is very 

limited information regarding combustion chemistry in marine engines. The present thesis thus aims 

to substantially improve the description and understanding of combustion chemistry in four-stroke 

marine engine applications. Here, a main contribution consists in implementing detailed chemistry to 

the study of four-stroke marine engine combustion, for the first time to the author’s knowledge, with 

the goal of providing an improved understanding of combustion. To this end, the Computational Fluid 

Dynamics code KIVA-3vr2 is coupled with the chemical kinetics code CHEMKIN-II.   

To achieve the main objective of characterising and understanding marine engine combustion, a 

systematic approach is followed, consisting in: (a) Characterising spray dynamics in a constant 

volume chamber. (b) Adapting a tool developed by means of coupling the chemical kinetics 

CHEMKIN-II code with the KIVA-3vr2 CFD code, thus enabling CFD simulations with reliable 

chemistry. (c) Performing CFD simulations of flow and combustion with detailed chemistry in two 

four-stroke engines, and comparing results against one-step chemistry simulations, as well as against 

experimental data. Thus, to the author’s knowledge, the present thesis reports the first CFD studies 

in marine engines operating in the diesel mode, including realistic combustion chemistry.  

In the present study, two versions of the KIVA-3vr2 CFD code (Amsden, 1999), in Fortran77, have 

been used and further developed: (i) An one-step chemistry code, in which the following physical 

models were implemented: (a) the CAB spray model (Tanner, 2004), (b) the Weisser et al. ignition 

model (Weisser et al., 1998), (c) the Kong et al. characteristic time combustion model (Kong et al. 

(1995). (ii) A coupled KIVA-CHEMKIN code. It builds on initial development by Reitz et al. 

(https://erc.wisc.edu/) tested for HCCI engine applications, and further development by the NTUA 

research group of Prof. L. Kaiktsis, and tested for two-stroke marine Diesel engine applications 

(Galetakis, 2019). The adaptations in the course of the present thesis consist in: (1) developing grids 

and identifying grid quality that is appropriate for the coupled code and the present applications, and 

(2) implementing the two reduced chemical kinetics mechanisms used in the present study (Patel et 

al. 2004, and Ra and Reitz, 2008).  

To achieve the main objective of characterising and understanding marine engine combustion, a 

systematic approach is followed, consisting in: (a) Characterising spray dynamics in a constant 

volume chamber, and in adapting the Cascade Atomisation Breakup (CAB) spray model, for 

conditions relevant to operation of the engines considered in the present study. (b) Adapting a tool 

developed by means of coupling the chemical kinetics CHEMKIN-II code with the KIVA-3vr2 CFD 
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code, thus enabling CFD simulations with reliable chemistry. (c) Performing CFD simulations of 

flow and combustion in the two engines, for operation at 80% load for Lister LV1, and in the full 

load range for Wärtilä 50DF, and comparing results against one-step chemistry simulations, as well 

as against experimental data. Thus, to the author’s knowledge, the present thesis reports the first CFD 

studies in four-stroke marine engines operating in the diesel mode with realistic combustion 

chemistry. Finally, it is noted that that the CPU requirements differ for the two approaches considered, 

and are in all cases higher for the Wärtilä 50DF calculations. For this engine, indicative CPU times 

on a desktop processor are about 6 hours for one-step chemistry, one week for calculations using 

realistic chemistry in terms of the 29 species mechanism, and four weeks for the 45 species 

mechanism.     
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2. CFD modelling  
 

The present thesis studies the flow and combustion phenomena taking place in four-stroke engines 

by means of CFD. The accurate representation of marine engine aerothermochemistry is a challenging 

task, as it involves physical modelling of different processes: (a) turbulence in the gas phase, (b) fuel 

spray (two-phase) flow (primary and secondary breakup, evaporation, collisions), (c) combustion 

chemistry, and (d) turbulence-chemistry interactions. This Chapter presents the governing equations 

and physical models used in this thesis.     

 

2.1 Fundamentals – Governing Equations  

 

The conservation equations in differential form are the following (Stiesch, 2003, Amsden et al., 

1989): 

 

Conservation equation of mass of each chemical species, m:  

 

𝜕𝜌𝑚

𝜕𝑡
+ ∇ · (𝜌𝑚∙𝑢) = ∇ · [𝜌𝐷∇ (

𝜌𝑚

𝜌
)] + �̇�𝑚

𝑐 + �̇�𝑠𝛿𝑚1      (2.1) 

 

where, 𝜌𝑚 is the density of species 𝑚, 𝜌 is the density of the mixture, and 𝑢 is the velocity vector of 

the gas phase. The mass diffusion coefficient, 𝐷, is defined in equation (2.10), while the calculation 

of the source term �̇�𝑚
𝑐  due to chemical reactions is explained in a following section (see section 2.6.1). 

The source term �̇�𝑠 account for spray evaporation (Amsden et al., 1989). Species 1 accounts for the 

fuel; thus, the term 𝛿𝑚1 is a Dirac function, taking a value of 1 for m=1, and a value of 0 for all other 

chemical species.   

 

Based on formula (2.1) the equation of continuity is obtained:  

 
𝜕𝜌

𝜕𝑡
+ ∇ · (𝜌𝑢) = �̇�𝑠          (2.2) 

 

Momentum conservation equation:  

 

𝜕(𝜌𝑢)

𝜕𝑡
+ ∇ · (𝜌𝑢𝑢) = −

1

𝑎2
∇𝑝 − 𝐴𝑜∇ (

2

3
𝜌𝑘) + ∇ · 𝜎 + 𝐹𝑠 + 𝜌𝑔    (2.3) 

 

where, 𝑝 is the pressure of the fluid. The dimensionless value 𝑎 is a parameter of the Pressure Gradient 

Scaling method (PGS), commonly taking a value of 1 for engine applications (Amsden et al., 1989). 

The constant 𝐴𝑜 takes the value 0 for laminar flow and 1 for turbulent flow. For turbulence modelling, 

the KIVA code uses the k-ε model (Amsden, 1989) or the RNG k-ε model (Amsden, 1997); the latter 
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has been selected in the present study. The value of 𝐹𝑠 correspond to the rate of momentum delivery 

from the liquid phase (spray) to the gas phase (Amsden et al., 1989). The acceleration of gravity is 

considered constant, and is denoted by 𝑔.  

 

Finally, 𝜎 accounts for the stress tensor.  

  

𝜎 = {

𝜎𝑥𝑥 𝜏𝑥𝑦 𝜏𝑥𝑧
𝜏𝑦𝑥 𝜎𝑦𝑦 𝜏𝑦𝑧
𝜏𝑧𝑥 𝜏𝑧𝑦 𝜎𝑧𝑧

}         (2.4) 

 

which is calculated by the following equation:  

 

𝜎 = 𝜇[∇𝑢 + (∇𝑢)𝑇] + 𝜆∇ ∙ 𝑢𝐼        (2.5) 

 

The identity matrix is symbolized by 𝐈, while the T operator denotes the inverse matrix of the velocity 

gradient (∇𝒖).  

 

By expressing the shear stresses in terms of the velocity gradients and substituting in relation (2.4), 

the stress tensor σ is obtained in the following form: 

 

𝜎 = 𝜇 ∙

{
 
 

 
 2

𝜕𝑢

𝜕𝑥

𝜕𝑢

𝜕𝑦
+
𝜕𝑣

𝜕𝑥

𝜕𝑢

𝜕𝑧
+
𝜕𝑤

𝜕𝑥

𝜕𝑢

𝜕𝑦
+
𝜕𝑣

𝜕𝑥
2
𝜕𝑣

𝜕𝑦

𝜕𝑣

𝜕𝑧
+
𝜕𝑤

𝜕𝑦

𝜕𝑢

𝜕𝑧
+
𝜕𝑤

𝜕𝑥

𝜕𝑣

𝜕𝑧
+
𝜕𝑤

𝜕𝑦
2
𝜕𝑤

𝜕𝑧 }
 
 

 
 

+ 𝜆 ∙

{
 
 

 
 
𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
+
𝜕𝑤

𝜕𝑧
0 0

0
𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
+
𝜕𝑤

𝜕𝑧
0

0 0
𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
+
𝜕𝑤

𝜕𝑧}
 
 

 
 

 (2.6) 

 

Where, 𝜇 denotes the dynamic viscosity of the fluid, calculated based on the following relation, which 

accounts for both laminar and turbulent flow:  
 

𝜇 = (1 − 𝐴𝑜) · 𝜌𝑢𝑜 + 𝜇𝑎𝑖𝑟 + 𝐴𝑜 · 𝑐𝜇
𝑘2

𝜀
       (2.7) 

 

The second viscosity coefficient 𝜆 of the fluid is related to the dynamic viscosity through the 

following relation (Stokes assumption): 

 

𝜆 = −
2

3
· 𝜇 (turbulent flow)         (2.8) 

 

The diffusion constant 𝑢𝑜 is an input CFD parameter, while the empirical constant 𝑐𝜇 takes the value 

0.09. 

 

The viscosity of air 𝜇𝑎𝑖𝑟 is given by the equation:  

 

𝜇𝑎𝑖𝑟 =
𝐴1 · 𝑇

3
2

𝑇+𝐴2
           (2.9) 

where 𝐴1 and 𝐴2 are constants.  
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The mass diffusion constant 𝐷 is given by the equation: 

 

𝐷 =
𝜇

𝜌 · 𝑆𝑐
           (2.10) 

 

The dimensionless Schmidt number is an input parameter of the KIVA code and defined as the ratio 

of the kinematic viscosity to the mass diffusion coefficient:  

 

𝑆𝑐 =
𝑣

𝐷
            (2.11) 

 

Energy conservation equation:  

 

𝜕(𝜌𝐼)

𝜕𝑡
+ ∇ · (𝜌𝑢𝐼) = −𝑝∇ · 𝑢 + (1 − 𝐴𝑜)𝜎: ∇ · 𝑢 − ∇ · 𝐽 + 𝐴𝑜𝜌𝜀 + �̇�

𝑐 + �̇�𝑠  (2.12) 

 

where, 𝐼 denotes the specific internal energy of the fluid, without taking into account the contribution 

of heat from each single reaction. The vector of heat flow 𝐽 results as the sum of heat transfer due to 

conduction and the heat transfer due to the mass diffusion of the chemical compounds (each species 

m has enthalpy hm). 

The source term �̇�𝑠 accounts for the contribution of liquid phase (spray) evaporation, while the source 

term �̇�𝑐 quantifies the contribution of chemistry (Amsden et al., 1989).  

The k-ε RNG turbulence model comprises two partial differential equations for the turbulent kinetic 

energy (per unit mass) and its dissipation rate.   

 

Source terms 𝑸𝒄̇  and �̇�𝒎
𝒄  due to chemical reactions 

 

A chemical reaction can be written in the following generalised form: 

  
∑ 𝑎𝑚𝑟𝑋𝑚𝑚 ⇄ ∑ 𝑏𝑚𝑟𝑋𝑚𝑚           (2.13) 

 

where, 𝑋𝑚 denotes one mole of species m and 𝑎𝑚𝑟 and 𝑏𝑚𝑟 denote the stoichiometric coefficients of 

species 𝑚 on the side of the reactants and products, respectively, for reaction 𝑟. 

 

The reaction rate, 𝜔�̇�, is calculated as follows: 

 

�̇�𝑟 = 𝑘𝑓𝑟∏ (
𝜌𝑚

𝑊𝑚
)
𝑎𝑚𝑟

𝑚 − 𝑘𝑏𝑟∏ (
𝜌𝑚

𝑊𝑚
)
𝑏𝑚𝑟

𝑚        (2.14) 

 

where, 𝑊𝑚 is the molecular weight of the species 𝑚. The reaction constants 𝑘𝑓𝑟 (specific constants 

of forward reactions) and 𝑘𝑏𝑟 (specific constants of the reverse reactions) are calculated from the 

Arrhenius formula, in terms of the absolute local temperature, T:  
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𝑘𝑓𝑟 = 𝐴𝑓𝑟𝑇
𝜁𝑓𝑟𝑒𝑥𝑝 (−

𝐸𝑓𝑟

𝑇
)         (2.15) 

 

𝑘𝑏𝑟 = 𝐴𝑏𝑟𝑇
𝜁𝑏𝑟𝑒𝑥𝑝 (−

𝐸𝑏𝑟

𝑇
)         (2.16) 

 

where, 

𝐴𝑓𝑟, 𝐴𝑏𝑟 are the pre-exponential factors 

𝜁𝑓𝑟, 𝜁𝑏𝑟 are the temperature exponents  

𝐸𝑓𝑟, 𝐸𝑏𝑟 are the activation temperatures 

 

Having determined the reaction rate, 𝜔�̇�, for all elementary reactions, the source terms in the mass 

conservation equation (2.14) and energy conservation (2.12), �̇�𝑚
𝑐  and 𝑄𝑐̇ , are calculated as follows:  

 

�̇�𝑚
𝑐 = 𝑊𝑚 ∑ (𝑏𝑚𝑟 − 𝑎𝑚𝑟)𝜔�̇�𝑟          (2.17) 

 

�̇�𝐶 = ∑ 𝑄𝑟𝑟 𝜔�̇�          (2.18) 

 

where, 𝑄𝑟 is the negative heat of the reaction. 

 

𝑄𝑟 = ∑ (𝑎𝑚𝑟 − 𝑏𝑚𝑟)𝑚 (𝛥ℎ𝑓
0)
𝑚

        (2.19) 

 

and (𝛥ℎ𝑓
0)
𝑚

is the enthalpy of formation of the species m. 

 

Heat Release Rate 

 

In the present work, results of global heat release rate are presented in non-dimensional form, as 

follows:  

 

𝑅𝑂𝐻𝑅 =
𝑑(𝑄𝑐ℎ𝑒𝑚)

𝑑(𝐶𝐴)
·

100

𝑄𝑐ℎ𝑒𝑚,𝑡𝑜𝑡
         (2.20) 

 

Here, the quantity 𝑄𝑐ℎ𝑒𝑚 is the total chemical energy of the injected fuel, i.e., the product of fuel mass 

times the fuel lower calorific value. An indicative value of the lower calorific value for heptane is 

LHV = 44566 kJ/kg, which is used in the present work.  
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2.2 Physical processes and models for fuel spray breakup  

 

Spray breakup substantially affects fuel combustion and pollutant formation. The main goal related 

to the fuel spray is the strong disintegration of the liquid fuel into small droplets, thus increasing the 

overall surface to volume ratio. In turn, this increases the heat transfer rate from the gas phase to the 

liquid phase, and thus the liquid fuel evaporation rate. Consequently, enhanced mixing between the 

evaporated fuel and air is attained, resulting in an efficient combustion, with reduced pollutants. 

Further, the spray kinetic energy represents the main turbulence adduction to the combustion 

chamber, and thus governs the microscale turbulent air-fuel mixing, while it also affects the turbulent 

flame speed, in the case of the presence of a premixed combustion phase.  

 

A typical fuel spray flow is shown in Figure 2.1 (Stiesch, 2003). When the intact core of the liquid 

fuel leaves the nozzle hole, it breaks into individual liquid nuclei (churning flow), and subsequently 

into droplets. This area of the spray is referred to as the “thick” region, characterised by high values 

of liquid volume fraction. Downstream this dense area, as a result of further breakup and evaporation 

of drops, a dispersed (“thin”) structure is attained, becoming “very thin” farther downstream (Figure 

2.1).   

 

Figure 2.1: Sketch of spray flow structure, depicting the three areas of different liquid phase density (Stiesch, 2003). 

 

In high pressure injectors, the decomposition of the liquid fuel jet into large blobs and droplets is 

initiated very close to the nozzle exit. This decomposition is referred to as the “primary breakup”. 

The drops generated further break into smaller droplets, a process referred to as the “secondary 

breakup”. The latter process thus concerns the regime downstream the dense spray region.     

 

Primary Breakup 

 

The primary breakup of liquid jet at the nozzle exit is caused from the combination of three factors 
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(Arcoumanis et al., 1997): 

• Turbulent flow inside the nozzle [Re  >> 2300 (laminar flow limit for circular cross-section 

pipes)]. 

• Presence of cavitation bubbles.  

• Effects of aerodynamic forces at the surface of liquid fuel. 

Because of the pressure drop along the nozzle and the high contraction of the geometry, the liquid 

fuel is accelerated within the injection orifice, resulting in high Reynolds number turbulent flow. 

Thus, the creation of high levels of turbulence within the orifice acts as a destabilisation factor to the 

injected liquid jet. In highly contracting regions, fuel acceleration leads to a decrease in static 

pressure, which can become lower than the vapor pressure. Thus, cavitation bubbles form within the 

injector (Figure 2.2), which act as an additional factor of the jet destabilisation. Finally, the high 

relative velocity between the jet structure and the surrounding jet leads to the formation of strong 

aerodynamic forces from the gas to the liquid phase, forming the main factor for destabilizing the 

spray jet. Jet and droplet breakup is resisted by surface tension forces.  

 

 

Figure 2.2: Illustration of cavitation bubbles and distribution of static pressure inside an injector nozzle (Stiesch, 2003). 

 

Secondary Breakup 

 

The secondary breakup consists in the disintegration of liquid fuel drops into even smaller droplets 

due to the action of aerodynamics forces from the surrounding gas phase. These forces distort the 

initial droplets, promoting their breakup, which also depends on the resistance due to surface tension. 

The ratio of dynamic pressure to surface tension is the dimensionless droplet Weber number, 
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characterising the dynamics of droplet breakup.   

 

𝑊𝑒 =
𝜌𝑔 · 𝑟𝑑 · 𝑣𝑟𝑒𝑙

2

𝜎
          (2.21) 

 

where, 

𝜌𝑔 is the density of the surrounding gas 

𝑟𝑑 is the fuel droplet radius 

𝑣𝑟𝑒𝑙 is the relative velocity between droplet and surrounding gas 

𝜎 is the fuel surface tension 

  

Several secondary breakup mechanisms have been developed, also considering experimental studies; 

the limits between the corresponding five regions depend mainly on the drop Weber number (Figure 

2.3). Diesel engine spray break commonly falls into the “catastrophic” and “stretching and thinning” 

regimes, especially in the region close to the nozzle, where the Weber number attains maximum 

values. Next, secondary breakup models pertinent to this study are briefly presented.  

 

      

Figure 2.3: Schematic of the five different breakup regimes and corresponding drop Weber number limits (Reitz, 2012). 

 

2.2.1 Taylor Analogy Breakup model (ΤΑΒ) 

 

The original KIVA-3vr2 code uses the TAB (Taylor Analogy Breakup) model to model fuel spray 

breakup (O’Rourke and Amsden, 1987). This model is widely used to describe account for secondary 

breakup. The model makes an analogy between an oscillating drop penetrating a gas environment and 

a forced mass-spring oscillation system with damping, as illustrated in the Figure 2.4. 
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Figure 2.4: Analogy between fuel drop deformation and forced mass-spring oscillation system with damping, used in the 

TAB model (Baumgarten, 2006). 

 

The ordinary differential equation governing the forced mass-spring oscillation system with damping 

is:  

 

�̈� +
𝑑

𝑚
· �̇� +

𝑘

𝑚
· 𝑥 =

𝐹

𝑚
          (2.22) 

 

where, 

𝑥 is the displacement of the droplet’s equator from its equilibrium state 

𝑚 is the droplet mass 

𝑑 is the damping coefficient 

𝑘 is the spring coefficient 

𝐹 is the excitation force 

 

In the case of the oscillating drop, the above formula applies correspondingly; in this case the force 

term results from the aerodynamic interaction of the fuel drop with the ambient gas, the damping term 

is due to the cohesiveness of the liquid fuel and the restoring force is due to surface tension. The 

deformation of the drop is described by the non-dimensional displacement 𝑦 = 2𝑥 𝑟 ⁄ , where 𝑥 

denotes the deformation of the drop with respect to its equilibrium position ,and 𝑟 denotes the drop 

radius. A necessary condition for drop breakup in TAB is that the non-dimensional displacement 

becomes higher than unity (𝑦 > 1). The damping coefficient depends on the viscous forces within 

the droplet, whereas the spring coefficient depends on surface tension forces. The excitation force is 

due to aerodynamic forces, which are proportional to the surrounding gas density. 

The drop deformation is thus governed by the following equation: 

 

�̈� +
5𝜇𝑙

𝜌𝑙𝑟
2
�̇� +

8𝜎

𝜌𝑙𝑟
3
𝑦 =

2𝜌𝑔𝑣𝑟𝑒𝑙
2

3𝜌𝑙𝑟
2

         (2.23) 

 

Damping term: 
𝑑

𝑚
=

5 ∙ 𝜇𝑙

𝜌𝑙 · 𝑟
2          (2.24) 
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Spring term: 
𝑘

𝑚
=

8 ∙ 𝜎

𝜌𝑙 · 𝑟
3          (2.25) 

 

Excitation term: 
𝐹

𝑚
=

2 · 𝜌𝑔 · 𝑢𝑟𝑒𝑙
2

3 · 𝜌𝑙 · 𝑟
2

         (2.26) 

 

where, 

𝜌𝑙 denotes the fuel density 

𝜇𝑙 denotes the fuel dynamic viscosity 

𝜎 is the fuel surface tension   

𝑣𝑟𝑒𝑙 is the relative velocity between the drop and the gas 

𝜌𝑔 is the density of the surrounding gas 

  

2.2.2 Enhanced Taylor Analogy Breakup model (ΕΤΑΒ) 

 

In engine applications, the TAB model was shown to overpredict evaporation rates, as an outcome of 

a predicted intense breakup. Thus, the model was improved by Tanner (1997), in terms of the ETAB 

model. ETAB has introduced an Initial Droplet Size Distribution (IDSD) function for the radius of 

injected droplets, thereby also accounting for the jet stripping in the near-nozzle regime (Tanner and 

Weisser, 1998). Further, to properly capture the lifespan of the initial drops of the spray (avoiding 

excessive breakup), the drops injected may have a proper negative initial deformation. The ETAB 

model can thus predict a more accurate overall spray structure.   

In particular, the ETAB model introduces the following IDSD function (Tanner and Weisser, 1998): 

 

𝑓(𝑟) =
𝑛+1

𝑟0
· (

𝑟

𝑟0
)
𝑛

          (2.27) 

 

where,  

𝑟 is the radius of the droplets  

𝑟0 is the radius of the injector hole 

𝑛 is a constant of the model, with a suggested value of 0.5 

Drops can be also injected as parcels, leading to the following expression for the IDSD: 

 

𝑔(𝑟) =
𝑛+4

𝑟0
· (

𝑟

𝑟0
)
𝑛+3

           (2.28) 

 

The model adopts a prediction of primary breakup length, as follows (Tanner, 1997): 
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𝐿𝑏 = 𝑢0 ∙ 𝑡𝑏𝑢 = 𝐶𝜆 · 𝑑0 · √
𝜌𝑙

𝜌𝑔
         (2.29) 

 

where,  

𝑢0 is the jet exit velocity 

𝑡𝑏𝑢 is the drop breakup time  

𝐶𝜆 is a model constant, depending on nozzle geometry 

𝑑0 is the nozzle diameter  

𝜌𝑙 is the liquid fuel density  

𝜌𝑔 is the density of the surrounding gas 

  

The initial spray cone angle, 𝜃, can be determined by the following formula (Tanner and Weisser, 

1998): 

 

𝑡𝑎𝑛 (
𝜃

2
) = 𝐶𝛼 · √

𝜌𝑔

𝜌𝑙
           (2.30) 

 

where,  

𝐶𝛼 is a constant depending on nozzle design 

The constant 𝐶𝛼 can be calculated via the constant 𝐶𝜆 as follows: 

 

𝐶𝛼 =
1

√
(16 ·𝐶

𝜆

2
3⁄ )+(

3

𝐶𝜆
2)+8

16

          (2.31) 

 

The constants 𝐶𝛼 and 𝐶𝜆 depend on nozzle as well as the properties of the injection system, and are 

thus adjustable parameters of the ETAB model. 

The condition to activate drop breakup is 𝑊𝑒 > 𝑊𝑒𝑐𝑟𝑖𝑡, where 𝑊𝑒𝑐𝑟𝑖𝑡 = 6, while breakup affects the 

droplet population, N, as follows (Tanner, 1997): 

 

𝑑𝑁(𝑡)

𝑑𝑡
= 3 · 𝐾𝑏𝑢 · 𝑁(𝑡)           (2.32) 

 

The proportionality constant 𝐾𝑏𝑢 depends on the breakup regime (ETAB accounts for two regions, 
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namely bag and stripping breakup), and can be estimated (Tanner, 1997): 

 

𝐾𝑏𝑢 = {
𝑘1 · 𝜔, 𝑖𝑓 𝑊𝑒𝑐𝑟𝑖𝑡 < 𝑊𝑒 ≤ 𝑊𝑒𝑡 (𝑏𝑎𝑔 𝑏𝑟𝑒𝑎𝑘𝑢𝑝)

𝑘2 · 𝜔 · √𝑊𝑒, 𝑖𝑓 𝑊𝑒 > 𝑊𝑒𝑡 (𝑠𝑡𝑟𝑖𝑝𝑝𝑖𝑛𝑔 𝑏𝑟𝑒𝑎𝑘𝑢𝑝)
}     (2.33) 

 

where,  

𝑘1 and 𝑘2 are constants of the model from experimental measurements 

𝜔 is the frequency of droplet oscillation 

𝑊𝑒 is the Weber number of the drop before breakup 

𝑊𝑒𝑐𝑟𝑖𝑡 is the critical Weber number  

𝑊𝑒𝑡   is the Weber transition number between bag and stripping breakup, with a suggested value of 

80 

 

Finally, the drop oscillation frequency is given by the following relation (O’Rourke and Amsden, 

1987): 

 

𝜔2 =
8 · 𝜎

𝜌𝑙 · 𝑟
3 −

25 · 𝜇𝑙
2

4 · 𝜌𝑙
2 · 𝑟4

          (2.34) 

 

where, 

𝜎 is the fuel surface tension 

𝜌𝑙  is the fuel density 

𝜇𝑙 is the fuel dynamic viscosity  

𝑟 is the droplet radius 

  

2.2.3 Cascade Atomisation and droplet Breakup model (CAB) 

 

Tanner (2004) recommended a further development of the ETAB model, extending in it to the 

catastrophic drop breakup regime. In the new model (Cascade Atomisation and droplet Breakup 

model - CAB), the proportionality constant 𝐾𝑏𝑢 accounts for all three breakup regimes, bag, stripping 

and catastrophic, and is calculated as follows: 

 

𝐾𝑏𝑢 = {

𝑘1 · 𝜔, 𝑖𝑓 𝑊𝑒𝑐𝑟𝑖𝑡 < 𝑊𝑒 ≤ 𝑊𝑒𝑏,𝑠 (𝑏𝑎𝑔 𝑏𝑟𝑒𝑎𝑘𝑢𝑝)

𝑘2 · 𝜔 · √𝑊𝑒, 𝑖𝑓 𝑊𝑒𝑏,𝑠 < 𝑊𝑒 < 𝑊𝑒𝑠,𝑐 (𝑠𝑡𝑟𝑖𝑝𝑝𝑖𝑛𝑔 𝑏𝑟𝑒𝑎𝑘𝑢𝑝)

𝑘3 · 𝜔 · 𝑊𝑒
3 4⁄ , 𝑖𝑓 𝑊𝑒 > 𝑊𝑒𝑠,𝑐 (𝑐𝑎𝑡𝑎𝑠𝑡𝑟𝑜𝑝ℎ𝑖𝑐 𝑏𝑟𝑒𝑎𝑘𝑢𝑝)

    (2.35) 

 

where,  

𝑘1, 𝑘2 and 𝑘3 are model constants  
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𝜔 is the frequency of droplet oscillation 

𝑊𝑒 is the Weber number of a drop before breakup 

𝑊𝑒𝑐𝑟𝑖𝑡 is the critical Weber number  

𝑊𝑒𝑏,𝑠 is the Weber transition number between the bag and stripping regions, with a suggested 

value of 80 (Liu and Reitz, 1993) 

𝑊𝑒𝑠,𝑐  is the Weber transition number between the stripping and catastrophic regimes, with a 

suggested value of 350 (Liu and Reitz, 1993)  

 

Constants 𝑘1, 𝑘2 and 𝑘3 can be determined utilising experimental data, and the transition from one 

breakup region to another is considered continuous. To determine the boundaries of the three regions, 

only the value of the constant 𝑘1 is required (Tanner, 2004).  

It is noted that, in a high-pressure diesel fuel spray, the droplets are characterised by a wide range of 

speed values, hence Weber numbers. Therefore, all of the above secondary breakup mechanisms are 

expected to occur. 
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2.3 Collision model 

 

The effects of collisions between droplets are significant, especially in the dense spray region, i.e., 

close to the nozzle tip. Collisions can result in coalescence or further droplet breakup (Baumgarten, 

2006). The parameters affecting droplet collisions are the relative velocity of the droplets, 𝑢𝑟𝑒𝑙, the 

sizes of the droplets, 𝑑1 and 𝑑2, the orientation of droplets (Figure 2.5, Ashgriz, 2011), the density, 

𝜌𝑙, and the dynamic viscosity, 𝜇𝑙, of the liquid, and the surface tension, 𝜎. The associated non-

dimensional parameters are: Reynolds number, Weber number, the drop diameter ratio and the impact 

parameter, B (Baumgarten, 2006). These parameters are calculated by the following equations: 

 

Collision Reynolds number 

 

𝑅𝑒𝑐𝑜𝑙𝑙 =
𝜌𝑙 · 𝑢𝑟𝑒𝑙

2  · 𝑑1

𝜇𝑙
           (2.36) 

 

Collision Weber number 

 

𝑊𝑒𝑐𝑜𝑙𝑙 =
𝜌𝑙 · 𝑢𝑟𝑒𝑙

2  · 𝑑2

𝜎
            (2.37) 

 

Droplet diameter ratio 

 

𝛥 =
𝑑2

𝑑1
             (2.38) 

 

Impact parameter 

 

𝐵 =
2 · 𝑋

𝑑1+𝑑2
             (2.39) 

 

where, 

𝜌𝑙 is the density of fuel   

𝜇𝑙 is the dynamic viscosity of fuel    

𝜎𝑙 is the fuel surface tension 

𝑢𝑟𝑒𝑙 is the relative velocity of droplets 

𝑑1 is the larger diameter   

𝑑2 is the smaller diameter   

𝑋 is the projection of the distance between the droplet centers, in the direction normal to that of 

relative velocity of droplets (Figure 2.5)  
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Figure 2.5: Sketch of collision parameters for collision of two drops (Baumgarten, 2006). 

 

The surface tension and the kinetic energy of the droplets have the main contribution to the collision 

intensity. Depending on the collision Weber number and impact parameter, the different types of 

collision can be classified in terms of five regimes, bouncing, coalescence, reflexive separation, 

stretching separation and shattering, sketched in Figure 2.6 (Baumgarten, 2006). The collision model 

implemented in the KIVA code accounts for coalescence and grazing collision (stretching). 

 

 

Figure 2.6: Droplet collision regimes (left) and the corresponding mechanisms (right) (Baumgarten, 2006). 
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 2.4 Evaporation model 

 

In the present study, the evaporation model utilises a single-component fuel model. The evaporation 

process of liquid droplets combines heat and mass transfer. Heat transfer from the gas phase to the 

droplet surface is due to conduction, convection and radiation, and results in droplet heat-up as well 

as evaporation; see Figure 2.7 and Figure 2.8 (Baumgarten, 2006).  

 

 

Figure 2.7: Procession of drop vaporization (Baumgarten, 2006).  

 

 
Figure 2.8: Sketch of heat fluxes to a droplet from the ambient gas (Baumgarten, 2006). 

 

The energy balance of a single liquid droplet is given by the following equation (Baumgarten, 2006; 

Borman and Johnson, 1962):  

 

�̇�𝑑𝑟𝑜𝑝 = �̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 + �̇�𝑒𝑣𝑎𝑝          (2.40) 

 

�̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 = 𝑚𝑑𝑟𝑜𝑝 · 𝑐𝑝,𝑙 ·
𝑑𝑇𝑑𝑟𝑜𝑝

𝑑𝑡
          (2.41) 

 

�̇�𝑒𝑣𝑎𝑝 = 𝛥ℎ𝑒𝑣𝑎𝑝  ·  
𝑑𝑚𝑒𝑣𝑎𝑝

𝑑𝑡
           (2.42) 
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where, 

�̇�𝑑𝑟𝑜𝑝 is the total heat flux from hot gas to the liquid droplet 

�̇�ℎ𝑒𝑎𝑡𝑖𝑛𝑔 is the thermal power for the heat-up of the liquid droplet 

�̇�𝑒𝑣𝑎𝑝 is the thermal power for evaporation of the fuel mass flux 

𝑚𝑑𝑟𝑜𝑝 is the liquid droplet mass 

𝑇𝑑𝑟𝑜𝑝 is the liquid droplet temperature  

𝑐𝑝,𝑙 is the specific heat capacity of liquid fuel 

𝛥ℎ𝑒𝑣𝑎𝑝 is the enthalpy of evaporation  

𝑚𝑒𝑣𝑎𝑝 is the fuel mass evaporating in the time interval dt 

 

The above equations yield the following relation for the time derivative of fuel drop temperature, 

which can be integrated in time to give the new temperature value at the next time step:   

 
𝑑𝑇𝑑𝑟𝑜𝑝

𝑑𝑡
=

1

𝑚𝑑𝑟𝑜𝑝∙𝑐𝑝,𝑙
· (

𝑑𝑄𝑑𝑟𝑜𝑝

𝑑𝑡
− 𝛥ℎ𝑒𝑣𝑎𝑝 ·

𝑑𝑚𝑒𝑣𝑎𝑝

𝑑𝑡
)       (2.43) 

 

The values 
𝑑𝑄𝑑𝑟𝑜𝑝

𝑑𝑡
 and 

𝑑𝑚𝑒𝑣𝑎𝑝

𝑑𝑡
 should thus be determined, to calculate 

𝑑𝑇𝑑𝑟𝑜𝑝

𝑑𝑡
. From convection 

analysis, the total heat flux to the drop, �̇�𝑑𝑟𝑜𝑝, can be expressed as follows:  

 

�̇�𝑑𝑟𝑜𝑝 = 𝜆𝑔 · 𝜋 · 𝑑𝑑𝑟𝑜𝑝 · (𝑇𝑔 − 𝑇𝑅) ·
𝜍

𝑒𝜍−1
· 𝑁𝑢       (2.44) 

 

𝑁𝑢 =
𝑎 · 𝑑𝑑𝑟𝑜𝑝

𝜆𝑔
            (2.45) 

 

𝜍 =
�̇�𝑒𝑣𝑎𝑝 · 𝑐𝑝,𝑣𝑎𝑝

𝑁𝑢 · 𝜆𝑔 · 𝜋 · 𝑑𝑑𝑟𝑜𝑝
            (2.46) 

 

where, 

𝜆𝑔 is the thermal conductivity of gas phase 

𝑑𝑑𝑟𝑜𝑝 is the drop diameter 

𝑇𝑔 is the temperature of the surrounding gas 

𝑇𝑅 is the temperature of liquid droplet 

𝜍 is a dimensionless correction factor, accounting for the decrease of heat transfer due to the 

concurrent mass transfer from the liquid drop into the gas atmosphere 

𝑁𝑢 is the Nusselt number 

𝑎 is the convection heat transfer coefficient 

�̇�𝑒𝑣𝑎𝑝 the evaporation mass flow rate 

𝑐𝑝,𝑣𝑎𝑝 is the specific heat capacity of fuel vapour 
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The Nusselt number, as a function of Reynolds number, Re, and Prandtl number, Pr, can be taken 

from the formula of Ranz and Marshall (1952): 

 

𝑁𝑢 = 2.0 + 0.6 · 𝑅𝑒1 2⁄ · 𝑃𝑟1 3⁄          (2.47) 

 

𝑅𝑒 =
𝜌𝑔 · 𝑢𝑟𝑒𝑙 · 𝑑𝑑𝑟𝑜𝑝

𝜇𝑔
           (2.48) 

 

𝑃𝑟 =
𝜇𝑔 · 𝑐𝑝,𝑔

𝜆𝑔
            (2.49) 

 

where, 

𝜌𝑔 is the density of surrounding gas 

𝑢𝑟𝑒𝑙 is the relative velocity between droplet and surrounding gas 

𝜇𝑔 is the dynamic viscosity of the surrounding gas 

𝑐𝑝,𝑔 is the specific heat capacity of the surrounding gas 

𝑑𝑑𝑟𝑜𝑝 is the drop diameter 

 

The evaporating mass flow rate, 
𝑑𝑚𝑒𝑣𝑎𝑝

𝑑𝑡
, can be calculated as follows (Turns, 1996): 

 

�̇�𝑒𝑣𝑎𝑝 = 𝑑𝑑𝑟𝑜𝑝 · 𝜋 · 𝜌 · 𝐷 · ln (
1−𝑌𝑓,∞

1−𝑌𝑓,𝑅
) · 𝑆ℎ       (2.50) 

 

𝑆ℎ = 2.0 + 0.6 · 𝑅𝑒1 2⁄ · 𝑆𝑐1 3⁄           (2.51) 

 

𝑆𝑐 =
𝜇𝑔

𝜌𝑔 · 𝐷
             (2.52) 

 

where, 

𝑑𝑑𝑟𝑜𝑝 is the drop diameter 

𝜌 is the density of liquid fuel droplet 

𝐷 is the diffusivity of fuel vapor in air 

𝑌𝑓,∞ is the fuel vapor mass fraction in the far field 

𝑌𝑓,𝑅 is the fuel vapor mass fraction at droplet surface 

𝑆ℎ is the Sherwood number 

𝑅𝑒 is the Reynolds number 

𝑆𝑐 is the gas Schmdit number  

𝜇𝑔 is the dynamic viscosity of the surrounding gas 

𝜌𝑔 is the density of the surrounding gas 
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2.5 Ignition model 

 

Ignition modelling in the present reactive flow simulations using one-step chemistry is based on the 

model Weisser et al. (1998); they have considered an ignition progress variable, governing the 

ignition delay through a conservation equation, and serving as the ignition criterion. The ignition 

progress variable, Cig, is a non-dimensional quantity, defined as the concentration of an intermediate 

species (here: the OH radical) divided by a critical value. When a value of Cig greater than unity is 

calculated, the combustion model is activated.  

The Cig conservation equation has the following form (Weisser, 2001): 

 
𝜕(𝜌𝑔𝐶𝑖𝑔

)

𝜕𝑡
 + (∇ · u) 𝜌𝑔 Cig =  ∇ · (𝜌𝑔 D ∇ Cig) + 

𝜌𝑔

𝜏𝑖𝑔
 ,      (2.53) 

 

where, 𝜌𝑔, u, D are the density, velocity and effective diffusivity of the surrounding gas, respectively. 

The overall ignition characteristic time, 𝜏, is calculated from a simplified system of characteristic 

times, as follows (see also Figure 2.9):  

 
1

𝜏
  =  

1

𝜏 1+ 𝜏 2
  + 

1

𝜏3
           (2.54) 

 

where the individual timescales 𝜏1, 𝜏2 and 𝜏3 represent the low-, medium- and high-temperature 

regimes of ignition, respectively. These individual timescales are evaluated from Arrhenius-type 

correlations, considering the pressure, p, and temperature, T, of the surrounding gas, and the local 

equivalence ratio, Φ: 

 

𝜏𝑖 =𝐴𝑖  · ℎ𝑖(𝛷) · (
𝑝

𝑝𝑟𝑒𝑓
)

𝑎𝑖

· 𝑇𝑏𝑖 · exp[
𝐵𝑖
𝑇
] , i = 1,2,3       (2.55) 

 

with Ai, 𝑎𝑖, 𝑏𝑖 and 𝐵𝑖 being model constants. Values of the model constants have been obtained from 

the analysis of detailed ignition calculations of homogeneous n-heptane – air mixtures, and are 

presented in Table 2 (Weisser et al., 1998). 

 

 
Figure 2.9: Sketch of the simplified system of ignition characteristic times, accounting for the overall ignition 

characteristic time (Weisser et al.,1998). 
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Table 2: Parameter values of the ignition model for n-heptane (C7H16) (Weisser et al., 1998). 

Process Ai 𝑎𝑖 𝑏𝑖 𝐵𝑖 hi (Φ) 

1 2.39E-11 -0.1 0 14000 1 

2 1.33E+05 -2.125 0 -10000 Φ–1 

3 2.50E-08 -1 0 14000 1 
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2.6 Combustion modelling 

 

The development of combustion for diesel mode operation is illustrated by the evolution of the Rate 

of Heat Release (ROHR), sketched in Figure 2.10 for a typical case (Heywood, 1988). Four 

characteristic phases are thereby identified. 

 

1st Phase (Ignition Delay Period) 

It corresponds to the engine operation phase “a” – “b”, where at point “a” the fuel injection initiates, 

and point “b” is the ignition point. During this period, the fuel is heated by the compressed air, 

evaporates, and mixes with the surrounding air. If the duration of this phase is long, a large amount 

of fuel accumulates in the cylinder, which near the Top Dead Centre (TDC), where the temperature 

is high, will ignite abruptly, resulting in a sudden increase in pressure, noise generation and excessive 

strain of the engine components. Thus, in general, it is desirable that the duration of this phase should 

be as short as possible.  

 

2nd Phase (Premixed Combustion)  

It corresponds to engine operation phase “b” - “c”, where, after ignition, a premixed flame forms and 

propagates. Thus, in this phase, burning of the already injected fuel takes place. This phase can be 

characterised by uncontrolled combustion and associated pressure rise (“combustion knock”).  

 

3rd Phase (Diffusion Combustion)  

It corresponds to the engine operation phase “c” - “d”, and is characterised by long duration depending 

on the engine load. Combustion takes place in a diffusion flame mode, in a controlled manner, and is 

associated with the ongoing mass injection.   

 

4th Phase (Late Combustion) 

It corresponds to the engine operation phase, after point “d”, where injection has been completed, 

while combustion of unburned fuel continues. This phase is undesirable, as it contributes to 

overheating of the exhaust valves and the piston head. 

 

Modelling of Diesel engine combustion can adopt simple approaches, as the one-step approach, or 

complicated ones, accounting for realistic chemistry; they are briefly elaborated next.  
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Figure 2.10: Sketch of typical Rate of Heat Release curve in a Diesel engine, in which the different phases of combustion 

are depicted (Heywood, 1988). 

 

2.6.1 One-step approach 

 

The present one-step chemistry simulations adopt the characteristic time model of Kong et al. (1995). 

The model considers seven species, fuel, O2, N2, CO2, H2, H2O and CO, and calculates the rate of 

change of their concentration in terms of a characteristic time scale of combustion, τc, d as follows: 

 

𝑑𝑌𝑖

𝑑𝑡
= −

𝑌𝑖−𝑌𝑖
𝑒𝑞

𝜏𝑐
          (2.56) 

 

where 𝑌𝑖 and 𝑌𝑖
𝑒𝑞 are the instantaneous and equilibrium concentration, respectively, of species i. The 

combustion characteristic time is calculated from the weighted sum of a “laminar” (chemical) time 

scale, and a turbulent one, which accounts for the local mixing of evaporated fuel and air:    

 

𝜏𝑐 = 𝜏𝑙𝑎𝑚 +  𝑓 · 𝜏𝑡𝑢𝑟𝑏         (2.57) 

 

The chemical time scale, 𝜏𝑙𝑎𝑚, is calculated from an Arrhenius relation, based on ignition 

experiments: 

 

𝜏𝑙𝑎𝑚 = 𝐴−1 · [𝐶14𝐻30]
0.75 · [𝑂2]

−1.5 · exp [
𝐸

𝑅𝑇
]       (2.58) 

 

where, 

𝐴 is the pre-exponential constant 

𝐸 is the activation energy, in 𝑘𝐽 𝑘𝑔⁄  
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𝑅 is the specific gas constant, in 𝑘𝐽 𝑘𝑔⁄ ∙ 𝐾 

𝑇 is the local temperature, in K 

 

The turbulent time scale, 𝜏𝑡𝑢𝑟𝑏, is calculated from the local values of k and ε: 

 

𝜏𝑡𝑢𝑟𝑏 = 𝐶2 ·
𝑘

𝜀
             (2.59) 

 

where, 

𝐶2 is a factor accounting for the mixing characteristics 

𝑘 is the turbulent kinetic energy, in 𝑘𝐽 𝑘𝑔⁄  

𝜀 is the dissipation rate, in 𝑘𝐽 𝑘𝑔⁄ ∙ 𝑠 

 

The weight factor f is calculated as follows: 

 

𝑓 =
1−𝑒−𝑟

0.632
             (2.60) 

 

where, r is the ratio of the amount of products to that of total reactive species (except N2): 

 

𝑟 =
𝑌𝐶𝑂2+𝑌𝐻2𝑜+𝑌𝐶𝑂+𝑌𝐻2

1−𝑌𝑁2
          (2.61) 

 

The parameter r varies from zero (unburned mixture) to unity (fully burned mixture). As a result, f 

also varies between zero and unity, depending on local composition.       

 

Finally, it is noted that, in the KIVA-3vr2 code, equilibrium calculations are based on the following 

system of reactions:   

 

𝑂2 + 2𝐶𝑂 ⇄ 2𝐶𝑂2          (2.62) 

 

𝑂2 + 2𝐻2 ⇄ 2𝐻2𝑂          (2.63) 

 

𝑂2 + 𝐻2 ⇄ 2𝑂𝐻          (2.64) 

 

𝑂2 + 𝐻2𝑂 ⇄ 𝑂𝐻 + 𝐻𝑂2         (2.65) 

 

𝑂2 ⇄ 2𝑂           (2.66) 

 

𝐻2 ⇄ 2𝐻           (2.67) 
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2.6.2 Realistic chemistry 

 

In the realistic chemistry approach, the source terms �̇�𝑚
𝑐  and �̇�c, contained in the equations of 

continuity and energy, respectively, are calculated as follows (Kakaee et. al, 2015): 

 

�̇�𝑚
𝑐 = 𝜌

𝑑𝑌𝑚

𝑑𝑡
           (2.68) 

 

�̇�𝑐 = −∑
𝑑𝑌𝑚

𝑑𝑡
𝑀
𝑚=1

(𝛥ℎ𝑓
0)
𝑚

𝑊𝑚
         (2.69) 

 
𝑑𝑌𝑚

𝑑𝑡
=

�̇�𝑚𝑊𝑚

𝜌
           (2.70) 

 

where, 

(𝛥ℎ𝑓
0)
𝑚

is the molar heat of formation of species m 

𝑊𝑚 is the molecular weight of species m 

𝑌𝑚 is the mass fraction of species m 

  

The calculation of the source terms requires the calculation of the molecular rates of production of 

each species, m (�̇�𝑚), by kinetics calculations. In the present study, this is enabled by means of a 

coupled KIVA-3vr2 - CHEMKIN-II code. The CFD code provides the local flow quantities, including 

pressure and temperature, and the kinetics code returns the source terms of the mass and energy 

conservation equations, �̇�𝑚
𝑐  and �̇�c. Next, the CFD code calculates the fuel density and temperature 

fields, at the new time step.  

 

In the present coupled KIVA-CHEMKIN code, the chemical kinetics mechanism is introduced via 

the ckinterp.f CHEMKIN subroutine. Specifically, this subroutine reads the input provided in files 

chem.inp and therm.dat, returning its output in binary format in the chem.bin file. This binary file 

contains important information of each species entailed in the chemical kinetics mechanism, such as 

the thermochemical properties (i.e., specific heat capacity, enthalpy and entropy) as a function of 

temperature, and is an additional input file to the KIVA-CHEMKIN coupled code. In total, all the 

important information required by the chemical kinetics subroutines of CHEMKIN code is extracted 

from the chem.bin file. The coupling between the two codes is sketched in Figure 2.11.  
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Figure 2.11: Coupled code KIVA-CHEMKIN flowchart (Kakaee et al., 2015). 
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2.7 Pollutant emission models 

 

In marine engines, the main emissions include nitrogen oxides (NOx), soot particles (soot), sulphur 

oxides (SOx), and unburned hydrocarbons (HC). Here, in the frame of one-step chemistry CFD 

simulations, calculation of pollutants has considered NOx formation in terms of a mechanism building 

on the extended Zeldovich mechanism (Weisser, 2001), and a phenomenological soot model based 

on the Hiroyasu model (Hiroyasu et al., 1983). In the realistic chemistry approach, NOx sub-

mechanisms are implemented (Kakaee et al., 2015).  

 

2.7.1 NOx Model   

 

The chemical mechanism accounting for NOx production is presented in Table 3. The model considers 

thermal NO formation, building on the extended Zeldovich mechanism presented below (Lavoie et 

al. 1970), and also accounting for the formation of N2O (Malte and Pratt 1974). The model also 

includes the NO2 formation.   

 

𝑁2 + 𝑂 ⇄ 𝑁𝑂 + 𝑁          (2.71)  

 

𝑁 + 𝑂2 ⇄ 𝑁𝑂 + 𝑂          (2.72)  

 
𝑁 + 𝑂𝐻 ⇄ 𝑁𝑂 + 𝐻          (2.73) 
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 Table 3: Reactions and constants of specific rate of NOx mechanism (Weisser, 2001). 

Reaction 𝐴𝑁𝑂𝑥 𝑏𝑁𝑂𝑥 𝑇𝐴,𝑁𝑂𝑥 [K] 

𝑁 + 𝑁𝑂 → 𝑁2 + 𝑂 3.30e+12 0.3 0 

𝑁2 + 𝑂 → 𝑁 + 𝑁𝑂 6.68e+12 0.4 37707.29 

𝑁 + 𝑂2 → 𝑁𝑂 + 𝑂 6.40e+09 1.0 3160.54 

𝑁𝑂 + 𝑂 → 𝑁 + 𝑂2 5.62e+08 1.1 19086.52 

𝑁 + 𝑂𝐻 → 𝑁𝑂 + 𝐻 3.80e+13 0 0 

𝑁𝑂 + 𝐻 → 𝑁 + 𝑂𝐻 1.29e+15 -0.3 24574.68 

𝑁𝑂 + 𝐻𝑂2 → 𝑁𝑂2 + 𝑂𝐻 2.10e+12 0 -241.07 

𝑁𝑂2 + 𝑂𝐻 → 𝑁𝑂 + 𝐻𝑂2 8.45e+12 0.02 2971.32 

𝑁𝑂2 + 𝐻 → 𝑁𝑂 + 𝑂𝐻 3.50e+14 0 754.91 

𝑁𝑂 + 𝑂𝐻 → 𝑁𝑂2 + 𝐻 9.46e+09 0.81 15089.38 

𝑁2𝑂 + 𝐻 → 𝑁2 + 𝑂𝐻 7.60e+13 0 7649.72 

𝑁2 +𝑂𝐻 → 𝑁2𝑂 +𝐻 5.73e+07 1.31 38531.49 

𝑁2𝑂 +𝑀 → 𝑁2 + 𝑂 +𝑀 1.60e+14 0 25968.8 

𝑁2 + 𝑂 +𝑀 → 𝑁2𝑂 +𝑀 5.21e+07 1.34 5227.24 

𝑁2𝑂 + 𝑂 → 𝑁2 +𝑂2 1.0e+14 0 14192.25 

𝑁2 + 𝑂2 → 𝑁2𝑂 + 𝑂 2.91e+10 0.91 53722.71 

𝑁2𝑂 + 𝑂 → 2𝑁𝑂 1.0e+14 0 14192.25 

2𝑁𝑂 → 𝑁2𝑂 + 𝑂 1.26e+09 0.92 31941.4 

𝑁2𝑂 + 𝑂𝐻 → 𝑁2 + 𝐻𝑂2 2.0e+12 0 5032.71 

𝑁2 + 𝐻𝑂2 → 𝑁2𝑂 + 𝑂𝐻 1.39e+10 0.48 18367.62 
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2.7.2 Soot Model 

 

Soot is an important pollutant associated with Diesel engine operation. Soot formation depends on 

local conditions of pressure, temperature and stoichiometry. The production of soot is a very complex 

process, including particle inception, surface growth and coagulation; a high percentage of the soot 

formed is oxidised (Haynes and Wagner 1981). In the present study, the phenomenological model of 

Hiroyasu et al. (1983), as adapted in Douladiris (2010), is used for soot modelling. The model is 

expressed by the following relations:    

  

𝑑𝑚𝑠

𝑑𝑡
=

𝑑𝑚𝑠,𝑓

𝑑𝑡
−
𝑑𝑚𝑠,𝑜𝑥

𝑑𝑡
           (2.74) 

 
𝑑𝑚𝑠,𝑓

𝑑𝑡
= 𝐴𝑓 · 𝑚𝑓,𝑣 · 𝑝

0.5 · exp (−
𝐸𝑠,𝑓

𝑅∙𝑇
)        (2.75) 

 
𝑑𝑚𝑠,𝑜𝑥

𝑑𝑡
= 𝐴𝑜𝑥 · 𝑚𝑠 ·

𝑝𝑂2

𝑝
· 𝑝1.8 · 𝑒𝑥𝑝(−

𝐸𝑠,𝑜𝑥

𝑅∙𝑇
)        (2.76) 

 

where, 

𝑚𝑠 is the soot mass, in kg 

𝑚𝑠,𝑓 is the mass of soot produced, in kg  

𝑚𝑠,𝑜𝑥 is the mass of oxidised soot, in kg 

𝐴𝑓 is the constant of the soot production correlation 

𝑚𝑓,𝑣 is the mass of fuel vapor, in kg 

𝐸𝑠,𝑓 is the activation energy in the soot production correlation, in 
𝐽

𝑚𝑜𝑙𝑒
 

𝐴𝑜𝑥 is the constant in the soot oxidation correlation 

𝐸𝑠,𝑜𝑥 is the activation energy in the soot oxidation correlation, in 
𝐽

𝑚𝑜𝑙𝑒
 

R is the universal gas constant 

T is the local temperature, in K 

 

Here, the soot model is implemented for each computational cell, considering the local flow field 

values. The values of soot model constants (for pressures in MPa) are listed in Table 4 (Douladiris, 

2010).  

 

Table 4: Values of soot model constants (Douladiris, 2010). 

𝐴𝑓 𝐸𝑠,𝑓 [ 
𝐽

𝑚𝑜𝑙𝑒
] 𝐴𝑜𝑥 𝐸𝑠,𝑜𝑥  [

𝐽

𝑚𝑜𝑙𝑒
] 

3162 52335 2.79𝑒+06 58615 
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2.8. CFD code ‘KIVA-3vr2’ 

 

The Computational Fluid Dynamics code KIVA-3vr2 (Amsden, 1999), written in FORTRAN, is an 

advanced version of the KIVA code developed in 1989 by the Los Alamos National Laboratory 

(LANL), as a widely approved design and research tool for the numerical calculation of transient two- 

and three-dimensional complex chemically reactive fluid flows with fuel sprays. In addition, the 

KIVA 3vr-2 code computes reactive flow in complex geometries by utilising block-structured 

meshes. Specifically, the complex geometries are divided into several blocks with regular simple 

geometry for generating the mesh, which are then put together to form the mesh for the whole 

geometry (Amsden, 1992). Moreover, the version of the code used enables the simulation of full 

engine cycle, as it includes the capability of moving valves (Amsden, 1999). The success of the family 

of KIVA codes can be largely attributed to their open-source structure, which allows the user to 

improve the physical sub-models. The code solves numerically the conservation equations of the 

turbulent engine flow in space and time. In addition, through individual physical models, processes 

such as spray breakup, droplet evaporation, combustion and heat transfer are taken into account.   
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3. CFD spray studies in a constant volume chamber  
 

This Chapter presents a validation and adaptation of the ETAB and CAB spray models. Further, it 

assesses on their applicability to simulating two-phase flow in the two four-stroke engines considered 

in the present thesis. The present model validation is performed using experimental data in a constant 

volume Spray Combustion Chamber facility of LAV ETH Zurich, which enables a detailed 

visualisation of spray, and thus a quantification of spray penetration, spray cone angle and droplet 

size.  

 

3.1 Problem definition and resolution tests 

 

The problem considered is that of a high-pressure and temperature constant volume cell (Schneider, 

2003) of LAV ETH Zürich. Its geometry is characterised by a cylindrical symmetry around its axis, 

which coincides with the injection direction. The chamber has a size of Ø110x40mm, and a single 

hole of injector is located on top, injecting along the symmetry axis. The chamber quartz glass 

windows enable optical access by means of Phase Doppler Anemometry (PDA). A schematic of the 

spray chamber is presented in Figure 3.1.  

Non-reactive flow is studied, and thus the surrounding gas is nitrogen. In the present validation 

studies, relatively low gas temperatures are considered, i.e., the spray is also non-evaporating. The 

ambient gas is still. Simulations consider n-tetradecane (C14H30) as fuel, and computational results 

are compared against the experiments of Pizza et al. (2007). Two test cases are simulated, and the 

corresponding conditions are presented in Table 5. Estimates of Weber number for large drops close 

to the orifice yield values of about 25000 and 33000 for Case 1 and Case 2, respectively, illustrating 

catastrophic droplet breakup.  

 

Figure 3.1: Schematic of the high-pressure and temperature constant volume cell (Schneider, 2003).  
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Table 5: Simulations in constant volume chamber: conditions of the two test cases. 

Non-evaporating & non-reactive flow Case 1 Case 2 

Diameter of nozzle hole [mm] 0.15 0.20 

Gas temperature [K] 400 

Gas pressure [bar] 40 

Injection pressure [bar] 500 

Gas density [kg/m3] 33.7 

C14H30 temperature [K] 323 

 

3.1.1 Computational Grid 

 

The computation of flow in complex geometries can be performed by using block-structured grids. 

A complex geometry is thereby split into several blocks of regular geometry. Grids are then generated 

for each block, and are combined together to obtain the mesh for the entire geometry (Amsden, 1992). 

In the present study, the objective of grid generation is to resolve the spray regime with a sufficiently 

fine mesh, while also maintaining a proper (albeit coarser) resolution in the remaining parts of the 

computational domain. It is noted here that, in the case of flows with moving boundaries, as in piston 

engines, a “snapper” technique can be implemented, properly adding or removing cell layers (Reitz 

and Rutland, 1993). Further, the capability of treating moving valves can be incorporated, which was 

indeed implemented in the KIVA-3V code, enabling the simulation of full engine cycles (Amsden, 

1997). 

  

KIVA is based on the Arbitrary Lagrangian-Eulerian (ALE) method, which constitutes a mixture of 

Lagrangian and Eulerian approaches. Spatial discretization is based on finite volumes. Figure 3.2 

presents a typical finite volume cell. 

 

Figure 3.2 : Sketch of a finite volume cell (Amsden, 1989). 
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The KIVA mesh generator generates file 'otape17', to be read by the main program; it contains all 

grid coordinates (polar or cartesian), six neighbour connectivity arrays, three cell-face boundary 

condition arrays, and a region identifier array. Momentum balances are performed for cells staggered 

with respect to regular cells (see Figure 3.3); they are referred to as 'momentum cells' (Amsden, 1989). 

The numerical solution of the conservation equations is concluded by generating an adapted mesh 

(for the next time step), taking into account the moving boundary of the piston. 

 

 

Figure 3.3: Portion of a momentum cell (i;j;k) lying within a regular cell (i,j,k) (Amsden, 1989). 

 

The pre-processor module K3PREP, used for grid generation, accompanies KIVA codes; it does not 

provide a graphical interface, thus requiring manual geometry input, in the terms of either functions 

or sets of discretized points of the surfaces or curves. In the present study, both K3PRER and the 

commercial grid generator ICEM-CFD (ANSYS ICEM CFD version 18.0) have been used. ICEM-

CFD provides a graphical interface, while the grid output file can be in KIVA format.  

 

3.1.2 Resolution tests 

 

Spray simulations are characterised by strong dependence on grid density (Aneia and Abraham, 1998, 

Nordin, 2000, Schmidt and Rutland, 2004); thus, they should be accompanied by careful spatial 

resolution tests.  Here, block-structured grids have been generated using the ICEM-CFD software. In 

the near-nozzle region, cells of a size comparable to the nozzle diameter were generated. In particular, 

depending on the overall grid density, near-nozzle cells had typical sizes of 1.0x0.5 mm, 0.5x0.5 mm 

and 0.4x0.4 mm, in the x (radial) and z (vertical) direction, respectively. Information regarding the 

three grids generated is provided in Table 6, while a visualisation of grids is presented in Figure 3.4. 
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Table 6: Features of the computational grids used in spatial resolution tests. 

Mesh (Ø110x40 mm) Number of cells Spray regime resolution 

Coarse 184,109 1.0x0.5 mm 

Fine 369,709 0.5x0.5 mm 

Very fine 608,108 0.4x0.4 mm 

 

 
Coarse mesh 
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Fine mesh 
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Figure 3.4: Top and bottom views of the computational grids used in spatial resolution tests.  

 

Figure 3.5 presents the injection rate used for Case 1, based on the experiments (Schneider, 2003). 

Both spatial and temporal resolution tests have been performed using the ETAB and CAB models, in 

order to investigate the dependence of computational results on discretization parameters. First, 

spatial resolution tests were performed for Case 1, using the three grids of Table 6. Figures 3.6 and 

3.8 illustrate the calculated time history of the spray penetration length for all three grids using the 

ETAB and the CAB model, respectively, also including the experimental data of Schneider (2003). 

Both Figures demonstrate that the computational results with the “fine resolution” grid are close to 

the experimental values. Thus, this grid is selected to calculate the proper values of model constants, 

for both ETAB and CAB.    

For the three grids generated, Figures 3.7 and 3.9 show, for the ETAB and CAB model, respectively, 

the instantaneous snapshots of gas flow velocity, droplet Sauter Mean Diameter - SMD (in microns) 

(𝑆𝑀𝐷 =
∑ 𝑑𝑖

3𝑛
𝑖=1

∑ 𝑑𝑖
2𝑛

𝑖=1

 , di accounting from droplet diameter) and spray droplet velocity for Case 1, at a 
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vertical plane including the injector, at a representative time instant of 0.5 ms after Start of Injection 

(SOI). The visualisations illustrate that both the “fine” and “very fine” grids enable the computation 

of a proper spray flow structure; this is not the case for the “coarse” grid. Overall, the “fine” grid 

produces computational results in good agreement with experiments, while also maintaining a 

reasonable computational cost. Thus, it is selected for all simulations associated with adapting the 

values of constants, for both ETAB and CAB.  

Temporal resolution tests have been also performed; based on the spatial resolution tests, the “fine” 

mesh has been used in all cases. Time step values ranging from 10-6 to 10-5 s were used, and the 

results have demonstrated independence for values of Δt close to the low limit, i.e., 10-6 s or slightly 

higher. Thus, a value Δt=2·10-6 s was selected, and subsequently used for the model adaptation. Time 

step values of this order are maintained in all one-step chemistry engine simulations of the present 

thesis.  

 

Figure 3.5: Injection rate versus time for Case 1 (Schneider, 2003). 
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Figure 3.6: Case 1: calculated penetration length versus time for the three computational grids considered, using the ETAB 

model and a time step value of Δt=2·10-6 s. The corresponding experimental curve (Scheider, 2003) is also included. 
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 Case 1 - Different grid resolutions using ETAB   
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Figure 3.7: Case 1: colour-coded contours of gas velocity, droplet Sauter Mean Diameter - SMD (in microns) and spray 

droplet velocity using the ETAB model, at the vertical plane including the injector. 
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Figure 3.8: Case 1: calculated penetration length versus time for the three computational grids considered, using the CAB 

model and a time step value of Δt=2·10-6 s. The corresponding experimental curve (Scheider, 2003) is also included. 
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 Case 1 - Different grid resolutions using CAB  
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Figure 3.9: Case 1: colour-coded contours of gas velocity, droplet Sauter Mean Diameter - SMD (in microns) and spray 

droplet velocity using the CAB model, at the vertical plane including the injector. 
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3.2 Adaptation of ETAB and CAB models    

 

Adaptation of the ETAB and CAB spray models was performed for operating conditions 

corresponding to: (i) ETAB model: Case 1, (ii) CAB model: Case 1 and Case 2 (Table 5), using the 

“fine” mesh (Table 6). In the present analysis, proper adaptation of the model constants considers a 

wide range of possible values; the agreement between the computed and measured time history of 

penetration length is used as the main criterion for adapting spray models. It is noted that the value 

of the initial spray cone angle is prescribed as an input to the problem, and is based on the 

experimental measurements (Schneider, 2003). The optimal constant values obtained are presented 

in Table 7 and Table 8, for ETAB and CAB, respectively. Maintaining the optimal values of model 

constants, computations of Case 1 and Case 2 are performed, and discussed in section 3.3.  

 

Table 7: Optimal values of the ETAB model constants, obtained for conditions corresponding to Case 1. 

Constant Description Default         

(Pizza et al., 2007) 

Default        

(Tanner and Weisser, 

1998) 

Outcome 

𝑪𝝀 

Jet breakup length 

(Nozzle dependent 

constant) 

1.5 5.5 

Case 1 Case 2 

1.5 3.5 

𝒌𝟏 
Time scale parameter 

for ‘bag breakup’ 
0.035 0.2222 0.2222 

𝒌𝟐 
Time scale parameter 

for ‘stripping breakup’ 
0.17 0.2222 0.2222 

𝒏 Exponent in IDSD 0.5 0.5 0.5 

θ 
Initial spray cone angle 

[deg.] 
Variable (9 - 12) 7.5 

Case 1 Case 2 

9 12 
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Table 8: Optimal values of the CAB model constants, obtained for conditions corresponding to Case 1 and Case 2. 

Constant Description Default       

(Tanner, 2003) 

Range tested Outcome 

𝑪𝝀 

Jet breakup length 

(Nozzle dependent 

constant) 

5.5 0.5 – 7.5 

Case 1 Case 2 

1.5 3.5 

𝒌𝟏 
Time scale parameter for 

‘bag breakup’ 
0.05 0.01 – 0.25 0.05 

𝒌𝟐 
Time scale parameter for 

‘stripping breakup’ 

Calculated based 

on 𝑘1 

Calculated 

based on 𝑘1 

Calculated based 

on 𝑘1 

𝒌𝟑 
Time scale parameter for 

‘catastrophic breakup’ 

Calculated based 

on 𝑘1 

Calculated 

based on 𝑘1 

Calculated based 

on 𝑘1 

𝒏 Exponent in IDSD 0.5 0.2 – 1.5 0.5 

θ 
Initial spray cone angle 

[deg.] 
Variable (20 - 25)  

Case 1 Case 2 

9 12 
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3.3 Non-reactive spray flow: analysis of CFD results  

 

In the previous section, resolution tests were performed and used in model adaptation studies, which 

have yielded optimal values of model constants for ETAB and CAB. In the present section, the 

performance of the two (adapted) models is compared for Case 1, in terms of spray penetration history 

and flow visualisations. In all cases, the “fine” grid is used, while the numerical time step is 2·10-6 s. 

Figure 3.10 shows the computed history of spray penetration length, for the ETAB and the CAB 

model, and also includes the experimental results of Schneider (2003). While the performance of both 

models is good, the CAB curve is very close to the experimental one, demonstrating a better overall 

performance in comparison to ETAB. This is in accordance with the nature of droplet breakup for the 

present constant volume sprays (catastrophic breakup), which is accounted for by the CAB model.  

 

Figure 3.10: Case 1: Computed penetration length versus time for CAB and the ETAB model using the “fine” 

computational grid. The experimental curve of Scheider (2003) is also included. 

 

For Case 1, Figures 3.11, 3.12 and 3.13 present visualisations of gas velocity, SMD, and spray droplet 

velocity, for a vertical plane including the geometry axis, at representative times, for both CAB and 

ETAB. A proper spray structure is predicted for both models. Considering the superiority of CAB in 

terms of predicting the penetration length, it is concluded that the CAB model, as adapted in the 

present study, is appropriate for spray simulations under similar conditions. As the sprays of the two 

engines of the present study are characterised by Weber number values within the catastrophic 

regime, the CAB model is also implemented in the engine simulations of the subsequent Chapters.  
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 Case 1 - Gas flow velocity 

Time after 

SOI 
CAB  ETAB 

0.1 ms 

  

0.2 ms 

  

0.3 ms 

  

0.4 ms 

  

0.5 ms 

  

Figure 3.11: Case 1: colour-coded contours of gas velocity for the CAB and ETAB models, at a vertical plane including 

the injector, at representative time instants 
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 Case 1 - C14H30 droplet SMD 

Time after 

SOI 
CAB ETAB 

0.1 ms 

  

0.2 ms 

  

0.3 ms 

  

0.4 ms 

  

0.5 ms 

  

Figure 3.12: Case 1: colour-coded contours of droplet SMD (in microns) for the CAB and ETAB models, at a vertical 

plane including the injector, at representative time instants. 
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 Case 1 - C14H30 velocity 

Time after 

SOI 
CAB ETAB 

0.1 ms 

  

0.2 ms 

  

0.3 ms 

  

0.4 ms 

  

0.5 ms 

  

Figure 3.13: Case 1: colour-coded contours of spray droplet velocity for the CAB and ETAB models, at a vertical plane 

including the injector, at representative time instants. 
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Finally, Figures 3.14, 3.15 and 3.16 show visualisations of both Case 1 and Case 2, for gas velocity, 

SMD, and spray droplet velocity, computed with CAB, at the same time instants. All visualisations 

verify that a similar spray structure is attained for the two Cases.     

Overall, the present spray simulations have demonstrated that the CAB model, as adapted in the 

present study, is proper for simulating sprays characterised by catastrophic droplet breakup. Thus, it 

is used in all subsequent simulations of the present thesis.   
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 Gas flow velocity 

Time after 

SOI 
Case 1  Case 2 

0.1 ms 

  

0.2 ms 

  

0.3 ms 

  

0.4 ms 

  

0.5 ms 

  

Figure 3.14: Cases 1, 2: colour-coded contours of gas velocity for the CAB and ETAB models, at a vertical plane 

including the injector, at representative time instants. 
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 C14H30 droplet SMD 

Time after 

SOI 
Case 1 Case 2 

0.1 ms 

  

0.2 ms 

  

0.3 ms 

  

0.4 ms 

  

0.5 ms 

  

Figure 3.15: Cases 1, 2: colour-coded contours of droplet SMD (in microns) for the CAB and ETAB models, at a 

vertical plane including the injector, at representative time instants.  
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 C14H30 velocity 

Time after 

SOI 
Case 1 Case 2 

0.1 ms 

  

0.2 ms 

  

0.3 ms 

  

0.4 ms 

  

0.5 ms 

  

Figure 3.16: Cases 1, 2: colour-coded contours of spray droplet velocity for the CAB and ETAB models, at a vertical 

plane including the injector, at representative time instants. 
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3.4 Chapter conclusions       

 

In the present Chapter, spray model adaptation has been performed, using CFD simulations of non-

evaporating sprays in a constant volume chamber, against literature experiments. In a first step, 

resolution tests yielded a proper grid and numerical time step value. Next, model adaptation was 

performed for ETAB and CAB, using experimental penetration length histories, and verifying 

computations by detailed visualisations. The present study has demonstrated that, for sprays 

characterised by catastrophic breakup, the CAB model, as adapted here, is more accurate. Thus, it is 

selected and will be used in the engine simulations presented in the subsequent Chapters.  
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4. CFD studies of diesel combustion in an experimental dual fuel engine   
 

The study of flow and combustion phenomena in engines can be performed using Computational 

Fluid Dynamics (CFD). The one-step chemistry approach is a common valuable method for 

modelling engine combustion, associated with a low computational cost. In the present study, two 

reduced-order chemical kinetics mechanisms are also used, in order to characterise and understand 

deeper combustion in four-stroke engines. In this Chapter, the present modelling framework is applied 

to the case of a small laboratory four-stroke dual fuel engine (Lister LV1), and is validated the 

experimental results of Papagiannakis and Hountalas (2003).  

 

4.1 Problem definition  

 

The engine geometry considered in the present study corresponds to the laboratory dual fuel engine 

Lister LV1 (Papagiannakis and Hountalas, 2003). In the present investigation, CFD studies refer to 

operation in the diesel mode, in particular to a load regime of 80%, considered in the experiments of 

Papagiannakis and Hountalas, 2003. The main engine characteristics are listed in Table 9. In the 

present simulations, only the closed part of the engine cycle is computed, i.e., from -139˚ CA (Exhaust 

Valve Closing (EVC)) to 139˚ CA (Exhaust Valve Opening (EVO)) After Top Dead Centre (ATDC).  

The profile of swirl velocities at the start of compression stroke is implemented in terms of a Bessel 

function, and corresponds to a proper value of the Swirl Number, SN (Shi and Reitz, 2008). 

 

𝑆𝑁 =
𝜔𝑠𝑤𝑖𝑟𝑙

𝜔𝑒𝑛𝑔𝑖𝑛𝑒
           (4.1) 

 

where, 

𝜔𝑠𝑤𝑖𝑟𝑙 is the  angular velocity of air flow  

𝜔𝑒𝑛𝑔𝑖𝑛𝑒 = 
2𝜋𝛮

60
 is the angular velocity of engine revolution   

N is the engine revolution speed (RPM) 

 

In the present one-step chemistry simulations, fuel thermophysical properties are determined from 

those of n-tetradecane (C14H30), and the values are close to those of the actual fuel used in experiments 

(Papagiannakis and Hountalas, 2003).  
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Table 9: Main characteristics of the Lister LV1 engine. 

Main engine characteristics 

Bore diameter 8.573 cm 

Stroke 8.255 cm 

Connecting rod length 14.859 cm 

Clearance height at TDC 0.2 cm 

IVC -139 deg 

EVO 139 deg 

Engine speed at 80% load 2000 rpm 

Nozzle diameter 0.23 mm 

 

A modified KIVA-3vr2 code (Amsden, 1999) is used in the present simulations for the one-step 

combustion. KIVA-3vr2 solves the Reynolds averaged conservation equations for mass, momentum 

and energy, described by eq. (2.1), (2.3) and (2.12), respectively, utilising physical models to account 

for the different physical phenomena pertinent to engine aerothermochemistry. Such phenomena 

include, for instance, the breakup and evaporation of the fuel spray interacting with the turbulent 

multi-component gas flow. The code has been modified in terms of physical models, to accommodate 

effectively for operation in the diesel mode. The modifications concern fuel atomisation, ignition, 

combustion, and pollutant emissions formation. Details regarding the physical models used have been 

presented in Chapter 2 of the present thesis.   

Moreover, this Chapter presents and applies an integrated computational tool, developed by coupling 

a KIVA-3vr2 based CFD code (Amsden, 1999) with the CHEMKIN-II chemical kinetics code (Kee 

et al., 1989). The development was initiated by the Laboratory of Aerothermochemistry and 

Combustion Systems of ETH Zurich, and carried out in a major part by the NTUA research team of 

Prof. L. Kaiktsis.  

In the present study, Re-Normalisation Group (RNG) k-ε type of model with wall functions are used 

for turbulence modelling, with standard values for the model constants (Amsden, 1997). Spray 

modelling is based on the CAB model (Tanner, 2004), an important extension of the Enhanced Taylor 

Analogy Breakup (ETAB) model (Tanner, 1997, Tanner and Weisser, 1998). The CAB model adopts 

the analogy between an oscillating drop penetrating into a gas (with a given relative velocity) and a 

forced damped spring-mass system, as in ETAB. In the present thesis, the CAB model has been 

extensively tested and validated against experiments, as presented in Chapter 3. A single-component 

evaporation model, accounting for the effect of fuel vapor superheating, is used in the present study 

(Baumgarten, 2006). In addition to the one-step approach, in the present study, combustion modelling 

uses the coupling of the CFD code with the CHEMKIN-II chemical kinetics code, thus accounting 
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for a reduced order chemistry description. Here, reduced order mechanisms with 29 species and 52 

chemical reactions (Mech.29) (Patel et al., 2004) and 45 species and 142 chemical reactions 

(Mech.45) (Ra and Reitz, 2008) are used (Table 10). In this context, for a given time step and 

computational cell, the CFD code provides the initial mass fraction of species, pressure and 

temperature to the chemical kinetics code. The latter calculates the new production rate of each 

species included in the reduced order chemistry mechanism. It is noted that in the KIVA code 

decouples the diffusion and convection calculation terms from the chemical source term due to 

chemical reactions; therefore, each computational cell can be considered as a homogeneous mixed 

reactor at every time-step (Kakaee et al., 2015). 

The main objectives of the present engine simulations are thus: (a) to account for a proper description 

of fuel spray breakup, and (b) to properly account for the chemistry of diesel combustion. The 

expected overall outcome is an improved description of engine aerothermochemistry, including an 

accurate prediction of global quantities as Rate of Heat Release and pressure.  

 

Table 10: Chemical kinetics mechanisms of s n-heptane combustion. 

Literature reference Name of mechanism Number of species 
Number of chemical 

reactions 

Patel et al., 2004 Mech.29 29 52 

Ra and Reitz, 2008 Mech.45 45 124 
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4.2 Analysis of CFD results  

 

The three-dimensional grids used in the present study correspond to a sector of 120 degrees. Two 

types of grids were generated in the present work. The first type corresponds to block-structured 

meshes, uses a polar coordinate system, and is generated by means of the pre-processor module 

K3PREP; typical grids consist of 12,659 cells. The second type also corresponds to block-structured 

meshes, uses a cartesian coordinate system, and is generated using the ICEM-CFD grid generator; 

typical grids consist of 8,314 cells. The two grids are presented in Figure 4.1. It is noted that 

simulations using one-step chemistry utilised the polar grid, also used for the case of realistic 

chemistry with the Mech.29 mechanism. Simulations with realistic chemistry using the Mech.45 

mechanism have utilised the cartesian grid.  

It is noted that engine operation also depends on the intensity of air swirl, as quantified by the Swirl 

Number, SN. Results of a parametric study in terms of a variation in SN are presented in Appendix 

A.  

 Polar mesh 

 (K3PREP) 12,659 cells 

Cartesian mesh  

(ICEM) 8,314 cells 
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Figure 4.1: Top and front views of the polar and cartesian grid used in the simulations of the Lister LV1 engine.  

 

The Lister LV1 engine is equipped with one central injector, with three identical orifices. The 

symmetric injection from the three orifices generates a flow and combustion pattern characterised by 
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a symmetry in mean flow, i.e., the mean flow repeats itself every 120 degrees. Thus, in the frame of 

RANS simulations, a sector of 120 degrees can be used, with periodic boundary conditions for the 

lateral boundaries. The injection direction is characterised by the vertical angle β, while, in CFD 

simulations, a horizontal angle, α, should be also specified; see Figure 4.2. The injection profile is 

implemented in the present study in terms of square wave, of a proper start and duration (D. 

Hountalas, private communication); see Figure 4.3.  

Important data of the present simulations, including engine data and operational parameters reported 

in Papagiannakis and Hountalas (2003) are presented in Table 11.   

 

Table 11: Parameters pertinent to operation and injection characteristics of the Lister LV1 engine. 

Reference engine operating conditions 

Intake Pressure 1.3 bar 

Initial Temperature 320 K 

Start of injection -16.55 deg 

Injection duration 26 deg 

Injected mass per cycle 0.01636 g 

Number of injectors 1 

Number of injector nozzle holes 3 

Horizontal angle �̂� 60 deg 

Vertical angle �̂� 55 deg   

Contraction coefficient 0.8 

 

 

 

Figure 4.2: Definition of injection direction in terms of angles α and β. 
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Figure 4.3: Injection profile of the Lister LV1 engine for operation at a load of 80%.  

 

As indicated above, the present engine simulations utilise a computational tool based on coupling a 

KIVA-3vr2 based CFD code with the CHEMKIN-II chemical kinetics code. The CAB spray model, 

as adapted based on the constant volume chamber simulation presented in Chapter 3, accounts for 

spray breakup. Figure 4.4 presents the variation of the value of Kbu versus droplet Weber number, 

and also depicts the transition points between the different modes of drop breakup, including both the 

ETAB (Tanner, 1997) and the CAB (Tanner, 2004) models. Estimates of droplet Weber number 

indicate that, in all cases associated with the present simulations of the Lister LV1 engine, droplet 

breakup corresponds to catastrophic breakup.  
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Figure 4.4: Proportionality constant Kbu versus Weber number for the ETAB and CAB models. 

 

Figures 4.5 and 4.6 show the computed cylinder pressure and normalized Rate of Heat Release 

(ROHR) traces, respectively, for the one-step chemistry and the two reduced order chemistry 

mechanisms, Mech.29 and Mech.45. The corresponding experimental pressure and normalized 

ROHR curves are also included. In all cases, a very good agreement between the experimental results 

and the present simulations is demonstrated, which is best for the case of the Mech.45 mechanism. 

The ROHR curves verify the presence of a premixed and a diffusion phase of combustion. It is noted 

that the maximum pressure, as predicted for the simulation with Mech.29, is higher, by about 2 bar, 

in comparison to the experiment and the other two simulations. This should be associated with the 

longer delay in main ignition with Mech.29 (see Figure 4.6), which accumulates unburned evaporated 

fuel, which in turn burns at a higher rate after ignition, resulting in a sharper pressure increase; it is 

noted that a two-stage ignition appears to be present for this simulation. Finally, Figure 4.7 presents 

the computed history of mean cylinder temperature, verifying the longer ignition delay for the case 

of Mech.29, and also indicating computed lower temperature levels for the case of Mech.45.  
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Figure 4.5: Computed traces of cylinder pressure using one-step chemistry and the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 80%. The corresponding experimental curve (Papagiannakis 

and Hountalas, 2003) is also included.  

 

 

Figure 4.6: Computed traces of normalized Rate of Heat Release using one-step chemistry and the two reduced order 

chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%. The corresponding experimental curve 

(Papagiannakis and Hountalas, 2003) is also included. 
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Figure 4.7: Computed traces of mean cylinder temperature using one-step chemistry and the two reduced order chemical 

kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%.  

 

Next, the development of combustion is characterised in terms of visualisation of the computed fields 

of temperature, equivalence ratio, fuel decomposition rate, and concentration of OH radical, CH4, 

CH2O, CO, CO2, NOx and soot, at selected time instants, namely -15˚, -10˚, -5˚, 0˚, 5˚, 10˚, 15˚, 20˚ 

and 25˚ of engine crank angle (CA). Visualisation utilises a representative horizontal and a 

representative vertical plane, both close to injector, which are depicted in Figure 4.8.   

 

Horizontal plane Vertical plane 

  

Figure 4.8: Horizontal and vertical planes used in visualisation of the computed fields. 

 

Figure 4.9 presents visualisations (top view) of the distribution of temperature at representative time 

instants, for simulations using the one-step approach and the two reduced mechanisms (Mech.29 and 
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Mech.45), at the horizontal plane depicted in Figure 4.8. These visualisations verify the delayed main 

ignition for the simulation using Mech.29, as well as the rapid combustion development when using 

the reduced mechanisms, in contrast to the slower one for one-step chemistry. Further, using realistic 

chemistry results in a more distributed combustion, as compared to a more concentrated one for one-

step chemistry. Finally, the asymmetry in the computed fields should be attributed to a convection 

effect due to the present of (a clockwise) swirl. Figure 4.10 presents visualisations of temperature in 

the vertical plane. The broader distribution for the cases of realistic chemistry simulations is verified. 

Figures 4.9 and 4.10 illustrate the presence of hot regions close to piston and liner, associated with 

high thermal loading. In the case of one-step chemistry, the temperatures in the near-piston region 

are clearly higher, and this should be associated with the slower development of combustion, which 

results in local higher burning rates.  
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Temperature [K] 
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Temperature [K] 

One step Mech.29 Mech.45 

   

   

   

   

Figure 4.9: Colour-coded contours of temperature for one-step chemistry and reduced order chemistry using mechanisms 

Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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Temperature [K] 

One step Mech.29 Mech.45 

   

   

   

   

Figure 4.10: Colour-coded contours of temperature for one-step chemistry and reduced order chemistry using mechanisms 

Mech.29 and Mech.45. A vertical plane including the injector is considered, at selected time instants. 

 

Figure 4.11 presents visualisations of the distribution of equivalence ratio at representative time 

instants, for simulations using the one-step approach and the two reduced mechanisms (Mech.29 and 

Mech.45), at the horizontal plane depicted in Figure 4.8. The more rapid consumption of fuel in the 

cases of reduced chemistry is verified. The slow fuel consumption in the case of one-step chemistry 

results in the strong presence of fuel close to the cylinder liner, in the late stages of combustion. For 

Mech.29, a stronger presence of evaporated fuel close to the injector is evident immediately after 

TDC, verifying a longer main ignition delay.  

The process of combustion for one-step chemistry is carried out with deceleration compared to both 
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reduced mechanisms; this justifies the accumulates fuel and it also burns for a prolonged period. The 

present snapshots also show the small determination to ignition delay time for the reduced order 

mechanism with Mech.29. It is noted that in Figure 4.11 displays the evolution of combustion 

between the one-step chemistry and both reduced order chemistry mechanisms. 

Equivalence ratio 

One step Mech.29 Mech.45 
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Equivalence ratio 

One step Mech.29 Mech.45 

   

   

   

   

Figure 4.11: Colour-coded contours of equivalence ratio for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 

 

To further elaborate on the CFD results on ignition delay, the computed ignition delay times based 

on the present CFD results are presented in Figure 4.12, along with computed values of ignition delay 

versus temperature, at a pressure close to 90 bar, for representative HFO qualities (Kontoulis, 2019), 

and ignition delay times of stoichiometric n-heptane – air mixtures as computed by chemical kinetics 

simulations (Weisser, 2001). Figure 4.12 verifies that the present CFD results correspond to ignition 

delays shorter than those of HFO ignition, as well as that the present values are close to those of the 

results in Weisser (2001).  
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Figure 4.12: Calculated ignition delay times versus temperature for: (a) present CFD simulations using one-step chemistry 

and realistic chemistry with the reduced mechanisms Mech.29 and Mech.45 in the Lister LV1 engine (colour dots); (b) 

CFD simulations in a constant volume combustion chamber using two marine fuels with CCAI value in the upper and 

low limit of marine HFOs, as reported in Kontoulis, 2019; (c) chemical kinetics calculations of n-heptane (C7H16) 

combustion at P=90 bar and Φ=1, as reported in Weisser, 2001.   

 

Figure 4.13 presents the mean fuel decomposition rate for the three kinetics models of the present 

study, namely the one-step approach, and the realistic chemistry approaches associated with 

mechanisms Mech.29 and Mech.45. A first important observation is that, for the realistic chemistry 

cases, fuel decomposition terminates shortly after the end of injection (close to 9.5 degrees CA), an 

effect which is very pronounced for Mech.45. On the other hand, for one-step chemistry, fuel 

decomposition is delayed, in accordance with the visualisation of equivalence ratio, presented in 

Figure 4.11. In more detail, visualisations of the fuel decomposition rate are present in Figure 4.14 

and Figure 4.15, for the horizontal and the vertical plane, respectively, considered here. The 

visualisations verify the earlier start of fuel decomposition for realistic chemistry, an effect which is 

very pronounced for Mech.45. They also verify the earlier termination of fuel decomposition for 

realistic chemistry, as well as the substantial decomposition for the one-step chemistry simulation, 

which takes place close to the cylinder liner in the late stages of combustion.  
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Figure 4.13: Computed traces of mean fuel decomposition rate using one-step chemistry and the two reduced order 

chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%.    
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Figure 4.14: Colour-coded contours of fuel decomposition rate for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants.  
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Fuel decomposition rate [g/s] 
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Figure 4.15: Colour-coded contours of fuel decomposition rate for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A vertical plane including the injector is considered, at selected time instants.  
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4.2.1 Carbon-based emissions  

 

The present study considers combustion of higher hydrocarbon. During combustion, a representative 

hydrocarbon molecule, as n-heptane (C7H16), is decomposed to form hydrocarbons with smaller 

carbon chain, such as CH4, which constitutes a significant precursor for the evolution of combustion 

and the formation of emissions. Figure 4.16 depicts the reaction pathway analysis for the oxidation 

of CH4 over a wide range of conditions (Hashemi et al., 2016). The oxidation of methane leads to 

major products of combustion, including CO and CO2. The intermediate species of combustion of 

CH4 include, among others, formaldehyde (CH2O) and formyl radical (HCO).     

 

Figure 4.16: Reaction pathways for methane consumption. The dashed lines correspond to paths active only under specific 

conditions (Hashemi et al., 2016). 
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The temporal evolution of combustion can be characterised in terms of the evolution of the 

concentration of important species, such as Hydroxyl radical (OH), Oxygen radical (O), Hydrogen 

radical (H), Methane (CH4), Methyl radical (CH3), Formaldehyde (CH2O), Formyl radical (HCO), 

Carbon Monoxide (CO) and Carbon Dioxide (CO2). The coupled computational tool used in the 

present study enables calculating the temporal evolution of the above species, including important 

ones which cannot be calculated with an one-step type of approach; these include CH3, CH4, HCO 

and CH2O. 

Central to ignition and combustion is the production of important radicals, namely OH, H and O. 

Further, ignition is dominated by the production of OH radical, which can thus be directly associated 

with an ignition criterion in one-step approaches (Weisser, 2001). As discussed in section 2.6.1, in 

the one-step approach, the concentration of OH, H and O radicals is the outcome of six equilibrium 

reactions, which have been implemented in KIVA-3vr2, following Weisser, 2001.  

Figure 4.17 shows the computed histories of mean (space-averaged) OH concentration, for the one-

step chemistry and realistic chemistry calculations of the present study. The earlier ignition for the 

Mech.45 mechanism is demonstrated, and is in accordance with the fuel decomposition rate curve 

(Figure 4.13). The decay of OH concentration to low levels in the late stages of combustion is 

demonstrated for the case of one-step chemistry, and is in agreement with the presence of unburned 

fuel, especially close to the liner, demonstrated in the equivalence ratio visualisations of Figure 4.11. 

The strong presence of OH radical for one-step chemistry up to a value of crank angle of about 25 

degrees is demonstrated in the visualisations of OH concentration presented in Figure 4.18.  

 

Figure 4.17: Computed traces of mean OH (Hydroxyl radical) concentration using one-step chemistry and the two reduced 

order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%.  
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Figure 4.18: Colour-coded contours of OH concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 

 

Figure 4.19 presents the computed histories of space-averaged concentration of O radical for the one-

step chemistry and the two reduced order chemistry mechanisms (Mech.29 and Mech.45). The 

evolution of O radical is found to be very similar for the two cases of realistic chemistry. For one-

step chemistry, the mean O concentration is maximum before 20oCA and diminishes to negligible 

levels in the late expansion, similarly to the evolution of the OH radical (Figure 4.17).  
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Figure 4.19: Computed traces of mean O (Oxygen radical) concentration using one-step chemistry and the two reduced 

order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%.  

 

Figure 4.20 presents the computed histories of mean concentration of H radical for the one-step 

chemistry and the cases of realistic chemistry of the present study. For one-step chemistry, low levels 

of H concentration are verified, as well as an early decay to zero levels; this infers a simplified 

representation of combustion in fuel-rich regions. The early H decay may contribute to the longer 

overall duration of combustion, in the case of one-step chemistry. Higher levels of H are persistent 

for Mech.29, in comparison to Mech.45.  

 

Figure 4.20: Computed traces of mean H (Hydrogen radical) concentration using one-step chemistry and the two reduced 

order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%. 
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In the combustion of higher hydrocarbons, fuel decomposition leads to the formation of smaller 

hydrocarbon molecules and carbon-centred radicals, the chemistry of which forms main building 

blocks towards an overall characterisation of combustion chemistry. In particular, the chemistry of 

methane (CH4) is in all cases crucial for understanding hydrocarbon chemistry of fuels of different 

molecule size. In methane combustion, a reaction path towards forming CO and CO2, valid in a wide 

range of conditions, has been suggested by Hashemi et al. (2016); it is shown in Figure 4.16. 

Figure 4.21 presents the computed histories of space-averaged concentration of CH4 for the two 

realistic chemistry mechanisms of the present study, Mech.29 and Mech.45. It is demonstrated that, 

in the case of Mech.29, higher levels of methane are maintained, in comparison to Mech.45; 

nonetheless, in the late expansion stages, the methane concentration predicted by Mech.29 diminishes 

to near-zero values. In more detail, visualisations of the computed methane fields, at representative 

time instants, are presented in Figure 4.22. A stronger initial build-up of methane for Mech.45 is 

demonstrated, nonetheless, for Mech.29, a more rapid subsequent development of methane leads to 

higher levels of concentration around 20o CA, in accordance with the observations from Figure 4.21. 

The earlier initial development of CH4 for Mech.45 is in accordance with the associated stronger 

decomposition rate, as demonstrated in Figure 4.13.  

 

Figure 4.21: Computed traces of mean CH4 (Methane) concentration using the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 80%.  
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Figure 4.22: Colour-coded contours of CH4 concentration for reduced order chemistry using mechanisms Mech.29 and 

Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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Figure 4.23 shows the computed histories of space-averaged concentration of the CH3 radical, for 

Mech.29 and Mech.45. An initial stronger formation of CH3 is demonstrated for Mech.45, in 

accordance with the faster fuel decomposition (Figure 4.13). The resulting faster development of 

combustion leads to convergence to near-zero levels at larger times.  

 

Figure 4.23: Computed traces of mean CH3 (methyl radical) concentration using the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 80%.   

 

Figure 4.24 shows the computed history of mean concentration of formaldehyde (CH2O), for Mech.29 

and Mech.45. As CH2O is a known inhibitor of soot production (Yuan et al., 2015), the associated 

higher production with Mech.29 is expected to correspond to lower soot production, and a decreased 

exhaust soot concentration, in comparison to Mech.45. The trend of Figure 4.24 complies with the 

spatial distributions presented in Figure 4.25.  
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Figure 4.24: Computed traces of mean CH2O (formaldehyde) concentration using the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 80%.  
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Figure 4.25: Colour-coded contours of CH2O concentration for reduced order chemistry using mechanisms Mech.29 and 

Mech.45. A horizontal plane very close to the injector is considered, at selected time instants.  

 

 

 

 

 

 



   

 

98 

 

Figure 4.26 presents the computed traces of mean concentration of formyl radical (HCO), for 

Mech.29 and Mech.45; HCO is an important precursor to the CO formation. Low levels of produced 

HCO are demonstrated. The earlier development of HCO with Mech.45 may suggest an earlier 

formation of CO. This is in accordance with the calculated development of CO, presented in Figure 

4.27, in which the results of one-step chemistry are also included, and correspond to substantially 

lower, by more than an order of magnitude, CO levels, in comparison to the realistic chemistry 

calculations. Interestingly, Figure 4.27 shows that, for realistic chemistry, the exhaust concentration 

of CO is non-zero, and is higher for the calculation with Mech.45. The practically zero final value of 

the CO concentration in the case of one-step chemistry is an outcome of the fact that only one 

(equilibrium) reaction accounts for its production/consumption: 𝑂2 + 2𝐶𝑂 ⇄ 2𝐶𝑂2. Further, Figure 

4.28 presents visualisations of the CO concentration at different values of crank angle, for the one-

step chemistry and the realistic chemistry cases considered. The low levels of CO for the one-step 

chemistry are verified, as well as the existence of a CO zone in the near-liner region in the later stages 

of combustion, in accordance with the local presence of fuel, as shown in the equivalence ratio 

visualisations of Figure 4.11. For the realistic chemistry simulations, a similar development of CO is 

demonstrated for the two mechanisms considered, with higher predicted levels for Mech.45 just 

before TDC.  

 

Figure 4.26: Computed traces of mean HCO (formyl radical) concentration using the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 80%. 
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Figure 4.27: Computed traces of mean CO (Carbon monoxide) concentration using the one-step chemistry and the two 

reduced order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%. 
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Figure 4.28: Colour-coded contours of CO concentration for reduced order chemistry using mechanisms Mech.29 and 

Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 

 

Figure 4.29 presents the computed evolution of space-averaged concentration of CO2, for the one-

step chemistry and the two realistic chemistry cases. A stronger initial production of CO2 is 

demonstrated for the case of one-step chemistry, nonetheless comparative levels are attained at large 

times. The earlier development of CO2 for one-step chemistry is verified by the visualisations of CO2 

concentration of Figure 4.30, which also verify the strong presence of CO2 close to the cylinder liner 

for values of crank angle between 10 and 25 degrees, and are in accordance with the temperature 

isocontours in the vertical plane presented in Figure 4.10. Visualisation of the two fields thus suggests 

that the production of CO2 takes place mainly in the near-piston region, and CO2 is subsequently 
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convected upwards by a tumble-type of motion.  

 

Figure 4.29: Computed traces of mean CO2 (Carbon dioxide) concentration using the one-step chemistry and the two 

reduced order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%. 
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Figure 4.30: Colour-coded contours of CO2 concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 

 

Soot modelling has been considered for the case of one-step chemistry, using the phenomenological 

model of Hiroyasu et al. (1983), as adapted by the NTUA research team (Douladiris, 2010). The 

computed history of total soot mass is presented in Figure 4.31, and illustrates the common build-up 

and oxidation of soot in Diesel engines. Nearly zero values at exhaust are attained here. The 

visualisations of soot concentration presented in Figure 4.32 verify the initial high production in the 

spray flame region, as well the high concentration in the near-liner region at larger times; the latter 

should be associated to both a convection effect (as also outlined above for CO2) and to rather high 

local production rates due to the strong local presence of evaporated fuel (see equivalence ratio 
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visualisations in Figure 4.11).  

 

Figure 4.31: Computed traces of total soot mass using the one-step chemistry, at an engine load of 80%. 
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Figure 4.32: Colour-coded contours of soot density for one-step chemistry. A horizontal plane close to the injector and a 

vertical plane including the injector are considered, at selected time instants.  
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4.2.2 NOx emissions  

 

Nitrogen oxides (NOx) consist mainly of Nitric Oxide (NO) and Nitrogen Dioxide (NO2). The exhaust 

concentration of NO in Diesel engines ranges from 80% to 90% of the total NOx concentration, and 

the rest 10% to 20 % corresponds to NO2. Thermal NO (Glassman and Yetter, 2008) is the main 

source of NOx. NO is initially formed due to high temperatures but may be transformed to NO2 in the 

presence of the colder air. Typical NOx mechanisms build on the extended Zeldovich model (Weisser 

2001), as highlighted in section 2.8.1.  

Figure 4.33 presents the computed histories of space-averaged NOx concentration for the one-step 

and realistic chemistry cases considered here; the measured value of exhaust concentration is also 

included. A similar development is demonstrated in all cases, with the final values of NOx 

concentration being very close (about 700 ppm) for one-step chemistry and Mech.45 being higher, 

by about 15%, in comparison to the value computed with Mech.29. In all cases, computations 

underpredict the experimental value (880 ppm). The higher production of NOx for one-step chemistry 

and Mech.45 can be associated with the calculated earlier start of combustion (see heat release rates, 

presented in Figure 4.6), which results in local higher temperatures prior to TDC, as shown in the 

temperature visualisations of Figure 4.9 and 4.10. Correspondingly, regions of higher levels of 

produced NOx emerge for the two calculations, with the differences persisting up to values of about 

25o CA, where the temperature decrease due to expansion terminates the NOx production, and results 

in a steady state.  

 

Figure 4.33: Computed traces of mean NOx (Nitrogen Oxides) concentration using the one-step chemistry and the two 

reduced order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 80%. A measured value of 

final NOx concentration is also included (Papagiannakis and Hountalas, 2003). 
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Figure 4.34: Colour-coded contours of NOx concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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Figure 4.35: Colour-coded contours of NOx concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A vertical plane very close to the injector is considered, at selected time instants. 
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4.3 Chapter conclusions  

 

This Chapter has presented the CFD results for the Lister LV1 engine, for operation at a load of 80%. 

Here, a single-step approach was used, as well as a realistic chemistry one, in terms of the reduced 

order mechanisms Mech.29 and Mech.45. Results were compared against the experiments, for the 

pressure and Rate of Heat Release traces, as well for the exhaust NOx concentration. Overall, a very 

good agreement was demonstrated. Computational results were processed to yield traces of global 

quantities, such as mean temperature and species concentration, as well as associated spatial 

distributions, at representative time instants. The main outcome of the present analysis can be 

summarised as follows.  

• A longer delay in main ignition is calculated with Mech.29, thus accumulating higher levels 

of unburned evaporated fuel. 

• A more rapid fuel decomposition and combustion development is calculated with realistic 

chemistry, in comparison to one-step chemistry. In the latter case, more fuel thus accumulates, 

and is decomposed and burns at later stages of combustion.  

• The prolonged fuel decomposition associated with one-step chemistry accumulates fuel in the 

near-piston region, which converts towards the liner region, due to the presence of a tumbling-

type of motion. These effects increase the associated local burning rates and thermal loads.  

• For the realistic chemistry cases, fuel decomposition terminates shortly after the end of 

injection, an effect which is very pronounced for Mech.45.   

• For one-step chemistry, the OH radical is dominant, persisting up to late stages of combustion. 

For realistic chemistry, the role of H and O radical is upgraded, contributing to a faster 

development of combustion. This faster development is reflected in the early production and 

destruction of intermediate species, especially CH4, CH2O (a soot inhibitor) and HCO.  

• The production of CO is very minor in the case of one-step chemistry, but very pronounced 

for realistic chemistry. An adequate characterisation of the combustion development is thus 

only feasible by means of detailed/realistic chemistry.  

• In the initial stages of combustion, an intense soot production, predicted with one-step 

chemistry, takes place in the spray flame region, while a high soot concentration is 

subsequently present in the piston and liner regions, associated with local high concentration 

of evaporated fuel. Nearly all of the soot produced during the engine cycle is subsequently 

oxidised.  
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• The longer effective ignition delay for Mech.29 results in a lower initial formation of NOx, 

which leads to a lower exhaust NOx concentration, in comparison to both one-step chemistry 

and Mech.29.   
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5. CFD studies of diesel combustion in a marine dual fuel engine   
 

In the present Chapter, following the simpler cases of constant volume chamber and a laboratory dual 

fuel engine analysed in the previous two chapters, the CFD modelling approach and tools of this 

thesis are applied to the study of flow and combustion in a four-stroke dual fuel marine engine, namely 

the Wärtsilä 50DF engine. As in the previous chapter, chemistry is accounted for by either an one-

step approach, or by two mechanisms of moderate size, namely Mech.29 and Mech.45.   

 

5.1 Problem definition  

 

The Wärtsilä 50DF marine engine (Wärtilä, 2015) is simulated for diesel mode operation at full 

(100%) load. The main engine characteristics are listed in Table 12. Here, only the closed part of the 

engine cycle is computed, i.e., from -150˚ CA (Exhaust Valve Closing (EVC)) to 120˚ CA (Exhaust 

Valve Opening (EVO)). In the present one-step chemistry simulations, fuel thermophysical properties 

are determined from those of n-tetradecane (C14H30).    

 

Table 12: Main characteristics of the Wärtilä 50DF engine. 

Main engine characteristics 

Bore diameter 50 cm 

Stroke 58 cm 

Connecting rod length 130 cm 

Clearance height at TDC 3.85 cm 

IVC -150 deg 

EVO 120 deg 

Engine speed 514 rpm 

Nozzle diameter 0.78 mm 

 

A computational tool, developed by coupling a modified KIVA-3vr2 code with the CHEMKIN-II 

chemical kinetics code, also used for the simulations presented in the previous chapter, is used in the 

present simulations; the same chemical kinetics mechanisms, Mech.29 and Mech.45, are considered. 

The same modified KIVA-3vr2 code used for the one-step chemistry simulations of the previous 

chapter is used here.  
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5.2 Analysis of CFD results   

 

The three-dimensional grids used in this chapter correspond to a sector of 36 degrees. Two types of 

grids were generated: (i) block-structured meshes, using a polar coordinate system, generated by 

means of the pre-processor module K3PREP, with a typical grid consisting of 147,858 cells; (ii) 

block-structured meshes, using a cartesian coordinate system, generated using the ICEM-CFD grid 

generator, with a typical grid consisting of 46,400 cells. The two grids are presented in Figure 5.1. It 

is noted that simulations using one-step chemistry utilised the polar grid, while simulations with 

realistic chemistry, with Mech.29 and Mech.45, have utilised the cartesian grid. 
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Figure 5.1: Top and front views of the polar and cartesian grid used in the simulations of the Wärtilä 50DF engine. 

 

The Wärtsilä 50DF engine has one central injector, with ten identical orifices. The symmetric 

injection from the ten orifices generates a flow and combustion pattern characterised by a symmetry 

in mean flow, i.e., the mean flow repeats itself every 36 degrees. Thus, in the present RANS 

simulations, a sector of 36 degrees is used, with periodic boundary conditions for the lateral 

boundaries. The injection direction is characterised by the vertical angle, β, while, in CFD 

simulations, a horizontal angle, α, should be also specified; as illustrated in Figure 5.2. The injection 

profile is prescribed in the present study in terms of square wave, of a proper start and duration; see 
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Figure 5.3. Important data of the present simulations, including engine data and operational 

parameters, are presented in Table 13 (P. Kontoulis, private communication). In the same table, the 

initial conditions for pressure and temperature are included; they are based on estimates using the 

GT-ISE software for a 0-D two-zone approach, using a Woschni heat transfer model, and a single 

Wiebe function (Stoumpos et al., 2018).  

 

Table 13: Parameters pertinent to operation and injection characteristics of the Wärtilä 50DF engine. 

Reference engine operating conditions 

Intake Pressure 3.8 bar 

Initial Temperature 340 K 

Start of injection  -12 deg 

Injection duration 33 deg 

Injected mass per cycle 12.197 g 

Number of injectors 1 

Number of injector nozzle holes 10 

Horizontal angle �̂� 18 deg 

Vertical angle �̂� 17.5 deg 

Contraction coefficient 0.8 

 

 

Figure 5.2: Definition of injection direction in terms of angles α and β. 
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Figure 5.3: Injection profile of the Wärtsilä 50 DF for operation at a load of 100%. 

 

The modelling frame used in the previous chapter has been maintained here, including the details 

(values of constants) of the physical models. Regarding the CAB spray model, the computed range 

of droplet Weber number, and associated values of the Kbu constant, are presented in Figure 5.4; the 

case of ETAB model has been maintained, for completeness. For the present engine (Wärtsilä 50DF), 

estimates of droplet Weber number verify that, in all cases, catastrophic droplet breakup occurs.       

 

Figure 5.4: Proportionality constant Kbu versus Weber number for the ETAB and CAB models. 
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Figure 5.5 presents the computed p-V diagrams corresponding to the closed part of the engine cycle, 

for one-step chemistry, as well as for realistic chemistry with Mech.29 and Mech.45. The 

corresponding values of mean useful power are presented in Table 14, and are close to the value of 

Nominal Power per cylinder (975 kW), provided by the manufacturer.  

 

Figure 5.5: P-V diagrams calculated using one-step chemistry and the two reduced order chemical kinetics mechanisms 

(Mech.29 and Mech.45), at an engine load of 100%. 

 

Table 14: Calculated values of power for the closed part of the cycle using one-step chemistry and the two reduced order 

chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%. The value of Nominal Power 

(provided by the engine manufacturer) is also included. 

Nominal Power: 975 kW/cylinder 

One-step chemistry Power: 968 kW/cylinder 

 

Mech.29 Power: 979 kW/cylinder 

 

Mech.45 Power: 981 kW/cylinder 

 

 

Figures 5.6 and 5.7 show the computed cylinder pressure and normalised ROHR traces, respectively, 

for the one-step chemistry and the two reduced order chemistry mechanisms, Mech.29 and Mech.45. 

The corresponding maximum value of experimental pressure, for an undetermined crank angle (G. 

Theotokatos, private communication), as well as the corresponding trace of the 0-D simulation, are 

also included. In all cases, a good agreement among the present CFD simulations is demonstrated. A 
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first important observation is that the one-step combustion and both the reduced order mechanisms 

have similar ignition delay times; in contrast, a substantially longer ignition delay characterises the 

0-D results, which affects the subsequent development of pressure. The detailed chemistry predicts 

higher levels of maximum pressure, in comparison to the experiment and the one-step chemistry. The 

ROHR curves, presented in Figure 5.7, verify the presence of a premixed and a diffusion phase of 

combustion. The results corresponding to Mech.45 are in qualitative agreement with the CFD results 

for four-stroke marine engines presented in Weisser (2001). The same trends are pertinent to the one-

step chemistry and Mech.29 simulations, with the premixed phase being more pronounced. Finally, 

Figure 5.8 presents the computed history of mean cylinder temperature, verifying the very good 

agreement between the present CFD simulations, and also indicating a deviation from the 

corresponding temperature trace of the burned zone of the 0-D simulation.  

 

Figure 5.6: Computed traces of cylinder pressure using one-step chemistry and the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 100%. The corresponding trace from the 0-D simulation 

(Stoumpos et al., 2018)), as well as the maximum experimental value of pressure for an undetermined crank angle, are 

also included.  
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Figure 5.7: Computed traces of normalized Rate of Heat Release using one-step chemistry and the two reduced order 

chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%.  

 

 

Figure 5.8: Computed traces of mean cylinder temperature using one-step chemistry and the two reduced order chemical 

kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%. The corresponding burned zone trace from the 

0-D simulation (Stoumpos et al., 2018) is also included.  

 

Next, visualisations of the computed fields of temperature, equivalence ratio, fuel decomposition rate, 

and concentration of OH radical, CH4, CH2O, CO, CO2, NOx and soot, at selected time instants, 

namely -10˚, -5˚, 0˚, 5˚, 10˚, 15˚, 20˚, 25˚ and 30˚ of engine crank angle (CA), are presented, to 

characterise the development of combustion. Visualisation utilises a representative horizontal plane, 
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close to the injector, and a representative vertical plane, including the injector, shown in Figure 5.9.  

 

Horizontal plane Vertical plane 

 
 

Figure 5.9: Horizontal and vertical planes used in visualisation of the computed fields. 

 

Figure 5.10 presents visualisations (top view) of the distribution of temperature at representative time 

instants, for simulations using the one-step approach and the two reduced mechanisms (Mech.29 and 

Mech.45), at the horizontal plane of Figure 5.9, suggesting a similar development of combustion, for 

the three calculations performed. The discontinuous distribution of temperature in the one-step 

chemistry simulation during the later stages of combustion is the outcome of a tumbling-type of 

motion, shown in Figure 5.11, supported by the shape of bowl. A similar development is assessed 

from the visualisations of equivalence ratio, shown in Figure 5.12, which also suggest an earlier 

termination of fuel decomposition, for the realistic chemistry cases.  
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Figure 5.10: Colour-coded contours of temperature for one-step chemistry and reduced order chemistry using mechanisms 

Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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Figure 5.11: Colour-coded contours of temperature for one-step chemistry and reduced order chemistry using mechanisms 

Mech.29 and Mech.45. A vertical plane including the injector is considered, at selected time instants. 
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Figure 5.12: Colour-coded contours of equivalence ratio for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 

 

To elaborate on the CFD results on ignition delay, the computed ignition delay times are presented 

in Figure 5.13, along with computed values of ignition delay versus temperature, at a pressure close 

to 90 bar, for representative HFO qualities (Kontoulis, 2019); ignition delay times of stoichiometric 

n-heptane – air mixtures, as calculated from chemical kinetics simulations (Weisser, 2001), are 

included. As shown in Figure 5.13, the present CFD results correspond to ignition delays shorter than 

those of HFO ignition. The present values of ignition delay are close to those of Weisser (2001).  
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Figure 5.13:  Calculated ignition delay times versus temperature for: (a) present CFD simulations using one-step chemistry 

and realistic chemistry with the reduced mechanisms Mech.29 and Mech.45 in the Wärtilä 50DF engine (colour dots); (b) 

CFD simulations in a constant volume combustion chamber using two marine fuels with CCAI value in the upper and 

low limit of marine HFOs, as reported in Kontoulis, 2019; (c) chemical kinetics calculations of n-heptane (C7H16) 

combustion at P=90 bar and Φ=1, as reported in Weisser, 2001.  

 

Figure 5.14 presents the mean fuel decomposition rate for the three kinetics models of the present 

study. An important observation is that, for the realistic chemistry cases, fuel decomposition 

terminates shortly after the end of injection (close to 21 degrees CA); it is in accordance with the 

equivalence ratio visualisations of Figure 5.12. In more detail, visualisations of the fuel 

decomposition rate are presented in Figure 5.15 and Figure 5.16, for the horizontal and the vertical 

plane, respectively, considered here. The visualisations verify the earlier start of fuel decomposition 

for realistic chemistry, which is slightly more pronounced for Mech.45. They also verify the earlier 

termination of fuel decomposition for realistic chemistry.   
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Figure 5.14: Computed traces of mean fuel decomposition rate using one-step chemistry and the two reduced order 

chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%.    
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Figure 5.15: Colour-coded contours of fuel decomposition rate for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 

 

 

 

 

 

 

 

 



   

 

133 

 

Fuel decomposition rate [g/s] 

One step Mech.29 Mech.45 

   

   

   

   

   

 

 

 

 

 



   

 

134 

 

Fuel decomposition rate [g/s] 

One step Mech.29 Mech.45 

   

   

   

   

Figure 5.16: Colour-coded contours of fuel decomposition rate for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A vertical plane including the injector is considered, at selected time instants. 
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5.2.1 Carbon-based emissions  

 

Similarly, to the previous chapter, the temporal evolution of combustion can be characterised in terms 

of the evolution of the concentration of important species, such as Hydroxyl radical (OH), Oxygen 

radical (O), Hydrogen radical (H), Methane (CH4), Methyl radical (CH3), Formaldehyde (CH2O), 

Formyl radical (HCO), Carbon Monoxide (CO) and Carbon Dioxide (CO2). The coupled 

computational tool used in the present study enables calculating the temporal evolution of the above 

species, including important ones which cannot be calculated with an one-step type of approach; these 

include CH3, CH4, HCO and CH2O. 

Figure 5.17 shows the computed histories of space-averaged OH concentration, for the one-step 

chemistry and the realistic chemistry calculations of the present study. The earlier ignition for the 

Mech.45 mechanism is demonstrated and is in accordance with the details of fuel decomposition rate 

curve (Figure 5.14). An interesting observation is that the two cases of realistic chemistry nearly 

coincide regarding OH, whilst the one-step chemistry gives higher concentration values after TDC. 

Similar values are attained in all cases at large values of engine crank angle. The visualisations of OH 

radical, presented in Figure 5.18, verify very similar distributions for the two cases of realistic 

chemistry. They also demonstrate the stronger presence of OH radical for one-step chemistry and 

values of crank angle around 20 degrees, as well as the associated presence of combustion within the 

pattern induced by the tumble-type of motion.  

 

Figure 5.17: Computed traces of mean OH (Hydroxyl radical) concentration using one-step chemistry and the two reduced 

order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%. 
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Figure 5.18: Colour-coded contours of OH concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 

 

Figure 5.19 presents the computed histories of mean concentration of O radical for one-step chemistry 

and the two reduced order chemistry mechanisms. The evolution of O radical is found to be very 

similar in all cases.  
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Figure 5.19: Computed traces of mean O (Oxygen radical) concentration using one-step chemistry and the two reduced 

order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%. 

 

Figure 5.20 presents the computed histories of mean concentration of H radical for the one-step 

chemistry and the cases of realistic chemistry of the present study. It is shown that Mech.45 results 

in high levels of produced H, while the maximum values of the one-step and Mech.29 cases are 

similar. The two realistic chemistry cases give similar concentrations at exhaust, while very low 

exhaust levels are computed for the one-step case.    

 

Figure 5.20: Computed traces of mean H (Hydrogen radical) concentration using one-step chemistry and the two reduced 

order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%.   
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Figure 5.21 presents the computed histories of space-averaged concentration of CH4 for the two 

realistic chemistry mechanisms of the present study, Mech.29 and Mech.45. It is demonstrated that, 

similar levels of methane are maintained up to a crank angle of about 20 degrees; nonetheless, in the 

late expansion stages, the methane concentration predicted by Mech.45 diminishes to near-zero 

values. The similar development up to a crank angle of 20 degrees is verified by the visualisation of 

CH4 concentration presented in Figure 5.22.  

 

Figure 5.21: Computed traces of mean CH4 (Methane) concentration using the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 100%. 
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Figure 5.22: Colour-coded contours of CH4 concentration for reduced order chemistry using mechanisms Mech.29 and 

Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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Figure 5.23 shows the computed histories of space-averaged concentration of the CH3 radical, for 

Mech.29 and Mech.45. An initial stronger formation of CH3 is demonstrated for Mech.45. The 

resulting faster development of combustion leads to convergence to near-zero levels at larger times.  

 

Figure 5.23: Computed traces of mean CH3 (methyl radical) concentration using the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 100%.   

 

Figure 5.24 shows the computed history of mean concentration of formaldehyde (CH2O), for Mech.29 

and Mech.45. As CH2O is a known inhibitor of soot production (Yuan et al., 2015), the associated 

higher production with Mech.29 is expected to correspond to lower soot production, and a decreased 

exhaust soot concentration, in comparison to Mech.45. The trend of Figure 5.24 complies with the 

spatial distributions presented in Figure 5.25. 
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Figure 5.24: Computed traces of mean CH2O (formaldehyde) concentration using the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 100%. 
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Figure 5.25: Colour-coded contours of CH2O concentration for reduced order chemistry using mechanisms Mech.29 and 

Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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Figure 5.26 presents the computed traces of mean concentration of formyl radical (HCO), for 

Mech.29 and Mech.45; HCO is an important precursor to the formation of CO. Very low levels of 

HCO are demonstrated.   

The calculated development of CO is presented in Figure 5.27, both for one-step and realistic 

chemistry. One-step chemistry gives substantially lower, by more than an order of magnitude, CO 

levels, in comparison to the realistic chemistry calculations. Further, Figure 5.27 shows that, for 

realistic chemistry, the exhaust concentration of CO is non-zero for two mechanisms.  The very low 

final value of CO concentration in the case of one-step chemistry could be attributed to the fact that 

only one (equilibrium) reaction accounts for its production/consumption: 𝑂2 + 2𝐶𝑂 ⇄ 2𝐶𝑂2. Figure 

5.28 presents visualisations of the CO concentration at different values of crank angle, for the one-

step chemistry and the realistic chemistry cases calculated. The low levels of CO for the one-step 

chemistry are verified. For the realistic chemistry simulations, a similar development of CO is 

demonstrated for the two mechanisms considered, with slightly higher predicted levels for Mech.45 

during engine expansion.   

 

Figure 5.26: Computed traces of mean HCO (formyl radical) concentration using the two reduced order chemical kinetics 

mechanisms (Mech.29 and Mech.45), at an engine load of 100%. 
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Figure 5.27: Computed traces of mean CO (Carbon monoxide) concentration using one-step chemistry and the two 

reduced order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%. 
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Figure 5.28: Colour-coded contours of CO concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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Figure 5.29 presents the computed evolution of mean concentration of CO2, for the one-step 

chemistry and the two realistic chemistry cases. A stronger initial production of CO2 is demonstrated 

for the case of one-step chemistry, and comparative levels are attained at large times. The earlier 

development of CO2 for one-step chemistry is verified by the visualisations of the CO2 concentration 

of Figure 5.30. 

 

Figure 5.29: Computed traces of mean CO2 (Carbon dioxide) concentration using one-step chemistry and the two reduced 

order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%. 
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Figure 5.30: Colour-coded contours of CO2 concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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The soot modelling approach of the present study has been applied for the case of one-step chemistry. 

The computed history of total soot mass is presented in Figure 5.31, and illustrates the common build-

up and oxidation of soot in marine Diesel engines. Non-zero values at exhaust are attained. The 

visualisations of soot concentration presented in Figure 5.32 verify the initial high production in the 

spray flame region, as well the high concentration in the flow pattern formed by the tumble-type of 

motion.   

 

Figure 5.31: Computed traces of mean soot mass using the one-step chemistry, at an engine load of 100%. 
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Figure 5.32: Colour-coded contours of soot density for one-step chemistry. A horizontal plane close to the injector and a 

vertical plane including the injector are considered, at selected time instants. 
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5.2.2 NOx emissions  

 

Figure 5.33 presents the computed histories of the space-averaged NOx concentration for the one-step 

and realistic chemistry cases considered here; the measured value of exhaust concentration is also 

included. A similar development is demonstrated in all cases, with the final values of NOx 

concentration being very close (about 1200 ppm) for one-step chemistry and Mech.29. The value for 

Mech.45 is predicted lower, by order 10%. In all cases, computations overpredict the experimental 

value (900 ppm). The visualisations of the computed NOx concentration, presented in Figures 5.34 

and 5.35 show a qualitatively different distribution for the case of one-step chemistry, associated with 

a stronger impact on the tumble-type of motion in the NOx distribution.  

 

Figure 5.33: Computed traces of mean NOx (Nitrogen Oxides) concentration using the one-step chemistry and the two 

reduced order chemical kinetics mechanisms (Mech.29 and Mech.45), at an engine load of 100%. A measured value of 

final NOx concentration is also included (G. Theotokatos, private communication). 
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Figure 5.34: Colour-coded contours of NOx concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A horizontal plane very close to the injector is considered, at selected time instants. 
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Figure 5.35: Colour-coded contours of NOx concentration for one-step chemistry and reduced order chemistry using 

mechanisms Mech.29 and Mech.45. A vertical plane very close to the injector is considered, at selected time instants. 
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5.3 Chapter conclusions  

 

This Chapter has presented CFD results for the Wärtsilä 50DF engine, for operation at full load. Here, 

a single-step approach was used, as well as a realistic chemistry one, in terms of the reduced order 

mechanisms Mech.29 and Mech.45. Results were referred to a measured value of maximum pressure, 

and to one of final NOx concentration. Overall, a very good agreement was demonstrated. 

Computational results were processed to yield traces of global quantities, such as mean temperature 

and species concentration, as well as associated spatial distributions, at representative time instants. 

The main outcomes of the present analysis can be summarised as follows.  

• A slightly longer ignition delay was calculated for one-step chemistry.   

• A more rapid fuel decomposition and combustion development is calculated with realistic 

chemistry, in comparison to one-step chemistry. In the latter case, more fuel thus accumulates, 

and is decomposed and burns at later stages of combustion.  

• A tumble-type of motion is present in the engine, with more pronounced effects in the case of 

one-step chemistry, in terms of the distribution of evaporated fuel distribution, and 

temperature and species distributions.  

• For the realistic chemistry cases, fuel decomposition terminates shortly after the end of 

injection.   

• For one-step chemistry, the OH radical is dominant, persisting up to late stages of combustion. 

For realistic chemistry, the role of H radical is upgraded for Mech.45. For realistic chemistry, 

an early production and destruction of intermediate species is identified.  

• The production of CO is very minor in the case of one-step chemistry, but very pronounced 

for realistic chemistry. An adequate characterisation of the combustion development is thus 

only feasible by means of detailed/realistic chemistry.  

• In the initial stages of combustion, an intense soot production, predicted with one-step 

chemistry, takes place in the spray flame region, while a high soot concentration is 

subsequently present in the flow pattern induced by the tumble-type of motion. Non-zero 

levels of soot are present at the engine exhaust.  

• NOx distributions differ qualitatively between the one-step and the realistic chemistry cases.  
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6. Novelty of the present work and contribution to scientific research 
 

6.1 Methodology aspects  

 

In an initial step of the present study, a modified KIVA-3vr2 code (Amsden, 1999) has been used, in 

which physical models of the open literature have been implemented, including the CAB spray model. 

In the present study, the CAB model was properly adapted for conditions representative of the engines 

considered here, which correspond to catastrophic secondary breakup. Adaptation of the CAB model 

was in terms of CFD studies of non-reactive sprays in a constant volume chamber, and has utilised 

experiments performed at ETH Zurich. In particular, adaptation has been performed in terms of the 

model constants, considering the comparison of CFD results against experiments regarding the 

temporal evolution of the spray penetration tip.       

A main novelty of this thesis is that, to the best of the author’s knowledge, it presents the first CFD 

studies in marine engines operating in the diesel mode, including realistic combustion chemistry. To 

this end, a recent version of a coupled CHEMKIN II - KIVA-3vr2 tool, developed by the NTUA 

team, was properly adapted. In particular, two validated reduced mechanisms of the open literature 

have been incorporated: (i) a mechanism with 29 species and 52 chemical reactions (Mech.29) (Patel 

et al., 2004), (ii) a mechanism with 45 species and 142 chemical reactions (Mech.45) (Ra and Reitz, 

2008). Simulations have been performed for two four-stroke dual fuel engines operating in the diesel 

mode, and yielded important details regarding the development of combustion, such as the evolution 

of important species, and an enhanced overall understanding of engine combustion. Comparisons 

with CFD results using the one-step approach have been presented. The outcome of the present 

approach, which utilises realistic combustion chemistry, is shown to be an improved description of 

engine aerothermochemistry, which also includes an accurate prediction of global quantities as Rate 

of Heat Release and pressure. An outline of this modelling framework is presented in Figure 6.1.   
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Figure 6.1: Sketch of modelling approach of the present study.       
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6.2 New findings of the present thesis 

 

As already highlighted, a main novelty of the proposed project is associated with enabling accurate 

CFD calculations of marine engine combustion with realistic chemistry, thus leading to an accurate 

calculation of combustion development. Further, it is associated with an accurate prediction of global 

quantities, which are of interest from an engineering point of view, as the evolution of Rate of Heat 

Release and pressure, and the final concentration of main pollutant emissions. The present 

development has enabled a cross-evaluation with the standard approach of one-step chemistry, 

demonstrating that the latter can still be useful for the prediction of global engine quantities (at a 

reduced computational cost). The availability of two validated CFD tools can potentially be important 

for cases in which experimental data are not available.  

In terms of combustion evolution, the present study has demonstrated that the realistic chemistry 

approach gives a termination of fuel decomposition at an earlier time instant, in comparison to the 

one-step approach; the former is deemed more realistic. In terms of understanding and characterising 

the combustion chemistry, the present study has demonstrated the following: (i) The role of the OH 

radical is less dominant for realistic chemistry versus one-step chemistry, whereas the inverse is the 

case for the H and O radicals; this is in accordance with the strong spatial variation of local air−fuel 

ratio within the combustion chamber. (ii) The evolution of CH2O, important inhibitor of soot 

formation, has been demonstrated by means of CFD simulations with realistic chemistry. (iii) The 

formation of the major combustion products is properly accounted for by the present CFD simulations 

with realistic chemistry. In particular, the production of CO and CO2 is shown to strongly depend on 

the decomposition of fuel to CH4 and subsequently to CH3, followed by the formation of CH2O and 

HCO, finally forming CO and CO2. 

 

6.3 Journal publications under preparation  

 

Based on the present results, the following journal publications are currently under preparation:  

[1] A. Kiourtzis, D. Kazangas, G. Theotokatos and L. Kaiktsis, “Combustion characterisation in four-

stroke engines using CFD with realistic chemical kinetics”, Energy & Fuels.  

[2] D. Kazangas, A. Kiourtzis, G. Theotokatos and L. Kaiktsis, “Study of emissions formation in 

four-stroke engines using CFD with realistic chemical kinetics”, International Journal of Engine 

Research.  
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7. Concluding remarks 
 

In the present thesis, CFD coupled with realistic chemistry has been implemented to characterise the 

combustion processes in four-stroke dual fuel engines of interest for marine applications, for 

operation in the diesel mode. Two representative engines have been considered. A systematic 

sequence has been followed. In a first step, the CAB spray model has been adapted, by performing 

CFD simulations of non-reactive spray in a constant volume chamber, and comparing results against 

experiments. CFD simulations with realistic chemistry have been enabled by further adapting a 

computational tool which couples the chemical kinetics CHEMKIN-II code with the KIVA-3vr2 CFD 

code; two validated reduced mechanisms of n-heptane combustion have been implemented, 

supplemented with a NOx sub-mechanism. These engine CFD simulations have corresponded to 

operation in the high load range, and were compared against one-step chemistry CFD simulations, 

also performed here, as well as experiments, where available. Thus, this thesis presents CFD results 

of marine engine operation in the diesel mode, incorporating realistic combustion chemistry, for the 

first time, to the author’s knowledge.   

The results of the present study indicate that, for the same mechanisms, ignition delay times, as 

predicted by the present integrated computational tool, are in accordance with chemical kinetics 

calculations. In comparison to one-step CFD simulations, the ones of realistic chemistry predict a 

(physically plausible) earlier disintegration of the fuel, and give an accurate overall characterisation 

of chemistry, as reflected in the temporal evolution of important species.   

The present approach accurately predicts the evolution of global quantities, as the Rate of Heat 

Release and pressure, as well as the level of emitted pollutants. The availability of two distinct CFD 

tools, corresponding to both realistic and one-step chemistry, is useful for cross-validating CFD 

results, as well as for computational studies for cases and conditions where experimental data are not 

available.  

In terms of characterising and understanding the physics of engine combustion, the results have 

demonstrated the superiority of the present approach, i.e., the importance of incorporating realistic 

chemistry in engine CFD. Important findings in this context include a proper, earlier, calculation of 

fuel decomposition, a demonstration of a less pronounced role of OH radical, in comparison to one-

step simulations, and a more pronounced one for the H and O radicals. Other important findings 

include a characterisation of the evolution of CH2O, which is an important inhibitor of soot formation, 

as well as the identification of important paths towards the formation of major combustion products. 

Finally, it is noted that, as also shown by the present study, the one-step chemistry approach can still 

be a useful engineering tool, providing a basic characterisation of engine combustion.   
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8. Suggestion for future work 
 

Following the outcomes of this study as presented and discussed in the preceding chapters, the 

recommendations for future work, can include: 

• A more detailed study of the formation of main pollutant emissions, namely NOx, SOx and 

soot. This will require extending the reduced order chemical kinetics mechanisms of the 

present study, Mech.29 and Mech.45, with proper sub-mechanisms regarding the individual 

pollutant emissions. 

• Optimisation studies of reduced order chemical kinetics mechanisms can yield improved 

mechanisms, which can be used, as in the context of the present work, for an improved 

representation of diesel mode engine combustion, as well as for engine optimisation studies.   

• The computational tool of the present study can be applied to the study of marine engine 

combustion using alternative liquid fuels of current interest, such as methanol and Liquefied 

Petroleum Gas (LPG). Further, with a proper extension in terms of implementing the G-

equation, the tool can be used to simulate marine engine operation in the gas mode, using 

Liquefied Natural Gas (LNG) as fuel.  

• Applying the above to the simulation of two-stroke marine engines, for operation in both the 

diesel and in the gas mode. 

• Implementing the present development in a parallel integrated computational tool, consisting 

of a parallel engine CFD code (such as KIVA-4mpi) and a parallel chemical kinetics tool 

(such as SpeedCHEM).  
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Appendix A 
 

For the Lister LV1 engine, the effect of Swirl Number (SN) was investigated for both of the grids 

considered (polar grid and cartesian grid). Figures A-1 and A-2 present colour-coded contours of 

temperature as derived from (a) one-step chemistry using polar mesh (Figure A-1), and (b) reduced 

order chemistry with mechanism Mech.45 and a cartesian mesh (Figure A-1). In both cases, three 

values of swirl number, SN, are considered. The three cases of SN correspond to: (i) SN = 0.258 

(clockwise swirl), (ii) SN = -0.258 (counterclockwise swirl), (iii) a very low value of SN. The 

visualisations of Figures A-1 and A-2 verify that a nearly symmetric field is attained at very low 

swirl, whereas, for SN = 0.258 and SN = -0.258, the fields are antisymmetric to each other.  
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One-step chemistry 

SN: 0.258 SN: -0.258 SN: 0.1 

   

   

   

   

   

 

 



   

 

178 

 

One-step chemistry 

SN: 0.258 SN: -0.258 SN: 0.1 

   

   

   

   

Figure A-1: Colour-coded contours of temperature using one-step chemistry with polar mesh for three different values of 

SN (Swirl Number). A horizontal plane very close to the injector is considered, at selected time instants.  
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Reduced order chemistry mechanisms of Mech.45 

SN: 0.258 SN: -0.258 SN: 0.02 
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Reduced order chemistry mechanisms of Mech.45 

SN: 0.258 SN: -0.258 SN: 0.02 

   

   

   

   

Figure A-2: Colour-coded contours of temperature using the reduced order chemistry mechanisms Mech.45 with cartesian 

mesh for three different values of SN (Swirl Number). A horizontal plane very close to the injector is considered, at 

selected time instants. 

 


