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Abstract

This thesis investigates the compositional and optical properties of wide bandgap

III-nitride and gallium oxide semiconductor materials using scanning electron mi-

croscopy techniques. The primarily used techniques used here were wavelength dis-

persive X-ray spectroscopy (WDX) and cathodoluminescence (CL) with other elec-

tron microscopy and spectroscopic techniques used to assist in the characterisation

of the semiconductor materials. Compositional measurements were performed to

determine bulk alloying levels within the semiconductor and trace element analyses

e.g doping concentrations. Investigations benefited from the correlative nature of

the WDX and CL measurements, allowing simultaneous compositional and optical

mapping of the semiconductor, attributing the sample luminescence to compositional

spatial regions or features of the material.

Semi- and non-polar AlxGa1−xN alloys showed similar Al incorporation as polar

material, consistent across the entire AlN range. Si incorporation within semi-polar

AlxGa1−xN was found to be independent of bulk composition however the dopant

concentration resulting in onset of Si self-compensation increased with AlN com-

position unlike polar AlxGa1−xN. CL measurements show good agreement with the

near-band edge (NBE) emission energy and the material bandgap expected from

the alloy concentration for all AlxGa1−xN crystal orientations. Compared to po-

lar AlxGa1−xN NBE emission showed a high degree of broadening with increasing

AlN content due to compositional variation in the samples. NBE broadening was

also accompanied with intense defect luminescence attributed to oxygenated VIII

complexes.

Indium-gallium oxide (IGO) alloys were grown with low to high In contents with
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notable crystallographic phase changes from monoclinic to mixed to cubic as the In

content was increased. CL measurements show UV, blue and green luminescence with

the spectral intensities shifting from dominant UV in near pure Ga2O3 to enhanced

blue and green in high In containing materials. Spectral band energies also decreased

as the In composition increased due to the reduction of the material bandgap.

The incorporation of Sn into Ga2O3 alloys was investigated for thin films grown

on various material substrates. Sn alloying levels was found to be dependent on

multiple growth factors: Sn availability, substrate choice and growth temperature.

Optical properties exhibited similar to the IGO samples for both intensity and energy

shifts of the three spectral bands. Electronic investigations into the photodetector

properties of the TGO films showed superior responsivity and high gain compared

to Ga2O3 devices while operating in lower energy UV due to the bandgap reduction.

An investigation into the impact of X-ray secondary fluorescence on WDX mea-

surements on semiconductor thin films was completed as a separate computation

study. Results show there was a negligible effect of secondary fluorescence on WDX

measurements on multiple semiconductor families with various material substrates,

unlike for geological samples. The reduced beam energy required for semiconductor

thin film analyses minimises the impact of secondary fluorescence on bulk quantita-

tive measurements. However trace element analyses may be impacted by secondary

fluorescence when using the typical beam conditions for thin film specimens, partic-

ularly when the substrate also contains the trace element, the impact of secondary

fluorescence may be reduced however by operating with the lowest suitable beam

energy possible, minimising the size of the secondary excitation volume.
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Chapter 1

Introduction

Throughout the 1900s and early 2000s the intense research into semiconductor mate-

rials, particularly the wide bandgap III-nitrides, unlocked the ability to manufacture

optical emitters and detectors operating in the UV regime. Notable milestones within

this time period being the first generation of visible light from an LED, being red

emission from a GaPxAs1−x LED [1]; the growth of the GaN single crystal in 1969 [2];

the fabrication of the first GaN LED emitting within the blue-UV spectral region by

Amano and Akasaki in 1989 [3] for which they were honoured with the 2014 Nobel

Prize in Physics along with Nakamura [4]. A more recent milestone was the 2006

development of the first AlN LED [5]. These LEDs started an optical revolution,

with solid-state lighting being the replacement of traditional, highly inefficient in-

candescent light bulbs or lamps containing harmful mercury. General lighting aside,

there are more advanced applications for UV light across the entire spectral range

that are possible since the development of these LEDs.

UV emission is traditionally split into three separate brackets; UV-A (400-315

nm), UV-B (315-280 nm) and UV-C (280-100 nm). Across this energy range their

are a number of medical uses for UV radiation from skin therapy in the UV-A and

low energy UV-B ranges to the sterilisation of medical equipment using the high

energy UV-C [6]. Similarly, specific wavelengths of UV light have been found to be

highly effective in degrading toxic impurities within water [7, 8]. As the effective-

ness of these water cleansing processes relies on UV light of a specific wavelength
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Chapter 1. Introduction

traditional devices featuring mercury lamps are non-ideal due to the fixed emission

wavelength of the mercury. Alternatively, medical devices can be fabricated using

UV LEDs tuned to the required wavelength, through the use of ternary alloys (e.g

AlxGa1−xN) in the LED active region. Outside of the health sector there are other

prospective applications for UV LEDs such as underwater, space and non-line of

sight communication systems [9–11] and UV curing during lithography [12].

Currently the issue of LED efficiency is what is preventing the implementation

of these UV devices. III-nitride LED efficiency drops drastically as you move into

the UV, with the wall plug efficiency of blue-near UV LED efficiency being ∼80%

plummeting to sub 10% for modern UV-C LEDs [12,13]. This is due to a combination

of crystallographic, doping, light extraction and intrinsic electrical issues present in

III-nitride semiconductors which must be addressed.

The wide bandgap of III-nitride materials making them deep UV emitters also

makes them suitable as UV photodetectors. A particular type of UV photodetector

of interest is a solar-blind photodetector. This type of photodetector is one that

is unaffected by the natural UV light coming from the sun (λ > 280 nm [14]) .

These photodetectors can be applied within a number of fields, particularly for the

monitoring of the depletion of the ozone layer [15] and for flame detection used within

military defence and industrial safety systems [16,17].

Another material of particular interest for use within solar-blind photodetectors

is gallium oxide, Ga2O3. Research into the properties of Ga2O3 and its alloys are

relatively in their infancy, kicking off from the 60s-90s and properly booming in the

recent years of the early 2000s [18]. The high Baliga figure of merit of Ga2O3 makes

it desirable for high power electronics and current research shows great promise

that the material will be well suited within these photodetectors. However, these

investigations are still in the preliminary stage [19] and further research is required

before the material is fully implemented into devices.

Exhaustive research into the aforementioned semiconductors particularly into

growing high quality, low defect materials with suitable n-type and p-type doping

and the ideal architecture for the UV devices is currently of paramount importance.

This will allow the material to transition from being prospective wide bandgap semi-
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Chapter 1. Introduction

conductors for UV devices to commercially viable optoelectronics.

This thesis features the characterisation of the semiconductor materials AlxGa1−xN,

tin-gallium oxide and indium-gallium oxide with these materials being grown and

provided from the following collaborators: Dr Duc V. Dinh from Dr M. Pristovsek’s

research group at the Nagoya University, Dr Humberto M. Foronda in Prof. M.

Kneissl’s group at the Technische Universität Berlin (TU Berlin); Prof. W. Schoen-

feld’s group at The University of Central Florida, specifically: Drs Isa Hatipoglu &

Partha Mukhopadhyay and Dr Holger von Wenckstern from Universität Leipzig.

The samples have been primarily been characterised through the electron mi-

croscopy techniques of WDX and CL, with some SE imaging and spectroscopic mea-

surements also taken. All the above measurements were taken at the University

of Strathclyde. Measurements were also provided by the respective collaborators to

assist those taken as part of this thesis namely: XRD and AFM from Dr Dinh; trans-

mission spectroscopy & electrical measurements from Dr Foronda; XRD, EBSD and

electrical measurements from Dr Hatipoglu. Chapter 4 features the optical, com-

positional and electronic characterisation of MOCVD grown AlxGa1−xN with polar,

semi-polar and non-polar crystal orientations from Nagoya and of semi-polar Si doped

AlxGa1−xN from Berlin. Chapter 5 investigates the In incorporation and specimen

luminescence from PLD grown combinatorial IGO from Leipzig and of a series of

MBE grown IGO samples from Florida. Chapter 6 is similar to that of Chapter

5 however for Sn incorporation within Ga2O3, and goes on to assess the feasibility

of these materials within UV solar-blind photodetectors. Chapter 7 computation-

ally assesses the influence of X-ray secondary fluorescence on compositional WDX

measurements and provides a quality check on the physical measurements taken in

Chapters 4-7.
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Chapter 2

Background

This chapter will detail the key information regarding the semiconductor materials

investigated within this thesis; their material properties and applications; doping, al-

loying, crystal defects and finally the basics of the semiconductor growth mechanisms

that have been used to produce the samples studied in this thesis.

2.1 Gallium oxide, Ga2O3

Gallium oxide (Ga2O3) is an emerging ultra-wide bandgap semiconductor with a

bandgap between 4.7-5.3 eV depending on material polymorph [20–22]. This large

bandgap makes it an ideal material for uses within modern state of the art, solar-blind

UV photodetectors with applications with communication, environmental monitor-

ing and defence systems [10, 11, 15, 16]. Along with this ultra-wide bandgap there

is an extremely large breakdown electric field (EBD) associated with the material

(EBD ≈ 8 MV/cm [23]) making it highly desirable for future use within high power

electronic devices [24, 25].

2.1.1 Physical properties of Ga2O3

Ga2O3 exists as five polymorphs: the thermodynamically stable β-Ga2O3 and four

metastable polymorphs [α, γ, δ, ϵ/κ]-Ga2O3. As it is the most stable the monoclinic

14



Chapter 2. Background

β-Ga2O3 has been the most extensively researched. From the metastable polymorphs

rhombohedral α-Ga2O3 is currently the most investigated. High temperature growth

(Tg ≤ 500◦C for α-, Tg ≤ 700◦C for ϵ/κ-) [26] and annealing of the metastable

polymorphs results in crystal breakdown and a phase change to stable β-Ga2O3 [27].

A diagram detailing the phase change pathways and the thermodynamic relationship

between these polymorphs and their hydrates is shown in Figure 2.1.

Figure 2.1: Phase change pathways of the Ga2O3 polymorphs with temperature, ex-
tracted from [20], adapted from [27].

Disregarding the instability of the polymorphs there are benefits which these

phases have over β-Ga2O3 e.g. crystal structure matching of α-Ga2O3 with corundum

sapphire (Al2O3) substrates allowing high quality film growth [20]. Investigations in

this thesis will primarily focus on β-Ga2O3 and ternary alloys based on it and this

polymorph shall therefore be explained in greater detail.

2.1.2 Crystallographic structure

As mentioned previously β-Ga2O3 exists in a monoclinic crystal structure with a

C2/m space group. The β-Ga2O3 unit cell is shown in Figure 2.2 with the following
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Chapter 2. Background

Figure 2.2: β-Ga2O3 crystal structure with lattice constants: a =1.22 nm, b
=0.30nm, c =0.58nm β =103.8 ◦ [20]. Extracted from [28]

lattice constants: a =1.22 nm, b =0.30nm, c =0.58nm β =103.8 ◦ [20]. Within the

β-Ga2O3 unit cell there are two distinct gallium sites and three distinct oxygen sites.

Half of the Ga atoms are situated at a tetrahedral site, surrounded by four O atoms,

GaI, with the other half of the Ga atoms occupying octahedral sites surrounded by

six oxygen atoms, GaII. OI and OII are each bonded to three gallium atoms (GaI +

2GaII & 2GaI + GaII respectively) while OIII sites are bonded to four gallium atoms

(GaI + 3GaII).

2.1.3 Band Structure

The semiconductor bandgap of β-Ga2O3 is quoted as ≈4.8 eV [20]. The material

does feature an indirect bandgap slightly smaller than the direct by approximately

a few hundredths of an eV. As direct transitions are more likely than indirect and
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the similar energies of the direct and indirect bandgaps, β-Ga2O3 is “generally”

described as a direct semiconductor.

The band structure of Ga2O3 has been extensively studied through computational

methods e.g. density function theory (DFT) and hybrid functional calculations [29–

31]. These calculations reveal the conduction band minimum (CMB) and a valence

band maxima occur at the Γ-point of the Brillouin-zone with a direct band gap of

approximately 4.87 eV however the true valence band maximum (VBM) occurs at

the M-point resulting in an indirect band gap (Γ-M) of 4.83 eV [30].

The same band structure has also been confirmed experimentally [18, 32] with

slightly different values for the band gap energies (Γ-Γ Eg =4.9 eV, Γ-M =4.85 eV).

As the energy differences between these two transitions is small (≈0.05 eV) and direct

transitions are preferred due to the conversation of momentum, Ga2O3 is effectively

a direct bandgap semiconductor.

Figure 2.3: Band structure of β-Ga2O3. VBM is located at M point with the direct
bandgap (Eg ≈4.8 eV) between the Γ-Γ points. Extracted from [30]

2.1.4 Doping

Unintentionally doped (UID) Ga2O3 has been found to naturally exhibit n-type

conductivity, usually attributed to Si impurities [33] but oxygen vacancies (VO) have
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Chapter 2. Background

also been said to be responsible for this natural conductivity [34]. In order for Ga2O3

to be feasible for device applications the conductivity must be controlled through

doping.

Doping can be categorised into two different forms, n-type and p-type. N -type

doping refers to the substitution of a lattice atom with an atom with a greater

number of outer shell electrons. This dopant has added an additional electron into

the lattice and is described as a donor. When the dopant contains fewer electrons

than the element being substituted a hole is induced in the crystal (holes being a

quasi-particle representing the absence of an electron) and the dopant acts as an

acceptor, this described as p-type conductivity.

Controlled n-type conductivity is typically achieved in Ga2O3 through the sub-

stitution of Ga3+ ion with a group IV ion such as Si4+ or Sn4+ [35–37] which act as

shallow donors with activation energies of ≤ 50 meV [18,36,38] and ≤ 60 meV [36,39]

respectively.

P -type conductivity has proved to be quite difficult to achieve in Ga2O3. P -type

Ga2O3 nanowires were found to be successfully achieved through nitrogen doping [40]

while theoretical calculations identify that transition metals such as Cu, Fe or Zn

may be possible candidates for p-type conductivity in bulk Ga2O3 [41]. The issue

with these dopants is the large activation energy, determined by these theoretical

calculations to be in the 1 eV range [18,42].

2.1.5 Alloys of Ga2O3

Rather than investigate the properties of binary Ga2O3 materials, which are well es-

tablished in many areas, the main focus of this thesis shall be on the more unknown

ternary alloys. Much of the theory mentioned here is general to all ternary semi-

conductor alloys and applies to other semiconductor families such as the III-Nitrides

which shall be described in more detail later within this chapter.

With binary semiconductors (e.g Ga2O3, GaN, AlN) the electronic properties

of the material are relatively uncontrollable as the material has a fixed bandgap.

This restricts the applications of the material as optical devices may only operate at
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Figure 2.4: Bandgaps of semiconductor materials and families. Dashed lines connect
materials indicate the possible bandgap range of ternary alloys of those
materials. Extracted from [43]

this one energy. Through combining two binary semiconductors, forming a ternary

semiconductor alloy, it is possible to control the bandgap of the material. When two

semiconductor materials are alloyed, the resulting material will have an intermediate

bandgap between the bandgaps of the two precursor binary materials, as shown in

Figure 2.4.

In the case of Ga2O3 the bandgap is most commonly modulated through alloying

with other sesquioxides. The exact bandgap of indium oxide (In2O3) is not as well

established as Ga2O3 with bandgap values quoted between 2.7-3.8 eV depending

on the calculation method [44–47]. This places the In2O3 bandgap in the UV-A

to visible blue spectral range therefore indium-gallium oxide (IGO) films can be

manufactured to produce a material with a desired bandgap within this lower energy
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range. Alternatively, the higher bandgap of aluminium oxide (Eg ≈ 8.8 eV [48, 49])

makes it a suitable alloy for optoelectronics operating in the higher energies [50].

Eg = xEg,A + (1− x)Eg,B − bx(1− x) (2.1)

The bandgap of ternary alloys can theoretically be calculated using the expression

given in Equation 2.1. Where Eg is the ternary alloy bandgap, Eg,A & Eg,B are the

bandgaps of the two binary semiconductors composing the alloy, x is molar fraction

of semiconductor A or B (0 ≤ x ≤ 1) and b is the bowing parameter. In some cases,

the change in bandgap does not follow a linear trend. In these cases, a constant

value will be assigned to the bowing parameter accounting for the nonlinear bandgap

relationship between the two binary semiconductors. The bowing parameter may not

be well established and a range of values may be quoted for each ternary alloy [51].

A similar expression to Equation 2.1 known as Vegard’s Law also applies when

calculating the lattice constants of the ternary semiconductor. In order for Vegard’s

law to be used to calculate these parameters the materials must share the same

crystal structure therefore deviations may be observed for the aforementioned alloys

of β-Ga2O3. The calculation will be more accurate when the binary semiconductors

all feature the same structure e.g. Wurtzite III-Nitrides.

2.1.6 Defects in Ga2O3

Numerous defects exist within semiconductor crystals, altering the optical and elec-

trical properties of the material, usually detrimentally. They can, however, be inten-

tionally incorporated for electronic control when applied within devices (e.g doping).

The defects mentioned here also apply to the III-Nitride materials mentioned later

in this chapter but will only be explained here to prevent repetition.

Common point defects within these crystal included vacancies, a lattice site lying

empty which is usually filled with an atom (VGa or VO in Ga2O3). When an extrin-

sic atom encounters a vacancy site it may bond to form a vacancy complex, these

complexes may take on multiple forms depending on the number of dangling bonds

that remain at the complex, producing a point defect with various charge states (e.g
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(VGaSn)
− or (VGaSn)

0 [52].

Substitutional defects occur when an incorrect atom lies on an atomic site within

the lattice, the substitutional atom may be an intentional dopant or a foreign impu-

rity and may lie on both a cation or anion site (e.g SnGa or NO). Interstitial defects

are similar to substitutional ones however rather than the extrinsic atom lying within

a lattice site it is located outside the regular lattice positions. Interstitials may be

extrinsic (e.g Hi) or self-interstitial (Gai or Oi) [30].

A special Ga2O3 vacancy that occurs is known as the ‘split’ VGa. When a GaI

atom neighbours a VGa(I) it becomes energetically favourable for the GaI atom to

migrate from the lattice site and sit within an intermediate interstitial site forming

two ‘split’ vacancies [53], in this case there are multiple interstitial sites which the

GaI may migrate to [54].

Another intrinsic defect of β-Ga2O3 is the existence of self-trapped holes (STHs).

STHs may occur on the OI and OIII atomic sites as a result of the non-fully bonding

of the O resulting in a non-bonding Pz orbital. Holes localize on these O sites

producing a trap state, lying within the β-Ga2O3 bandgap. As the trap state is

a result of a crystal defect rather than from an extrinsic impurity it is referred

to as “self-trapped” [53]. Self-trapped holes occur in many oxides however in β-

Ga2O3 they are believed to be responsible for the UV emission seen within photo

and cathodoluminescence studies [55,56].

While defects impact individual atomic sites within the lattice, dislocations effect

planes of atoms in multiple dimensions. The two main classifications of dislocations

are edge- and screw-dislocations, shown in Figure 2.5. An edge dislocation occurs

when a new row of atoms begins to form within the lattice. A screw-dislocation

occurs when a plane of atoms is shifted into the lattice, forming two half planes of

atoms: one beginning at the location of the shift and the other ceasing at this point.

These two dislocations are described using the Burgers vector,
−→
b , with the vector

being perpendicular to the dislocation direction for edge-dislocations and parallel

for screw dislocations, seen in Figure 2.5. Dislocations may occur which contain

both a perpendicular and parallel component Burgers vector, in this case the hybrid

dislocation is simply called a mixed-dislocation.
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Figure 2.5: Schematic showing edge and screw dislocations within a crystal. Red
arrow indicates the Burgers vector which is parallel to the dislocation
direction for edge and perpendicular for screw

2.2 III-Nitrides

The III-Nitride semiconductor family consists of materials composed of an element

from the traditional group III of the periodic table and nitrogen. These are primarily

the binary semiconductor materials aluminium nitride (AlN), gallium nitride (GaN)

and indium nitride (InN) and their ternary/quaternary alloys. The binary materials

all feature a direct bandgap with the lowest being InN (0.7 eV) to GaN (3.4 eV) up

to the highest AlN (6.0 eV) [51], seen in Figure 2.4. This exceptional bandgap range,

covering from the infrared (IR) to the deep UV, makes ternary alloys highly tuneable.

Through bandgap engineering alloys can be produced with bandgaps within this

0.7 – 6 eV range. The entire visible range can be covered by growing indium-

gallium nitride (InxGa1−xN) or indium-aluminium nitride (InxAl1−xN) alloys while

aluminium-gallium nitride (AlxGa1−xN) is used to cover the deeper UV ranges. These

materials can then be used within the active regions of multi quantum well (MQW)

LEDs or in solid state lasers with emission across the mentioned ranges.
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2.2.1 Crystallographic structure

The III-Nitride materials typically crystallise with the hexagonal wurtzite crystal

structure though it is possible to grow zincblende or rock salt (NaCl) structures

under high pressure conditions. Zincblende and NaCl III-nitrides are thermodynam-

ically unstable, as all the III-Nitride semiconductors investigated in this thesis are

hexagonal materials this will be the only structure described in detail. An example

wurtzite unit cell for GaN can be seen in Figure 2.6

Figure 2.6: Wurtzite crystal structure for GaN. Each gallium atom (yellow) is bonded
to 4 nitrogen atoms (grey) and vice versa

Within the wurtzite crystal structure each anion is surrounded by 4 cation atoms

arranged in tetrahedral orientation and vice versa. The two interatomic distances

described within the wurtzite unit cell are the lattice constants a and c. Lattice

constant a defines the distance between two adjacent atoms in the lateral or basal

plane whereas c defines the height of the hexagonal lattice or interatomic distance

in the axial plane.

The wurtzite crystal structure can be considered as two intersecting hexagonal
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close packed lattices: one consisting of group 3 atoms (Al, Ga, In) and one of nitrogen

atoms. This arrangement results in the wurtzite crystal being non symmetric in the

c-direction, with the material ending with a plane of N atoms or group III atoms.

In growth terms materials grown along the [0001] direction are said to be group III-

polar (e.g. Ga-polar) whereas [0001](180◦ inversion of [0001]) are known as N-polar.

As N has a greater electronegativity than all group 3 elements the bond length

between these elements in non-equivalent. This results in the wurtzite structure

being non-symmetric along the c-axis for III-N materials, seen in 2.6.

Due to the differing bond lengths in c and a directions the III-N wurtzite unit

cell differs from the ideal structure. In an ideal wurtzite structure the ratio of lattice

parameters is c/a =
√

8/3 = 1.633 and the interatomic distance ratio of III-N in

the c direction, u, is given by u= 3/8 = 0.375. Any deviation from these parameters

forms a non-zero dipole in the crystal resulting in the occurrence of polarisation

fields, in the case of III-Nitrides this polarisation occurs in the c-direction and is

known as spontaneous polarisation.

Piezoelectric polarisation occurs when the a and c lattice constants are forced

to change to adapt and match the lattice constants of another material. This typi-

cally happens during the epitaxial growth of III-Nitride heterostructures, QWs and

MQWs. In these cases, the upper film adapts to the lattice constants of the un-

derlying material. When the lattice constants of the crystal change then strain is

induced within the crystal. This strain is either compressive or tensile and modifies

the electric dipole due to the deviation from the ideal lattice parameters, this induces

another internal electric field known as the piezoelectric polarisation field.

2.2.2 The quantum confined Stark effect (QCSE)

Spontaneous polarisation and piezoelectric polarisation are highly detrimental to III-

nitride LED performance which induce the quantum confined Stark effect (QCSE),

reducing the quantum efficiency and emission energy of these devices.

Figure 2.7 shows an example of the QCSE on the band structure of QW and

MQWs. When there are no external or polarisation fields present the wavefunctions
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Figure 2.7: Effect of the QCSE on the electronic band structure in a quantum well
in the presence of an electric field. From [57].

within the well perfectly overlap allowing a high rate of recombination between the

electrons and holes within the well. When influenced by the internal polarisation

field the band structure is distorted by the tilting of the conduction and valence

bands. This tilting moves the wavefunctions to opposite sides of the QW, reducing

the overlap therefore reducing the radiative recombination rate. When applied within

optoelectronic devices the QCSE would therefore reduce the quantum efficiency of

the device. The tilting of the bands also reduces the emission energy of the QW,

red-shifting the emission wavelength of LEDs.

Even though the QCSE is intrinsic to the wurtzite III-Nitrides it is possible to

reduce the impact of the effect. Applying external electric fields can counteract

the internal polarisation fields and revert the band tilting or growing materials along

non-polar or semi-polar orientations can mitigate the occurrence of these polarisation

fields and therefore the QCSE.
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2.2.3 Wurtzite growth planes

As mentioned previously, spontaneous polarisation occurs along the c-direction with

materials grown along the polar c-plane experiencing the greatest impact of the

QCSE. Rather than grow the material along the c-plane alternative growth planes

can be used, either semi-polar or nonpolar.

Figure 2.8: Schematic showing possible wurtzite growth planes for nitride materials.
Extracted from [58]

Within this thesis the following wurtzite growth planes have been investigated for

AlxGa1−xN films: Polar c-plane (0001), non-polar m-plane (101̄0) & a-plane (112̄0)

and semi-polar planes (112̄2) & (101̄3) (not shown in Figure 2.8). As it is the most

commonly grown c-plane AlxGa1−xN has been the most extensively researched but

current focuses lie with semi-polar and non-polar materials. The difficulty lies with

growing these materials due to the lack of available substrates capable of producing

these crystal orientations [59].

2.2.4 Doping

As mentioned in the previous section, doping is paramount for developing optoelec-

tronic devices such as LEDs. Similarly to Ga2O3, the doping of III-Nitride materials

is complex and presents with issues. The behaviour of dopants will be considered

here for AlxGa1−xN alloys.

Si is the most commonly used n-type dopant within AlxGa1−xN. Doping with Si

is well understood and capable of producing materials with a range of carrier concen-
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trations, from low concentrations 1016 cm−3 [60] to the higher 1020 cm−3 range [61]

presenting with relatively low activation energies, calculated as 12-17 meV through

Hall effect measurements [60]. Typical electron mobilities for these carrier concen-

trations can lie within the 100 cm2V−1s−1 range for heavy doping extending to 1000

cm2V−1s−1 for lightly doped samples [62].

The behaviour of Si dopants begins to change as the Al content is increased

within these alloys. The n-type conductivity of AlxGa1−xN:Si films has been found

to be diminished as the Al content is increased, with sharp declines being reported

as x is increased beyond 0.4 [63–65]. This trend continues as the Al concentration

is further increased, high Al content films (0.5 ≤ x ≤ 0.8) required for deep UV

emitters show a suppressed electron mobility of 20-30 cm2V−1s−1 for moderately Si

doped AlxGa1−xN films n ≈ 1018-1019 cm−3 [65, 66].

This decrease in carrier mobility and n-type conductivity is attributed to the

activation energy of the Si dopants increasing as the Al content is increased. A non-

linear increase in the Si activation energy has been confirmed by multiple studies.

Between x ≤ 0.7 and AlN the activation energy was found to increase from ∼25 meV

to 180 – 250 meV [67,68]. For lower AlN fractions the increase is less extreme, found

to increase by approximately 2-fold [68]. This reduction in carrier mobility means

high Al fraction AlxGa1−xN requires a much greater dopant density to produce the

desired n-type conductivity. Germanium (Ge) is another n-type dopant used within

AlxGa1−xN displaying similar behaviour to Si with respect to lower carrier concen-

trations with increasing AlN fraction [69]. The activation energy of Ge dopants is

comparable with Si albeit slightly higher for similar x values, being approximately 40

meV when x = 0.64 [69]. As Ge is closer in atomic radii to Ga than Si it means higher

doping levels can be achieved by Ge compared to Si before structural breakdown of

the AlGaN layer occurs [70].

Magnesium (Mg) has been used as a dopant to achieve p-type conductivity in

AlxGa1−xN materials however with great difficultly. The first issue is the Mg activa-

tion energy for GaN, studies determine the energy to be between 150-170 meV [71,72]

with that increasing with Al content to a value of ∼630 meV for pure AlN [72]. This

extremely high activation energy means there is a low percentage of dopants ionized
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at room temperature therefore a large dopant density is required to achieve con-

ductivity. Another issue with Mg doping is the tendency for Mg dopants to form

VGa-Mg-H complexes, nullifying the dopant. It is possible to break this complex

through irradiation with an electron beam or by thermal annealing, as was done in

the development of the first GaN LEDs [3,73].

An alternative dopant currently researched to achieve p-type conductivity in

high AlN AlxGa1−xN is Be. Due to the similarity in atomic radii of Al and Be the

activation of the dopant is expected to be lower than that of Mg, calculated by DFT

to be ∼340 eV in pure AlN [74]. Though this activation energy is still high, the

use of Be doped AlN has been shown to produce p-type conductivity with carrier

concentrations in the region of ×1018 cm−3 [75].

2.3 Optical devices

This section shall describe the operating principle of the two optical devices typically

fabricated from Ga2O3 and III-Nitride materials: Light emitting diodes (LEDs) and

UV photodetectors.

The current limitations of the devices and how they are related to the crystal-

lographic, electric and doping issues mentioned in the previous section shall also be

discussed.

2.3.1 Light emitting diodes (LEDs)

The simplest description of a modern LED is a optical device designed to emit light

from a active region sandwiched between an n-type and p-type doped semiconductor

layer with the wavelength of the emission dictated by the materials forming the active

region.

In the most basic LEDs no additional active region is required and recombina-

tion occurs in the p-n depletion region formed as the electrons (holes) from n-type

(p-type) diffuse over the p-n interface into the p-type (n-type) material. The accu-

mulation of the opposite charges at either side of the p-n junction creates an internal
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electric field that prevents further carrier diffusion across the junction. Under ther-

mal equilibrium there is a net zero charge across the junction. However by applying

a forward bias to the p-n junction this internal electric field is counteracted and a

number of carriers are free to diffuse through the depletion region where radiative

recombination may occur [76].

In order to enhance the efficiency of devices the active region of LED devices is

designed to promote electron confinement typically 2D confinement through a QW

or MQW however 1D and 0D confinement is possible in quantum wires or quantum

dots. In the case of a QW a potential well is created by inserting a thin semiconductor

layer (thickness of a few nanometers) in between two semiconductor layers with a

higher bandgap (e.g Al0.2Ga0.8N/GaN/Al0.2Ga0.8N) trapping carriers in the well. In

a p-n junction the recombination rate is limited by the diffusion length of the carriers

in the material. Restricting the well thickness lower than the carrier diffusion length

results in a high trapped carrier density within the well. When a forward bias is

applied this greater carrier density then increases the radiative recombination rate

of the LED resulting in the enhanced device efficiency for QW LEDs compared to a

basic p-n junction. In the case of a MQW LED the additional QWs results in greater

number of trapped carriers, subsequently enhancing the LED efficiency further [76]

however for III-nitride materials the MQW active layer is susceptible to the QCSE

effect as mentioned in the previous section.

Two fundamental parameters that dictate the quality of any LED is the internal

quantum efficiency (IQE) and the external quantum efficiency (EQE). The IQE is the

ratio of the number of photons generated in an LED against the number of charge

carriers injected into the LED. The IQE accounts for non-radiative and radiative

recombination and the generation of Auger electrons as well as considering the charge

carriers lost due to injection in non-active zone areas of the LED. The properties of

the semiconductor materials within the LED and the quality of growth are generally

what dictates the IQE e.g QCSE, defect density, conductivity. Similarly, the EQE is

an advancement on the IQE, considering the photon generation rate within the LED

while also accounting for light extraction from the device. Advancing on from the

IQE, the EQE can be increased through the design of the LED architecture through
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structuring e.g nanorods increasing the surface area from where light can be emitted.

Figure 2.9: Example schematic of an Al0.7Ga0.3N/Al0.5Ga0.5NMQWLED and MQW
active layer

An example schematic of the architecture within an Al0.7Ga0.3N/Al0.5Ga0.5N

MQW LED is shown if Figure 2.9. The driving force for research into III-Nitride

materials and their feasibility in the active region of LEDs was the development

of the blue LED. The inability to efficiently p-type dope GaN was a major issue

hindering the development of the blue LEDs with GaN films presenting with high

resistivity and poor luminescence [77]. This was overcome at Nagoya University by

H. Amano when electron beam irradiation was found to increase the conductivity of

p-type GaN films, firstly for Zn doping [78] then for Mg [3] leading to the fabrication

of a violet-blue GaN LED. Nakamura advanced on this and found that high tem-

perature thermal annealing was also found to increase the conductivity of GaN:Mg

films similarly to electron beam irradiation [73].

Through the use of an AlxGa1−xN active layer within the LED deeper UV emis-

sion could be achieved compared to GaN [79] however with additional complications.

As mentioned in the previous section of this chapter there is an increase in activation

energy of dopants within AlxGa1−xN films with increasing Al content, particularly

for p-type doping. This results in highly resistive contacts within AlxGa1−xN LEDs

hampering the efficiency of the devices [80]. Another issue is the growth of high
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quality AlxGa1−xN with minimal crystal defects. AlxGa1−xN threading dislocations

are known to act as non-radiative recombination centres [81] while basal stacking

faults (BSFs) are known to produce defect related luminescence bands via excitons

bound to the fault [82]. The lack of readily available, low cost lattice matched sub-

strates also adds to the difficulty in growing AlxGa1−xN films with low crystal defect

densities. The necessity for a high AlN fraction p-type AlxGa1−xN layers and current

requirement for a foreign material substrates can be seen in Figure 2.9 therefore it is

fundamental these issues are mitigated to achieve highly efficient AlxGa1−xN LEDs.

Another factor in the poor LED efficiency is the switching of the polarisation

of the light emitted from the LED with increasing AlN fraction. There is a critical

Al content within AlxGa1−xN films where the emitted polarisation switches from

transverse electric (TE) to transverse magnetic (TM) with the latter being poorly

extracted from c-plane material [83]. Wurtzite III-nitrides have three valence bands

at the Brillouin-zone Γ-point: the heavy hole (HH) , light hole (LH) and crystal

field split off bands (CH, sometimes also identified as SO). The ordering of these

bands differs between GaN (HH uppermost) and AlN (CH uppermost) and therefore

switches at a particular Al content, light emitted from HH recombination is TE

polarised whereas CH produces TM polarised light [84]. The critical Al concentration

at which the switch between TE to TM light in AlxGa1−xN is quoted as (x ≥ 0.25)

[85]. The switch from TE to TM polarised light in high AlN AlxGa1−xN LEDs results

in light emission perpendicular to the c-axis compared to parallel for low AlN alloys

which results in poor light extraction efficiency which is detrimental to the EQE.

As mentioned in Chapter 1 the efficiency of deep UV-C LEDs is currently near

10% [12,13] with the effects mentioned here all contributing to the drop in efficiency

compared to that of blue LEDs. In order to improve the efficiency of AlxGa1−xN

LEDs these detrimental effects must be counteracted through improved material

growth processes/techniques or through the growth of non c-plane materials as has

been done within this thesis.
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2.3.2 Photodetectors

While the purpose of an LED is to generate light via an electrical current, photode-

tectors are the opposite, generating electrical current when irradiated by light. The

fundamental process behind the operation of a photodetector is as follows: when light

is incident on a semiconductor an electron-hole pair may be generated, permitting

the absorbed light is of high enough energy to promote an electron to the conduction

band via the photoelectric effect. This increases the conductivity of the semiconduc-

tor and through applying a bias, the increase in conductivity under illumination can

be detected. There are many types of semiconductor photodetectors separated by

the structure of the device e.g p-n photodiodes, Schottky barrier photodiodes and

MSM (metal-semiconductor-metal) devices.

p-n photodiodes operate on a similar principle to the basic p-n LEDs mentioned

in the previous section however in reverse. The absorption of light may generate

electron hole pairs within the depletion region of the p-n junction, these carriers

are then separated by the internal electric field within the junction, resulting in an

electrical current as they drift across the depletion layer. When under no external

electric field the device is said to be operating in photovoltaic mode however by

applying a reverse bias, the width of the depletion region increases. This increases

the photocurrent under illumination as more electron-hole pairs can be generated in

the expanded depletion region, this is the operational principle of photoconductive

mode [86].

In this study Schottky barrier photodetectors have been investigated in Chapter 6

and shall therefore be discussed in greater detail here. The p-n junctions mentioned

in the previous section is formed when two oppositely doped semiconductors are

joined together whereas a Schottky barrier is formed at the junction between a

metal and an n-type semiconductor.

When the work function of the metal is greater than the work function of the

semiconductor (Φm > Φs) once the metal and semiconductor are brought in contact

with each other electrons will diffuse from semiconductor to the metal in order to

keep a constant Fermi level across the two materials. This is similar to the formation
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of the depletion region with p-n junctions however with very little depletion within

the metal [87]. This behaviour cause the upwards bending of the bands at the

semiconductor side of the junction interface as shown in Figure 2.10.

Figure 2.10: Band diagram of a Schottky barrier formed through a metal-
semiconductor junction. ΦBn is defined as the height of the Schottky
barrier for electrons, Vbi is the built in electric field and W is the deple-
tion width.

In Figure 2.10 ΦBn is defined as the height of the Schottky barrier for electrons, Vbi

is the built in electric field and W is the depletion width. Again, similarly to the p-n

junction, by applying a reverse bias a greater electric field at the interface is generated

and the width of the depletion region increases. The Schottky barrier is the potential

barrier that electrons must overcome to flow from the metal into the semiconductor

layer [86]. Under the presence of an electric field at the metal-semiconductor interface

the height of the barrier can be modulated via the Schottky effect (also known as

image force lowering), allowing for some degree of control over the photodetector

conduction. This effect comes from the electron attraction to the electric field,

reducing the potential energy required for the electron to overcome the Schottky

barrier increasing the device conductivity under illumination. As the semiconductors

used for the Schottky photodetectors in this study are of wide bandgap a metal of

high work function is required to form the Schottky barrier therefore Pt is used here.

Similarly to an LED, a photodetectors efficiency is defined by the IQE and EQE
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however the definitions of each are inverted. The EQE of a photodetector is defined

as the ratio of the number of photons incident on a photodector against the number

of charge carriers generated. Whereas the IQE is the ratio of the number of photons

absorbed by the detector over the number of carriers generated.

2.4 Sample growth techniques

The samples within this study have been grown using a variety of growth techniques,

the fundamental mechanism behind each technique shall be explained here. The

specific growth parameters used for each sample’s growth cycle will be detailed in

their relevant sections.

2.4.1 Metal organic vapour-phase epitaxy (MOVPE)

MOVPE is an epitaxial growth technique used to produce III-V semiconductors and

subsequent alloys. Materials are typically grown in a high temperature, moderate

pressure environment (e.g. ∼ 1000◦C, 1 atm for GaN [4]). The elemental precursors

are injected into the growth chamber in a gaseous state, taking the form of metal-

organics for the group III elements and hydrides for the group V. Precursors are

typically driven into the reaction chamber as a mixture, contained within a carrier

gas of H2 or N2 [88]. In the case of AlxGa1−xN growth the elemental precursors

are usually trimethylaluminium (TMAl), trimethylgallium (TMGa) and ammonia

(NH3). The growth process is as follows:

The precursors are transported to the reaction chamber, the delivery mechanism

is dependent on the growth reactor but there are two main designs. Horizontal

growth reactors flow the precursors through the chamber and over the substrate and

showerhead reactors where the precursor mixture is introduced directly above the

substrate and flows downwards. All the MOVPE grown samples in this thesis are

grown in close coupled showerhead MOVPE reactors.

When in the reactor the high temperature of the chamber causes the precursors

to dissociate by pyrolysis. The product of this reaction is a mixture of reactive
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compounds and free atoms which are available for absorption by the heated substrate.

During absorption these compounds and atoms nucleate, forming a layer of adatoms

and a collection of desorbed gaseous hydrocarbon by-products. These by-products

are then exhausted from the chamber, the growth process continues and epitaxial

growth is achieved.

Doping is achieved in MOVPE growth by introducing an additional metal-organic

gas containing the desired dopant into the precursor mixture. For the previously

mentioned dopants n-type materials can be grown by introducing silane (SiH4), ger-

mane (GeH4) or isobutylgermane (IBGe) [61,89] and biscyclopentadienylmagnesium

(MgCp2) acts as a Mg source for p-type materials [90]. To control the composition of

ternary alloys the partial pressure of the two group III precursors is varied, increasing

the availability of the desired element while keeping the overall pressure within the

reactor constant.

2.4.2 Molecular beam epitaxy (MBE)

Another growth technique commonly used to grow semiconductors is MBE, in this

study it has been used to grow a variety of tin-gallium oxide and indium-gallium

oxide samples. The technique benefits from being capable of growing materials with

layer-by-layer atomic control producing semiconductor films with extremely high

crystal quality compared to the cost-effective method MOVPE.

In order to produce this superior material quality MBE growth is performed

under an ultra-high vacuum (UHV) (<10−8 Torr), this is necessary for the growth

mechanism as the beam of source atoms require a collision free path to the sub-

strate during growth. The UHV environment also helps reduce the likelihood of

contamination from gaseous impurities in the growth chamber.

Figure 2.11 shows an example schematic of an MBE reactor. During MBE the

substrate is heated within the UHV chamber, as in MOVPE, however much lower

growth temperatures are possible with MBE (∼750-800◦C for AlxGa1−xN [91] &

500-800◦C for β-Ga2O3 [92]). The effusion cells in Figure 2.11 act as the source

of the atoms for epitaxial growth. Each effusion cell consists of a heating element
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Figure 2.11: Schematic of a molecular beam epitaxy reactor.

attached to a pyrolytic crucible, crucibles must be made from a material with a high

melting point (e.g. boron nitride, iridium or tantalum [93]). An ultra-pure source

material is placed within each crucible and heated to the point of sublimation in

order to generate a vapour. This vapour forms the “molecular beam” of MBE with

the atoms dispersing from the effusion cell which condense on the substrate surface

and nucleate into the semiconductor film [94].

The flow of each molecular beam can be periodically interrupted by closing the

shutters on the effusion cells, allowing the growth to be controlled with monolayer
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precision. Gaseous elements such as N2 or O2 are provided by RF-plasma sources

(not shown in Figure 2.11). A reflection high-energy electron diffraction (RHEED)

system may be used to analyse the crystal during growth, determining the exact

growth rate and monitoring the surface quality of the film.

The composition and growth rate of materials produced by MBE is dependent on

the effusion cell temperatures during the growth. As the source material is heated to

greater temperatures the rate of sublimation will increase resulting in a greater flux

of atoms towards the substrate. Ternary alloy composition is varied by changing the

temperature ratio of two (or more) of the cells, increasing TX/TY will produce an

alloy with a larger content of metal X where metal X and metal Y are the two cation

elements of the semiconductor alloy (e.g Ga and In in indium-gallium oxide). The

layer-by-layer control comes at the expense of the growth rate, typical MBE growth

rate for Ga2O3 being 0.5-2.5 nm/min compared to 10-15 nm/min for MOVPE [92].

Economically MBE is also nonideal due to the reactor costs, UHV requirement and

the low growth rate forcing long operational times to grow thick films.

2.4.3 Pulsed laser deposition (PLD)

Laser ablation can be used to deposit a thin film of material on a substrate by the

means of pulsed laser deposition (PLD). This technique may occur within an UHV

but for these investigations the technique has been performed in a background gas

of O2 to provide the ‘-oxide’ of the indium-gallium oxide.

A schematic of the PLD growth instrumentation is shown in Figure 2.12 The

basis of PLD semiconductor growth is that a short high-power laser pulse is di-

rected at a target containing the elements composing the desired semiconductor.

The high energy photons within the pulse strip and ionize the surface atoms of the

target through laser ablation, generation a plasma plume. The high energy electrons

contained within the plume generate free oxygen atoms through electron-impact dis-

sociation (O2 dissociation energy EDissoc = 5.12 eV) [96]. Free oxygen mixes with the

target ions within the plasma plume which can propagate within the growth chamber

and deposit upon a heated substrate similarly to the other mentioned growth tech-
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Figure 2.12: Schematic of a pulse laser deposition reactor. Extracted from [95]

niques [97]. This cycle is repeated as the laser is continuously pulsed allowing the

nucleation of a semiconductor thin film. During growth the laser target is rotated

to ensure successive pulses are ablating material with consistent surface quality and

to full utilise the material available for growth [98]. Laser targets are usually thin

discs composed of compressed ceramic powders, in the case of ternary (and more

complex) alloys a mix of powders is used with the target disc composition matching

the desired alloy composition [99]

Segmented targets have also been used to produce ternary alloys with the target

consisting of two (or more) areas with distinct compositions through combinatorial

growth. In these cases the resulting semiconductor will have a compositional gradient

in the lateral direction, this is commonly known as the continuous compositional

spread (CCS) technique [99, 100]. The growth rate of semiconductors grown by

PLD is dependent on multiple factors. As with the previously mentioned techniques

the substrate temperature is variable, in the case of PLD grown β-Ga2O3 a growth

temperature of 600-700 ◦C [101,102] is commonly used and found to provide enough

38



Chapter 2. Background

thermal energy to adatoms to promote crystallinity [101].

The laser specifications are also critical to the deposition rate in PLD. Firstly

the laser wavelength determines the penetration depth into the target, if a laser with

a high energy (low wavelength) is used subsurface boiling may occur resulting in

an inconsistent deposition rate between pulses [97]. Pulse duration and repetition

rate also dictate the growth rate and crystal quality with greater pulse frequencies

increasing the growth rate at the expense of forming many small clusters/islands

whereas lower frequencies allow the adatoms more time to nucleate into fewer, larger

structures [103] . Instrumental issues which can also effect the growth rate during

PLD are: Target-substrate distance, temperature gradients within the substrate and

target ablation rate [97].

2.4.4 Substrates

As mentioned previously there are multiple substrates which are suitable for semi-

conductor thin film growth with each possessing various benefits and disadvantages.

Here will detail the various substrates that feature in this study, substrate growth

processes and the substrate influence on film growth.

Semiconductors are commonly grown upon readily available sapphire substrates

due to their thermal stability, conductivity and low cost. The single crystal material

used for these substrates can be grown through the Czochralski (CZ) or Kyropoulos

(KP) methods. For both methods a high quality seed material is melted within a

crucible, a rod is then inserted into the melt with a small piece of crystalline material

held on the rod tip. As the rod is extracted from the molten material a filament of

single crystal material, taking on the crystal structure of the crystalline tip. From

this filament a large piece of bulk single crystal material can be formed with the

size and shape of the crystal being dictated by rod rotation & extraction speeds and

temperature gradient control during extraction [104,105]

A similar method used to grow sapphire substrates is the edge-defined film-fed

growth (EFG) technique, in this study it has also been used to grow the Ga2O3

substrates for the epitaxial growth of tin-gallium oxide thin films [33]. A diagram of
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the EFG growth process is shown in Figure 2.13

Figure 2.13: EFG growth process for Ga2O3 single crystals. Extracted rom [33]

Firstly a powder mixture of Ga2O3 and any dopants (Sn for the Ga2O3 substrates

used within this investigation) is heated within in an iridium crucible. A die con-

taining a narrow slit is then inserted into the molten Ga2O3 mixture which then

propagates to the top of the die via capillary action [19]. As with the KP and CZ

methods a seed crystal is then inserted into the melt at the surface of the dye and

a large single crystal ingot may be extracted with the crystal dimensions defined

by the shape and size of the die. Thin wafers may then be sliced from the ingot

producing the single crystal Ga2O3 substrates suitable for epitaxial growth [19,33].

Due to the high cost of native Ga2O3 and III-nitride substrates, sapphire is gen-

erally used as an alternative. The major disadvantage to sapphire substrates is the

large lattice mismatch to both the III-Nitrides and Ga2O3 resulting in the growth

of a strained material with a high defect density and featuring a large number of

dislocations. There is also a large variation between the thermal expansion coeffi-

cient, αo, of sapphire and these semiconductors hindering the device capabilities of

film-sapphire materials.
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Substrate a (Å) c (Å)
Lattice mismatch
to Al2O3 (%)

αO

(10−6 K−1)
Ref.

Sapphire (Al2O3) 4.7759 12.991 - 4.9 [106,107]

Semiconductor
GaN 3.189 5.185 16.1 4.3 [106,108,109]
AlN 3.112 4.982 13.3 5.27 [106,108,109]

Ga2O3 12.2 5.8 1.62(101), 3.12(102) 7.8 [20,110,111]
In2O3 10.11 10.11 -13.2 6.15 [112,113]

Table 2.1: Lattice and thermal expansion parameters for binary semiconductors
investigated during this this study.(101) and (102) indicate the mismatch in
those particular directions of the (-201) Ga2O3 direction

Table 2.1 shows the lattice parameters for the substrates and binary semiconduc-

tors key to this investigation. The lattice mismatch to sapphire is also shown.

A viable but less commonly used substrate for growth of both III-Nitrides and

Ga2O3 is Si. Si is beneficial due to the availability and cost of substrates which

are available in large wafer sizes not feasible with other substrates. However similar

issues arise as with sapphire and lattice incompatibility leads to high defect densities

and cracking with large film thicknesses.
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Experimental Methods

This chapter shall give a brief overview of scanning electron microscopy and further

detail the two specific techniques used heavily within this thesis: namely, wavelength-

dispersive X-ray spectroscopy (WDX) and cathodoluminescence (CL). The theory

of electron-beam interactions, the various signals generated and analytical signals

using these techniques shall be explained. For the WDX, the instrumentation used

to generate the X-rays and the X-ray detection methods will be explained. Lastly,

the calculation process when deriving a material composition from the X-rays shall

be detailed. The CL section shall explain electron-hole recombination processes, CL

signal acquisition and hyperspectral CL mapping (simultaneously with WDX map-

ping). The specific software used for data analysis and processing shall be highlighted

at their relevant sections.

3.1 Scanning Electron Microscope (SEM)

An SEM is a piece of equipment primarily used for the imaging of samples similarly

to an optical microscope. The difference between the two pieces of equipment is that

the optical microscope uses light as an illumination source whereas the electron mi-

croscope uses a high energy beam of electrons (EBeam ≥ 30 keV) to excite a specimen,

generating various characterising signals during excitation. The basis of SEM imag-

ing is that an electron beam is brought to a focus using a series of electromagnetic
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lenses and irradiated on a sample in a raster scan. As the electron beam impinges

on the sample inelastic interactions between the beam and the specimen electrons

result in the generation of low energy secondary electrons (SE) (E ∼ 50 eV). These

low energy SEs can then be detected and produce an image of the specimen as the

beam is scanned, with a greater resolution capable than from an optical microscope.

In order to prevent electron collisions with the gas molecules in the air the SEM is

generally held under vacuum, the pressure of which can be variable depending on

the type of specimens being imaged. Low vacuums may be used when specimen

charging is an issue, allowing a small volume of gas into the specimen chamber can

remove accumulated electrons from the sample and allow clearer imaging. The most

extreme case of this is known as environmental-SEM. Along with the SEs there are

various other electron-sample interaction signals which will be discussed later in this

thesis.

The resolution obtained within an SEM is based on multiple factors: beam energy,

beam current, source size and focusing capabilities. The first two factors are largely

affected by the source of the electron beam, distinguished by the type of electron gun

used. Source size corresponds to the spatial area of the electron gun where electrons

are emitted, with smaller tip radii resulting in smaller source size and improved

spatial resolution

There are two main forms of electron gun, thermionic and field emission. Only the

latter is used for measurements within this thesis however both will be described for

clarity. A thermionic emission gun typically consists of a filament of tungsten bent to

a point. Alternatively, a lanthanum hexaboride crystal, LaB6, may be used instead of

the tungsten filament with the LaB6 crystal being preferred due to increased lifetime,

brightness and beam stability, however are notability more expensive than tungsten

filaments [114].

Electrons are extracted from the tungsten filament by firstly heating the wire

to the point of thermionic emission (1800-2800◦C). A positive potential is then ap-

plied to an anode, allowing the thermionic electrons to accelerate from the filament

producing a high energy beam of electrons. The entire electron gun is contained

within a Wehnelt cylinder held at a negative potential, this helps control the area of
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Parameter
Tungsten
Filament

LaB6
Schottky
FEG

Cold
FEG

Operating Temp (◦C) 2700 1800 1800 300

Tip radius (µm) 60 10 0.4 - 1 < 0.1

Current Density (Am−2) 104 106 107 109

Emission current (µA) 200 80 100 - 500 5 - 10

Source size ∼50 µm ∼15 µm ∼20 nm ∼5nm

Lifetime (h) 100 1000 > 5000 > 2000

△E (eV) 1.5 1.0 0.5 0.3

Table 3.1: A comparison of the important electron gun parameters for SEM, values
extracted from [116,117]

emission from the filament and pinches the electron beam.

The more advanced form of electron gun employed within our measurements is

a field emission gun (FEG). The FEG again consists of a piece of tungsten however

rather than being bent to a point it has been etched into a sharp tip. By applying a

large electric field to the accelerating anode the work function of the tip is reduced,

allowing electrons to be emitted from the tip through tunnelling. FEGs can be

described as cold FEGs which require no thermionic emission or Schottky FEGs

which still retain a thermionic component albeit at much lower temperatures than

the tungsten wire filaments. A Schottky FEG tip may also be coated in zirconium

dioxide, ZrO2 to help reduce the work function and increase electron emission [115].

A comparison of the electron gun operating parameters is shown in Table 3.1.

From Table 3.1 it is clear that cold FEG tips produce the highest quality electron

beam with a high current density, low energy spread and with a minimum source

size allowing high spatial resolution analysis. However, for the X-ray micro-analyses

a larger beam current may be required to generate a sufficient number of X-rays

therefore a Schottky FEG, or even tungsten filmament, is more suited. Within this

thesis two types of SEM have been used: Primarily a JEOL JXA-8530F electron
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probe microanalyser (EPMA) for WDX & CL measurements and an FEI Quanta

FEG 250 SEM for CL measurements in the deep UV spectral range (∼ 200nm) and

for high quality sample imaging. Both pieces of equipment are equipped with a

Schottky FEG. As it is the primary piece of equipment used within this thesis the

EPMA will be discussed in greater detail.

3.1.1 Electron Probe MicroAnalyser (EPMA)

The EPMA is a highly specialised type of SEM dedicated to performing WDX mea-

surements, a schematic of which can be seen in Figure 3.1, with a photo of the EPMA

shown in Figure 3.2.

Figure 3.1: A schematic of a JEOL EPMA. Extracted from [118]

The EPMA column structure is very similar to that of a regular SEM featuring a
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Figure 3.2: A photo of a JEOL JXA-8530F at the University of Strathclyde

Schottky FEG, a series of electromagnetic lenses to collimate and focus the electron

beam (known as condenser and objective lenses) and a series of apertures used to

restrict the beam spread. This entire structure is held under a vacuum in order to

prevent electrons colliding with gas particles in the air and to prevent contamination.

Once focused the electron beam is allowed to propagate into the specimen cham-

ber, held in a high vacuum, where it impinges on the specimen being investigated and

generate the various electron-sample interactions that shall be discussed later. The

electron gun remains on at all times within the EPMA but a series of beam blankers,

PCDs, are used to control whether the beam enters the specimen chamber. For the

JXA-8530F EPMA a probe current detector (PCD) is equipped with a Faraday cup

allowing the beam current to be monitored at intervals between measurements. To

prevent the venting of the specimen chamber vacuum when inserting samples in to

the EPMA, the JXA-8530F is also fitted with an exchange chamber which acts as

an airlock between the specimen chamber and the lab environment .
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Figure 3.3: A schematic of WDX spectrometer setup on the JXA-8530F EPMA at
the University of Strathclyde

A key interaction is the generation of X-rays which are analysed using WDX.

The EPMA specialises in WDX measurements as it features multiple WDX spec-

trometers, typically 4-5. The EPMA used for the measurements within this thesis is

equipped with four WDX spectrometers, all containing two X-ray diffracting crys-

tals as shown in Figure 3.3. A WDX spectrometer requires diffracting crystals and

detectors to be held within a precise geometry in order to analyse these X-rays,

therefore this is controlled entirely by the EPMA with minimal human adjustment.

These spectrometers are designed to only accept X-rays propagating from a specific

angle with respect to the specimen, known as the take-off angle. In most SEMs there

is the ability to tilt the sample for imaging and crystallographic analyses however

the EPMA retains the specimen perpendicular to the electron beam to ensure the

take-off angle for all WDX spectrometers can be achieved.

Another feature of the EPMA is the optical microscope allowing the observation

of the sample surface while in the vacuum chamber, in Figure 3.3 this microscope

is located on “The Front” of the EPMA. This optical microscope serves multiple

purposes. Firstly, in order to ensure the sample is in focus with the WDX spec-
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Figure 3.4: A schematic of the optical microscope optics and instrumentation on the
JXA-8530F EPMA at the University of Strathclyde

trometers the optical microscope is adjusted to the focal point. The user would set

the sample in optical focus by adjusted the stage height, the focal point is achieved

when crosshairs on the optical microscope are aligned with the centre of the optical

image. The second purpose of the optical microscope is that it acts as the collec-

tion mechanism for the CL signal. The custom built optics allow the collection of

light from UV-IR wavelengths with minimal chromatic aberration. The optical focus

being aligned with the X-ray focus also allows simultaneous acquisition of the CL

and WDX signal both in focus, being highly beneficial for mapping of the samples,

(explained in greater detail in Chapter 3.4). A diagram of the collection optics of

the optical microscope is shown in Figure 3.4. The custom CL system used within

this study replaces the relay lens and TV camera tube with either an optical fibre

(older system) or a series of mirrors and lenses (newest system) to transmit the CL

signal to a spectrometer housed on spectrometer Port 2 of the EPMA, see Figure

3.4.
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Figure 3.5: Characterising signals and interactions generated during electron beam-
specimen irradiation. Extracted from [119]

3.1.2 Electron beam-specimen interactions

As the electron beam irradiates a sample a number of interactions occur each pro-

ducing a signal which provides characteristic information about the specimen. A

diagram showing the various signals produced by the electron beam is found in Fig-

ure 3.5

The two signals used for SEM imaging are secondary electrons (SE) and backscat-

tered electrons (BSE). As mentioned previously SEs are produced through the in-

elastic scattering of beam electrons which ionize specimen atoms resulting in the

emission of loosely bound low energy valence electrons (E ∼ 50 eV). For SEs the

greatest probability of emission is from surface atoms, allowing SE imaging to be

used to investigate sample topography and surface morphology.

Alternatively, as the beam electrons propagate throughout the specimen they

may be elastically scattered, deflecting from their trajectory as they experiences a
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Coulomb force from the nuclei of the specimen atoms. When the scattering angle,

ϕ, is >90◦ these electrons are deflected outwards from the sample and are known

as BSEs. The number of BSEs emitted from a material is generally defined by the

backscattered electron coefficient shown in equation 3.1.

η =
IBSE

IEB
(3.1)

Where η is the backscattered electron coefficient, IBSE the number of BSEs and

IEB is the number of electrons in the incident electron beam. The backscattered

electron coefficient is dependent on the atomic number (Z ) of the irradiated mate-

rial, increasing with higher Z [120]. Therefore, compositional information about a

specimen can be determined from the contrast in BSE imaging.

X-rays

During irradiation by the high energy electron beam multiple X-rays may be emit-

ted from a specimen. These X-rays are categorised into two brackets: Characteristic

X-rays and Bremsstrahlung X-rays.

Characteristic X-rays are a series of X-rays with specific energies generated by the

impact ionisation of the specimen atoms. As these inner shell electrons are ejected

from an atom they leave behind an inner shell vacancy. An electron held in an outer

shell must then fill this vacancy by dropping from a higher energy state. As this

happens a photon is emitted with an energy equal to the energy difference between

the inner shell vacancy and the electrons original energy state. As each element poses

a unique set of quantised energy levels, there is a respective set of characteristic X-

ray energies for each element. By analysing the energies of the X-rays emitted from

a specimen it is possible to determine which element is responsible for their emission.

A diagram showing the electron transitions generating characteristic X-rays is shown

in Figure 3.6.

Each electron transition (and subsequent emitted X-ray) is represented a the

letters K, L or M depending on which shell the electron vacancy was produced and
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Figure 3.6: Electron shell transitions result in the emission of characteristic X-rays

an α , β or γ to represent the original energy state of the electron (e.g. Kα represents

the filling of a K-shell vacancy with an electron from the next highest energy shell,

the L-shell. The Kβ transition when an M-shell electron fills a K-shell vacancy and

Kγ for N-shell electrons).

Within each electron shell exist a number of inner-shell states, increasing with

atomic number, resulting in the separation of the X-ray families into multiple distinct

X-rays separated by a small energy difference (e.g for L → K transitions between

L2 → K produces the Kα,1 X-ray and L3 → K the Kα,2 X-ray) [121].

These characteristic X-rays are the signal analysed during both WDX and EDX

microanalysis, only differing in the detection method of the X-rays. These detection

methods shall be explained later in this chapter.

The other type of X-ray generated by the electron beam is Bremsstrahlung X-

rays. Bremsstrahlung is German for “breaking radiation” and is a type of X-ray

generated as the propagating electron is decelerated by the nuclei of the specimen

atoms. The energy of the X-ray emitted is equal to the kinetic energy lost by the
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electron during deceleration. Bremsstrahlung is referred to as a “continuum”, as

the kinetic energy lost during deceleration can take any value from zero loss up to

the complete loss of kinetic energy. The maximum Bremsstrahlung X-ray energy is

equal to the energy of the electrons within the incident beam and the energy of zero

Bremsstrahlung intensity is known as the Duane-Hunt limit [122]

Cathodoluminescence

Cathodoluminescence (CL) is defined as the emission of light from a material

through the irradiation of an electron beam. As the high energy electrons propagate

through a semiconductor they may promote electrons into the CB resulting in radia-

tive emission during electron-hole recombination with the hole induced in the VB.

A diagram representing the various electron-hole recombination processes is shown

in Figure 3.7

Figure 3.7 shows the following recombination processes: (a) Band-band recom-

bination between an electron in the CB and a hole in the VB; (b) Recombination of

an exciton (electron-hole pair) (c) CB electron recombining with a shallow acceptor

hole; (d) A donor electron recombining with a hole in the VB; (e) donor-acceptor

pair recombination (DAP).

Process (a) represents the recombination between an electron in the CBM and a

hole in the VBM across the semiconductor bandgap, Eg. This process may either

be direct recombination or indirect, requiring phonon assistance due to the CBM &

VBM possessing different momentum-vectors. In the case of process (b) an electron

and hole may become electrostatically bound to each other forming a quasi-particle

known as an exciton. This generally happens at low temperatures though stable

excitons may exist at room temperature in certain materials. In the case of radiative

emission, exciton recombination produces reduced energy photons with energy equal

to the difference between the bandgap and the exciton binding energy.

During RT cathodoluminescence spectroscopy process (a) result in near band edge

(NBE) emission, with an energy indicative of the semiconductor bandgap. When

RT stable excitons exist in the material the luminescence peak from process (b) may
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Figure 3.7: General electron-hole recombination processes within a semiconductor

overlap with process (a) resulting in a broadened NBE emission peak.

Process (c) & (d) are recombination mechanism involving defects that produce

energy levels within the bandgap. These defect states can be produced by extrinsic

atoms within the semiconductor crystal either through doping or impurities. Intrin-

sic point defects such as vacancy sites may also act as hole trap sites within the

crystal and form additional acceptor states allowing radiative emission. Multiple

defect states can result in many recombination process with energies lower than the

semiconductor bandgap with process (e) producing the lowest energy transitions.

This can be reflected in the luminescence spectra as distinct lower energy emission

peaks or as a single broad defect band when individual peaks overlap. An example

spectra showing NBE emission and various defect luminescence peaks is shown in

Figure 3.8
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Figure 3.8: Example CL spectrum from Al0.1Ga0.9N sample showing NBE emission
and various defect bands

3.2 X-ray microanalysis

Through the analysis of the characteristic X-rays emitted by a sample during elec-

tron microscopy it is possible to deduce what elements are present and quantify the

composition of the specimen. There are two electron microscopy techniques within

the X-ray microanalysis bracket: energy dispersive X-ray (EDX) spectroscopy and

wavelength dispersive X-ray (WDX) spectroscopy with both techniques analysing the

same characteristic X-rays mentioned in the previous section. The two techniques are

very similar with what characterising sample information they can produce however

differ in their X-ray detection method and quantitative precision.

3.2.1 Energy-dispersive X-ray spectroscopy (EDX)

EDX is generally described as the more basic approach to X-ray microanalysis, allow-

ing quick identification and quantification of a sample composition albeit with much

lower precision capable than for the more complex WDX. Modern EDX systems can
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produced quantitative measurements with WDX precision however requires a more

careful and advanced approach to the standard experimental method [123,124].

Figure 3.9: Architecture of cylindrical silicon drift detector used during EDX analy-
sis. Extracted from [125]

Within an EDX measurements X-rays are typically detected using a silicon drift

detector (SDD). A schematic of a SDD is shown in Figure 3.9. The SDD consists

of a plate of high purity n-type doped silicon, on one side of the plate is a thin

back contact and the other a set of concentric ring contacts surrounding a collection

anode.

X-rays enter the SDD through the thin back contact, acting as an X-ray window

and are incident on the silicon plate. The incident X-rays then ionize the Si, pro-

moting a number of electrons to the CB. A negative bias is then applied to the back

contact and to each ring contact, with each ring contact having an increasing volt-

age extending radially outward from the collection anode. This generates an electric

field that directed towards the central anode, allowing the electrons to “drift” to a

collection electrode, producing a charge equal to the energy of the X-ray [125].

Each charge is then converted to an electrical pulse which is then processed and
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recognised as an X-ray of a specific energy. This is done by a field effect transistor

(FET) preamplifier, where the anode is connected to the gate of the FET and a

feedback capacitor. Each X-ray entering the detector will change the output of the

FET preamplifier. As the number of electrons accumulating at the anode increases

the voltage outputted by the FET increases with individual X-rays recognised as

“voltage steps” in the voltage pulse output [126, 127]. The height of each voltage

steps is then analysed and translated into an individual X-ray of a specific energy

by a multi-channel pulse height analyser (PHA). The PHA then assigns the X-ray

to a specific energy channel (with the energy range of each channel determining the

resolution of the detector) generating an EDX spectrum of counts vs. X-ray energy

(keV). An example EDX spectra is shown in Figure 3.10

As multiple X-rays will enter the detector simultaneously, the differences in volt-

age step height from the FET preamplifier are recognised as different X-ray energies

when processed by the PHA. The feedback capacitor will accumulate charge over

time and subsequently discharge, resetting the FET preamplifier and preventing the

system from overloading [126].

An EDX detector is limited by a number of factors: Firstly, the detector is prone

to electrical noise which must be mitigated through cooling, typically using a Peltier

cooler. Secondly, the detector is limited by the number of X-rays it may process

at one time. The detector “dead time (DT)” is the time the detector is unable

to process the incoming X-rays, in order to ensure all X-rays entering the detector

are being adequately processed the detector must be set up suitably. In the case

of detector overload the X-ray process time may be decreased, reducing the DT at

the expense of energy resolution. Alternatively the amount of X-rays entering the

detector may be reduced through the use of apertures or a lowered beam current to

reduce the X-ray generation rate.

From an EDX spectra the elements present in the specimen can be deduced from

the X-ray energies where peak counts are high (elements are generally auto-identified

and assigned to each peak by the EDX software). Whether the specimen under irra-

diation is charging may also be deduced from the EDX spectra. As Bremsstrahlung

background X-rays may be generated with any energy up to the incident beam en-

56



Chapter 3. Experimental Methods

Figure 3.10: Example EDX spectra on a tin-gallium oxide sample with Si substrate
showing high numbers of Ga and O X-rays and a low number Sn X-rays.
C, Fe, N and Al X-rays come from impurities/rogue X-rays from sample
holder.

ergy, the Duane-Hunt limit should match this energy. If the Duane-Hunt limit is

less than the beam energy this indicates the sample is charging and the impinging

electrons are being decelerated by the accumulating electrons before reaching the

sample. In this case sample charging may be mitigated through carbon coating or

reducing the beam current.

3.2.2 Wavelength-dispersive X-ray spectroscopy (WDX)

As mentioned previously WDX is a more advanced approach to X-ray microanalysis

within the SEM. In EDX X-rays are distinguished by their energy and subsequent

charge generated within the SDD whereas WDX is a diffraction based technique re-

quiring the detector instrumentation to be aligned in a specific geometry. A diagram
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of the key components within a WDX spectrometer is shown in Figure 3.11

Figure 3.11: Example WDX spectrometer showing X-ray propagation path and com-
ponents on the Rowland circle

The WDX spectrometer is designed to only allow accept X-rays that enter the

spectrometer within a narrow angle. From here the X-rays that enter the spectrom-

eter will encounter an X-ray diffraction crystal. This crystal uses Bragg diffraction

to only allow X-rays of a specific wavelength to be diffracted towards the X-ray de-

tector. The wavelength of X-rays that may enter the diffraction crystal is dictated

by the Bragg diffraction equation:

nλ = 2dsin(θ) (3.2)

By rotating the diffraction crystal the X-ray angle of incidence is changed there-

fore changing the wavelength of the X-rays allowed to enter the crystal. Therefore for

a single crystal a range of X-ray wavelengths can be diffracted, in order to cover the

range of X-ray wavelengths produced by the periodic table a number of diffracting

crystals will be required with differing lattice spacing (d) values. A table showing

the types of diffracting crystal, 2d-spacing and elemental detection range for K and
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L X-ray lines is show in Table 3.2

Crystal name
2d-spacing

(nm)
K-line range L-line range

TAP 2.5757 O - P Cr - Nb
TAPL 2.5757 O - Si Cr - Sr
TAPH 2.5757 F - Al Cr i Br
PET 0.8742 Al - Mn Kr - Tb
PETL 0.8742 Al - Cr Kr - Sm
PETH 0.8742 Si - Ti Rb - Ba
LIFH 0.4027 K - Br Cd - Fr
LIFL 0.4027 Ca - Ga Sn - Au
LDE1L 6 C - F N/A
LDE2L 10 B - O N/A

Table 3.2: List of WDX diffraction crystals, 2d-spacing and anayltical range for K
and L series X-ray lines from [128]

Within the spectrometer the X-ray diffraction crystal and detector are held in

a Rowland circle arrangement, see Figure 3.11. For this arrangement the sample,

diffracting crystal and X-ray detector are all held on a circumference of an imaginary

circle with a fixed radius. As the diffracting crystal rotates the crystal and detector

also move laterally around the circumference while the sample remains in a fixed

position. By using the Rowland circle geometry and a curved diffraction crystal (Jo-

hannson arrangement) the cone of X-rays entering the crystal will be refocused after

diffraction and enter the X-ray detector in focus [129]. The WDX spectrometers used

within this investigation come in two forms: H- and L- type. H-type spectrometers

have a Rowland circle radius of 100 mm allowing an 2θ range between 36 - 118.5◦

whereas the L-type feature a larger Rowland circle radius of 140 mm and an greater

range of angles of incidence between 25.5 - 136◦. The improved angle range of L-type

spectrometers allows greater wavelength resolution compared to L-type while also

improving the peak-background ratio of the X-ray lines, on the other hand H-type

spectrometers produce higher X-ray counts than L-type.

In Table 3.2 the TAP, PET, and LIF crystals are abbreviations for thallium

acid phthalate, pentaerythritol and lithium fluoride crystals whereas the LDE1 and
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LDE2 are layered psuedo-crystals engineered to have specific 2d-spacing to allow

the detection of light elements with low characteristic X-ray energies. The H and L

variants of these diffraction crystals refer to the H and L type spectrometers.

Unlike EDX measurements only a single X-ray wavelength may be detected at

one time, therefore when using WDX to acquire the entire X-ray spectrum pro-

duced through a specimen the diffraction crystal must be scanned through a range

of angles of incidence. This is referred to as a qualitative WDX measurement and

takes a considerably longer time than the EDX counterpart due to the time required

to rotate the crystal and the dwell time used at each angle interval. Usually 3-4

diffraction crystals (and scans) will be required to produce an entire X-ray spectrum

therefore further multiplying the qualitative measurement time unless multiple WDX

spectrometers can be used simultaneously (as with the EPMA). A qualitative WDX

X-ray spectra acquired from a TGO sample on four spectrometers is shown in Figure

3.12

For X-ray detection a gas-proportional detector is used. This detector consists

of a chamber of inert gas (for our WDX X-ray detectors a P-10 gas [10% methane

& 90% argon] is used) containing a wire anode to which a bias is applied. X-rays

propagate through a small, thin polypropylene window within the chamber and can

ionise the contained P-10 atoms. The gaseous ions are then attracted to the wire

anode, generating an electrical pulse with pulse amplitude relative to the ionizing

X-ray energy. The pulse is then processed by a PHA similarly to EDX.

Even though the WDX spectrometer is designed to only allow a singular X-ray

wavelength to enter the detector multiple X-ray energies may be present. This can

be a result of higher order X-ray reflections passing through the spectrometer (the

integer term in Equation 3.2) or from escape peaks due to the ionization of the

spectrometer window or fluorescence of the P-10 Ar atoms. Once the pulses have

been filtered through the PHA the remaining pulses are then recognised as single

X-ray counts.

The gas-proportional counter is the preferred detector for WDX measurements

due to the 1:1 counting statistics with no pulse multiplication unlike other detectors

e.g. photomultiplier tubes (PMTs). Gas proportional detectors are still susceptible
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Figure 3.12: Qualitative WDX X-ray spectrum acquired from a TGO sample using
a 10 keV, 40nA beam. Spectrometers used in each scan are TAPH,
LDE1L, TAP, PETH going from top-bottom.

to detector overload, when the gas ionization rate is too high the ions begin to form a

sheath around the wire anode, preventing any further ion detection. Recent studies

have used a SDD as an alternative to the gas-proportional detector allowing higher

count rates and enhanced energy resolution. However, as with EDX, this requires

the integration of heat dissipation components within the spectrometer [130].

The trade-off for the longer operational time for WDX measurements vs EDX is

the superior energy resolution capable through WDX, typically stated as 10× the

resolution of EDX.

The energy resolution of EDX is limited by the detector and pulse processing

times. The energy resolution of EDX detectors also decreases when measuring high
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energy X-rays, with modern detectors quoting resolutions of 150 meV for the Fe Kα

line (6.4 keV) and 40-50 meV at the lowest X-ray energies (100 meV) [131]. These

values are also based on operating at the slowest pulse processing times, reducing the

processing time to account for high X-ray count rates will deteriorate the resolution

further [132]. WDX on the other hand has a much better energy resolution of 6 eV at

for Fe Kα X-rays regardless of beam conditions [133]. Generally the WDX resolution

is quoted as being on the 2-20 eV scale across the entire measurable X-ray energy

range [134].

The improved resolution of WDX allows individual X-ray peaks to be resolved

within alloys where the EDX spectra shows a singular broad peak due to the peak

overlaps (e.g. N Kα & Ti Lα [135]). As the WDX spectrometer filters out all

X-rays apart from ones of the desired wavelength the detector can handle much

higher X-ray count rates, processing only the selected X-ray energy rather than all

X-ray energies as with the SDD. In turn this improves the X-ray counting statistics

generally improving the quantitative performance of WDX over EDX [136].

3.2.3 Quantitative compositional analysis

The basis of a quantitative EDX or WDX measurements is determining the compo-

sition of an unknown specimen by comparing the X-ray counts produced from the

specimen to that of a material of known composition and extrapolating a composi-

tion from the ratio of the counts. These materials are known as standards and are

generally ultra-pure cylinders of an element (e.g. pure copper, Cu), basic compounds

(e.g. Pyrite, FeS2) or naturally occurring minerals (e.g. Albite, NaAlSi3O8). For

our measurements the standards consist of both commercial and homegrown mate-

rials. The purity of the commercial standards has been confirmed through vigorous

X-ray microanalysis and the standards we have sources ourselves consists of pieces

of semiconductor materials of high quality confirmed through X-ray microanalysis or

through an external measurement technique e.g. secondary ion mass spectrometry

(SIMS). The commercial standards used within this thesis were purchased from PH

Developments Ltd.
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The process used to deduce a composition using the specimen and standard X-ray

counts is more complex than just a basic comparison, requiring multiple correction

factors and recalculations to produce a “true” composition of specimen. Here the

specifics behind the calculation process shall be explained.

Iunk
Istd

= Cunk · ZAF (3.3)

Equation 3.3 shows the basic components of the quantitative WDX/EDX calcu-

lation where Iunk is the X-ray intensity of the unknown specimen, Istd is the X-ray

intensity from the standard, Cunk the calculated mass fraction within the specimen

and ZAF corresponds to the three correction factors: the atomic number correction

(Z ); the absorption correction (A) and the fluorescence correction (F ).

Figure 3.13: Qualitative WDX X-ray spectrum acquired from an indium-gallium ox-
ide showing X-ray spectrum of In L-series from a PETH diffraction
crystal. Peak (red), background (blue) and baseline (purple) positions
used for quantitative analysis are drawn on the spectrum

In order to ensure that only characteristic X-rays are included within the cal-

culation of Iunk and Istd a background correction must be made. An X-ray spectra

showing the peak and background measurement positions is shown in Figure 3.13.

X-rays are initially counted at the peak position providing the uncorrected peak
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counts. Background measurements are then taken to the left and to the right of

the peak at suitable positions away from any other peaks. A linear baseline is then

drawn between the two background positions, from this baseline the background

counts at the peak position can be extracted allowing the calculation of background

corrected Iunk. The same process may then be repeated for the standard to calcu-

late the background corrected Istd. Different background positions may be used for

Iunk and Istd to account for X-ray peaks not present in both materials but for the

greatest experimental accuracy the background positions should be kept consistent.

An exponential baseline may be used when the background shows a curved nature.

The only parameter that must stay constant between the two measurements is

the beam energy. To account for differences in the beam current (either intentional to

generate a suitable number of counts or unintentional current drift) the Iunk and Istd

raw X-ray counts are converted into counts per second per micro-ampere (cps/µA).

This also makes the two measurements comparable when different X-ray counting

times are used e.g. Trace element measurements requiring an increased counting

time [137]. The cps/µA values from the two measurements can then be used to

calculate the k-ratio for that particular element, defined in Equation 3.4

k =
Iunk
Istd

(3.4)

Cunk = k · Cstd (3.5)

The k -ratio can then be used to derive the first approximation of the composi-

tion of that element within the specimen using Equation 3.5 where Cstd is the mass

fraction of the element within the standard. The next step in deriving the true com-

position is to apply the ZAF corrections.

Atomic number correction, Z

The atomic number correction accounts for differences in the atomic number (or

average atomic number for compounds) between the specimen and the standard

which effects the X-ray generation rate. The Z correction accounts for two effects:
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differences in the backscattered electron generation rate and the electron stopping

power.

As mentioned previously as Z increases the backscattered electron coefficient in-

creases, Equation 3.1. When there is a large difference between the average atomic

number of the specimen and standard the number of BSEs can differ substantially,

resulting in an nonequivalent number of inelastic scattering events leading to char-

acteristic X-ray generation. This is particularly significant when comparing X-ray

counts from a pure element standard (e.g Cu) to those produced from an alloy con-

taining heavy metals (e.g rose gold).

S = −1

ρ

dE

ds
(3.6)

Stopping power, S, refers to the energy loss rate by an electron propagating

through the specimen, the formula for which is shown in Equation 3.6 where S is

the stopping power, ρ the density of the material, and dE/ds the rate of energy loss.

The Bethe equation for energy loss is used for dE/ds, from which there is a inverse

dependence on atomic number with lighter elements increasing the rate of energy

loss compared to heavier elements [121].

Absorption correction, A

Not all X-rays that are generated within a sample are emitted. As the X-rays propa-

gate through the sample there is a probability they may be reabsorbed reducing the

apparent X-ray counts. In general X-rays generated deeper within a specimen have

a greater chance of reabsorption but X-ray absorption is dependent on a number of

factors. The mass absorption coefficient (MAC), given by µ/ρ dictates the likelihood

that an X-ray will be absorbed by a material, where ρ is the material density and µ

the X-ray attenuation length with the material. Every X-ray of different energy will

feature a different MAC therefore varying the rate of absorption. The greatest MACs

will be found for X-rays with energies within the absorption edges of an element,

corresponding to a few eVs greater than the greatest shell transition energies (e.g

Al K -absorption edge = 1.60 keV, Kα = 1.49 keV Kβ = 1.56 keV). The absorption
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correction is calculated using Equation 3.7 where h=1.2A/Z2 (A being atomic mass

and Z the atomic number of the element), σ is the Lenard coefficient which takes

into account the electron beam energy. χ is defined in Equation 3.8 where µ/ρ is the

MAC and ψ is the X-ray take-off angle (assumed to be 40◦) [138,139].

A = f(χ) =
1 + h

(1 + χ/σ)[1 + h(1 + χ/σ)]
(3.7)

χ =
µ

ρ
· cosec(ψ) (3.8)

Fluorescence correction, F

If a re-absorbed X-ray is of a high enough energy it may be possible to generate

the emission of another characteristic X-ray via a process known as X-ray fluores-

cence. X-ray fluorescence can be split into two forms depending on the type of

X-ray generating the fluorescence: Characteristic secondary fluorescence (CSF) and

Bremsstrahlung secondary fluorescence (BSF).

During CSF there is a loss of a characteristic X-ray from one element and an

X-ray gain for another element. The magnitude of CSF is at its greatest when the

energy of the exciting X-ray lies at or above an X-ray absorption edge of the fluoresc-

ing element, particularly an issue when involving two transition metals near-adjacent

to each other in the periodic table. As CSF involves characteristic X-rays for excita-

tion, the highest energy characteristic X-ray is unable to be generated through this

method. BSF has a lesser effect than CSF but is capable of exciting all characteristic

X-rays with energies up to the Duane-Hunt limit. As the Bremsstrahlung generation

rate decreases for higher energy X-rays, BSF has the greatest magnitude for lower

energy X-ray lines.

F =
1

1 + If/IA
(3.9)

The simplified fluorescence correction formula is shown in Equation 3.9 [140],
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where F is the fluorescence correction factor, If is the fluorescence X-ray intensity

and IA the primary X-ray intensity. This correction assumes that the exciting and

generated X-ray are both from K -lines, when other X-ray lines are involved the

correction weakens as the fluorescent yields of these lines is not as well established.

Another shortcoming of the F correction is the inability to distinguish the origin

of an X-ray. X-ray fluorescence extends the excitation volume beyond that of the

primary X-ray generation volume. In the case of layered materials or materials

featuring grain boundaries this can result in unwanted X-ray generation from outwith

these boundaries. The F correction is unable to correct for this resulting in these

X-rays skewing any compositional calculations.

Once the ZAF corrections have been applied and a first approximation has been

derived for each elements present in the specimen an iterative cycle begins to cal-

culate the true composition of a material. Combining equations 3.3, 3.4 & 3.5 and

applying the calculated ZAF correction allows the derivation of Cunk. Cunk is still

only an approximation of the specimen composition. To generate a more accurate

composition the ZAF corrections are then recalculated using Cunk as a base com-

position then reapplied to produce a new composition C1. This cycle then repeats,

deriving C2 from C1 and so forth, shown in Equation 3.10

Cunk · [ZAF ]1 = C1 → C1 · [ZAF ]2 = C2 → C2 · [ZAF ]3 = C3 → . . . (3.10)

This process repeats over a number of iterations until the results of each consecu-

tive composition converge to one value (the true composition) or a user set maximum

number of iterations have been performed. By using standards with a composition

similar to that of the unknown specimen the reliance on the ZAF to produce the

true composition from the first approximations is reduced and the calculation should

require fewer iterations. Alternative correction factors are available for quantitative

analyses such as the PAP or ϕ(ρZ) models. The JEOL software performs quantita-

tive measurements using the following ZAF corrections: Philibert-Tixier method for

Z [141], Philibert method for A [142] and Reed method for F [140].
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Quantitative EDX is usually known as “standardless” analysis, requiring a mea-

surement of the specimen only to calculate a quantitative composition. This greatly

reduces the acquisition time for compositional measurements while increasing the

uncertainty present. There are two forms of “standardless” measurements: The first

uses a database of pre-existing standard results to derive the K -ratios from the EDX

spectra counts.

The second is a “first principle” calculation, theoretically approximating the

number of characteristic X-rays generated in a pure material and using that as a

“standard” to derive the K -ratio. The first principle calculation formula is given in

Equation 3.11 where Ich the characteristic X-ray intensity, NA is Avogadro’s number,

ρ is density, A is atomic number, ω the fluorescence yield, R describes the backscat-

tered electron correction, Ec the critical energy require for X-ray generation, E0 the

beam energy, Qx the ionization cross section and dE/ds is the energy loss rate [143].

Ich = (
NAρ

A
)ωR

∫ Ec

E0

Qx

dE/ds
dE (3.11)

.

The sheer number of parameters in Equation 3.11 shows the complexity of first

principle calculations, in turn highlighting the uncertainty contained due to the num-

ber of approximations that are made when calculating Ich.

3.3 Monte Carlo simulations

Throughout this thesis two simulation packages are used to assist experimental elec-

tron microscopy measurements and to allow theoretical studies to be performed to

understand the interactions within these measurements.

CASINO

The CASINO Monte Carlo simulation program [144] is a useful tool for under-

standing electron-solid interactions when performing electron beam analyses on a
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specimen. The program simulates an electron beam impinging on a sample, simu-

lating a number of electron trajectories to represent a measurement within an SEM.

CASINO allows the user to select multiple parameters to tune the simulation to

the experimental conditions the user requires (e.g. material composition density,

beam energy and angle of incidence). The number of electron trajectories required

is also user selected with low numbers producing more disperse results and a greater

number providing a well represented average.

From these trajectories the beam excitation volume within the specimen can

be calculated and the electron energy distribution in both the lateral and vertical

directions (Only 2D simulations have been used within this thesis however 3D sim-

ulations can be performed). Knowing the energy distribution within the specimen

allows CASINO to calculate the X-ray generation and absorption depths of the char-

acteristic X-ray lines present within the material. A number of CASINO simulations

at different beam energies are shown in Figure 3.14

These outputs from CASINO allow the user to determine the required beam

parameters to correctly perform their EDX/WDX measurement ensuring X-ray gen-

eration remains within the upper film of layered samples and indicate if beam over-

voltage may be problematic for thin film quantification (Ideally a beam over-voltage

of 2× the highest characteristic X-ray energy is used however this is not always possi-

ble when measuring layered materials). In order for CASINO to be utilised properly

prior knowledge of the specimen composition is required however it may still be used

to determine upper and lower beam energy boundaries for layered samples if only

basic compositional information is known. Within this thesis the CASINO simu-

lations assume a perfectly flat, evenly distributed specimen however more complex

structures can be simulated at the expense of increased simulation time.

DTSA-II

DTSA-II is an X-ray simulation package that allows the user to simulate EDX ex-

periments and derive compositions using the in built quantitative program [145]. As

with CASINO the user has full control of the specimen composition and beam pa-
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Figure 3.14: CASINO simulation results showing the electron penetration depths
within a 500 nm AlN film (ρ = 3.26 g/cm3) on a Si substrate (ρ = 2.33
g/cm3) using 20,000 electron trajectories and a beam voltage of (a) 5
kV, (b) 7.5 kV, (c) 10 kV and (d) 15 kV

rameters and produces similar outputs (e.g. excitation volume and X-ray generation

depths). Rather than selecting a set number of electron trajectories DTSA-II uses

dose time [beam current (nA) × dwell time (s)] to represent the irradiation from the

electron beam, more inline with experimental work.

For X-ray analysis DTSA-II goes a step further than CASINO by simulating the

number of X-ray transitions produced by the simulation and generating the respec-
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tive EDX spectra from this measurement. DTSA-II does this by first calculating

the underlying X-ray intensity emitted from each characteristic X-ray lines and then

broadening to fit the energy channel range set by the user and reflect the detector

parameters used. The ability to calibrate the detector used within the simulation

allows the user to upload experimental EDX spectra and compare to simulated data

with results being independent of the detector response. When simulating the X-

rays generated within the specimen DTSA-II separates the X-ray counts into their

type and source of excitation: Characteristic X-rays generated by the electron beam,

Bremsstrahlung generated by the electron beam, CSF and BSF. This allows the user

to investigate the fluorescence behaviour within the specimen which was previously

impossible through experimental methods. This can be advanced further as the user

is able to turn off certain types of X-ray generation from the simulation allowing sim-

ulations to focus on particular X-ray types (e.g secondary fluorescence) or generate

a spectra only containing one X-ray type (e.g Bremsstrahlung spectrum). An exam-

ple of a DTSA-II simulation showing underlying characteristic X-ray counts and the

respective EDX spectra is shown below in Figure 3.15. The DTSA-II simulations

within this thesis are all performed assuming a perfectly flat, film-substrate material

but more complex geometries and multilayered structures can be measured through

supplementary python scripting.

3.4 Specimen mapping

Using the previously mentioned techniques (WDX and CL) it is possible to use

scan across the sample surface or cross section to generate correlative WDX and CL

maps. With the EPMA used within this study it is possible to map any composi-

tional variation within a sample on length scales down to 20 nm per pixel, though

the excitation volume within the sample will exceed this pixel size. Through simulta-

neous acquisition of the CL signal during WDX mapping it is possible to determine

how the optical properties of the material are dependent on the material compo-

sition. Compositional variation across the sample may result in the enhancement

(or suppression) of particular luminescence bands or produce shifts in peak energies,
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Figure 3.15: EDX X-ray spectra produced by a DTSA-II simulation on 1 µm
Ga2O3/Si thin film using an electron beam energy of 10 keV and probe
dose of 4000As

through correlative mapping optical variation may be attributed to spatial regions of

the sample which would previously be screened through broad WDX and CL point

measurements.

When performing WDX mapping the spectrometer is first set to the wavelength

of a characteristic X-ray of the element to be mapped. The next step is to select the

region of interest for the map and decide an appropriate map size. The map takes

the form of an array of pixels with the pixel size and number dictating the map

dimensions. Within each pixel a specific beam dwell time is assigned from which

the software will calculate the required raster scan speed to cover the whole map

array. As the dwell time will be significantly less than the measurement time within

quantitative measurements the number of X-rays generated and reaching the detector

will be substantially lower so a greater beam current may be required. Therefore, a

balance between dwell time, beam current and pixel size & number must be met to

ensure the required map resolution is achieved. Generally the pixel size used would

be near the smallest possible to provide the best resolution e.g 40-80 nm × 40-80 nm

using a 40 nA beam with dwell time of between 150-250 ms. This would allow the

acquisition of 100 × 100 or 200 × 200 maps (2-8µm × 2-8µm or 4-16µm × 4-16µm)

in 1-3 hours and should allow the generation of a sufficient number of X-ray for all
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elements.

Joint CL and WDX mapping is where the strengths of the EPMA come to light.

For the WDX the acquisition time of a single scan of the full map can range from a

few minutes to multiple hours, when multiple elements are required (10+ common

for geological samples) the acquisition time is greatly increased. Having 4 WDX

spectrometers allows high resolution multi-elemental maps to be generated while

keeping the acquisition time within a manageable range. More commonly used EDX

detectors may acquire maps for all energies/elements simultaneously they are unable

to distinguish between overlapping X-ray lines and to the same resolution as what is

capable using the EPMA WDX spectrometers. As mentioned previously, the EPMA

features an optical microscope which is used to make sure the sample is in focus

with the WDX spectrometers. This optical microscope acts as the collection source

for the CL signal, allowing the CL signal to also be acquired in focus with both the

sample and the X-ray signal. Both signals acquired in focus ensures the correlative

WDX and CL maps are showing similar spatial resolution.

The JEOL software used to operate the EPMA has may features assisting the

acquisition of the WDX-CL maps: any drift in the automated stage during the

map acquisition can be corrected for using SE imaging. By acquiring an SE image

before and at regular intervals during the map any stage drift can be calculated by

the software and the stage moved accordingly to reverse the effect, improving the

map quality and retaining the nm scale spatial resolution. The EPMA stage can be

controlled in all three spatial dimensions, this allows the mapping of rough samples

or films with thickness variations while retaining optical focus. When acquiring a

large map heavily effected by the thickness variations multiple smaller map sections

may be acquired, with the EPMA gradually adjusting the focus to account for the

height differences. The software can then stitch the subsections together, generating

the full combined map with no focusing issues.

Another key piece of software used within these investigations during sample

mapping is the cathodoluminescence hyperspectral imaging and manipulation pro-

gram (CHIMP) created by Dr Paul R. Edwards. CHIMP acts as both the acquisition

and post-processing program for the CL mapping.
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The type of CL mapping performed here is hyperspectral CL imaging, collecting

an entire spectrum at each pixel. This generates a data cube of spectral information

within a fixed spatial region. Post CL acquisition CHIMP is used to extract various

optical parameters from this data cube. Peak fitting can be performed to isolate

individual luminescence peaks from complex spectra, determining the properties of

the deconvolved peaks (e.g intensity, FWHM). As a entire spectrum is collected at

each interval the changes to these peak properties can be mapped unlike conventional

monochromatic CL imaging. From the hyperspectral data cube monochromatic CL

intensity slices may also be extracted by integrating over a define energy range al-

lowing single maps to be generated for particular optical bands. Other possible

properties which may be mapped through CHIMP are peak centroids (the centre of

“mass” of the peak) or true colour in the case of visible light spectroscopy. This

is particularly useful when correlated with WDX mapping as peak broadening or

shifts in peak energy will also accompany the intensity variation reflected in the

compositional variation of a sample or surface feature.
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AlGaN

4.1 Introduction

Using WDX and CL spectroscopy the optical and compositional properties of wide-

bandgap aluminium-gallium nitride thin films grown with polar, semi-polar and non-

polar crystal orientations have been investigated.

As the ultrawide bandgap of AlxGa1−xN films can be engineered from 3.4 - 6

eV [51] it makes them highly desirable for LEDs operating in the deep UV spectral

range. Such LEDs can then be applied within devices for medical sterilisation, water

purification and UV communication [67,146,147].

As mentioned in Chapter 2 there are a number of complications impacting the

efficiency of AlxGa1−xN LEDs, particularly for high AlN contents. Firstly, doping is

a major issue, the increasing activation energy of commonly used Si n-type dopants

(180 – 250 meV for pure AlN) and Mg p-type (∼ 630 meV) [67, 68] results in poor

film conductivity, aggravated by the low hole mobility in high AlN fraction films. An-

other issue of these devices is the switch in the light polarization extracted from these

devices with increasing levels of AlN, flipping from transverse electric to transverse

magnetic, reducing the light extraction efficiency of high AlN AlxGa1−xN LEDs [83].

III-Nitride LED and MQW structures also feature large internal polarization fields

impacting the functionality of these devices by reducing the quantum efficiency and
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redshifting the emission energies [148,149]. This chapter will focus on the characteri-

sation of AlxGa1−xN thin films grown along different crystal orientations (semi-polar,

non-polar) as a way to minimise the impact these internal polarization fields common

to c-plane, polar III-Nitrides.

As these polarization fields are along the c-plane direction in the wurtzite crystal

their impact can be mitigated by growing materials along non/semi-polar directions

[150, 151]. However growth along these crystal orientations proves difficult with

different challenges such as suitable substrate availability, low defect growth and

unknown optical behaviour of the films [151, 152]. The difficulty in growing such

materials has resulted in the device properties being poorly established, with only two

published papers featuring semipolar LEDs (to the best of my knowledge). The first

published report of a semipolar AlxGa1−xN LED described operation at an emission

wavelength of 307 nm [153] and more recently a report of an r -plane AlxGa1−xN

LED operating in the 270 nm range was published [154].

Non-polar LEDs are just as unknown as their semi-polar counterparts however

the enhanced efficiency of semi/non-polar has been investigated and shown through

computational modelling [155]. Alternatively, through the fabrication of nanostruc-

tures there are reported cases of LEDs being fabricated from the non-polar growth of

GaN & AlxGa1−xN MQWs on the facets of nanorods [156–159]. Before progress can

be made in the fabrication (and operation) of these structures and devices it will be

instructive to investigate the fundamental properties of the materials through bulk

thin film characterisation. Within this chapter a series of MOCVD grown wurtzite

AlxGa1−xN films with polar, semi and non-polar orientations were analysed: Polar

c-plane (0001), non-polar m-plane (101̄0) & a-plane (112̄0) and semi-polar planes

(112̄2) & (101̄3). A set of undoped AlxGa1−xN samples spanning the entire AlN com-

positional range for each orientation was provided by Dr. Duc V. Dinh and Prof.

Markus Pristovsek from the Institute of Materials and Systems for Sustainability,

Nagoya University [59, 160, 161]. An additional set of Si doped (112̄2) AlxGa1−xN

samples with high Al compositions were provided by Drs. Humberto Foronda Tim

Wernicke and Prof. Michael Kneissl from the Technische Universität Berlin (TU

Berlin) [66].

76



Chapter 4. AlGaN

4.2 Growth of AlxGa1−xN films and semi/non-polar

substrates

Both sets of samples were grown using a close-coupled showerhead MOVPE reactor

with ammonia (NH3), trimethylgallium (TMGa) and trimethylaluminium (TMAl)

being used as the precursors. The Si doping for the TU Berlin samples was provided

by introducing silane (SiH4) into the reactor during growth. For the Nagoya samples

and substrates the following procedure was used:

Rather than directly growing the AlxGa1−xN layer directly upon the sapphire sub-

strate a thin buffer layer of AlN was grown prior to the AlxGa1−xN film. In order to

promote AlxGa1−xN growth along the desired crystal orientations differently oriented

sapphire substrates were used with the AlN buffer layer forming a template for the

semi- and non-polar AlxGa1−xN layer to follow. The following sapphire substrates

were used to produce the differently oriented AlN/sapphire templates allowing the

growth of the semi/non-polar AlxGa1−xN layers: (0001) AlN (d≈ 800 nm) on c-plane

sapphire, (112̄2) AlN (d≈ 1000 nm) on m-plane sapphire, (101̄0) AlN (d≈ 350 nm)

onm-plane sapphire, and (112̄0) AlN (d≈ 350 nm) on r -plane sapphire [160]. To pro-

duce the (101̄3) AlN template, a 10 nm (101̄3) AlN layer was initially sputtered onto

a 2-inch m-plane sapphire wafer using directional sputtering. Afterwards, this wafer

was loaded into the reactor chamber to grow a 300 nm (101̄3) AlN layer [59]. The

exact growth parameters for the AlN/sapphire templates are found in Refs. [59,160].

For the AlxGa1−xN film growth, about 100 nm AlN was initially grown on these

templates at 1290◦C at a reactor pressure of 27 hPa. Afterwards, AlxGa1−xN layers

with a nominal thickness of 1.5 µm were grown at 1150◦C at a reactor pressure of 100

hPa. The AlxGa1−xN composition was varied by changing the partial pressures of

TMGa and TMAl while keeping the overall flow rate and the NH3 flow constant [59].

For each orientation AlxGa1−xN films were grown with expected contents of x = 0

(GaN), 0.1, 0.2, 0.4, 0.6, 0.8 & 1 (AlN). The growth cycle for x = 0.6 was also

repeated a further time.

The AlxGa1−xN samples provided by TU Berlin were grown using a similar ap-
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proach [66]. Firstly, semi-polar growth was achieved through growth on nitrated

m-plane (101̄0) sapphire at 1135◦C. As with the Nagoya samples the AlxGa1−xN

composition was controlled by the partial pressures of the precursors with expected

AlxGa1−xN compositions of approximately x = 0.6 & 0.8. A growth temperature

of 1095-1100◦C and reactor pressure of 500 hPa was kept constant for all samples.

In situ reflectance measurements determine the film thickness to be approximately

1.15µm for x = 0.6 and 0.75 µm when x = 0.8. The dopant concentration was con-

trolled by varying the SiH4/III partial pressure ratio, which was between 1.5 × 10–5

to 3 × 10–4 for x = 0.6 and 5 × 10–5 to 6 × 10–4 for x = 0.8 [66].

4.3 Compositional measurements

The WDX and CL measurements were performed on a JEOL JXA-8530F EPMA.

Two WDX measurements were completed to determine the entire composition of the

film:

1. The major element components (Al, Ga & N) were determined using a beam

energy of 10 keV, 40 nA beam current and a beam spot size of 10µm. X-rays

were counted for 60s at the peak position and 30s at each side of the peak for

the background.

2. Due to the reduced concentration the Si dopant density was measured sepa-

rately. This measurement used a increased beam current of 400 nA and ex-

tended X-ray counting times of 360s on the peak and 180s for each background.

The remaining parameters remained the same as measurement 1.

The results from the two measurements were then combined using the JEOL

EPMA software and the entire composition of the film was recalculated. The k -

ratios used to determine the material compositions were calculated using the follow-

ing standards: AlN for Al & N, GaN for Ga and Si for Si. A thallium acid phthalate

(TAP) crystal was used for the Al Kα, Ga Lα and Si Kα X-rays and a synthetic

layered pseudo-crystal was required for the N Kα X-rays [162]. Samples were car-
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bon coated prior to WDX measurement to prevent sample charging from electron

accumulation. For consistency the standards used were also carbon coated.

9 measurement points were taken for each sample in a 3 × 3 grid with 0.25-0.5

mm spacing, the average sample composition and random error were then calculated.

The quality of each individual measurement was assessed using the calculated total

Wt% and the N at%, which should be 100 and 50 respectively. In general, mea-

surements with a total Wt% lying between 98-102% were considered acceptable and

measurements outwith this range were discounted, for high AlN samples a greater

tolerance was accepted as the measurement was impacted by sample charging. As

the AlxGa1−xN alloy has the same stoichiometry as the two binary semiconductors

(AlN and GaN) the N content should be 50 at%. Measurements producing dissimilar

N at% values were also removed from the analysis (48 at% ≤ N ≤ 52 at%).

As mentioned, sample charging is the most probable reason for WDX measure-

ments producing results with a Wt% or N at% lying outside the acceptable range.

The accumulation of electrons reduces the effective beam energy resulting in a lesser

number of X-rays being generated from the sample. This is reflected in a reduced

Wt% when the number of X-rays produced by the sample is compared to that pro-

duced from the standards used during quantification. Other possible reasons for

unsatisfactory Wt% or incorrect cation-anion stochiometries may be: Surface con-

tamination; a rough sample surface resulting in poor alignment between the sample

and WDX spectrometers or poor standard choice. As mentioned in Chapter 3, by

choosing standards similar in composition to the unknown sample (AlN and GaN

for AlxGa1−xN in this case) the reliance on the ZAF correction factors to calculate

the true sample composition is reduced. Quantitative measurements using exotic

standards compared to the unknown will require large correction factors for which

there can be a high level of uncertainty. This can affect the calculated composition

of the sample, reflected in the Wt% or elemental at%.

Due to the number of samples, the results from the WDX compositional measure-

ments are expressed graphically in Figure 4.1 where the composition calculated by

WDX is plotted against the expected composition from the precursor partial pres-

sures during growth rather than a composition calculated from another analytical
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Figure 4.1: AlN content determined by WDX vs AlN content expected from the
partial pressures during MOCVD growth. The different symbols/colours
are used to differentiate between the AlxGa1−xN crystal orientations and
the source of the AlxGa1−xN. The black dashed line indicates perfect
agreement between the expected and calculated AlxGa1−xN composition

technique.

In Figure 4.1, the Al composition of the Nagoya samples is generally underesti-

mated from the TMGa and TMAl partial pressures during growth, reflected in the

WDX AlN composition being approximately 0.5 - 0.75 × less than expected for x

≤ 0.4. For higher AlN AlxGa1−xN growth cycles the dissimilarity between the ex-

pected and true composition is reduced. For all crystal orientations similar levels of

Al incorporation was found consistent across both sample series. A larger variation

in the composition is seen for growth cycles producing AlxGa1−xN with higher AlN

contents however, in general, the sample composition is within the expected range.

For the (112̄2) TU Berlin samples there is a good agreement between the com-

positions calculated via WDX, with what was expected from the AlxGa1−xN growth
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conditions and with the results obtained on the Nagoya samples. Growth cycles aim-

ing to produce AlxGa1−xN with a composition x= 0.6 show a fair amount of com-

position variation (x= 0.54-0.62) due to the number of samples produced however

generally the AlN content is around the x= 0.6 level. The compositional variation

is also comparable to the variation seen across the different crystal orientations in

the Nagoya set of samples. There is a strong agreement between the composition of

the samples grown with an expected AlN content of x= 0.8 with little compositional

variation seen across the multiple samples (x= 0.79 - 0.8). The compositional agree-

ment produced and the variation of the x= 0.8 TU Berlin samples is better than

that found across the different orientations of the Nagoya samples.

Previous publications investigating MOCVD grown AlxGa1−xN films have found

a greater Al incorporation for a-plane (112̄0) [163] and semi-polar (112̄2) [164] orien-

tations compared to c-plane due to differences in the mobility of the adatoms within

these orientations and the orientation/density of dangling bonds on these surfaces.

For pulsed MOCVD growth the Al incorporation for was found to increase for (101̄3)

and (101̄0) orientations compared to (112̄2) and (0001) agreeing with the conclusion

that the increased number of cation dangling bonds increases Al incorporation [165].

However, for continuous growth as performed for our samples there are consistent

levels of Al incorporation for all crystal orientations. Dinh attributes this to the

strong Al-N bond preventing the desorption of already incorporated Ga atoms [59].

Knowing that there was a dissimilarity between the expected AlN composition

and that calculated via WDX the results from the WDX measurements were then

compared to XRD results measured by the respective collaborators. This was done

to establish whether the disagreement seen in Figure 4.1 was due to the WDX un-

derestimate the composition of the AlxGa1−xN films, particularly when x ≤ 0.4, or

if there was simply lesser Al incorporation for these growth cycles. The comparison

between the WDX and XRD results are shown in Figure 4.2.

In Figure 4.2 there is a strong agreement between WDX and XRD when calcu-

lating the composition of the AlxGa1−xN films, regardless of the AlxGa1−xN crystal

orientation or the sample composition. The results shown Figure 4.2 imply that

when x ≤ 0.4 the reduced composition of the Nagoya samples compared to what was
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Figure 4.2: AlN content determined by WDX vs AlN content determined by XRD.
XRD data is courtesy of Drs Duc V. Dinh and Humberto Foronda
. The different symbols/colours are used to differentiate between the
AlxGa1−xN crystal orientations and the source of the AlxGa1−xN. The
black dashed line indicates perfect agreement between the AlxGa1−xN
composition determined by WDX and XRD

expected is the true sample composition, rather than a shortcoming of the WDX

technique/recipe used during these measurements.

Two tables summarising the WDX, XRD and CL results found later in this

chapter are shown below with the Nagoya results found in Table 4.1 and the TU

Berlin results in 4.2
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Sample
Crystal

Orientation
x from WDX

(%)
x from XRD

(%)
CL NBE

energy (eV)

A1 (0001) 5.4 5.1 3.53

A2 (0001) 9.9 9.9 3.64

A3 (0001) 29.3 27.0 4.08

A4 (0001) 41.0 - 4.29

A5 (0001) 72.0 71.0 5.05

A6 (0001) 0.0 0.0 3.42

A7 (0001) 100.0 100.0 -

A8 (0001) 52.5 54.1 4.60

B1 (112̄0) 5.5 6.4 3.51

B2 (112̄0) 10.9 10.1 3.62

B3 (112̄0) 27.2 28.3 3.91

B4 (112̄0) 53.9 - 4.49

B5 (112̄0) 73.6 73.8 4.98

B6 (112̄0) 0.0 0.0 3.39

B7 (112̄0) 100.0 100.0 -

B8 (112̄0) 60.3 58.7 4.54

C1 (101̄0) 6.2 6.0 3.55

C2 (101̄0) 10.6 9.3 3.65

C3 (101̄0) 33.9 32.0 4.09

C4 (101̄0) 65.6 - 4.59

C5 (101̄0) 74.0 73.3 4.93

C7 (101̄0) 100 100 -

C8 (101̄0) 59.9 55.9 4.43
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Sample
Crystal

Orientation
x from WDX

(%)
x from XRD

(%)
CL NBE

energy (eV)

D1 (112̄2) 5.3 5.3 3.51

D2 (112̄2) 10.2 9.7 3.62

D3 (112̄2) 27.6 26.4 3.98

D4 (112̄2) 58.9 - 4.67

D5 (112̄2) 71.2 71.0 4.99

D6 (112̄2) 0.0 0.0 3.41

D8 (112̄2) 52.5 54.4 4.68

E1 (101̄3) 5.3 4.9 3.51

E2 (101̄3) 10.9 8.4 3.62

E3 (101̄3) 26.6 24.1 3.98

E4 (101̄3) 64.7 - 4.67

E5 (101̄3) 74.5 71.1 4.99

E6 (101̄3) 0.0 0.0 3.41

E7 (101̄3) 99.7 100.0 3.41

E8 (101̄3) 60.5 54.9 4.68

Table 4.1: Summary of WDX, XRD and CL results performed on a series of MOCVD
grown AlxGa1−xN samples from Nagoya University. XRD measurements
and analysis were performed by Dr Duc V. Dinh at Nagoya University

4.3.1 Silicon doping

When measuring silicon doping in III-Nitride materials using WDX there is an over-

estimation of the Si content when compared to other analytical techniques such as

SIMS. The reason behind this has been attributed to Si surface contamination typi-

cally seen in MOCVD III-Nitride growth [137]. This Si contamination was found to

be permanent, with plasma and HF treatment having a minimal effect [137] resulting

in the incorrect determination of the dopant density through WDX.

To mitigate this a correction method was derived using SIMS and WDX data to
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Sample
Crystal

Orientation
x from WDX

(%)
x from XRD

(%)
CL NBE

energy (eV)

TS5600 (112̄2) 58.1 62.0 4.61

TS5597 (112̄2) 58.0 64.0 4.65

TS5585 (112̄2) 60.2 64.0 4.71

TS5565 (112̄2) 57.1 65.0 4.64

TS5599 (112̄2) 55.4 63.0 4.59

TS5593 (112̄2) 61.1 65.0 4.73

TS5587 (112̄2) 62.4 62.0 4.76

TS5602 (112̄2) 60.2 64.0 4.73

TS5740-2 (112̄2) 61.9 64.0 4.73

TS5669 (112̄2) 54.4 62.0 4.55

TS5634-3 (112̄2) 56.2 61.0 4.56

TS5740-3 (112̄2) 59.7 64.7 4.67

TS5770 (112̄2) 80.2 79.6 5.03

TS5769 (112̄2) 80.1 78.9 5.02

TS5712 (112̄2) 79.3 78.1 5.02

TS5775 (112̄2) 79.9 72.7 5.07

TS5762 (112̄2) 79.2 82.3 5.05

TS5776 (112̄2) 78.6 78.2 5.06

Table 4.2: Summary of WDX, XRD and CL results performed on MOCVD grown
(112̄2) oriented AlxGa1−xN samples from TU Berlin. XRD measurements
and analysis were performed by Dr’s Humberto Foronda and Johannes
Enslin at TU Berlin
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Figure 4.3: Silicon concentration calibration method reducing value produced by
WDX to that of SIMS. (a) Total ZAF correction for AlxGa1−xN as a
function of AlN composition (x ). The red line is a parabolic fitted func-
tion used to determine the AlxGa1−xN ZAF between x = 0.55 - 0.85
(b) Si concentration (cm−3) determined by SIMS against the reduced
Si X-ray count rate (cps/µA) within GaN. Blue markers identify results
from SIMS measurements taken on the samples from TU Berlin. Black
markers are from samples outwith this study. The solid red line is the lin-
ear fitted relationship between all data points (equation shown in inset).
The dashed red line indicates the lower detection limit where calibration
cannot be accurately performed (≤200 cps/µA)

accurately reduce the Si content to a value closer to the true approximation. The

exact calibration method can be found in [137] but the summarised process is found

here:

1. The Si X-ray counts must be made comparable for all samples and beam con-

ditions. This is done by first converting the Si raw X-ray counts into cps/µA.

2. As the number Si X-ray counts will be affected by the AlN composition of

the sample (see ZAF corrections), the cps/µA is adjusted to the respective

X-ray counts in pure GaN. This is done by multiplying the cps/µA by the

GaN/Sample ZAF correction ratio for Si Kα X-rays (1.2602/Sample ZAF).
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The sample ZAF can be taken from the calculated calibration curve shown in

Figure 4.3a.

3. The reduced Si X-ray counts in cps/µA are then used to calculate the adjusted

Si dopant concentration in GaN (cm−3) using the calibration line in Figure

4.3b (red line). The calibration line in Figure 4.3b is generated using SIMS

and WDX data taken on multiple AlxGa1−xN samples with the samples from

TU Berlin marked as blue squares.

4. The adjusted Si concentration is then reconverted back to the concentration

within AlxGa1−xN.

This Si concentration corresponds to what the expected concentration would

be if measured through SIMS. A lower limit is set on the calibration due to

the detection limit of WDX, this is identified in Figure 4.3b set as a reduced

Si X-ray count of 200 cps/µA (dashed red line).

The results of this calibration method are shown in Figure 4.4a, with the x =

0.6 and 0.8 series treated separately. The Si concentration is taken from the GaN

calibration line (black data markers) in 4.3b and then converted to the respective Si

concentration for the AlN content of the samples (red data markers).

The 200 cps/µA lower limit originates from previous studies by Spasevski found

in [137]. As part of this investigation a series of AlxGa1−xN samples with low levels

of Si doping were measured by SIMS. SIMS identified the samples to have Si con-

centrations on the order of 1017cm−3. WDX measurements performed on the same

samples produced Si count rates of approximately 200 cps/µA. These count rates

were found to be comparable to a sample with a much higher level of Si doping

with WDX producing a count rate of 220 cps/µA and SIMS measuring the dopant

concentration to be 3.6×1018cm−3. An unintentionally doped sample also produced

a similar count rate of 192 cps/µA. From these results it was deduced that WDX

was unable to accurately differentiate the Si dopant concentration from the contam-

inant background level below a particular count rate. This was set to be 200 cps/µA
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Figure 4.4: (a) Calibrated Si concentration (cm−3) as a function of Si X-ray count
rate (cps/µA). Red solid line is the linear relation between Si count rate
and concentration in AlxGa1−xN (red squares for x = 0.8, red triangles
for x = 0.6). Black solid line and data markers is the corresponding
relationship between Si count rate and concentration for GaN materials.
(b) Calibrated Si concentration (cm−3) as a function of silane/group III
precursor ratio during growth for the TU Berlin AlxGa1−xN samples
calculated using GaN calibration method. Black circles are for the x =
0.6 series of samples and red triangles for x = 0.8

corresponding to what was produced from samples with Si concentrations below the

detection limit of WDX.

The detection limit being set at a reduced Si X-ray count of 200 cps/µA cor-

responds to a Si concentration of approximately 2.4×1018cm−3 in GaN, increasing

to 4.6×1018cm−3 in pure AlN [137]. While WDX has a lower detection limit of ap-

proximately 10 ppm (0.001 WT%) [166] the limit for Si measurement in AlxGa1−xN

quoted here is higher at 35 ppm due to the surface contamination issues mentioned

earlier. These values also apply to measurements using a beam energy of 10 keV,

increases (decreases) to the beam energy would decrease (increase) the impact of sur-

face contamination possibly reducing (increasing) the detection limit for Si doping

measurements in AlxGa1−xN by WDX.

Figure 4.4b shows the relationship between the Si concentration within the film

and the Si availability during growth through the silane/III precursor ratio. The
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samples exhibit a linear increase in the Si concentration with increasing silane/III

ratio regardless of the AlN molar fraction present in the sample. This shows the Si

incorporation is independent of the Al composition for (112̄2) material agreeing with

results from c-plane [162] and other studies on (112̄2) AlxGa1−xN [167].

4.3.2 Electronic properties

The electrical properties of these materials were studied in greater detail by Dr

Humberto Foronda, using room temperature Hall effect measurements to determine

the carrier concentration, mobility and resistivity within the films [66].

Figure 4.5: Si concentration and carrier concentration in (112̄2) AlxGa1−xN against
silane/III ratio for series of sample with x = 0.6 and 0.8 AlN composi-
tions. The red and blue dashed lines are guides for the eye. Adapted
from [66], data is courtesy of Dr Humberto Foronda

The Si dopant concentration determined through WDX and respective carrier

concentration is plotted against silane/III ratio in Figure 4.5 for both sets of (112̄2)

AlxGa1−xN samples (x = 0.6 and 0.8) from TU Berlin. Note that Dr Foronda did
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not perform Hall effect measurements on every sample as some samples were grown

with the same silane/III ratio.

For low silane/III rations there is good agreement between the Si dopant and

carrier concentration present within the films for both Al compositions. The car-

rier concentration linearly increases with Si concentration until reaching a maxi-

mum carrier concentration of 9×1018cm−3 (Si ≈ 6.2×1018cm−3) at silane/III ratio of

1.25×10−4 for x = 0.6 and 6.7×1018cm−3 (Si ≈1.3×1019cm−3) at silane/III ratio of

2.25×10−4 for x = 0.8. Beyond this maximum point the carrier concentration begins

to decrease with increasing Si composition. This “knee-like” behaviour corresponds

to the material entering the self-compensation regime. The high Si concentration

leads to the formation of Si related VIII complexes (e.g. VIII.3Si) reducing the car-

rier concentration [168, 169]. Here, as the Al composition is increased from x = 0.6

to 0.8 the “knee” maximum shifts to a higher Si concentrations unlike in c-plane

material where the opposite is seen for high Al fraction AlxGa1−xN [170].

In the x = 0.6 series for low silane/III ratios the Hall measurements indicate that

prior to the “knee” there is a greater carrier concentration in these samples than

there is Si present. Foronda explains that possible explanations for this may be the

incorporation of other impurities, particularly oxygen, which SIMS determined to be

present in high concentrations (6×1018cm−3) due to increased incorporation rate for

semi-polar orientations [66].

Another consequence of of Si doping in high AlN AlxGa1−xN which must be

considered here is the transition of the Si dopant into a compensating acceptor

defect known as a DX center. Rather than substituting into a regular lattice, Si in

a DX center induces a large lattice distortion resulting in electron trapping at the

DX center [171]. This effectively turns the Si donor into a compensating acceptor,

reducing the carrier concentration present in the AlxGa1−xN [172]. The critical

AlN composition in which this transition occurs is disputed with hybrid functions

calculations determining it to be x = 0.94 [173] however other theoretical values have

found the transition to occur at much lower AlN compositions of x = 0.23 and x =

0.6 [172]. In Figure 4.5 samples with high levels of Si doping present with a higher

carrier concentration for the x = 0.8 series of samples than the x = 0.6. If the Si
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dopants were forming a DX centers the opposite would be expected as the activation

energy of the dopants in the x = 0.8 series would be substantially higher than the x =

0.6 series. Therefore, the reason for the differences in carrier concentration between

the two AlxGa1−x series is attributed to variations in the critical Si concentration

before the dopants enter the self-compensation regime.

While here we have shown successful Si doping in semi-polar AlxGa1−xN for high

AlN compositions which shows promise for the development of efficient deep UV

III-Nitride LEDs (counteracting the doping and QCSE effects mentioned in Chapter

2) there are other factors which may assist the work presented here. One possibility

mentioned previously is Ge doping over Si, with both dopants showing compensation

behaviour however higher carrier concentrations were achieved in Al0.3Ga0.7N films

through Ge doping [169]. However it remains unknown whether the same behaviour

will be observed is higher AlN content films or for semi-polar material. This may also

be limited by the Ge DX transition in AlxGa1−xN, predicted at a critical composition

of x= 0.5 [169].

Another alternative to explore is co-doping, with significant increases in the

AlxGa1−xN conductivity observed through Si-Ge [174] and Si-In [175] co-doping with

the latter producing an AlxGa1−xN photodetector with enhanced quantum efficiency

(EQE ≈60%)

The results from carrier mobility measurements taken on these samples are shown

in Figures 4.6(a) and (b) respectively. The results are in good agreement both with

each other and with the carrier concentration results shown in 4.5. Here the “knee-

like” trend is mirrored with the maximum(minimum) carrier mobility(resistivity)

occurring at the same point identified in 4.5. For the x = 0.6 series this corresponds

to a maximum carrier mobility of 24 cm2V−1S−1, film resistivity of 0.03 Ωcm for a

carrier concentration of 9.0 ×1018cm−3 and a carrier mobility of 21 cm2V−1S−1, film

resistivity of 0.05 Ωcm for a carrier concentration of 6.7 ×1018cm−3 in the x = 0.8

series.
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Figure 4.6: (a) Carrier mobility and (b) film resistivity in (112̄2) AlxGa1−xN against
silane/III ratio for series of sample with x = 0.6 and 0.8 AlN composi-
tions. The red and blue dashed lines are guides for the eye. Adapted
from [66], data is courtesy of Dr Humberto Foronda

4.4 Optical Properties

Room temperature cathodoluminscence measurements were performed on all sam-

ples. RT CL spectra were acquired using a focussed electron beam with the same

beam conditions as the WDX measurements [176]. The CL signal for the samples

from Nagoya was collected using a reflecting objective built-in to the EPMA which

was focused directly into an Oriel MS125 spectrometer with a focal length of 125

mm. The dispersed light was then detected using an Andor 1600-channel electron-

multiplying charge-coupled device. The spectrometer used within these measure-

ments was equipped with a 600 lines/mm grating blazed at 200nm.

An older CL system was used for the TU Berlin samples where the signal was

focussed into an optical fibre before being transmitted into an Andor Shamrock

163 spectrometer with a focal length of 163 mm. This spectrometer was equipped

with a 300 lines/mm grating blazed at 500nm. The older CL system used for these

measurements was sufficient enough to allow CL detection across the UV-visible

range but the use of the optical fibre resulted in luminescence intensity losses in the

deeper UV. To counteract this the system was adapted over time to enhance UV
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detection with the most improved design used for the Nagoya CL measurements.

Figure 4.7: Example RT CL spectrum taken from sample TS5585 x= 0.60 identifying
the main luminescence bands seen for AlxGa1−xN samples

An example spectrum taken from one of the TU Berlin samples with AlN content

= 60.2% is shown in Figure 4.7. The near band-edge emission (NBE) is the band of

the greatest importance from the CL measurements, consisting of emission from the

direct recombination of a CB electron with VB hole and therefore indicative of the

approximate optical bandgap of the material [177,178].

The broad defect luminescence peak is a result of the multiple deep lying de-

fects in the bandgap as donor or acceptor states involving VGa [179] or VGa complex

states with impurities e.g VGa - ON [180–182]. These defects can be detrimental to

the performance of LEDs, acting as non-radiative recombination pathways therefore

impacting the efficiency of these devices. Therefore, by analysing the spectral prop-

erties of the defect band the feasibility of the material/growth mechanism for device

application can be determined. The 2nd order peak is due to 2nd order diffraction of

the NBE emission and is observed at a wavelength 2 × λNBE. Typically the intensity

of the 2nd order luminescence would be much greater than the NBE emission. As
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the 2nd order emission wavelength lies on near/on the grating blaze this is not the

case for the TU Berlin samples as seen in Figure 4.7.

Figure 4.8: Optical bandgap of AlxGa1−xN materials derived from the CL NBE emis-
sion vs the expected bandgap of the material from the composition deter-
mined by WDX using Equation 2.1. The different symbols/colours are
used to differentiate between the AlxGa1−xN crystal orientations and the
source of the AlxGa1−xN. The black dashed line indicates a a gradient of
1 and perfect agreement between the expected and calculated bandgap

From the CL NBE emission the optical bandgap has been derived and plotted

against the expected bandgap from the material composition in Figure 4.8. The

bandgap was calculated from the AlxGa1−xN composition using Equation 2.1 with a

bowing parameter of b=0.9 eV and the results of the WDX measurements. No CL

measurements could be completed on the AlN (or near pure AlN) for each crystal

orientation due to sample charging, poor luminescence and the difficulty in measuring

CL down to almost 200 nm.

From Figure 4.8, in general, the optical bandgap is close to that expected from the

material composition for all crystal orientations for moderate AlN contents, x≤0.4.

As the level of Al alloying is increased to x≈0.6 the agreement between the two
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Figure 4.9: Normalised NBE CL intensity against wavelength (nm) [energy (eV)
secondary x -axis] for Nagoya AlxGa1−xN of various compositions grown
along crystal orientations, specifically: (a) Polar c-plane (0001), (b) non-
polarm-plane (101̄0), (c) non-polar a-plane (112̄0), (d) semi-polar (112̄2)
& (e) semi-polar (101̄3) AlxGa1−xN. Different colours are used to differ-
entiate the spectra by their composition (x ) in each sub-panel.
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experimental methods begins to weaken for both non-polar [(112̄0) & (101̄0)] and the

semi-polar (101̄3) materials resulting in a lower energy NBE emission than expected.

For higher AlN content films, x≥0.6, the agreement further breaks down for these

orientations and also begins to break down for the semi-polar (112̄2) orientation.

For the samples from Nagoya, non c-plane films generally display with a reduced

CL NBE intensity compared to polar samples of similar composition. Accompanying

the reduced NBE intensity of these samples is the increase in NBE FWHM with the

peak either exhibiting as a broadened single or as two distinct double peaks. The

normalised CL spectra Figure 4.9 show that for all crystal orientations, as the Al

composition of the sample increases the peak width also increases. For samples

with the highest AlN contents x≈0.6-0.75 the double NBE peak is evident (note

that in Figure 4.9 (d) & (e) the weak NBE intensity is producing the highly jagged

spectra when x≈0.6-0.75, green and blue data lines). 2nd order emission and defect

luminescence has been removed from some spectra to avoid peak overlaps hence why

for some spectra the peak does not go to 0 intensity on the lower energy edge.

This broadening/double NBE emission may be explained by a number of factors.

Growth on non-c-plane orientations results in an increased surface roughness com-

pared to the c-plane films, particularly for non-polar materials which show square,

“slate-like” morphology for AlN and GaN films [183–185]. Compositional variations

across the edge and surface of these features produce recombination centres of dif-

ferent energies resulting in the broadened NBE emission. This effect magnifies for

higher AlN content films as Al adatoms have a reduced surface mobility compared to

Ga making them unable to diffuse to the edge of these features therefore increasing

the surface roughness [161].

An increased density of basal plane stacking faults (BSFs) may also be responsible

for the broadening. BSF bound excitons can result in a broadened and redshifted

NBE emission in AlxGa1−xN, as evident in Refs. [81,82,186,187]. The density of BSFs

present within a film increases greatly when growing on non-c-plane orientations

[161] and with increasing Al composition [82] therefore further broadening the NBE

emission as seen in Figure 4.9.

Atomic force microscopy (AFM) imaging was performed by Dr Duc V. Dinh to
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Figure 4.10: AFM images showing sample roughness for non-polar a-plane (112̄0)
oriented AlxGa1−xN films with sample composition (a) x=0.00, (b)
x=0.06, (c) x=0.11, (d) x=0.27 & (e) x=0.60. Figures are courtesy
of Dr Duc V. Dinh

determine the surface roughness of the films. Results shown for non-polar a-plane

(112̄0) and semi-polar (101̄3) oriented films in Figures 4.10 and 4.11 respectively.

Figures 4.10 (a)-(c) show the formation of coalesced AlxGa1−xN films with minimal

surface morphology due to the low AlN content within the layers. Increasing the

AlN content prevents the formation of a complete AlxGa1−xN layer instead resulting

in the onset of smaller surface grains as seen in Figure 4.10(d) increasing the surface

roughness. Further increases to the AlN content increases the density and decreases

the size of the grains as seen in Figure 4.10(e). No AFM imaging was performed on

the highest Al content sample (x = 0.73)

AFM results on the semi-polar (101̄3) samples, Figure 4.11, show similar be-

haviour to the (112̄0) films. The lowest Al content samples (a)-(c) show the most

coalesced film surface with formation of smaller structures as the level of Al alloying
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Figure 4.11: AFM images showing sample roughness for semi-polar (101̄3) oriented
AlxGa1−xN films with composition (a) x=0.00, (b) x=0.05, (c) x=0.11,
(d) x=0.27, (e) x=0.65 & (f) x=0.75. Figures are courtesy of Dr Duc
V. Dinh

increases in (d)-(f). Note that the surface morphology is noticeably poorer in Figure

4.11 (a)-(c) than Figure 4.10 (a)-(c) due to the difficulty in growing (101̄3) material.

However within the (101̄3) series there are far fewer surface structures within (a)-(c)

than for the higher Al content films (d)-(e).

The results from the AFM measurements support the conclusion that the NBE

peak broadening for high Al content AlxGa1−xN films seen in Figures 4.9(b) and

(d) is because of the increase in sample roughness. Though not quantified through

mapping there will be compositional inhomogeneity within these surface features

resulting in recombination centres with different NBE emission energies producing

the broadened peaks. The same logic may be applied when moving from c-plane polar

growth to non/semi-polar orientations where there is a degradation in crystal quality

due to the difficulty in growing materials with these orientations. This produces the

broadened emission for the non/semi-polar films, Figures 4.9(b)-(e), compared to
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Figure 4.12: Background corrected CL intensity against wavelength (nm) [energy
(eV) secondary x -axis] for Nagoya AlxGa1−xN of various compositions
grown along crystal orientations, specifically: (a) Polar c-plane (0001),
(b) non-polar m-plane (101̄0), (c) non-polar a-plane (112̄0), (d) semi-
polar (112̄2) & (e) semi-polar (101̄3) AlxGa1−xN. Different colours are
used to differentiate the spectra by their composition (x ) in each sub-
panel.
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(a).

Figure 4.12 shows the background corrected CL spectra acquired from each sam-

ple within each series. Generally, materials with a lower Al composition exhibit

higher luminescence intensity than those with higher Al contents. Interestingly, the

NBE emission intensity is greatest for samples grown with expected Al content of

x=0.4 (black spectra) for all non/semi-polar materials. The black spectra also show

little evidence of lower energy defect related luminescence unlike for higher AlN

fraction samples, where the defect related bands are present in all non/semi-polar

materials for x≥0.6 (green, light blue and purple spectra).

Some of the spectra shown in Figure 4.12 are influenced by Fabry-Pérot in-

terference fringes produced due to the difference in refractive index between the

nitride layer and the sapphire substrates. These fringes produce the “wavelike”

pattern prominent in the defect luminescence bands of the spectra making the wave-

length/energy deconvolution of related peaks difficult. The energies are therefore

approximated in future discussion rather than calculated through peak fitting.

Defect bands previously observed in AlxGa1−xN thin films have been attributed to

DAP recombination involving shallow donors from Si impurities and cation vacancies,

VIII, and their related complexes with oxygen [167,179,180,188]. Depending on the

charge state of the cation vacancy multiple defect peaks may arise. In polar c-

plane and semi-polar (112̄2) AlxGa1−xN three VIII related defect peaks were found

corresponding to the VIII vacancy (VIII)
−3, a single oxygen complex (VIII complex)−2

and double oxygen complex (VIII complex)−1 [167,189].

The peak energy of these transitions is dependent on the AlxGa1−xN compo-

sition however the relation between Al content and emission energy is highlighted

in [167] for polar and (112̄2) material. For Al contents of x=0.4-0.8 the expected

emission wavelength of DAP transitions involving these VIII acceptors corresponds

to λ ≈550-410nm for (VIII)
−3, 440-345nm for (VIII complex)−2 and 340-270nm for

(VIII complex)−1 with strong correlation between the two crystal orientations.

In Figures 4.12(b)-(e) the intense defect peak seen in the green and blue spectra

(x≈ 0.65 and 0.75 respectively) and with weaker intensity in the purple (x≈ 0.6) lie

within the energy range attributed to DAP transitions involving the (VIII complex)−1.
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The broad defect band present for the lower Al content samples, x≈ 0.05-0.10, in

Figures 4.12(a)-(c) (red and orange spectra) could also be within the range expected

for these (VIII complex)−1 transitions.

The films with a high Al composition also show evidence of a peak lying within the

(VIII complex)−2 range albeit with a reduced intensity compared to (VIII complex)−1

with the peak position lying within the 370-400 nm range. The peak presenting at

the end of the spectral range (500-525nm) for the lower Al content samples in 4.12(c)

are also within the range expected for the (VIII complex)−1.

Within GaN the crystal orientation of the material was found to promote the

incorporation of particular impurities with oxygen increasing in concentration from

polar - semipolar (112̄2) - nonpolar (112̄0) [190]. The increased density of oxygen re-

sults in a greater luminescence intensity of defect related bands (with respect to NBE

emission) in agreement with the results here. Other possible explanations for the

defect peaks observed here may be related to carbon based defects/complexes [171]

attributed to yellow band defect luminescence in GaN [182, 190]. Carbon incor-

poration is found to increase with increasing Al content (as well as oxygen) [191]

and has previously been attributed to produce broad luminescence peaks of energy

≈ 3.6 - 3.9 eV in photoluminescence measurements on semi/non-polar AlxGa1−xN

(x≈0.5-0.75) [165] in agreement with the results here.

4.4.1 Conclusion

The optical and compositional properties of two sets of MOCVD grown AlxGa1−xN

samples grown upon polar, non-polar and semi-polar crystal orientations have been

determined through the electron microscopy techniques of WDX and cathodolumin-

scence.

The first set of samples were Si doped (112̄2) AlxGa1−xN grown with moderate-

high levels of Al (x≈ 0.6 & 0.8). The Si dopant concentration was determined first

using WDX and then calibrated using the method highlighted in [137] to reduce the

effect of Si surface contamination on the measurement. Si incorporation was found

to be independent of the AlxGa1−xN composition with comparable Si contents found
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in the x≈ 0.6 & 0.8 series for similar growth conditions in agreement with c-plane

grown AlxGa1−xN.

Electronic properties of these materials were determined through Hall effect mea-

surements. Results indicate that as with c-plane a critical Si doping concentration

exists before self-compensation effects begin, reducing the conductivity of the films

as VIII.Si complexes begin to form causing the “knee-like” behaviour in the carrier

concentration, mobility and resistivity. Conversely to c-plane AlxGa1−xN the Si

concentration at which the “knee” maximum occurs increases with Al composition.

There is also evidence of a high degree of impurity oxygen present due to its increased

incorporation within semi-polar (112̄2) orientations which may be affecting the film

carrier concentration.

The second set of samples were grown over the entire Al compositional range

upon 5 different crystal orientations: polar c-plane (0001), non-polar m-plane (101̄0)

& a-plane (112̄0) and semi-polar planes (112̄2) & (101̄3). Growth cycles aiming

to produce AlxGa1−xN with low Al contents x<0.5 resulted in an Al composition

lower than expected (0.5 ×) from the partial pressures of the elemental precursors

however improved for higher Al growth. Similar levels of Al incorporation were found

regardless of crystal orientation, in disagreement with previous investigations on non

c-plane and non-continuous MOCVD growth.

Optical studies revealed good agreement between the near band-edge emission

energy and the material bandgap expected from the WDX composition for moderate-

low Al compositions x≤0.5 with a bowing parameter of 0.9 eV. The agreement be-

tween the two begins to break down for higher Al contents as the homogeneity of the

film deteriorates with the (101̄0) and (101̄3) orientations showing the greatest differ-

ence in energy. The compositional inhomogeneity is also reflected in the CL spectra

with increasing FWHM and double peaks appearing within the NBE, although other

factors may be contributing. This formation of surface structures causing the com-

positional phase separation has been confirmed through AFM imaging. CL spectra

also show variation in the intensity of defect luminescence across each crystal orien-

tation with non-polar and (101̄3) orientations showing the greatest intensity, likely

due to VIII complexes with impurity oxygen.
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A strong correlation between XRD and WDX compositional measurements and

with PL and CL optical measurements has been proven through this investigation.

Results show that when transitioning from polar to non/semi-polar oriented growth

the incorporation of Al to produce high AlN AlxGa1−xN films should not be affected.

The crystal quality and incorporation of impurities is impacted through growth on

these orientations however resulting in compositional variations and a large density

of oxygen related cation vacancy complexes. This produces high intensity defect

bands in the luminescence spectra and NBE broadening, particularly for high Al

films. Therefore before these semi/non-polar materials can be implemented in optical

devices such as LEDs careful growth control methods must be established to produce

high crystal quality AlxGa1−xN comparable to polar growth.
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Indium-gallium oxide

5.1 Introduction

The ultrawide bandgap of Ga2O3 allows for its use within photodetectors operating

within deep UV ranges. As stated in Chapter 2, high quality Ga2O3 have been grown

on a number of different substrates through various growth techniques allowing the

manufacturing of Ga2O3 photodetectors through various means [87, 192–194]. The

typical cut-off wavelength of Ga2O3 photodetectors is approximately 250-280nm [18]

lying within the UV-C spectral region and leading to applications within underwater,

space and non-line of sight communication systems [9–11]; ozone-layer monitoring

[15]; flame detection for both military and safety purposes [16,17].

As with other semiconductor families such as the III-Nitrides, the functionality

can be extended by producing ternary alloys may be produced through alloying with

alike binary materials. This allows the material bandgap to be tuned and allows

operation within the lower UV energy ranges (e.g UV-B). Again, as stated in Chapter

2 this is typically achieved through alloying with In2O3 forming an indium-gallium

oxide alloy, (InxGa1−x)2O3 (IGO).

IGO alloys have also been grown through various techniques albeit with different

crystal quality. Two reports describe the use of sputtering methods to produce IGO

films over a large In content range, ∼0-60 at% for [195] and ∼15-19 at% for [45]
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with both studies producing amorphous films. Despite the poor crystal quality clear

bandgap redshifts are observed in each case with a 280-320 nm shift in detector cut

off with [45] and a reduced bandgap of ∼350nm (∼3.5 eV) for an In content of 50 at%

in [195]. Sol-gel synthesised films also exhibit successfully redshifted bandgaps with

greater shifts observed for higher In contents across the x∼ 0-0.3 range for [14] and

between 0.6-0.7 in [196]. PLD with different targets has been used to successfully

grow IGO films across the entire In compositional range, successfully reducing the

bandgap from 5.1 to 3.8 eV [197].

Kokubun et al. [14] found that alongside the redshifting in spectral response

wavelength with the addition of In the photodetector performance was improved.

A heightened detector peak responsivity was reported, increasing by 3 orders of

magnitude (≈10−4 - 10−1 A/W) for an increase in In content, x, from ≈ 0 to 0.2.

The same behaviour was seen for MOCVD grown IGO films where an In content

x≈0.2 produces photodetectors with greatly heightened responsivity compared to a

Ga2O3 counterpart (0.79 A/W vs 319.1 A/W) [198].

Another consistent observation within IGO films grown across a large In con-

tent range is deterioration of the film crystallinity. For low In contents there is a

substitution of In with Ga within the monoclinic β-Ga2O3 crystal. When the In

content increases above x≈0.4 a phase separation begins and the crystal forms a

mixed state: monoclinic from β-Ga2O3, cubic from In2O3 and a hexagonal phase

from InGaO3 [14, 44]. The crystal possesses the In2O3 cubic (bixbyite) phase once

x> 0.7-0.8. The crystallographic impact on the device properties was further stud-

ied by [44] determining how the compositional and phase change would impact the

Schottky barrier diode behaviour. An approximation of the optical band gap relation

to indium content and relevant bowing parameter was also derived.

Within this chapter the compositional and optical properties of a combinatorial

piece of IGO from the same wafer as [44] was determined. The enhanced precision of

WDX provides a quality check on the predetermined EDX composition while provid-

ing a more rigorous trace element analysis of the stated Si content. CL spectroscopy

was used to generate new characterising information from the luminescent behaviour

of the material which was previously undetermined. Both the WDX and CL spec-
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troscopy measurements were supplemented with simultaneous mapping. An addi-

tional set of MBE grown IGO samples were also measured with the above mentioned

techniques and further analysed through transmission spectroscopy to determine the

optical bandgaps. The results from the measurements on the two different sources of

IGO materials were then correlated to determine how the material properties may

be related to the growth technique used.

5.2 Properties of PLD grown IGO

This combinatorial piece of indium-gallium oxide was grown and provided by Dr

Holger von Wenckstern at the Universität Leipzig. A version of the growth details

for this sample is found here, rewritten from details provided by the grower in [44]

and [99].

The IGO film was grown directly upon a 51 mm diameter c-plane sapphire wafer

through CCS PLD. A segmented ablation target was used to produce the composition

gradient with the target being composed of In2O3, Ga2O3 and a small concentration

of SiO2 (0.1% WT) to sufficiently achieve n-type conductivity in the film. Oxygen

background pressure and temperature were kept constant during the growth, at

3×10−4 mbar and 650◦C respectively. From the large wafer a smaller 5 mm × 51

mm strip sample was cut.

The WDX and CL measurements were performed on a JEOL JXA-8530F EPMA.

As in Chapter 4 two WDX measurements were completed to determine the entire

composition of the film:

1. The major element components (In, Ga & O) were determined using a beam

energy of 10 keV, 40 nA beam current and a beam spot size of 10µm. X-rays

were counted for 60s at the peak position and 30s at each side of the peak for

the background.

2. Due to the reduced concentration the Si dopant density was measured sepa-

rately. This measurement used a greater beam current of 400 nA and extended
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X-ray counting times of 360s on the peak and 180s for each background. The

remaining parameters remained the same as measurement 1.

Figure 5.1: CASINO simulation results showing the beam excitation volume within
an (a) Ga2O3 film (ρ = 5.88 g/cm3) (b) In2O3 film (ρ = 7.18 g/cm3)
using 20000 electrons per simulation with an energy of 10 keV

The results from the two measurements were then combined using the JEOL

EPMA software and the entire composition of the film was recalculated. Qualitative

scans were completed prior to the quantitative measurements which indicated there

were no other measurable trace elements or impurities. CASINO simulations were

performed prior to any WDX measurements, as the composition (and density) of the

IGO film was unknown a Ga2O3 and In2O3 film were simulated instead. CASINO

indicates that for a 10 keV electron beam energy the penetration depth is approxi-

mately 300-350 nm within these films. This means that X-ray generation should be

contained within the upper film where the smallest film thickness was expected to

be in this 300 - 350 nm range. The results of these simulations are shown in Figure

5.1.

The k -ratios used to determine the material compositions were calculated using

the following standards: InP for In, bulk Si for Si and unintentionally-doped bulk
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Ga2O3 for Ga and O. A thallium acid phthalate (TAP) crystal was used for the Ga Lα

and Si Kα X-rays, a pentaerythritol (PET) for In Lα X-rays and a synthetic layered

pseudo-crystal was required for the O Kα X-rays [162]. A number of measurement

points with ∼200 µm spacing were taken along the length of the sample providing

an adequate sampling rate to observe the compositional gradient within the sample.

The quality of the WDXmeasurement was assessed through two methods: Firstly,

the calculated Wt% for each composition must lie between 98-102% (with 100%

indicating a perfect measurement). Any measurements with a Wt% outside of this

boundary was discounted. A secondary check on the calculated O at% was also

performed. To match the stoichiometry of the two binary semiconductors the O

atomic fraction should be 60%, if the calculated O at% value lies outwith the 58 -

62 % range then it was also discounted.

RT CL spectra were acquired using a focussed electron beam with the same beam

conditions as the WDX measurements [176]. The CL signal was collected using a

built-in reflecting objective, focused into an optical fibre with 105 µm optical di-

ameter which was then coupled into an Andor Shamrock 163 spectrometer with a

focal length of 163 mm The dispersed light was then detected using an Andor 1600-

channel electron-multiplying charge-coupled device. The spectrometer used within

these measurements was equipped with a 300 lines/mm grating blazed at 500 nm.

5.2.1 Compositional characterisation

Due to the large number of measurement points the result from each individual WDX

measurement cannot be displayed therefore the results are displayed graphically in

Figure 5.2. Initial observations are that the WDX results mirror that of the EDX

results in [44]. A constant O atomic fraction of ∼60% was observed across the whole

sample length apart from within the initial 5 mm, this is attributed to an increase

in sample roughness in the high In content regions. As the O content remains fairly

constant the changes to the In and Ga contents mirror each other, the increasing

Ga content across the sample length produces a near equal decrease in the In. The
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Figure 5.2: Quantitative WDX results acquired from a combinatorial IGO/sapphire
sample showing the Ga, O, Si and In atomic fraction (at%) against the
measurement spatial distance across the sample length (mm)

measurements indicate the In (Ga) atomic fraction decreases (increases) from a value

of 33.7 at% (7.3 at%) to 0.8 at% (39.1 at%) over a 45.4 mm distance with noticeable

composition gradient changes at ∼ 5 mm, 10 mm, 25 mm & 35 mm. Rather than the

stated constant 0.6 at% as indicated by EDX the Si content appears to be dependent

on the In composition, quantified as being 0.7 at% in the high In regions and 0.1

at% in the low.

Figure 5.3 shows a comparison of the Si and In atomic fractions across the sample

length. Though varying in magnitude, there is a visible correlation between the

composition of the two elements with changes to the compositional gradients of the

two elements also aligning. The link between the two elements can be explained by

three factors:
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Figure 5.3: Comparison between the calculated Si and In atomic fractions within
the combinatorial IGO/sapphire sample against the the measurement
spatial distance across the sample length (mm). Red circle data markers
indicate the she Si at% and are read of the left-hand side axis and the
blue squares indicate the In at % and are read off the right-hand side
axis

1. The growth conditions used allow increased Si incorporation rates with PLD

growth for high In content films vs high Ga.

2. During the manufacturing of the segregated PLD target an uneven amount of

SiO2 was added, with a larger amount being present in the In2O3 side.

3. Interference due to overlapping X-ray lines. Exotic In X-ray lines and higher

order reflections overlapping with the Si Kα line used for quantification would

result in some In X-rays being counted within the Si quantification. As the In

content is increased additional X-rays are further added to the quantification

and the apparent Si content increases.

Figure 5.4 shows three qualitative X-ray spectra around the Si Kα peak used for
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Figure 5.4: X-ray counts as a function of energy around the Si Kα peak energy for
low (black spectrum, ∼ 2 at%), moderate (red spectrum, ∼ 10 at%) and
high In (pink spectrum, ∼ 30 at%) content regions of the IGO sample. X-
ray energies for the Si Kα (E=1.740 keV) & In Lα 2nd order (E=3.487/2
= 1.744 keV) are marked with red and blue dashed lines respectively.

the quantification. Within the low In scan (black spectrum) two peaks are clearly

visible, the Si Kα peak showing with a larger height than the neighbouring In Lα

2nd order peak. The proximity of these peak energies unfortunately means there

is a peak overlap, both peaks can be visibly resolved however the overlap means

the height of both peaks has been exaggerated. Moving to a higher, moderate, In

content (red spectrum) shows similar behaviour to the low however now the enlarged

In composition results in the Lα 2nd order peak being the dominant peak and the

exaggerated Si Kα peak now displaying with fewer counts. At high In contents

(pink spectrum) the sheer number of In counts has resulted in the Si peak becoming

unresolvable by eye and is merely a shoulder of the large In peak.

The results in Figure 5.4 confirm that factor 3 (peak overlaps) are the explanation
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for the Si-In composition relation (Figure 5.3). Knowing this, assuming that factors

1 (In content assisting Si incorporation) and 2 (inconsistent SiO2 concentrations

in each target segment) can be discounted and that the Si concentration is linear

throughout the entire sample, the best approximation for the Si doping within the

film would be at the lowest In content (0.8 at%), giving a value for the Si atomic

fraction to be 0.12 at%.

A WDX map providing a visual representation of the composition of the IGO

sample is shown in Figure 5.5. The cyan line intersecting the map indicates the

approximate region were the WDX point measurements in Figure 5.2 were taken. In

general, the compositional gradient only exists along the horizontal axis apart from

at the region with the greatest In content.

Figure 5.5: 5000 × 650 pixel WDX map (0.1 × 0.1 µm pixel size) showing the In
Lα X-ray counts produced from a piece of IGO. Map was acquired using
a 10 keV, 40nA focussed electron beam current with 250ms pixel dwell
time.

Lastly, electron beam backscattered-diffraction (EBSD) measurements were per-

formed by Dr Gunasekar Naresh-Kumar at three points across the sample corre-

sponding to areas with the three crystallographic states: monoclinic, mixed and

cubic. Indexed EBSD patterns identifying the crystal phase at these points is shown

in Figure 5.6. Unlike the studies referred to in Chapter 5.1 where the IGO samples

are mainly amorphous, this sample exhibits good crystal quality at both the high

and low In regions. Unsurprisingly, the mixed phase moderate IGO regions were

found to have low crystal quality.
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Figure 5.6: EBSD patterns from the IGO samples taken at three separate points at
approximate distances of (a) 3 mm, (b) 8mm & (c) 40 mm across the
length of the sample.

The diffraction pattern in Figure 5.6(a) confirms the presence of cubic In2O3

however two different crystal structures have been identified: Space group Ia3̄ cor-

responding to the bixbyite structure and a previously unidentified cubic group I213.

The presence of this space group has not been confirmed here through simulations

however published studies discuss the existence of I213 cubic In2O3 and its properties

have been investigated through DFT calculations [199]. The poor crystal quality of

the mixed phase state results in a poor diffraction pattern in Figure 5.6(b) which did

not allow any crystal structures to be definitively indexed. The pattern in Figure

5.6(c) from the region of low In (high Ga) was clearly indexed as possessing the

monoclinic structure due to film content being near pure Ga2O3.
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5.2.2 Optical properties

Ga2O3 luminescence typically shows with three main luminescence bands: A UV

(∼ 3.2 eV), blue (∼ 2.7 eV) and green band (∼ 2.3 eV) [200, 201]. UV emission is

attributed to the recombination of free electrons with self-trapped holes (STHs) or

self-trapped excitons. As mentioned in Chapter 2 STHs are intrinsic defects found

within Ga2O3 with two STH sites existing in β-Ga2O3 due to the non-fully bonding

of O atoms in the monoclinic crystal [55]. Donor-acceptor pair recombination (DAP)

between oxygen vacancies (VO) [donors] and gallium vacancies (VGa) [acceptors] is

generally said to be the source of the broad blue emission [201]. Green emission

is generally attributed to defect luminescence involving extrinsic impurities (e.g Sn,

Si and Be) [202, 203] with the intensity of the luminescence found to be dependent

on oxygen availability during growth [200], suggesting that DAP recombination is

responsible but the exact mechanism remains unknown. A rare red emission (∼ 690

nm) has also been reported in Ga2O3 associated to Cr or Fe impurities [204].

The luminescence on In2O3 is poorly understood. Room temperature photolumi-

nescence (PL) has produced broad blue band emission (∼ 470 nm) in In2O3 powders

and nanowires [205,206]. Low temperature PL and CL revealed similar results with

a peak centred around ∼ 420 nm [207]. In all cases the luminescence is attributed to

recombination involving VO. Lower energy broad band emission at ∼ 570 nm and

630 nm was observed through PL in In2O3 thin films and nanobelts, again attributed

to VO with no other impurity elements detected which may be responsible [208,209].

STHs do exist in In2O3 yet the luminescence expected from electron recombination

is predicted to be in the infrared spectral region [56].

Room temperature CL spectroscopy measurements were taken along the length

of the sample to probe the optical properties and understand how the lumines-

cence develops as the composition changes from Ga2O3 to In2O3. The luminescence

within the combinatorial IGO sample would be expected to transition between that

of Ga2O3 to In2O3. Due to the lack of near band edge or excitonic recombination
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the luminescence is not indicative of the semiconductor bandgap.

Figure 5.7: Room temperature CL spectra showing the background corrected CL
intensity (counts) as a function of wavelength (nm) Spectra were acquired
from IGO sample using a focussed 10 keV electron beam with a 40 nA
beam current from distances of (a) 0 mm, (b) 5 mm, (c) 10 mm and (d)
15 mm from the low In (high Ga) end of the sample (Inverse of WDX
direction). In each panel the black trace is the experimentally measured
CL spectrum, the deconvolved UV, blue, green and red peak locations
produced by Gaussian peak fitting are shown in their respective colours
(purple for UV). The orange trace is the sum of the individual Gaussian
peaks

While acquiring the CL spectra with a beam energy of 10 keV, luminescence from
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the sapphire substrate was detected at the low In side of the sample as this region

had a smaller film thickness. To prevent this luminescence interfering with the film

spectra a reduced beam energy of 6 keV was used. Spectra were acquired at 1 mm

intervals across the sample length until no CL could be detected. Due to the mixed

phase state and the poor luminescence observed in In2O3 material the intensity of

the emission is also expected to gradually decrease, because of this the CL signal

was initially acquired from the opposite side to the WDX (low Ga).

Gaussian peak fitting was performed on the generated spectra, identifying the

peak amplitude, FWHM and centre wavelength for the three spectral bands men-

tioned above. Any other peaks resolvable by eye were also included within the fitting.

Example spectra taken at distances of 0 mm, 5 mm, 10 mm and 15 mm are shown

in Figure 5.7. The spectra within Figures 5.7(a) & (b) resembles that typically seen

from CL measurements on pure β-Ga2O3 with UV emission around 380-390 nm (∼3.2

eV) dominating, a weaker blue emission at 460-470 nm (2.6-2.7 eV) and a faint broad

green emission in the 500-530 nm (2.4-2.3 eV) range [193,210,211]. Figures 5.7(c) &

(d) show the same three peaks however with modulated amplitude resulting in blue

emission becoming dominant with UV emission suppressed.

The modulation of these two peaks has been seen in the luminescence of IGO [212]

and other ternary alloys [213], in the presence of impurities [214] and through neutron

irradiation [215]. This implies that the blue peak intensity is dependent on the

density of VGa within the film. The alloying with In appears to have increased the

VGa density, simultaneously increasing blue emission while decreasing the occurrence

of STHs and quenching the UV emission.

Note that the UV peak appears to have a shoulder corresponding to higher energy

UV emission at approximately 350 nm. The exact energy of this peak could not be

resolved definitively but has been reported [53,102,215]. The origin of this emission

is disputed, some attribute STH emission solely to this peak with the UV emission

observed here at ∼ 370 nm being another form of DAP recombination [53]. Hy-

brid functional calculations determine the STH recombination emission energy with

Ga2O3 to be approximately 3.1 eV [56]. This is in agreement with the observations

here however the two distinct STH sites within monoclinic Ga2O3 may result in two
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Figure 5.8: Room temperature CL spectra showing the background corrected CL
intensity (counts) as a function of wavelength (nm) Spectra were acquired
from IGO sample using a focussed 10 keV electron beam with a 40 nA
beam current from distances of (a) 20 mm, (b) 25 mm, (c) 30 mm and
(d) 35 mm from the low In (high Ga) end of the sample (Inverse of WDX
direction). In each panel the black trace is the experimentally measured
CL spectrum, the deconvolved UV, blue, green and red peak locations
produced by Gaussian peak fitting are shown in their respective colours
(purple for UV). The orange trace is the sum of the individual Gaussian
peaks
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different emission energies corresponding to the 370-380 nm peak clearly observed

here and the higher energy, weaker intensity peak at 350 nm.

For all spectra in Figure 5.7 the In alloying has increased the relative intensity

of green emission due to the increase in the VGa. This allows greater density of

VGa+In complexes to form, with the different complex states acting as the donor

levels forming the broad emission [56,213]. Though red emission has been seen within

β−Ga2O3 [204] the peak observed between 700-800 nm in Figure 5.7 is due to second

order reflections from the UV peak rather than an emission band from the IGO film.

A similar set of spectra to Figure 5.7 taken from the midpoint of the IGO film at

distances of 20 mm, 25 mm, 30 mm and 35 mm is shown in Figure 5.8. The spectra

seen in Figures 5.8(a) & (b) emphasises the luminescence behaviour seen in 5.7(c)

& (d). As you move across the sample length, along the increasing In composition

gradient there is further suppression of the UV emission and enhancement of blue,

the intensity of green emission continues to increase relative to the UV and blue.

Further increasing the In content then results in the domination of green emission

once deconvolved, as seen in Figures 5.8(c) & (d). At these distances across the film

length the In and Ga contents are starting to become equal, there will therefore be a

large density of VGa complexes and anti-sites allowing DAP recombination involving

the deep lying donor states to become the primary recombination mechanism.

As the IGO film transitions from the monoclinic structure into the mixed phase

crystallographic state the CL signal is drastically reduced with no definitive peaks

observed therefore analysis was halted at a distance of 35 mm. Figure 5.9 shows the

development of the luminescence as the In composition is increased along the film

length. To prevent some spectra being masked by those in front some count multi-

plication (0.9-1.2 ×) has been applied so the three main emission peaks can be seen,

every second CL spectrum has also been shown for clarity. The modulation between

the UV and blue peaks can clearly be seen moving along the sample length with the

increasing In content. The broad green band CL counts stay moderately constant

within all spectra however as the total luminescence decreases the relative intensity

of the green emission has increased. The diminishing red emission simultaneously

with the UV reduction also confirms the source of the 700-800 nm emission to be a
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Figure 5.9: Background corrected CL intensity as a function of wavelength (nm)
acquired from IGO samples using a focussed 10 keV electron beam with
a 40 nA beam current. A spectrum is shown for every 2 mm intervals
from distances 1-35 mm. The colour-bar scale shows the approximate In
composition (at %, determined through WDX) at the point where the
spectrum was obtained

second order reflection from the UV.

The shift in peak luminescence from UV to blue and the increase in the relative

intensity of green emission is also accompanied by a shift in the peak wavelength of

all three of these spectral bands. In Figure 5.10 a clear red shift of all three spectral

bands can be seen however to different extents.

In Figure 5.10(a) the UV emission follows a nonlinear red shift with light amounts

of In (1-3 at%) inducing a large shift in the UV wavelength from ∼385 nm to 395

nm. Increasing the In content further continues to redshift the emission further with
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Figure 5.10: Deconvolved emission peak wavelength (nm) from CL measurements
as a function of In composition (at%) determined by WDX for the
three main luminescence bands of: Ga2O3(a) UV (purple square data
markers), (b) blue (blue circles) and (c) green (green triangles)

an In composition of ∼9 at% required to redshift the wavelength by a further 10 nm.

The shift in the UV emission then begins to level off, with a minimal change observed

as the In content is increased beyond this level. As UV emission is suppressed for

greater In contents there is greater difficulty in the deconvolution of this peak hence

the greater error for these data points. A total redshift from 386 nm to 406.9 nm

was observed as the In composition was increased up to 12.7 at% [corresponding to

x = 0.32 in (InxGa1−x)2O3] resulting in a total redshift of 0.16 eV.

The shifts observed for the blue, Figure 5.10(b), and the green, 5.10(c), follow a
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more linear behaviour. For the lowest In contents (0.8 at%) the blue peak wavelength

was determined to be approximately 458 nm, slight increases in the In composition

to 1 at% results in the clustering of data points around the 460 nm mark. From this

point the peak wavelength increases linearly to a maximum of 468.1 nm resulting in

a total redshift of 0.06 eV. Due to the broadness of the green emission and the weak

intensity for low In compositions the peak wavelength was difficult to accurately

determine at these points resulting in the large uncertainty and the range of peak

wavelengths when the In content is ≤ 3 at%. Increasing the In content results

in green emission becoming prominent allowing reliable deconvolution of the peak

wavelength. For greater In compositions it can be concluded that the green emission

redshift follows a linear trend with the wavelength determined to be 542.5 nm when

the In content is 12.7 at% (x = 0.32). Taking the green peak wavelength for the

lowest In composition to be 500 nm, extracted from the centre of the cluster of data

points, this results in a total redshift of 0.19 eV.

The redshift in all cases is attributed to the band gap reduction within the ma-

terial. Using the bowing equation from [44] to determine the optical band gap

reductions, it is determined that greatest reduction is by 0.43 eV for In contents of

12.7 at% (x = 0.32). The redshifts observed for all three spectral bands are within

this range therefore this is the probable reason for the bandgap shift however there

may be other contributing factors such as differences in the strain present in the film.

5.3 Properties of MBE grown IGO

A set of MBE grown sample were provided by Dr Partha Mukhopadhyay from

CREOL at the University of Central Florida. The samples were grown by Dr Isa

Hatipoglu using the following method:

IGO samples were grown using plasma-assisted MBE. Knudsen effusion cells

acted as the indium and gallium sources while oxygen was supplied by an SVT

Associates plasma source. Surface contamination was removed from the substrate

prior to the growth stage through high temperature annealing (780– 800°C) and

through etching with dilute HF and then rinsed with de-ionized water. A standard
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Sample
WDX
(Wt%)

x (%) In at% TGa (◦C) TIn (◦C)
TGrowth

(◦C)

172 99.7 18.3 7.2 980 770 600

173 100.2 25.0 9.8 980 790 600

175 99.6 18.7 7.4 980 770 550

176* 99.4 18.6 7.4 975 770 550

178 99.5 16.3 6.5 980 770 450

179 99.2 13.0 5.2 980 770 500

180 100.4 36.8 14.3 980 800 450

181 100.2 24.1 9.5 980 800 500

182 99.4 21.4 8.5 975 790 550

183 100.1 31.6 12.5 980 800 550

Table 5.1: Summary of growth conditions, sample properties and WDX composi-
tional results for all IGO samples. Sample 176 grown with a reduced
oxygen flow rate of 2.5 sccm (marked with an *)

oxygen flow rate and plasma power of 3 sccm and 300W were used for all samples

(apart from one sample with a oxygen flow rate of 2.5 sccm) with the amount of In

and Ga available during the growth varied by altering the effusion cell temperature.

A thin Ga2O3 nucleation layer was grown directly upon the sapphire substrate prior

to IGO growth. The growth times were kept constant for each sample, at 1 hour for

the nucleation layer and 4.5 hours for the IGO film. This resulted in an expected

film thickness of approximately 650 ± 100 nm.

5.3.1 Compositional characterisation

As with the PLD combinatorial sample all WDX measurements were performed on a

JEOL JXA-8530F EPMA. As the samples are unintentionally doped only one WDX

measurement was required to determine the entire composition of the film. A beam

energy of 10 keV, 40 nA beam current and a beam spot size of 10µm was used
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to determine the In, Ga and O composition. X-rays were counted for 60s at the

peak position and 30s at each side of the peak for the background. The k -ratios

were determined using the same standards as with the PLD sample: InP for In,

and unintentionally-doped bulk Ga2O3 for Ga and O. The growth parameters and

compositional details for each sample are given in Table 5.1

Figure 5.11: (InxGa1-x)2O3 composition determined by WDX plotted against the
temperature ratio of the In and Ga effusion cells during the growth
process. Data points are separated by their growth temperatures (red
filled squares for 450 ◦C, hollow squares for 500 ◦C. Blue filled circles
for 550 ◦C, hollow circles for 600 ◦C). Sample 176 grown with a lower
oxygen flux is identified by the surrounding blue ring

The IGO film composition is plotted against the ratio of the In and Ga cell
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temperatures during the growth process. For all growth temperatures the expected

trend is seen where increasing TIn/TGa increases the film composition as more In

becomes available for incorporation. The only sample where this does not apply is

sample 176 (marked by blue ring).

As there are a low number of samples grown at each growth temperature it is

difficult to draw conclusions regarding how the growth temperature impacts the

In incorporation. Therefore, the lower growth temperature samples (red filled and

hollow squares, 450◦C and 500 ◦C respectively) and higher temperature ones (blue

circles and rings, 550◦C and 600 ◦C respectively) have been grouped together. From

this it appears that lower temperature growth enhances the In incorporation however

the lack of data points, especially in the moderate TIn/TGa region, reduces the

strength of this claim. This behaviour has been seen in MOCVD growth of IGO

films [198] with higher temperatures increasing the In desorption rate subsequently

reducing the film composition.

To assess the uniformity of the samples topography high resolution SE imaging

was performed. SE images for the samples grown at temperatures of 600 and 550
◦C are shown in 5.12. The lowest In content sample, 172 [5.12(a)], presents with a

smooth, fully coalesced IGO film grown under 600◦C conditions. As the In availabil-

ity is increased, rough “flake” like features begin to form as seen for sample 173 in

Figure 5.12(b).

Reducing the growth temperature to 550 ◦C results in the onset of these flake

like structures in sample 175, Figure 5.12(c), grown with the same Ga and In avail-

ability as 172. Sample 176 in Figure 5.12(d) again shows increased roughness when

grown under similar conditions however the “flake” structures have broken down into

clusters of multiple smaller features. This is likely due to the sample being grown

under poorer oxygen conditions preventing the clusters coalescing into a complete

structure. Sample 182, 5.12(e), continues to show the “flake” structures however

individual flakes have merged into ridge like structures on the film. This behaviour

continues onto sample 183 where the ridges appear to have coalesced into a more

complete film with a small density of individual flakes protruding from the film.

Further reducing the growth temperatures to 500 ◦C continues the trends see
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Figure 5.12: Plan-view SE images showing the sample surface of samples (a) 172
& (b) 173 grown at a temperature of 600 ◦C and samples (c) 175, (d)
176, (e) 182 & (f) 183 grown at a temperature of 500 ◦C. Images were
acquired with a beam energy of 30 keV.
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Figure 5.13: Plan-view SE images showing the sample surface of samples (a) 179 &
(b) 181 grown at a temperature of 500 ◦C and samples (c) 178 & (d)
180 grown at a temperature of 450 ◦C. Images were acquired with a
beam energy of 30 keV.

for the higher temperature growth. Lower In compositions result in the “flake”

like structures seen for sample 179, 5.13(a), which then merge into the large ridge

structures for moderate In contents as in sample 181, 5.13(b). At the lowest growth

temperature of 450 ◦C the sample with the lowest In availability, 178, presents with a

fully formed film 5.13(c) presenting with a similar surface seen for higher temperature

growth with the same In and Ga availability albeit with a reduce In content, 5.12(a).

Increasing In availability for sample 180 5.13(d) mirrors that of sample 183 [5.12(f)]
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where a fully formed IGO film has formed however there is now a much larger density

of crystalline protrusions extending from the film.

From the SE images it would suggest that higher temperature growth would be

preferred when growing IGO films with lower In contents and that lower temperature

growth promotes uniformity of the film for higher In contents yet the formation of

flake-like and crystalline protrusions are unavoidable apart from within the lowest

In composition films. The onset of these structures with increasing In availability

suggests they are high In2O3 regions of the IGO film possibly presenting as defined

structures as they take on a different crystal structure to that of the film. To con-

firm this WDX mapping was performed, the results of which are shown in Figure

5.14. The maps from samples 172 and 178 are omitted as they showed little to no

compositional contrast.

From Figure 5.14 it can be seen that the features and contrast seen in the SE

images in Figures 5.12 and 5.13 are areas of a higher In composition than the sur-

rounding IGO film. This is true for all of the features seen in the SE images regardless

of size however for the samples with larger “flake” and ridged structures (173, 175,

181, 182 & 183) there is an increasing In compositional gradient running through

the structure. For samples 176, 179 & 180 the structures exist more as singular

entities with a continuous composition though some variation is seen for the larger

structures. Due to the height variation between the structures and the underlying

film the In compositional variation will be exaggerated at the upper and lower con-

centrations within the WDX maps. The compositional variation within the film has

been assessed by analysing the histogram from each WDX map, shown in Figure

5.15.

In general it is seen that films featuring a lower In composition present with a

more uniform composition throughout. As the In content within the films increases

there is a greater separation between the lower In content film and the high In

content features resulting in the broadening of the histogram. There also appears

to be a greater broadening of the peaks for samples grown at higher temperatures

despite having similar In availability during the growth (samples 175, 179 and 178).

The compositional separation and histogram broadening will also be dependent on
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Figure 5.14: 100 × 100 pixel (40 µm ×40µm) plan-view In Lα WDX maps on IGO
samples.
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Figure 5.15: Histogram showing the pixel frequency as a function of In compositions
(at%) from the In Lα WDXmaps shown in Figure 5.14. The Histograms
for each sample are separated by their growth temperature: (a) 600 ◦C
growth temperature, (b) 550 ◦C and (c) 500-450 ◦C.

the average In composition within the sample, with higher In contents resulting in

a greater difference between high and low In regions.

5.3.2 Optical properties

The reciprocal CL maps that were acquired showed poor to no luminescence origi-

nating from the high In composition regions of the sample and a similar spectrum

acquired for the PLD sample in 5.1 from the low In regions. CL point measurements

have therefore been acquired over a larger area of the sample to ignore the effects
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Figure 5.16: Background corrected CL intensity as a function of wavelength (nm)
acquired from MBE grown IGO samples using a focussed 10 keV elec-
tron beam with a 40 nA beam current. Different data markers/colours
correspond to the different IGO samples with the IGO composition (x )
shown in the Figure legend.

of the high and low In regions. An example room temperature CL spectrum for

each sample is shown in Figure 5.16. As with the PLD sample the three main lu-

minescence peaks match that to Ga2O3 (UV, blue and green). In general the peaks

behave in the same manner with regards to the level of In alloying: simultaneous

suppression of UV and enhancement of blue emission and the relative intensity of

green emission increasing. For sample 183 (x = 31.6%) the green emission is found to

be the main luminescence peak, previously unseen within the PLD samples. Again,

Gaussian peak fitting has been performed to identify the peak wavelengths for each

emission for all samples.

Comparing to 5.10 the UV and green emission generally follows the same peak

shift trends for MBE and PLD grown samples. However the blue emission wavelength

does not show a clear dependence on In concentration, unlike the PLD sample where
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Figure 5.17: Deconvolved emission peak wavelength (nm) of MBE grown IGO sam-
ples as a function of In composition (at%) determined by WDX for the
three main luminescence bands of: Ga2O3(a) UV (purple square data
markers), (b) blue (blue circles) and (c) green (green triangles).

there was a clear linear trend. In Figure 5.17(a) the UV emission shows the greatest

redshift with small increases in the In content, increasing from 396.9 nm by ∼4-5 nm

when In content increased from 5.2 at% to 7-8 at%. As the In content is increased

further the magnitude of the shift decreases with UV emission at 405.2 nm for In

content of 14.3 at%, corresponds to a total redshift of 0.06 eV over the compositional

range observed here.

Blue emission appears to follow no trend in 5.17(b), the lowest blue emission
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observed here was for the lowest In composition sample (5.2 at%) at 466.8 nm, the

greatest at 469.7 nm when at 7.2 at% and the highest In sample showing 468.5 nm

blue emission. This would result in the greatest redshift being 0.02 eV for blue

emission. The green emission show a weak linear redshifting dependency on the

In content, with the increasing In content from 5.2 at% to 14.3 at% producing an

approximate shift from 555 nm to 572.5 nm, corresponding to a 0.07 eV redshift.

For both the green and blue emission, samples 173 and 183 show lower wavelength

emission than expected. This is likely due to the luminescence from the two compo-

sitional regions of the sample (high In features and low In film) interfering and the

higher intensity luminescence from the low In region dominating hence screening the

shift in the high In regions.

Figure 5.18 collates the results from Figures 5.10 and 5.17, the dashed lines in

for each panel are guides for the eye. In general the results from both measurements

show good agreement with respect to the redshift for all three peaks. There is near

perfect agreement with the UV emission in Figure 5.18(a), as the UV emission is

dependent on STH which are intrinsic to Ga2O3 this isn’t surprising. The MBE

samples appear to have stronger red shifts for blue and green emission 5.18(b) and

(c) respectively though the trends with increasing In content are consistent with both

PLD and MBE growth. Differences in the redshift between the two samples may be

due to different degrees of strain, crystallinity (MBE samples being polycrystalline

and the PLD showing fairly good crystal quality [Figure 5.6])and the composition

separation between high and low In regions in the MBE samples interfering with the

‘true’ shift.

As the bandgap reduction is the most likely mechanism responsible for the red

shift of the emission peaks, UV-vis transmission spectroscopy was performed, the

results of which are shown in Figure 5.19. Though the transmission curves do not

follow the exact order that would be expected from the In composition determined

through WDX there is a clear bandgap redshift seen for all samples when compared

to the Ga2O3 reference sample. The transmission spectroscopy measurements deter-

mine the optical bandgap of the IGO films to be between 3.7 – 3.9 eV depending

on In content. This corresponds to an approximate bandgap shift between 1.2-1.4
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Figure 5.18: Deconvolved emission peak wavelength (nm) of MBE grown IGO sam-
ples and PLD combinatorial IGO sample as a function of In composition
(at%) determined by WDX for the three main luminescence bands of:
Ga2O3(a) UV (purple square data markers), (b) blue (blue circles) and
(c) green (green triangles). Filled symbols represent the PLD grown
IGO data points and hollow represent the MBE samples, the dashed
lines in each panel are guides for the eyes

eV range over the x= 0.13 - 0.32 range, with the largest shift seen for sample 181

1.44 eV and the smallest for sample 179 1.17 eV. The value for the optical bandgap

has been estimated using the midpoint of the transmission edge therefore may be

slightly higher than if calculated through curve fitting or the Tauc method [217].

While bandgap reduction is expected to be the mechanism behind the shift there

are other considerations. Wang [210] states that the peakshifts in Ga2O3 are asso-

ciated to a shift in the peak centroid due to intensity shifts. As there are multiple

underlying defects/impurities that may be responsible for the luminescence peaks in
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Figure 5.19: Normalised optical transmittance (%) as a function of energy (eV)
acquired from the MBE grown IGO samples indicating the shift in
optical bandgap. Data is was acquired at the University of Strath-
clyde and is courtesy of Dr Naresh Kumar-Gunasekar. MBE grown
Ga2O3/sapphire reference sample from [216] is shown to indicate the
total shift in bandgap due to the In alloying. Different line colours used
to identify the different samples with the In composition quoted in the
Figure legend.

Ga2O3 a large increase in a particular defects/impurity can result in the enhance-

ment of defect or DAP based luminescence, with the enhanced intensity being large

enough to produce shift in the broad peak centroid [210].

From these values the relationship between the In composition of the IGO film

and the optical bandgap has been plotted and derived in Figure 5.20. As all the

(InxGa1−x)2O3 samples have a composition within the x= 0.13 - 0.32 range the

bowing parameter cannot be accurately determined as this requires materials over

the entire In compositional range. Despite this, the MBE IGO samples show a clear

bandgap reduction with the magnitude of the reduction being dependent on the level

of In alloying.
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Figure 5.20: Optical bandgap of the IGO films derived from the transmission spec-
troscopy results in Figure 5.19 as a function of In composition (x ).

Other studies on IGO films (theoretical and experimental) are summarised in

[218]. For the lower In compositions found here (x= 0.1) published results determine

the optical bandgap of the IGO films to be between 5 - 4.2 eV whereas for higher

In compositions (x= 0.3) the bandgap varied between 4.6 - 4 eV. Summarising the

results from all studies, Von Wenckstern determines there to be a strong bandgap

reduction from 4.9 - 4.1 eV for 0 ≤ x ≤ 0.4. The magnitude of the bandgap reduction

in the results of this chapter is considerably larger than this and than the previous

mentioned studies [14, 44]. The difference in bandgap energy is likely due to the

compositional inhomogeneity of the MBE samples however strain may also be a

contributing factor. Differences in how the optical bandgap was determined must

also be considered.

It is expected that further increasing the In composition of the MBE samples

would reduce the semiconductor bandgap further, as seen with the results shown

in [218]. However the magnitude of the bandgap is unknown due to the discrepancy

between the bandgap of the low In content MBE samples and published results. The
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results of [218] suggest that there would be a gradually bandgap reduction down to

3.6 eV in pure In2O3 (x = 1.0). This would conflict with the results here as IGO

films with compositions of x= 0.3 have bandgaps comparable to this value. However,

as mentioned in Chapter 2, the bandgap of In2O3 is not well established, quoted as

being between 2.7 - 3.8 eV [44–47]. Therefore further increasing the In content of

the MBE samples may reduce the bandgap closer to the 2.7 eV value. The unknown

impact of band bowing must be considered, possibly reducing the IGO bandgap

dependence on In composition at the higher end of the In compositional scale.

5.3.3 Conclusion

This chapter has featured the characterisation of indium-gallium oxide semiconductor

alloys grown through two growth methods pulsed laser deposition and molecular

beam epitaxy. WDX spectroscopy was used to determine the level of In alloying and

the dopant densities present in the samples. The PLD sample featured a gradual In

compositional gradient that spanned up to In ≈ 33.7 at% allowing the crystal phase

change to be investigated through EBSD with results agree that a bixbyite-mixed

phase change occurs for moderate In contents and mixed-cubic for high In content

fims, these measurements also identified a previously unseen cubic group for high

In content IGO films, I213. MBE grown IGO films presented with In contents up

to 14.3 at% however were polycrystalline and featured undesired surface structures

corresponding to a separation of high and low In contents within the film, confirmed

through SE imaging and WDX mapping.

Cathodoluminscence measurements on the IGO films show luminescence resem-

bling that of Ga2O3 featuring UV, blue and green emission peaks. Through the In

alloying there was a modulation of the UV and blue emission intensities: UV emission

from STHs in the β-Ga2O3 monoclinic crystal dominating for low In compositions

but Blue DAP recombination involving VGa quenching the UV for moderate-high In

contents as the VGa density is increased. The increase in VGa density also enhances

green emission, with the relative intensity increasing gradually with increasing In

content, eventually dominating the emission for the highest In content films (14.3
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at%). As well as intensity shifts each spectral band exhibited clear red shifts with

increasing In content albeit to different degrees: UV showing 10nm shifts for low

levels of In alloying (2-3 at%) and a further 10 nm shift which then levels of for

In contents ≥14 at%; Blue emission shows a constant linear increase of 10 nm over

the same composition range and 40-60 nm linear shifts were observed for the green

emission 5.18. The shifts in emission energies are attributed to bandgap shifts from

the In alloying, this was confirmed through UV-vis transmission spectroscopy, 5.19,

showing an approximate bandgap shift of 1.2-1.4 eV with the largest shift observed

being 1.44 eV for sample 181. In general the bandgap reduction within the IGO

films was found to be dependent on the In composition, with the magnitude of the

reduction increasing with increasing levels of alloying.

These results show the successful alloying of Ga2O3 with In to produce an IGO

alloying with a reduced bandgap allowing the material to be suitable for photodetec-

tors operating in the UV-C and UV-B range. Luminescence spectroscopy revealed

that alloying with In there is a large increase in the gallium vacancy defect density

which must be further investigated to understand the implications on the device

properties of the material.
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Tin-gallium oxide

6.1 Introduction

As established in Chapter 5 it is possible to alloy Ga2O3 with indium to reduce the

material bandgap for use within the UV-B spectral range. The breakdown in crystal

structure with increasing In content [44] sets an limit on the level of alloying before

the material becomes undesirable for applications within UV optical devices and

photodetectors [9–11, 15–17]. Therefore alternative alloys should be investigated to

overcome the crystallographic shortcomings of IGO materials.

Rather than alloying with indium oxide we have taken the alternative approach

of using tin oxide to form a tin-gallium oxide (TGO) to reduce the material bandgap

(SnO2 Eg ≈ 3.6 eV [219]). The low abundance of indium in the earth compared to

tin (0.25ppm for In vs 2.2ppm for Sn [220]) also makes TGO alloys more sustainable

than their In counterpart.

Sn has been commonly used as a dopant in β-Ga2O3 to produce n-type conduc-

tivity within the material [221] but little is known about material properties when

the Sn content is increased to alloying levels.

TGO films have been grown using the sol-gel process [192] and atomic layer de-

position [222] over a large composition range, however both growth techniques result

in limited crystal quality. Optical transmission spectroscopy measurements taken on
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these films indicate a bandgap reduction of approximately 0.5–0.6 eV with Sn con-

tents of x≈ 0.2-0.25 where x indicates the Sn content in the formula (SnxGa1−x)2O3.

Higher quality TGO films have been grown using MBE on sapphire substrates [223]

and show a similar redshift in the optical bandgap of approximately 0.1 and 0.45

for Sn contents of x = 0.1 and 0.3 respectively, compared with Ga2O3. From these

films it has been possible to to produce TGO photodetectors (x = 0.1) with sig-

nificantly increased photocurrent and enhanced responsivity, compared to a Ga2O3

based device. CVD has also proven capable of growing TGO films with similar device

characteristics as MBE grown material [224].

Here a number of TGO samples have been grown using plasma-assisted MBE

upon various material substrates with varying Sn contents. The level of Sn alloy-

ing in each film has been probed using WDX spectroscopy. Optical properties have

been characterized using cathodoluminescence spectroscopy identifying the impact

of the Sn on the material luminescence compared to Ga2O3. UV-vis transmission

spectroscopy assisted in determining the optical bandgap of the samples. Both an-

alytical techniques were then correlated using joint WDX and hyperspectral CL

mapping, allowing luminescence peak shifts and intensity fluctuations to be assigned

to particular compositional regions of the samples. Alongside the TGO characteri-

zation, samples were manufactured in the UV photodetectors. The device properties

of these photodetectors were evaluated, determining the Sn influence on the detec-

tor operation allowing the benefits of TGO based devices over Ga2O3 ones to be

established.

All the TGO samples in this study were grown at CREOL, University of Central

Florida by Dr Isa Hatipoglu and Dr Partha Mukhopadhyay.

6.2 Compositional properties of TGO films

The plasma-assisted MBE growth mechanism used to produce the TGO samples has

been detailed in the following publications [52,216,225,226]. Here the general growth

process shall be summarised, explaining key details consistent for all samples and

highlighting growth parameters that change depending on the substrate used in each
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growth cycle.

TGO epilayers were grown using plasma-assisted MBE on (010) and (-201) bulk

single crystal Ga2O3, (0001) sapphire and (111) silicon. Knudsen effusion cells acted

as the tin and gallium sources while oxygen was supplied by an SVT Associates

plasma source. Surface contamination was removed from the substrate prior to the

growth stage through high temperature annealing (780 – 800°C) and etching with

dilute HF followed by rinsing with de-ionized water. For the Si, (010) and (-201)

Ga2O3 substrates TGO films were grown at 600 ◦C while a reduced temperature of

500◦C was used for the sapphire substrate. A standard oxygen flow rate and plasma

power of 2.5 sccm and 300W were used for all samples with the amount of Sn and

Ga available during the growth varied by altering the effusion cell temperature. For

one silicon substrate sample and all samples grown on sapphire substrates there is

a thin Ga2O3 nucleation layer present to reduce the lattice mismatch between the

TGO layer and substrate.

The growth rate differed between the substrates resulting in approximate TGO

film thicknesses ranging between 0.125 and 1.25 µm, as seen in Table 6.1 below.

Due to the variation in sample thicknesses different beam conditions were required

when performing the WDX and CL analyses to ensure primary excitation remained

within the TGO layer. As with the IGO samples (Chapter 5) all WDX and CL

measurements were performed on a JEOL JXA-8530F EPMA. As the samples are

unintentionally doped, only bulk element WDX measurements were required to de-

termine the entire composition of the film.

A 40 nA beam current and a beam spot size of 10µm were used for all mea-

surements when determining the Sn, Ga and O composition. A beam energy of 6

keV was used when analysing the TGO films upon the Si, (010) and (-201) Ga2O3

substrates, a reduced beam energy of 5 keV was required for the thinner sapphire

substrate samples. These parameters were predetermined through CASINO Monte

Carlo simulations [144] on β-Ga2O3. Results indicated that at a beam energy of 6

keV 90% of the beam energy is deposited within a depth of 175 nm in β-Ga2O3 (ρ =

5.88 g/cm3), whereas for the reduced beam energy of 5 keV 90% of the beam energy

is deposited within a depth of <125 nm. We would expect the Sn alloying to increase
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the film density towards the SnO2 density (ρ = 6.95 g/cm3) although only slightly

(ρ = 6 - 6.2 g/cm3) as there is only a moderate level of Sn alloying. Therefore, by

performing the calculation for Ga2O3, we slightly underestimate the real density of

the film, and overestimate the size of the interaction volume, which ensures that the

X-ray generation remains within the TGO film.

Substrate
Film Thickness

(µm)
Total
Wt%

(SnxGa1−x)2O3

x (%)
TGa

(◦C)
TSn

(◦C)

(010)-Ga2O3 0.25 101.2 0.2 1000 690

(010)-Ga2O3 0.25 100.2 5.6 1000 750

(010)-Ga2O3 0.25 101.8 0.2 1000 660

(010)-Ga2O3 0.25 101.6 6.1 1000 780

(-201)-Ga2O3 0.5 100.8 2.7 980 830

(-201)-Ga2O3 0.5 100.8 2.6 980 800

(-201)-Ga2O3 0.5 101.1 2.4 980 800

(-201)-Ga2O3 0.5 101.8 2.1 1000 835

(111) Si 1.25 97.3 2.2 1000 810

(111) Si* 1.25 102.7 2.1 1000 795

(0001) Sapphire* 0.125 95.9 10.8 900 730

(0001) Sapphire* 0.125 98.6 11.0 900 750

(0001) Sapphire* 0.125 97.4 11.1 900 800

Table 6.1: Summary of growth conditions, sample properties and WDX composi-
tional results for all TGO samples. Samples featuring a Ga2O3 nucleation
layer are identified with a (*)

During quantitative WDX, X-rays were counted for 60s at the peak position and

30s at each side of the peak for the background. The k -ratios used to determine

the material compositions were calculated using the following standards: cassiterite

(SnO2) for Sn, and unintentionally-doped bulk β-Ga2O3 for Ga and O. A thallium

acid phthalate (TAP) crystal was used for the Ga Lα and Sn Lα X-rays and a
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synthetic layered pseudo-crystal was required for the O Kα X-rays [162]. For each

sample multiple measurement points (minimum of 9 per sample) were taken (0.25–0.5

mm spacing) and averaged to determine the material composition.

The results from the WDX quantitative measurements and the growth parame-

ters specific to each sample are shown in Table 6.1. The random error from these

measurements was found to be negligible within the precision quoted here (random

error in x (%) being < 0.1%). No total error has been quoted as there will also

be a systematic uncertainty present, estimated to be about 2%. This systematic

uncertainty may occur due to multiple factors such as surface contamination (espe-

cially impacting low energy measurements), less well-known matrix corrections for

non Kα X-rays and differences between the cassiterite standard and the TGO film

(e.g. stoichiometry difference between SnO2 vs Sn2O3) [227].

Figure 6.1: Secondary electron images of TGO samples. (a) TGO/(010)-Ga2O3

(x=5.6%), (b) TGO/(-201)-Ga2O3 (x=2.7%), (c) TGO/(0001) Sapphire
(x=11.0%), (d) TGO/(111) Si (x=2.2%) and (e) TGO/Ga2O3/(111) Si
(x=2.1%).

The crystal quality of the samples was assessed using SE imaging and through
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X-ray diffraction (XRD). SE imaging was performed on the JXA-8530F EPMA and

the XRD was completed at the University of Central Florida using a PANalytical

X’Pert Cu-Kα1 beam (λ = 1.5405 Å).

Example SE images taken of the TGO films grown on each substrate are shown

in 6.1 where the surface morphology and quality can be viewed. A fully coalesced

TGO film was found for the two Ga2O3 substrates and the sapphire substrate, shown

in Figures 6.1(a)–(c). The granular contrast indicating greater surface roughness in

Figure 6.1(a) is attributed to the Sn alloying, as lower Sn content samples (x= 0.2%)

on (010)-Ga2O3 substrates do not exhibit this surface roughness (not shown), Figures

6.1(b) and (c) show a smoother film surface. The smoother surface morphology may

be directly related to the substrate with (201)-Ga2O3 or (0001) sapphire substrates

promoting greater film crystallinity. The growth conditions must also be considered

with each substrate having a different TGO growth rate: ∼30-45 nm/hour for sap-

phire, ∼120-130 nm/hour for (201)-Ga2O3 and ∼80 nm/hour for(010)-Ga2O3. The

lower growth temperature for the sapphire substrate (500◦C growth vs 600◦C for the

other substrates) may also reduce the sample surface roughness for heteroepitaxial

growth (sapphire substrates) vs homoepitaxial films (Ga2O3 substrates).

Figure 6.2: Cross sectional SE images of TGO samples: (a) TGO/(111) Si (x=2.2%)
and (b) TGO/Ga2O3/(111) Si (x=2.1%).

Figures 6.1(d) and (e) show the effect the Ga2O3 buffer layer has on crystallinity

and film quality of the TGO film. The TGO film grown directly upon Si exhibits
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poor morphology featuring voids surrounding large flake-like structures composing

the film. The inclusion of the Ga2O3 buffer layer reduces the occurrence of these

voids and the flake structures coalesce into a more complete TGO layer, Figure 6.1(e).

The voids may extend deep within the TGO film, forming empty channels which can

propagate to the Si substrate as seen in Figure 6.2(a). Utilising the Ga2O3 buffer

layer not only improves the surface quality of the TGO film but enhances crystallinity

throughout the film, drastically reducing the occurrence of the voids and produces a

more coalesced TGO film as seen in 6.2(b)

The voids in 6.1(d) pose an issue for the quantification of the TGO composition.

These voids form empty channels which allow electron propagation deep within the

film and could result in X-ray generation within the Si substrate. The average weight

total percentage (total Wt%) in Table 6.1 indicates this has had a minimal effect

on our composition calculations. The Wt%’s for our measurements are close to

100% providing a high level of confidence in the compositions produced. Usually

a confidence range of between 98-102 Wt% is set however a larger deviation from

100% is accepted for the sapphire substrate samples due to moderate sample charging

caused by the insulating nature of the substrate.

To determine the crystal orientations present in the films ω-2θ XRD measure-

ments have been performed for samples grown on each substrate. Measurements

were performed by Dr’s Isa Hatipoglu and Partha Mukhopadhyay at the Univer-

sity of Central Florida, the results of these measurements have been extracted from

their relevant publications [52, 216, 225, 226]. Note that the measurements on the

TGO/(010)-Ga2O3 and TGO/sapphire films may be from similar samples not in-

cluded within this study. These XRD measurements were also reported prior to

receiving the samples for WDX measurement and therefore the quoted TGO com-

positions may be inconsistent with the results in Table 6.1. The results of the XRD

measurements are shown in Figure 6.3.

As TGO is a relatively unknown material the XRD database categorising the

peaks to orientations and materials is fairly unknown.

The broad peak between 59-60 ◦ in 6.3(a) was identified as the (113) TGO peak

within the monoclinic structure with the position of this peak shifting towards lower
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Figure 6.3: Comparative XRD intensity plots as a function of ω-2θ angle acquired for
the TGO films upon each substrate: (a) TGO/(010)-Ga2O3, [225], (b)
TGO/(-201)-Ga2O3 [52], (c) TGO/(111) Si [226] and (d) TGO/(0001)
sapphire [216]. Figure extracted from their respective citation.

.

ω-2θ angles with increasing Sn availability/composition [225]. In 6.3(b) the peaks

prominent in the TGO layers but not the (-201)-Ga2O3 substrate at 30.3
◦ and 44.4◦

possibly identify monoclinic TGO planes [52].

The TGO samples with Si substrates are polycrystalline leading to the complex
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XRD ω-2θ spectra seen in 6.3(c). The peak at approximately 37-38◦ is prominent for

TGO layers in 6.3(b)-(d), corresponding to the (-402) β-Ga2O3 however for increasing

Sn contents the peak shifts to lower ω-2θ angles, as described in [216]. Similar peak

shifting is seen for the (113) monoclinic TGO peak between 59-60 ◦ in 6.3(a) [225].

Generally the TGO takes on the monoclinic crystal structure of β-Ga2O3 however

there is evidence for the formation of other polymorphs. In 6.3(d) the height of the

peaks at approximately 20◦ and 60◦ decrease with increasing Sn content while the

height of the 37-38◦ peak is unaffected. The peak for the (-402) β-Ga2O3 is also

adjacent/overlaps with the (0006) peak for α-Ga2O3 (θ ∼ 40◦) [228]. A possible

explanation for this is that that α type material may be starting to form [225] at

higher Sn contents for the sapphire substrate samples , likely due to the lower growth

temperature used (500 ◦C) [211].

Another possible explanation for the peak height modulation is the formation

of κ-Ga2O3 which is not discussed in [225]. The presence of Sn has been shown

to promote the formation of κ-phase material during epitaxial growth of Ga2O3

on (0001) sapphire substrates , shown to occur for low levels of Sn doping (x ≥
0.1%) [229,230]. For (112̄0) sapphire substrates α-phase and mixed phase materials

have occurred for higher levels of doping (x ≥ 5%) therefore the formation of non

β-phase material here would not be unexpected [230].

To determine the Sn incorporation rate dependence on the growth conditions and

material substrate the WDX composition has been plotted against the ratio of the

Sn and Ga effusion cell temperatures in Figure 6.4.

Firstly, the reduced substrate temperature for the sapphire substrate samples

(500 ◦C, inverted triangular data points) compared to the other substrates (600 ◦C)

results in significantly higher Sn incorporation. For MBE grown Ga2O3:Sn using

single crystal homogeneous substrates it has been shown that there is an increase

in carrier concentration for crystals grown at lower substrate temperatures (540 ◦C)

compared to higher temperature growth (600 ◦C) [23]. However, the MBE Sn incor-

poration rate with reduced growth temperature is still disputed. Very little change

in the Sn dopant concentration has been reported when the growth temperature was

reduced from 700 ◦C to 600 ◦C [231]. Interestingly in the same report a significantly
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Figure 6.4: (SnxGa1−x)2O3 composition determined by WDX as a function of the
temperature ratio of the Sn and Ga effusion cells during the growth
process. TGO samples with different substrates are distinguished using
different data points markers

.

higher Sn concentration was achieved during 800 ◦C growth compared to 900 ◦C (ap-

proximately 10×) for various levels of Sn availability. While this behaviour is seen

for doping levels of Sn compared to the Sn alloying present here this could indicate

there being a preferential substrate temperature of ∼500 ◦C or less to maximise Sn

incorporation within Ga2O3. Further evidence for this comes from previous growth

attempts at the University of Central Florida where negligible Sn incorporation was

achieved at growth temperatures of 750 ◦C [216]. Though lower temperature growth

was found to increase Sn incorporation this induced additional issues such as poorer

surface morphology [232,233] and the formation of other Ga2O3 polymorphs [194,216]

such as the evidence of α-Ga2O3 formation in Figure 6.3(d).
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Similar Sn incorporation was found for the (201)-Ga2O3 Ga2O3 (circles) and

(111) Si (filled triangles) substrate samples which share similar growth conditions (see

Table 6.1) but it is noteworthy that there is a much larger level of Sn incorporation for

samples with (010)-Ga2O3 substrates (squares) than (201) despite the lower TSn/TGa

ratios during (010) growth. A similar trend has been seen for other more widely

studied Ga2O3 alloys. For AGO films grown by MBE on (201) and (010) Ga2O3

substrates there was a roughly 50% uptake of Al for films grown on (201) Ga2O3

compared to (010) when grown under the same conditions [234]. The β-Ga2O3

crystal structure features two types of Ga sites, octahedral and tetrahedral which

are alternatively exposed in the (201) growth direction, unlike the (010) direction

which features octahedral-only stacking. It has been found that Al has a preference

to substitute into the octahedral site, only integrating within the preferred site for

(-201) growth [48,234,235]. The greater size of the Sn atoms compared to Ga makes

the octahedral sites preferential for Sn incorporation within bulk Ga2O3 due to the

similarity in GaII – O (octahedral Ga site) bond length in Ga2O3 (2.02 Å) to Sn – O

in SnO2 (2.2 Å) [37]. The Al preference for octahedral incorporation in β-Ga2O3 is

due to the octahedral only coordination in corundum Al2O3 [236]. As both Al and

Sn share this preference for octahedral incorporation it is therefore unexpected to

see the greater Sn incorporation levels for (010) oriented growth compared to (-201)

as seen here.

There appears to be a correlation between the Sn uptake and film thickness with

the thinnest films displaying the largest alloy concentration (see Table 6.1) however

this is considered unrelated. An Sn composition gradient would be expected to be

seen if this was the case, with the largest Sn concentration at the substrate interface

which would gradually reduce as the film thickness is increased. Cross-sectional

WDX mapping reveals this not to be the case as the TGO film has a near-uniform

Sn profile (see further within chapter)
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6.3 Optical properties

Room temperature CL spectra were acquired using a focussed electron beam with

the same beam conditions as the WDX measurements for each substrate [176]. The

CL signal was collected using a built in reflecting objective, focused into an optical

fibre with 105 µm optical diameter which was then coupled into an Andor Shamrock

163 spectrometer with a focal length of 163 mm. The dispersed light was then

detected using an Andor 1600-channel electron-multiplying charge-coupled device.

The spectrometer used within these measurements was equipped with a 300 lines/mm

grating blazed at 500 nm.

Figure 6.5: Background corrected CL intensity spectra as a function of wavelength
(nm) acquired from TGO/Si and TGO/Ga2O3/Si samples showing
Fabry-Pérot interference fringes

.

The difference between the refractive index of the Si substrate and TGO film (and

Ga2O3 buffer) results in Fabry-Pérot interference fringes modulating the spectra, as
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seen in Figure 6.5. The impact of the Ga2O3 buffer can also been seen as the improved

interface between the TGO/Ga2O3 buffer and the Si substrate amplifies the height

of the interference fringes present. To mitigate the effect of these fringes CL spectra

were extracted from cross-sectional maps, allowing a comparison to be made across

the different substrates, see below.

Figure 6.6: Example (a) raw and (b) normalised CL intensity as a function of en-
ergy (eV) [wavelength (nm) shown in secondary x -axis] obtained from
TGO films on various substrates: TGO/(010) Ga2O3 with high and low
Sn content, TGO/Si, TGO/Ga2O3/Si, TGO/(-201) Ga2O3 and a (-201)
Ga2O3 bulk single crystal. Different line colours are used to identify the
spectra acquired from the different samples with the sample composition
shown in the Figure legend. Shading shows the approximate energy of
the three mentioned spectral bands

.

Figure 6.6 shows the raw (log scale) and normalised cathodoluminescence spec-

tra obtained from a selection of the TGO films and a Ga2O3 bulk single crystal.

The sapphire substrate samples showed weak CL and are excluded from this figure.

The magnified Sn composition of these samples being the main reason for the lack

of luminescence and partially due to the reduced beam energy required for these

measurements (5 keV vs. 6 keV). The samples in Figure 6.6 show three main lumi-
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nescence bands, as typically seen for Ga2O3 luminescence: UV (3.1 eV), blue (2.7

eV) and green (2.2 eV) [200, 201]. Slight variations in the energy of these lumines-

cence bands is expected depending on the level of Sn alloying present, explained later

in section.

As mentioned in Chapter 5, UV emission in Ga2O3 is attributed to the recom-

bination of free electrons with self-trapped holes (STHs) [56], an intrinsic defect

of β-Ga2O3 due to the non-fully bonding of oxygen on one of the three distinct

oxygen binding sites in the β-Ga2O3 [55]. DAP recombination involving VO and

VGa is responsible for blue emission [201] and green emission is attributed to defect

luminescence involving extrinsic impurities (e.g Sn, Si and Be) [202,203].

Figure 6.7: Emission energies of VGa defects with Sn and H complexes copied from
[52]. “CC model parameters for VGa complexed with Sn and H donors,
including ZPL energy (EZPL), classical emission (Eem) and absorption
(Eabs) energies. Obtained from HSE(0.33,0.20) dv calculations.”

.
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In Figure 6.6(a) there is a clear decrease in the overall luminescence intensity of

the thin films as the level of Sn alloying level is increased, with the greatest intensity

being for the pure Ga2O3 substrate and weakest for TGO where x = 5.6%. The

gradual decrease in intensity with increasing Sn concentration implies that struc-

tural dislocations or defect levels lying within the bandgap, either directly from the

incorporation of Sn or induced through the alloying have increased the number of

non-radiative recombination pathways present within the semiconductor. Also ac-

companying the decrease in overall intensity is a modulation of the peak intensities

for the three aforementioned spectral bands, this is more clearly seen in the nor-

malised CL data in Figure 6.6(b).

Initial observations from Figure 6.6(b) show that for TGO films the peak lumi-

nescence occurs within the blue spectral region compared to the UV for Ga2O3. The

quenching of the UV luminescence within the TGO films implies that DAP recombi-

nation is now the dominant recombination mechanism. The enhancement of the blue

emission suggests the increased presence of VGa induced through the Sn alloying. As

the green emission is strictly found within the films with a considerable level of Sn

alloying this indicates that the emission is related to the addition of Sn, potentially

through vacancy complexes involving Sn or the greater VGa density induced through

alloying.

Hybrid functional calculations have identified that the formation of Sn based

defects within β-Ga2O3 result in optical transitions between free electrons and VGa

and VGa – Sn complexes which have emission energies within these spectral ranges,

the results of these calculations have been reproduced from Ref. [52] and are shown

in Figure 6.7.

Density-functional theory (DFT) is a highly useful computation technique used

to establish the fundamental properties of semiconductor materials. DFT has been

shown to be highly accurate, in good agreement with experimentally derived results

[29,41] and is therefore the standard method used for theoretically analysing defects

within semiconductor materials [179]. The hybrid functionals used by Varley to

calculate the results in 6.7 are a form of DFT particularly useful in determining the

electronic properties of wide bandgap semiconductors where there are shortcomings
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of general DFT [30]. These quantum mechanical calculations are used to understand

the electronic structure of a material from first principles; determining the local

quantum mechanical interactions between the electrons present within a crystal using

only the atomic configuration and no prior knowledge of the material properties.

From these calculations a number of crystallographic and structural properties can be

then be extracted e.g band structure (Figure 2.3), lattice constants, defect formation

energies [237].

From these calculations the specific defects/complexes attributed to the blue

emission from the TGO films involve free electron recombination with a hole located

on the V ib
Ga or V ic

Ga interstitial Ga sites resulting in emission energies of 2.69 eV

and 2.56 eV respectively. Recombination transitions involving the Sn complexes

with these interstitial Ga sites, (V ib
GaSn)

+ and (V ic
GaSn)

+ also lie within the broad

blue emission range, with emission energies of 2.73 eV and 2.70 eV respectively

[52]. These interstitial vacancies relate to the “split/half” Ga vacancy where a Ga

atom neighbouring a VGa relaxes into an intermediate interstitial site between the

vacancy and the original atomic site [53]. Here the V ib
Ga & V ic

Ga refer to two of the

five possible interstitial relaxation sites [54]. Mechanisms responsible for the green

emission may be the recombination of free electrons with holes trapped within the

VGa(II) (octahedral Ga vacancy) or the (VGa(II)3Sn)
+ complex with emission energies

of 2.16 eV and 2.23 eV respectively.

The increasing intensity of the blue and green luminescence with increasing Sn

content in the CL measurements (Figure 6.6) also reinforces that the defects iden-

tified by the DFT calculations in Figure 6.7 are the likely sources of these optical

bands. The possible sources of blue emission identified by the DFT calculations are

all related to VGa, correlating well with the onset and increasing strength of blue

emission with increasing Sn levels of alloying, known to increase the VGa density

and possibly promote the formation of split interstitials [54]. In Figure 6.6(b) the

strongest green emission is found for the TGO samples with the highest level of Sn

alloying (x = 2.6 - 5.6%) compared to the weaker emission for lower levels of alloying

(x = 0 - 2.2%) also agreeing with the DFT results showing the (VGa(II)3Sn)
+ complex

is a likely defect responsible for this emission.
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Despite the strong correlation between computational and experimental work (in

both an energy and intensity aspect) there may be other possible explanations for

the green emission such as: STH emission occurring from STHs within SnO2, with

an emission energy calculated to be 2.27 eV [56]; transitions involving oxygen inter-

stitials (Oi) [238,239] with the Oi density greatly increased through the Sn alloying

or by transitions directly involving the Sn atoms [240]. For the level of alloying in

the relevant samples we would expect Sn to directly substitute for Ga in the Ga2O3

lattice avoiding the formation of SnO2 so the STH emission process would be an

unlikely explanation for green emission in the TGO films. The green luminescence

in other wide bandgap oxide semiconductors such ZnO has also been attributed to

cation vacancy defect transitions, such as VZn, agreeing with the conclusions here

but as stated, similarly to Ga2O there may be multiple sources/factors for this lu-

minescence [241,242].

Figure 6.8: Energy level diagram for TGO using the results shown in Figure 6.7.
Figure has also been adapted based on the work of [53,243]

.

Using the results of the hybrid functional DFT calculations shown in Figure 6.7

and the work of [53,243] an energy level diagram of TGO has been constructed and is
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shown in Figure 6.8. In Figure 6.8 transitions producing UV emission corresponding

to electron recombination with the two STH sites in the β-Ga2O3 crystal are shown

as 3.4 eV and 3.1 eV with the energy quoted for these transitions coming from

published results [53]. In the spectra shown in Figure 6.6, the 3.1 eV transition is

the source of the prominent UV emission, the higher energy 3.4 eV is partially seen

as a shoulder on the green and black spectra.

Possible sources of blue and green emission identified through the DFT calcula-

tions are also shown, where a combination of these may result in the broad band

spectra of Figure 6.6. A broad VO donor band is also shown which may be involved

with DAP recombination mechanisms classically described as contributing to the

blue and green emission in Ga2O3. Note that in Figure 6.6 there is no direct band-

to-band recombination in Ga2O3, hence there is no NBE emission corresponding to

the TGO bandgap as there was for the AlxGa1−xN samples in Chapter 4.

Figure 6.9: Example qualitative WDX scans showing X-ray counts as a function
of X-ray energy. Spectra acquired from a TGO film and identify key
elements of Sn, Ga and O are present with no detectable trace elements.

.

Trace element WDX scans did not identify any bulk impurity elements that may

be responsible for the observed emission, an example of this is shown in Figure 6.9.

To further correlate the optical behaviour with the incorporation of Sn combined

WDX and CL cross sectional mapping was performed, with both signals simultane-
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Figure 6.10: Cross sectional joint WDX and CL maps (100 × 100 pixel, 60µm ×
60µm) taken from the TGO/Ga2O3/Si sample (x = 2.1%). (a) Sn
Lα X-ray counts, (b-d) peak intensity maps of three spectral regions,
specifically (b) UV [2.9-3.3 eV], (c) blue [2.6-2.8 eV] and (d) green [2.1-
2.4 eV]. Spectral intensity at each pixel are shown in the colourbar of
each Figure

.

ously acquired in one scan. A CL hyperspectral image was collected and monochro-

matic CL maps were extracted from this dataset. Figure 6.10 shows the results from

the mapping measurements on the TGO/Ga2O3/Si sample with Sn=2.1%. The thin

Ga2O3 buffer layer was added to improve the surface quality of the sample (as seen in

Figure 6.2) and was found to have a minimal effect on the Sn incorporation rate [226].

Figure 6.10(a) shows a WDX map recording the Sn Lα X-ray counts and 6.10(b)–(d)
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show the CL maps for the three main spectral bands mentioned previously; (b) UV

[2.9–3.3 eV], (c) blue [2.6–2.8 eV] and (d) green [2.1–2.4 eV]. Broad energy ranges

are used to account for the redshifting of the peak energies with respect to Ga2O3

(explained further in the chapter). The three sections of the material are marked

above Figure 4(b); (1) = 2.1% TGO, (2) Ga2O3 buffer and (3) Si.

Firstly, it can be seen in Figure 6.10(a) that the Sn Lα X-ray counts are exclusive

to a thin film (≈1.25µm) corresponding to region (1) in Figure 6.10(b). The Ga2O3

buffer layer [region (2)] cannot be seen in 6.10(a) but is clearly seen in 4(b) and

(c) where the sample cross section is noticeably thicker than in 4(a). CL intensity

variations between the two layers also help identify the distinct regions of the cross

section. The Si substrate is present in region (3) but is not highlighted by the

signals used in this figure. The UV emission shown in 4(b) can be separated into

two distinct zones: a bright UV peak in the Ga2O3 buffer layer (2×104 counts)

and a diminished emission within the TGO film (1×104 counts). Figure 6.10(c)

shows the inverse of (b) with the brightest blue emission occurring in the TGO layer

(2×104 counts) while the Ga2O3 displays a reduced intensity (0.5×104 counts). This

reinforces the observation that the UV quenching and blue enhancement seen in

Figure 6.6 are due to the Sn alloying. The green emission seen within the TGO

films is shown to be all but eliminated within the Ga2O3 buffer layer, shown in

6.10(d). The observation that the green emission is confined to the TGO film agrees

with published studies stating that green emission was only present in Ga2O3 films

containing impurities such as Sn [202, 240]. This helps reinforce the claims here

that the green emission originates from DAP recombination involving holes trapped

at alloying induced gallium vacancies, VGa, or recombination involving Sn related

complexes.

This measurement was replicated for the TGO/(-201)-Ga2O3 sample for x =

2.7% as seen in Figure 6.11. In this case, region (1) corresponds to the TGO film

and region (2) is the (-201) Ga2O3 substrate with the regions identified above 6.11(b).

The behaviour seen here replicates that of Figure 6.10 for the UV emission (Figure

6.11(b)) though to a greater extent as the UV luminescence is nearly completely

suppressed within the high Sn region identified in Figure 6.11(a).
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Figure 6.11: Cross sectional joint WDX and CL maps (100 × 100 pixel, 40µm ×
40µm acquired from the TGO/(-201)-Ga2O3 sample (x =2.7%). (a) Sn
Lα X-ray counts, (b-d) peak intensity maps of three spectral regions,
specifically (b) UV [2.9-3.3 eV], (c) blue [2.6-2.8 eV] and (d) green [2.1-
2.4 eV]. Spectral intensity at each pixel are shown in the colourbar of
each Figure

.

The blue luminescence in Figure 6.11(c) differs from the previous example where

blue luminescence was enhanced in the TGO layer compared to the Ga2O3 buffer.

Here the luminescence levels are comparable at the film-substrate boundary but

strong blue luminescence is seen within the (-201)-Ga2O3 substrate. As the CL
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point measurements taken from the TGO sample and (-201)-Ga2O3 substrate (Figure

6.6) show much stronger blue emission in the TGO film compared to the substrate

the behaviour in Figure 6.11(c) is likely an experimental issue. The most likely

explanation is due to an uneven surface due to the fracturing of the sample to

make the cross-section, emphasising the luminescence intensity in the (-201)-Ga2O3

substrate. Areas of high blue intensity in region (2) of Figure 6.11(c) also correspond

to high intensity areas in Figures 6.11(b) and (d) reinforcing that this is an optical

focusing issue rather than an effect of the Sn alloying.

The behaviour in Figure 6.11(d) again agrees with both Figure 6.10 and the CL

point spectra in Figure 6.6 with the greatest intensity of green emission being in the

TGO film due to the greater density of VGa and Sn complexes.

As mentioned earlier when referring to Figure 6.10 there is a redshifting of the

peak wavelength of the three main spectral bands mentioned above alongside the UV

luminescence suppression (blue and green enhancement) with increasing Sn content.

Figure 6.12 plots the wavelength of the deconvolved peak energy for the UV, blue

and green luminescence peaks against the Sn content determined by WDX. Within

each band there is a clear redshifting of the peak, with an Sn content of ≈6% in-

ducing a redshift of 0.13 eV for the blue (Figure 6.12(b)) and 0.1 eV for the green,

Figure 6.12(c). Due to the lack of green luminescence in Ga2O3 there are no data

points where Sn=0% and the redshift is based off the peak energy where Sn ≈0.2%.

The shift in UV luminescence, plotted in Figure 6.12(a), is nonlinear with lower Sn

contents (≈2%) inducing an approximate redshift of 0.2 eV and no further shift for

further Sn incorporation (≥6%). This nonlinear shift for the UV band could be due

to interfering UV emission from an underlying Ga2O3 layer (either a buffer layer or

the Ga2O3 substrates). The two sources of UV emission overlap within the CL spec-

tra (see Figure 6.6) and cannot be individually deconvolved so that the peak energy

is then taken from the broadened UV peak and may not identify the ‘true’ redshifted

TGO UV emission. Again, as mentioned in Chapter 5, peak centroid shifts due to

intensity modulations may be a contributing factor [210] to the luminescence shifts.

The mechanism causing the redshift of these emission bands can’t be determined

with definite certainty, but multiple factors may be responsible. The reduction of
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Figure 6.12: Deconvolved emission peak wavelength (nm) (energy (eV) on secondary
y-axis, RHS) from CL measurements as a function of Sn composition
(x ) determined by WDX for the three main luminescence bands of:
Ga2O3(a) UV (purple square data markers), (b) blue (blue circles) and
(c) green (green triangles)

.

the semiconductor bandgap due to the Sn alloying is the most probable reason for

this shift [219]. The formation of non-β-TGO films is also possible, such as α-type

material, evident in the XRD traces seen in Figure 6.3(d). However, the occurrence

of these polymorphs cannot be identified through the other analytical techniques

used here. Strain induced by the lattice mismatch is also likely to affect this redshift

with a different contribution expected for each substrate. A negligible effect would

be expected for the TGO films grown on native Ga2O3 substrates, Ga2O3/sapphire
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samples have previously been shown to have slight compressive strain [244] however

as other polymorphs may be present in the TGO/sapphire films this cannot be

confirmed definitively. To confirm the shifting of the bandgap UV-vis transmission

spectroscopy measurements were performed on the TGO/sapphire substrate samples.

Figure 6.13: Normalised optical transmittance (%) as a function of wavelength (nm)
acquired from TGO/sapphire samples indicating the shift in optical
bandgap. MBE grown Ga2O3/sapphire reference sample from [216] is
shown to indicate the total shift in bandgap due to the In alloying.
Different line colours used to identify the different samples with the Sn
composition quoted in the Figure legend.

.

Figure 6.13 shows the optical transmission curves from the three TGO/sapphire

samples and a Ga2O3/sapphire reference sample. As expected, the transmission

cut-off edge for the sample with the lowest Sn content (x =10.8%) is at the lowest

wavelength which is then redshifted for the samples with increased levels of Sn.

The optical bandgap of these samples has been estimated using the midpoint of the

161



Chapter 6. Tin-gallium oxide

transmission edge, resulting in an optical bandgap of 4.78 eV for x =10.8% and

4.69 eV for x =11.0% and x =11.1%, corresponding to shifts of -0.3eV and -0.39eV

compared to the 0% sample, with the optical bandgap reduced due to the Sn alloying

in all cases. The bandgap shifts here are greater than that expected for this level of

Sn alloying [223] but do not consider the impact of band bowing which may increase

the magnitude of the shift. However, as previously mentioned, XRD measurements

performed on these samples indicate the possibility that α- or κ-phase Ga2O3 is

beginning to form, see Figure 6.3. As α-Ga2O3 and κ-Ga2O3 have a larger bandgap

than β-Ga2O3 (≈5.1-5.3 eV [21] and ≈4.9 eV respectively [229]) the total magnitude

of the shift observed may be magnified if these polymorphs have formed.

6.4 Device properties

Figure 6.14: Schematic of vertical Schottky barrier photodetector manufactured
from TGO thin films

In order to assess the viability and performance of the TGO films as solar-blind

photodetectors the films analysed here were manufactured into vertical Schottky

barrier devices (disregarding the sapphire substrate samples), see Chapter 2.3. A
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schematic of the device architecture is shown in Figure 6.14. The specific device

fabrication details for each substrate may be found in their respective publications

[52,225,226]. The back contact of the device was either a Ti/Al/Ni (20/100/50 nm)

or Ti/Au (20/100 nm) ohmic back contact depending on which TGO/substrate was

being fabricated. The thin Pt coating (≈ 3nm) acted as the Schottky barrier (θ ∼5.5

eV [226]) in the device while still allowing adequate transmission of the UV light.

All the device fabrication and measurements in this chapter were completed by Dr

Isa Hatipoglu or Dr Partha Mukhopadhyay at the University of Central Florida.

The spectral responsivity of the devices was measured to determine the impact

of the Sn on the wavelength/energy of the peak responsivity and the the dependence

of Sn on the absolute value of the responsivity. The results of these measurements

are shown in Figure 6.15 where (a) corresponds to the TGO/Si substrate samples

(and a Ga2O3/Si reference), (b) TGO/(010)-Ga2O3 and (c) TGO/(-201)-Ga2O3.

A clear observation in Figure 6.15 across all material substrates is the redshifting

of the peak responsivity energy with increasing Sn content. This is seen with respect

to the Ga2O3 (x ≈ 0%) reference samples in 6.15(a) and (b) and within 6.15(b)

and (c) for samples with different levels of Sn alloying. This is consistent with

the previous transmission spectroscopy results (Figure 6.13) and agrees with the

shifts in CL spectral peaks (Figure 6.12). The dependence of the peak responsivity

wavelength shift increases with Sn content for each substrate as shown in 6.15(d)

with the Sn alloying having a greater effect on the TGO photodetectors based on Si

or (-201)-Ga2O3 substrates compared to a much reduced impact on the TGO/(010)-

Ga2O3 devices.

In order to examine how the magnitude of the redshift in the CL peaks compares

to the shift in peak responsivities of the TGO photodetectors the two are plotted

together in Figure 6.16. Again as seen in Figure 6.6 and 6.12 there is a clear red-

shifting in the peak responsivity of TGO photodetectors with light Sn alloying (x =

0.02 - 0.06; red, black and blue spectra, circle markers) compared to a photodetector

with minimal Sn content (x < 0.01, green spectra, circle markers). While the CL

peaks tended to redshift further with increasing Sn content, outwith the substrate

grouping, the redshift in peak responsivity shows no clear dependence on the TGO
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Figure 6.15: Normalised spectral responsivity of TGO photodetectors as a function
of wavelength (nm) measured with bias of -5V. Results are grouped by
the substrate of the TGO film: (a) Si [226], (b) (010)-Ga2O3 [225] and
(c) (-201)-Ga2O3 [52]. Figures extracted/adapted from their respective
citations. (d) shows the peak responsivity wavelength value (nm) as
a function of Sn composition (x ). The different data markers/colours
identify the different samples in (a)-(c) and the different material sub-
strates in (d). The dashed lines in (d) are guides for the eye.

Sn content other than the immediate redshift due to the light Sn alloying. If Ga2O3

(and TGO) exhibited direct band-to-band recombination, the NBE would be expect

to show similar behaviour to the photodetector peak responsivity wavelength. How-

ever, a more obvious dependency on the Sn composition and energy comparable to

the TGO bandgap would be expected for NBE emission.

The approximate shift in the peak responsivity wavelength for the TGO/Si (x =
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Substrate
Sn Content

(x%)
Peak responsivity
wavelength (nm)

Peak responsivity
(A/W)

(111) Si 0.0 235 27.4
(111) Si 2.1 258 263
(111) Si 2.2 255 2011

(-201) Ga2O3 2.4 240 9995
(-201) Ga2O3 2.6 250 35510
(-201) Ga2O3 2.7 257 1731
(010) Ga2O3 0.2 239 67
(010) Ga2O3 0.2 240 49
(010) Ga2O3 5.6 249 83
(010) Ga2O3 6.1 255 194

Table 6.2: Summary of responsivity measurements taken on TGO and Ga2O3/Si
photodetectors at a bias of -5V

0.021), TGO/(-201) Ga2O3 (x = 0.027) and TGO/(010) Ga2O3 (x = 0.056) compared

to the TGO/(010) Ga2O3 (x = 0.002) photodetector was calculated to be 0.38 eV,

0.36 eV, 0.21 eV respectively. The magnitude of these shifts is considerably greater

than the redshifts observed for the CL peaks in Figure 6.12 and comparable to the

bandgap shifts calculated from the transmission spectroscopy measurements in 6.13

however there is a lesser level of Sn alloying present in the photodetector samples

compared to the sapphire samples. As mentioned previously and seen in Figure 6.15

the substrate of the TGO photodetector appears to influence the peak responsivity

wavelength. This may also be reflected in the CL peak shifts, reducing the magnitude

of the redshift for the high Sn TGO/(010) Ga2O3 samples (x=0.056 & 0.061) where

a more comparable shift to the reduced bandgap may be observed.

It is notable that it is the high Sn TGO/(010) Ga2O3 samples (x=0.056 & 0.061)

where the peak responsivity wavelength shows a weaker dependence on Sn content

and the CL peak shifts observed in Figure 6.12 are of approximately the same mag-

nitude as the TGO/(-201) Ga2O3 samples where x ≈0.02 - 0.03. It is unlikely that

the reduced magnitude of the shifts observed for the CL and peak responsivity in

the TGO/(010) Ga2O3 samples is coincidence and with no major differences in the

growth of these samples other than the substrate it implies that the (010) Ga2O3
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substrate influences the band structure of the TGO differently than the other sub-

strates investigated. This may be a result of strain between the TGO and substrate

or the substrate promoting the formation of non-β polymorphs masking the shifts

may also be a contributing factor [229].

Figure 6.16: Normalised intensity/peak responsivity against the wavelength of the
CL emission/peak responsivity wavelength for 4 TGO semiconduc-
tors/photodetectors. Filled circle data markers (LHS of figure) are used
for the peak responsivity and hollow squares for the normalised CL spec-
tra (RHS). Different colours of data markers are used to identify the
different TGO substrates

Accompanying the shifts in peak responsivity wavelength is a enhancement of the

peak responsivity magnitude, Rλ . Table 6.2 shows the peak responsivity values for

each sample. For the Si substrate samples their is notable enhancement of the device

responsivity with Sn alloying, increasing from 27.4 A/W for Sn content of x = 0%

to a maximum of 2011 A/W when x = 2.2%. Note this is for the sample without
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the Ga2O3 buffer layer. Similar behaviour is observed for (010)-Ga2O3 substrate

samples with a muted level of enhancement, increasing from 49-67 A/W with low

levels of Sn alloying x = 0.2% to a maximum of 194 A/W for the highest Sn content

x = 6.1%. As the measured TGO/(-201)-Ga2O3 substrates all feature similar Sn

contents x= 2.4-2.7% it is difficult to show the level of enhancement compared to a

device featuring no alloying however these samples show the highest responsivities

compared to the other material substrates with a maximum of 35.5 kA/W achieved

for the sample where x = 2.6%. This behaviour agrees with the results of TGO

metal-semiconductor-metal photodetector devices, exhibiting enhanced responsivity

with increasing Sn content [216,223,224] however the peak responsivity observed for

the TGO/(-201)-Ga2O3 devices exceeds that recorded for solar-blind photodetectors.

Another key factor in determining the quality of a photodetector is the I-V char-

acteristics and their enhancement when under UV illumination compared to the dark

current within the device. In general, the I-V curves shown in Figure 6.17 show a

high degree of current enhancement under illumination. The lowest level of enhance-

ment is found in the TGO/Si sample, with the photocurrent increasing by a factor of

approximately 10 compared to the dark current, Figure 6.17(a). The enhancement

for the other devices is significantly higher, despite the differing levels of dark cur-

rent present the photocurrent increases by approximately 102-103 times under -5V

bias as seen in Figures 6.17(b)-(d). The likely reason for the poor enhancement in

the TGO/Si device is defect induced dark current from the surface roughness and

nanovoids present, see Figures 6.1 & 6.2 [226].

From these measurements, critical device classifying parameters such as the gain-

external quantum efficiency (gain-EQE) products (ηG) and detectivity (D∗) can be

calculated. The gain-EQE allows comparison with responsivities at different peak

energies while the detectivity accounts for photocurrent response and active area,

with the detectivity ultimately determining the figure of merit of the photodetector.

ηG =
hcRλ

eλ
(6.1)
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Figure 6.17: Example I-V characteristics (current (A) as a function of bias (V))
of TGO photodetectors under illumination by 30W deuterium lamp.
Results are grouped by the substrate of the TGO film: (a) TGO/Si
(Rλ= 2011 A/W) [226], (b) TGO/Ga2O3/Si (Rλ = 263 A/W) [226],
(c) TGO/(010)-Ga2O3 [225] (Rλ = 35510 A/W) and (d) TGO/(-201)-
Ga2O3 (Rλ = 194 A/W) [52]. Figures extracted/adapted from their
respective citations.

where ηG is the gain-external quantum efficiency product, h is Planck’s constant, c

is the speed of light, Rλ is the peak spectral responsivity, e is the electron charge

and λ the peak spectral responsivity wavelength.

D∗ =
Rλ√

(2eJdark)
(6.2)

where D∗ is the detectivity, Rλ is the peak spectral responsivity, e is the electron

charge and Jdark the dark current density.
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Substrate
Sn Content

(x%)
Gain-EQE product

ηG
Detectivity, D∗

(Jones, cm
√
HzW−1)

(111) Si 0.0 1.51×102 6.2×1011

(111) Si 2.2 9.74×103 1.11×1012

(111) Si 2.1 1.27×103 1.31×1012

(-201) Ga2O3 2.4 5.16×104 4.95×1012

(-201) Ga2O3 2.6 1.76×105 3.30×1013

(-201) Ga2O3 2.7 8.30×103 2.36×1011

Table 6.3: Calculated gain-external quantum efficiency product and detectivity of
TGO and Ga2O3/Si photodetectors

The values for these performance indicating parameters have been calculated for

the TGO photodetectors featuring Si and (-201)-Ga2O3 substrates and are high-

lighted in Table 6.3. For the TGO detectors with a Si substrate despite the TGO/Si

detector (x= 2.2%) featuring the highest peak responsivity the high dark current

present results in poor detectivity and the TGO/Ga2O3/Si detector (x= 2.1 %)

shows the greatest performance. The detectors fabricated from the TGO/(-201)-

Ga2O3 films exhibit far greater gain-EQE product and detectivity compared to the

TGO/Si samples with an ηG = 1.76×105 and D∗ = 3.30×1013 calculated for the x=

2.6 % detector due to its superior peak responsivity Rλ= 3.55 kA/W.

The gain mechanism resulting in the high detector responsivity for the TGO

photodetectors has been attributed to to Schottky barrier lowering due to acceptor

states acting as hole traps. A schematic of this is shown in Figure 6.18. Through

the Sn alloying an increased density of VGa and VGa-Sn complexes as established

from the CL measurements with these defects act as hole trapping sites. As holes

accumulate at these trapping sites the electric field present at the the Pt/TGO

interface increases. This reduces the height of the Schottky barrier via the Schottky

effect (See Chapter 2.3) increasing the rate of thermionic emission and increasing

the electron tunnelling probability resulting in the increased photocurrent under UV

illumination. This gain mechanism has been established with Ga2O3 films using

proton/neutron beam irradiation to generate the deep level defects whereas here the

alloying has induced the defects [245].
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Figure 6.18: Diagram of Schottky barrier lowering and photodetector enhancement
due to hole trapping. Diagram shows (a) Ga2O3 and (b) TGO pho-
todetector under dark conditions with a low current from thermionic
emission. UV illumination results in thermionic emission and electron
tunnelling in the (c) Ga2O3 photodetector which is greatly enhanced in
the (d) TGO photodetector due to accumulated holes [226].

Other possible explanations suggested for the high responsivity of these devices

are due to impact ionization [246] and Schottky barrier lowering via self-trapped hole

accumulation [247,248]. These processes are high unlikely and have been discounted

as possible explanations for the high device responsivity due to the unstable nature
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of self-trapped holes at room temperature and the high breakdown field strength of

the Ga2O3 based TGO films [55,226].

6.5 Conclusion

Here a series of tin-gallium oxide thin films grown via MBE on four different mate-

rial substrates have been characterised, investigating the compositional, optical and

electronic properties of the semiconductors and photodetectors manufactured from

the material.

WDX compositional measurements indicate that the level of Sn alloying achieved

was highly dependent on Sn availability, growth temperature and the substrate

choice. Lower temperature growth (500 ◦C vs 600 ◦C) produced material with a

greater Sn composition evident in the TGO/sapphire films. Two Ga2O3 substrates

with different crystal orientations, (010) and (-201), yielded TGO films with a large

difference in the Sn composition despite similar growth conditions (near double Sn in

(010)-Ga2O3 compared to (-201). This is likely due to the Sn preference to occupy

octahedral Ga sites over tetrahedral within β-Ga2O3 and the (010) crystal orien-

tation promoting octahedral incorporation, with similar behaviour observed for Al

incorporation within aluminium-gallium oxide films grown upon the same substrates.

Overall, MBE was found to be capable of growing high quality TGO thin films with

Sn compositions x≤0.11.

Optical properties were determined through RT CL spectroscopy, indicating there

is reduced UV and strong blue luminescence within the layers and the onset of bright

green luminescence when compared to Ga2O3. The blue and green luminescence

enhancement is attributed to an increased density of VGa induced through the Sn

alloying and the formation of Sn related VGa complexes. Correlated WDX and CL

hyperspectral mapping was used to confirm that the Sn incorporation was responsible

for the new optical behaviour.

Accompanying the luminescence intensity modulation is an energy shift of the

spectral bands within Ga2O3 with all three spectral bands redshifting with increasing

Sn content, similarly to the IGO films in Chapter 5. This redshifting is due to
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bandgap lowering from the Sn alloying, confirmed through transmission spectroscopy

measurements. The optical studies here confirm the ability to tune the bandgap of

β-Ga2O3 material with SnO2 to produce a material with a reduced bandgap similar

to IGO which can then be used to produce UV-C and UV-B photodetectors.

The feasibility of photodetectors fabricated from these TGO thin films was then

assessed, with the samples manufactured into vertical Schottky devices. Devices

presented with superior responsivity and high gain compared to Ga2O3 counterparts

with the greatest responsivity of Rλ= 3.55 kA/W achieved for a x= 0.026 TGO/(-

201)-Ga2O3 device. The enhanced device performance is attributed to the high VGa

and VGaSn complex densities responsible for the changes in luminescence behaviour.

These defects act as hole trapping sites, reducing the height of the Schottky barrier

allowing greater photocurrent under UV illumination.

The results of this investigation present in this chapter show not only that it is

possible with careful control over the growth conditions and substrate choice to pro-

duce tin-gallium oxide materials of various compositions but also show the benefits

that these materials may have when applied with UV optical devices. By manipu-

lating the Sn content and therefore the acceptor defect density in the semiconductor

films it is possible to create UV-C and UV-B photodetectors operating at a tune-

able peak energy with superior device performance than that capable with unalloyed

Ga2O3 devices.
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Chapter 7

Impact of X-ray secondary

fluorescence on semiconductor

X-ray analysis

The results presented in this Chapter have been published in the first authored

paper: Hunter D. A. et al, Microscopy & Microanalysis, Vol. 28, Iss. 5, pp.1–12

(2022) [249]. Much of the introduction, results and discussion present in this chapter

will be adapted or extracted from the cited paper.

7.1 Introduction

An additional consideration when performing EDX or WDX measurements is the

generation of secondary fluorescence X-ray generation outside of the predicted ex-

citation volume, possibly across grain boundaries or outside the surface layer for

multilayered structures as discussed in Chapter 3. For geological or metallurgic sam-

ples the magnitude of this effect can be quite extreme, heavily skewing compositional

measurements, see below. Using EDX/WDX for semiconductor characterisation is

a fairly unconventional use of the techniques therefore the impact of secondary flu-

orescence is poorly understood. As a result there is value in understanding what
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influence secondary fluorescence has on such data to ensure we are confident in any

previous and future compositional measurements.

Experimental evidence of secondary fluorescence affecting the X-ray micro-analysis

was shown for olivine minerals, with X-rays propagate through neighbouring phase

boundaries of calcium rich deposits [250]. Further evidence of this effect was shown

for binary material couples of Cu and Co (A block of Co and Cu clamped together)

with the magnitude increasing as the electron beam moves closer to the couple in-

terface [251]. The binary material couple material system was used as a basis for

X-ray microanalysis simulations attempting to successful model secondary fluores-

cence [252, 253]. In order to reduce the required processing power to produce these

simulations Ritchie developed DTSA-II to provide quick but accurate modelling of

EDX measurements with secondary fluorescence included [145,254].

Secondary fluorescence was also found to produce an unrecognisable error when

performing computational quantitative measurements on film-substrate materials

involving thin heavy-metal films with substrate secondary fluorescence contributing

nearly 10 % of the total X-rays generated [255,256]. The results from an adaptation of

the simulations performed by Pouchou featuring Cu-metal film-substrates materials

(Cu-Ge, Ge-Cu in [256]) showing the impact of secondary fluorescence is shown in

Figure 7.1. As the beam excitation volume is enclosed within the upper Cu layer

an expected result of Cu = 100 at% would be expected if only primary fluorescence

was considered. However as their is secondary fluorescence present there is a number

of substrate X-rays generated and detected skewing the quantification. Note that

the smallest film thickness shown is when the beam excitation volume is contained

within the upper layer.

Errors of these magnitudes would be a serious issue for our quantifications. As

these simulations follow the same material geometry as semiconductor thin films then

similar errors may be present in WDX analyses. Therefore DTSA-II has been used

to investigate the magnitude of secondary fluorescence for three wideband semicon-

ductor films on their typical substrates. In section 7.2 the individual contribution

from CSF and BSF on on the elemental atomic fractions quantified by WDX will

be investigated for a series of AlxGa1−xN of varying film thicknesses deposited on
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Figure 7.1: DTSA-II simulations results showing the effect of secondary fluorescence
on the quantification of a Cu film with three different transition metal
substrates (Ni, Co Fe). The skewed atomic fraction (at%) is plotted as
a function of film thickness (nm). The Cu – Ni (Cu) corresponds to the
quantified value of Cu within the Cu film – Ni substrate system with
different line colours used for the different layered materials.

both GaN and AlN substrates. Section 7.3 investigates the impact of secondary flu-

orescence on WDX data measured from a thin layer of InxAl1−xN on a thick GaN

underlayer. Finally 7.4 investigates the secondary fluorescence impact on tin-gallium

oxide (SnxGa1−x)2O3 quantification and the beam parameter influence on the mag-

nitude of secondary fluorescence.

Methodology

DTSA-II was used to simulate electron beam induced X-ray generation within the
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previously mentioned materials. The underlying raw X-ray counts from the simula-

tions were then converted into k -ratios to give a value for the material composition.

For each DTSA-II simulation there were 3 compositions generated:

1. A composition using only the primary characteristic X-rays.

Iunk(Char)

Istd(Char)
(7.1)

2. A combination of the primary characteristic X-rays and any X-rays produced

through CSF

Iunk(Char + CSF )

Istd(Char + CSF )
(7.2)

3. The total X-ray counts from all generation methods (primary fluorescence, CSFs

and BSFs).

Iunk(Char + CSF +BSF )

Istd(Char + CSF +BSF )
(7.3)

For each simulation a beam energy of 10 keV and a probe dose of 400 nAs were

used, unless otherwise stated. Multiple electron trajectories were applied within

DTSA-II to reduce the randomness between simulations. For each film thickness and

composition 16 simulations were completed, compiled and averaged to produce the

average X-ray counts which were used to calculate the k-ratios. For all investigations

in this publication the smallest film thickness simulated is the minimum required to

prevent the primary excitation penetrating into the second layer.

In the cases where the atomic composition was calculated the k-ratios were

submitted into CalcZAF to generate a quantification of the sample layer. ZAF

corrections were calculated using the Love-Scott II package in CalcZAF with the

Reed/Armstrong option for F correction. CalcZAF was used to calculate the mate-

rial quantification from the X-ray counts produced by DTSA-II due to the greater

precision (not accuracy) obtainable in the outputted quantification than for the in-
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tegrated quantification tool within DTSA-II. For each simulation the material com-

position was first determined with consideration of only primary X-ray generation

(Eq. 7.1) and the resulting base composition was then subtracted from subsequent

quantifications featuring secondary X-ray generation (CSF and/or BSF) to derive

the effect that secondary fluorescence has on the elemental atomic fractions (at%).

The following standards and X-ray lines were used for all quantifications: AlN for

Al Kα and N Kα; GaN for Ga Lα; InP for In Lα, silicon for Si Lα and cassiterite

(SnO2) for Sn Lα and O Kα X-rays.

7.2 AlxGa1−xN on GaN & AlN

Two AlxGa1−xN alloys have been investigated, with x = 0.3 and 0.7, and each

composition simulated for a GaN and an AlN substrate. This represents typical

AlxGa1−xN alloys at moderate ends of the compositional range [162]. CASINO

simulations indicate the excitation volume is contained within the AlxGa1−xN film

when the film thicknesses are 600 nm and 700 nm for x = 0.3 (ρ = 5.28 g/cm3) &

0.7 (ρ = 4.13 g/cm3), respectively. As these measurements were performed with a

beam energy of 10 keV the highest X-ray energy that may be generated are Ga Kα

X-rays (E= 9.25 keV).

Firstly, consider the impact of CSF only, shown in Figure 7.2. The change in

k -ratio has been calculated by subtracting the result of Equation 7.1 from Equation

7.2. Positive (negative) numbers on the vertical axis indicate an increase (decrease)

in the k-ratio of an element in the film.

At a beam voltage of 10 kV the Al K absorption edge (E = 1.56 keV) is considered

to have the highest energy in the AlxGa1−xN material system in these simulations.

Thus, no additional Al Kα X-rays are produced by CSF. It is theoretically possible

to generate Al Kα X-rays through CSF from Ga Kα X-rays at this beam voltage

however the probability of generating Ga Kα X-rays and subsequent Al Kα CSFs is

so low that the counts generated through this process are negligible. Therefore, for

all film thicknesses the Al k -ratio will remain constant, as seen in Figure 7.2a.

For Ga however, there is a sufficient energy difference between the Al Kα X-ray
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Figure 7.2: The change in reported atomic percentage for (a) Al and (b) Ga due to
CSF as a function of film thickness (nm). Filled circles are used to iden-
tify results for the AlN substrate and hollow for GaN. Two AlxGa1−xN
alloys are shown in each figure where x = 0.3 (ρ = 5.28 g/cm3, black
markers) & 0.7 (ρ = 4.13 g/cm3, red markers). The lines (solid and
dashed) are calculated fits from their corresponding data points

(E= 1.49 keV) and the Ga L absorption edge (E= 1.29 keV) that additional Ga Lα

X-rays can be excited by CSF, increasing the Ga Lα X-ray counts, as seen by the

positive changes in k-ratios in Figure 7.2b. As the Al composition, x, is increased the

number of Al Kα X-rays generated by primary excitation is increased. Therefore,

there are are additional X-rays capable of generating Ga Lα CSF X-rays.

In Figure 7.2b the difference between the AlN (circles) and GaN (rings) substrates

is minimal with the greatest difference in k -ratio being 0.3×10−3 for x = 0.7 and <

0.1×10−3 for x = 0.3. The substrate effect begins to nullify as the film thickness is

increased, containing a larger fraction of the secondary excitation volume within the

film. The change in k -ratio when the measurement has become independent from

substrate fluorescence is approximately 1.3×10−3 for x = 0.7 and 0.6×10−3 for x =

0.3. The increased density for the AlxGa1−xN film when x = 0.3 compared to x =

0.7 means CSF becomes independent from the substrate at a quicker rate. Overall,

the maximum change in Ga k -ratio observed is 1.4×10−3 for a 700nm film where x
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= 0.7 with a GaN substrate.

Figure 7.3: The change in reported atomic percentage for (a) Al and (b) Ga due to
BSF as a function of film thickness (nm). Filled circles are used to iden-
tify results for the AlN substrate and hollow for GaN. Two AlxGa1−xN
alloys are shown in each figure where x = 0.3 (ρ = 5.28 g/cm3, black
markers) & 0.7 (ρ = 4.13 g/cm3, red markers). The lines (solid and
dashed) are calculated fits from their corresponding data points.

When BSF is considered there will now be an impact on both the Al and the

Ga X-ray counts and subsequent k -ratios. The change in k -ratio for BSF has been

calculated by subtracting the result of Equation 7.2 from Equation 7.3.

The first thing to note in Figure 7.3 is that when an element is present in both

the film and the substrate (e.g Al in AlGaN/AlN) that element always experiences

a greater increase, evidence that the bremsstrahlung radiation is capable of reaching

the substrate and generating BSF X-rays. As X-ray absorption is dictated by the

MAC of an element it is expected that BSF would have the largest effect on Ga as

the MAC of Ga is always greater than that of Al within the 0-10 keV energy range,

with the largest differences being in the energy range between the Ga L X-ray and

Al K X-ray absorption edges (E=1.29 keV and 1.56 keV respectively). Despite L

X-ray transitions having a poorer fluorescent yield compared K to transitions this

is still seen when comparing Figure 7.3a to 7.3b [257]. As the Ga MAC is very large
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at the Al Kα X-ray energy there is a large degree of X-ray reabsorption preventing

the emission of the Al X-rays, reducing the impact BSF has on the Al k -ratio.

Comparing the effect of CSF to BSF for Ga (Figure 7.2b to 7.3b) the convergence

point between the two substrates occurs at greater film thicknesses, indicating that

high energy BSF is capable of generating a greater number of substrate X-rays unlike

CSF. In Figure 7.3a at low film thicknesses the sheer number of Al atoms in the film

when x= 0.7, and the AlN substrate (red circles, whole red line) produces the greatest

change in k -ratio for Al by BSF, 0.15×10−3. For Ga the greatest change by BSF

is 0.75×10−3. occurs when x= 0.3 and a GaN substrate (black rings, dashed black

line), 7.3b.

The change in k -ratio for each element is useful for describing the behaviour of

each individual effect however does not translate well when describing the impact of

secondary fluorescence on the calculated composition of a material. Changes in the k -

ratio are not always reflected in the quantified composition due to the normalisation

process masking changes in nitride molar fraction. Therefore, the results shown in

Figures 7.2 and 7.3 have now been combined and quantified to produced the change in

nitride molar fraction (x in AlxGa1−xN), shown in 7.4. This normalisation procedure

assumes the N content present in the film is exactly 50%.

As there are only two materials to be considered within the quantification any

changes experienced by one (e.g. GaN) will result in an equal but opposite change

for the other (AlN). The overall change observed within the GaN molar percent is a

slight increase, <0.1%, for all alloy compositions, approximately 0.07% for the high

AlN content alloy (x= 0.7) and 0.03% for the low AlN alloy (x= 0.3). The increased

value for GaN is dominated by the increase produced from CSF, which is why the

largest change is observed for x= 0.7 with the largest number of Al atoms to act as

sources for CSF.

The non-zero convergence points for the results from the two substrates at large

film thicknesses is due to a combination of BSF being uncorrected for by F during

the quantification and the F correction being present when quantifying the k -ratio

from Equation 7.1. No fluorescence is present when quantifying the k -ratio from

Equation 7.1 but the calculation still assumes there is and attempts to correct for it
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Figure 7.4: The change in molar fraction for GaN (left axis) and AlN (right axis)
due to the combined effect of CSF + BSF as a function of film thickness
(nm). Filled circles are used to identify results for the AlN substrate
and hollow for GaN. Two AlxGa1−xN alloys are shown in each figure
where x = 0.3 (ρ = 5.28 g/cm3, black markers) & 0.7 (ρ = 4.13 g/cm3,
red markers). The lines (solid and dashed) are calculated fits from their
corresponding data points.

via the F correction (CalcZAF does not allow the F correction to be switched-off).

When x= 0.3 the final F correction value was determined to be 0.9930 compared

to the larger correction of 0.9906 when x= 0.7 (F = 1 in the case of zero fluores-

cence). As the CSF excitation of Ga is the most dominant contribution of secondary

fluorescence the larger F correction is due to the increased Al content resulting in

greater excitation, and reduced re-absorption, of Ga CSF explaining the larger molar

fraction change for higher x in Figure 7.4.
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When compared to the work on transition metal binary couples and metallic

films [251, 255, 256] the impact of secondary fluorescence found here is largely unaf-

fected. In some cases secondary fluorescence produces a change in apparent Wt%

of 1-3 orders of magnitude [258, 259] whereas here the impact is minimal. The

reduced beam energy used within semiconductor characterisation compared to ge-

ological/metallurgy (typically 5-10 keV vs 30 keV) is likely responsible. Knowing

that secondary fluorescence produces a low magnitude change in the calculation of

the material composition we can now be confident that previous results (Chapter 4

& [66,137,162,167]) are unaffected by these effects. The variation in the results from

secondary fluorescence would be contained within the experimental uncertainty and

would not need to be specifically addressed for WDX measurements on AlxGa1−xN

materials.

7.3 InxAl1−xN on GaN

The impact of secondary fluorescence on WDX data measured from a thin layer of

InxAl1−xN on a thick GaN underlayer was also investigated. The high energy of

the In Lα1 X-ray (E = 3.287 keV) makes the presence of In in the film particularly

relevant as there will now be a greater CSF excitation volume than in the previous in-

vestigation. Indium also posses a large MAC influencing how secondary fluorescence

effects the other elements present.

This study also allows a check to be performed on a past investigation: E. Taylor

et al. [260] reported the unexpected incorporation of gallium in films of InxAl1−xN

using WDX. The source of the gallium impurity was determined to be contamination

from the growth chamber; however secondary fluorescence from substrate gallium

could have augmented the quantified concentration of gallium impurities within the

film and it is therefore important to verify the source of these unexpected X-rays.

Figure 7.5 shows the effect of CSF on the k -ratio for all elements present in the

material system. For this material CSF shows different behaviour to that in Chapter

4.1, with the element with the highest energy X-ray, In, acting as both a source of

CSF and generating additional X-rays. This is due to higher energy In L transition
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Figure 7.5: The change in k -ratio under the influence of CSF for Al (red circles), Ga
(blue triangles), In (inverted green triangles) and N (black circles) as a
function of film thickness (nm). Three InxAl1−xN/GaN alloys are shown
in the Figure varying in composition from left to right: x = 0.1 (ρ =
3.62 g/cm3), 0.2 (ρ = 3.97 g/cm3) & 0.3 (ρ = 4.33 g/cm3). The solid
lines are calculated fits from their corresponding data points.

X-rays (e.g Lγ1) having a sufficient overvoltage to generate Lα1 X-rays. As the energy

difference between the higher energy X-rays Lα1 is still low the probability of this

process occurring is relatively low, resulting in a small number of In CSF X-rays. In

Figure 7.5 it is seen that the overall change in the k -ratio for In is always negative for

the three alloy compositions (green triangles) however increasing the film thickness

suppresses the decrease in k -ratio as In Lα1 X-rays are self-generated from the higher

energy L X-rays. The overall decrease in the k -ratio due to the effect of CSF on In

(and N) is attributed to differences in X-ray generation/emission rates between the
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standard and film which would be corrected for by the ZAF factors once the k -ratio

is quantified.

The blue triangles in Figure 7.5 indicate that there is now an apparent presence

of Ga within the film. This stems from Al and In X-rays propagating within the GaN

substrate subsequently generating Ga CSF X-rays. As with the AlxGa1−xN alloys

in 4.1 increasing the film thickness contains more of the CSF excitation volume

within the film and suppresses the presence of “false” Ga. Again, increasing the

film composition from x=0.1 through to 0.3 reduces the primary and subsequent

CSF excitation volume while increasing the content of high MAC In atoms, in turn

quenches both the generation and emission of the “false” Ga CSF X-rays.

The Al CSF behaviour (red circles in 7.5) in this system is less straightforward.

For x= 0.1 & 0.2 the k -ratio increases due to Al Kα1 X-rays being generated by the

high energy In X-rays with the high In content film emphasising the effect as more

In sources of CSF excitation are introduced in the film. Further increase of x to 0.3

then begins to suppress the increase in Al k -ratio as the greater In content begins

to enhance X-ray reabsorption. The low MAC for N and high rate of N Kα1 X-ray

reabsorption by the other present elements results in an insignificant change in the

N X-ray counts resulting in the constant decrease in N k -ratio (black squares in 7.5).

When compared to the CSF results in 7.1 (Figure 7.2) the behaviour here is

extremely similar with CSF having the greatest effect on the element with the second

highest absorption edge (Al) due to excitation from the highest X-ray energy in the

system (In). However, the degree of substrate excitation (and emission) can now be

clearly examined with the “false” Ga being present for all film thicknesses when x=

0.1 & 0.2 with a maximum change in k -ratio occurring at the smallest film thickness,

800 nm (approximately 0.31×10−3 and 0.12×10−3 respectively). When x= 0.3 the

“false” Ga is negated at film thicknesses > 1800 nm due to the increased film density.

The greatest difference in Ga k -ratio occurring for a film thickness of 800 nm was

approximately 0.06×10−3.

The effect of including BSF within the quantification is now considered in Figure

7.6. As with CSF there is now the presence of “false” Ga produced from BSF exci-

tation of the GaN substrate, seen by the blue triangles in Figure 7.6. Mirroring the
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Figure 7.6: The change in k -ratio under the influence of BSF for Al (red circles), Ga
(blue triangles), In (inverted green triangles) and N (black circles) as a
function of film thickness (nm). Three InxAl1−xN/GaN alloys are shown
in the Figure varying in composition from left to right: x = 0.1 (ρ =
3.62 g/cm3), 0.2 (ρ = 3.97 g/cm3) & 0.3 (ρ = 4.33 g/cm3). The solid
lines are calculated fits from their corresponding data points.

behaviour for CSF, the extra Ga X-ray counts quickly decreases to 0 with an increase

in both film thickness and composition. The magnitude of the change in k -ratio is

notably smaller for BSF than CSF, being 0.1×10−3 for all compositions simulated.

The Ga BSF X-ray counts are negated for film thicknesses of approximately 1700

nm, 1400 nm and 1200 nm for x values of 0.1, 0.2 and 0.3 respectively.

The black squares in Figure 7.6 indicate there is little change in N when BSF is

included in k -ratio calculations and no change seen as the film thickness is increased.

As x is increased there is a small increase in the N k -ratio as the increased In

concentration results in the generation of more bremsstrahlung continuum X-rays,
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allowing N to produce a small additional number of BSF X-rays.

Similarly, to CSF the k -ratio for In is initially reduced when BSF X-rays are

included with this behaviour now extending to Al as well (green inverted triangles

and red circles in Figure 7.6 respectively). As the film thickness is increased more of

the BSF excitation volume is enclosed within the film, reducing substrate excitation

and the generation of “false” Ga X-rays, increasing the number of Al and In BSF

X-rays generated therefore increasing the k -ratio of the two elements.

As x is increased the In k -ratio begins to massively increase, dominating con-

tinuum absorption with the superior MAC compared to Al, reaching a maximum

k -ratio increase of approx. 1.25×10−3 at the largest film thicknesses. The Al k -ratio

continues to increase as x increases but the effect of increasing the film thickness

is suppressed for the high In content films. Again, the increased In content in the

films will result in the generation of a greater number of continuum X-rays, helping

to magnify the behaviour seen when x = 0.1 but the emission of Al BSF X-rays will

be negated by reabsorption from the superior MAC of In. The greatest change in Al

k -ratio still occurs when x = 0.3 peaking at a value of approximately 0.2×10−3.

As with 7.1 the combined effect of both secondary fluorescence mechanisms has

been calculated and quantified through calcZAF assuming a constant N content of

50%. Figure 7.7 shows an increase in molar fraction for InN and GaN, mirroring

the overall increase in k -ratio however, the AlN must now decrease to compensate

for the increase in the other molar percentages due to the normalisation within the

calculation.

As the Ga X-ray counts are rising from 0 when only primary fluorescence is

considered the GaN molar fraction (red circles in Figure 7.7) can only decrease to

0%, any additional X-rays are reflected with a positive increase in the molar fraction.

The largest contribution from secondary fluorescence is BSF affecting the In X-ray

counts, nearly 3× the magnitude of the next highest contribution (Al CSF) when

x = 0.3. Despite the decrease in k -ratio through CSF the magnitude of the BSF

increase in k -ratio dominates producing the increase in the InN molar fraction (blue

triangles). As these two values are increasing the AlN molar fraction decreases to

compensate during the normalisation (black squares).
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Figure 7.7: The change in k -ratio under the influence of CSF + BSF on the quan-
tified AlN (black squares), GaN (red circles) and InN (blue triangles)
composition as a function of film thickness (nm). Three InxAl1−xN/GaN
alloys are shown in the Figure varying in composition from left to right:
x = 0.1 (ρ = 3.62 g/cm3), 0.2 (ρ = 3.97 g/cm3) & 0.3 (ρ = 4.33 g/cm3).
The solid lines are calculated fits from their corresponding data points.

From Figure 7.7 the amount of GaN calculated to be within the material with a 1

µm film thickness as a result of secondary fluorescence is found to be approximately

0.018% when x=0.1, further decreasing to 0.01% and 0.003% when x=0.2 and 0.3

respectively. For x=0.1 the increase in molar percent for InN is 0.012% and the

decrease in AlN is -0.03% for a 1 µm film. For x=0.2 0.3 the increase in InN grows

to approximately 0.022% and 0.035% respectively. When x=0.1 the AlN change

is compensating for the increase in both GaN and InN, but as the InN content in

the alloy increases the number of Ga X-rays abruptly decreases and the AlN begins

to compensate for just the increase in InN, explaining the change in trend for AlN

for thinner film thicknesses. Again, the change in AlN is small, with decreases of
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approximately -0.032% and -0.039% for x=0.2 and 0.3 respectively. As with the

elemental changes the magnitude of all the changes to the molar percent for the

three III-nitride binary materials sums to 0.

As with 7.1 the magnitude of the change is minimal and well within the uncer-

tainty margins if measured experimentally. We can therefore be confident of our

results when experimentally characterising these materials. This confirms that when

large amounts of GaN are unexpectedly detected, as in [260], that the cause is likely

to be due to material impurities rather than secondary fluorescence.

For III-nitride materials the effect of secondary fluorescence within the material is

by no means great enough to produce a large change in the quantification of the ma-

terial when operating at a beam energy of 10 keV. When performing compositional

analyses on a film within a film-substrate material then substrate X-rays interfering

with the material quantification have also found to be negligible under the same

conditions.

7.4 (SnxGa1−x)2O3 on Si

As the previous investigations established that secondary fluorescence has a mini-

mal effect on the measurement of the major element constituents in semiconductor

alloys the effect on low concentration and trace element analyses has been deter-

mined. This has been completed by simulating the X-ray analyses performed on the

(SnxGa1−x)2O3/Si sample from Chapter 6 and [226]. At the time when these simu-

lations were completed, WDX measurements on this sample determined the atomic

fractions within the (SnxGa1−x)2O3 film to be approximately 60% O, 38% Ga and

2% Sn. It is expected that the Sn would replace Ga in Ga2O3, although the pos-

sible formation of the tin oxide polymorph SnO2 means that the elemental atomic

fractions may deviate from the 2:3 metal:oxygen ratio. The Sn concentration will

therefore be discussed in terms of atomic percent, at%. The relative gallium and

tin concentrations were then varied from Sn = 1 at% to 4 at%. As the individual

contribution of CSF and BSF on the material k -ratio have been determined we will
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now only present the results as the total effect secondary fluorescence has on the

elemental at%.

Figure 7.8: The change in atomic fraction (at%) under the influence of secondary
fluorescence as a function of film thickness (nm) for (a) Sn & (b) Si
in a TGO/Si alloy. The results from four alloys are shown where Sn
at% is varied from 1 to 4% which are identified using different data
markers/colours. The dashed (Sn) and solid lines (Si) are fits calculated
from their corresponding data points.

As the previous studies established that secondary fluorescence has a minimal

effect on the compositional measurement of the major elemental constituents in

semiconductor alloys the focus is now on the low concentration elements of tin and

the substrate silicon. The apparent change in at% for tin and silicon are plotted in

Figure 7.8. Again, the overall magnitude of the secondary fluorescence contribution

is very low, with a 0.1 at% difference being observed for both the film Sn, Figure

7.8(a) and the substrate Si, Figure 7.8(b).

Figure 7.8(a) shows that the secondary fluorescence mechanisms result in the

marginal increase in the Sn at% coming exclusively from BSF due to Sn Lα being

the highest energy X-ray in the system. As with In Lα in the previous example,

there is CSF of Sn Lα X-rays generated by higher energy L-shell Sn X-rays but

the number of these events is so low as to have a negligible impact. The high Sn

MAC results in an increase in bremsstrahlung absorption as the Sn concentration
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is increased resulting in a larger increase in the Sn at%, similarly to indium in the

previous example.

Figure 7.8(b) shows the amount of “false” silicon that has been included in the

material quantification due to X-rays originating from secondary fluorescence in the

substrate. The Si K absorption edge has an energy of E= 1.84 keV, so excitation of

the Kα X-ray line is by either BSF or by CSF generated by Sn Lα X-rays, with in-

creasing concentrations of Sn generating more Si X-rays by CSF. As before increasing

the film thickness contains the secondary excitation volume within the upper layer

reducing the number of Si X-rays generated.

While this secondary volume has little effect on the quantification of the bulk

material it would become significant when analysing dopants within the film. As

mentioned in Chapter 2 Si commonly used n-type dopant within Ga2O3 [35,38] and

WDX has previously been used to determine the dopant density within semicon-

ductor films [162, 167]. If the Si-doped semiconductor film were grown on a silicon

substrate then secondary fluorescence would contribute to an incorrect calculated

concentration of dopants. For example in Figure 7.8, a 1 µm film with Sn = 2 at%

produced a quantified atomic value for Si = 0.016 at% which translates to a Si dopant

density on the order of 1018 atoms cm−3.

In order to understand how this this “false” concentration of Si could be reduced a

set of variable beam energy simulations were completed. As the beam energy is varied

the penetration depth of the electrons will change, modifying the size of the primary

(and subsequent secondary) excitation volumes. By increasing the distance between

the excitation volume and Si substrate it is expected the “false” concentration will

be greatly reduced, therefore the following simulations were conducted to investigate

the Si concentration dependence on beam energy.

Figure 7.9 shows how the quantified silicon concentration varies as a function of

acceleration voltage. To generate sufficient Sn Lα X-rays the lowest beam energy

employed was 7 keV, approximately twice the energy of the Sn Lα X-ray. As the

beam energy is increased beyond 12 keV the primary excitation volume becomes

comparable to the film thickness, so no higher energy simulations were performed.

Figure 7.9 indicates that during experimental WDX/EDX measurements the
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Figure 7.9: The quantified amount of “false” silicon (at%) in a TGO film due to
secondary fluorescence from the sample substrate as a function of beam
acceleration voltage (kV). A 1 µm film of TGO/Si with Sn = 2 at% was
simulated for multiple beam voltages between 7 and 12 kV.

magnitude of secondary fluorescence can be reduced by using the lowest possible

beam voltage, reducing the primary excitation volume, keeping X-ray generation

further away from the film-substrate boundary. By keeping the beam energy as low

as possible, at 7 keV, the amount of “false” silicon present in the film is reduced by

over 30% compared to 10 keV (0.016% to 0.011%), however secondary fluorescence

Si Kα X-rays are still present at a level sufficient to skew the silicon quantification.

The magnitude of these effects is dependent on film bulk composition, and specifi-

cally the energy of the X-rays used for quantification, but the trends and reduction

methods will be relevant for any film-substrate system where a dopant element is

present in the substrate.
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7.5 Conclusion

This study has investigated the impact of X-ray secondary fluorescence on compo-

sitional X-ray analyses of semiconductor thin films through computational simula-

tions. In total three different types of semiconductors were analysed: AlxGa1−xN,

InxAl1−xN and (SnxGa1−x)2O3 with the results of which highlighted in their own sec-

tions. Various compositions and substrate combinations were investigated for each

semiconductor.

While secondary fluorescence was proven to be highly detrimental to the analysis

of metallic alloys, binary couples and layered materials the impact on bulk semicon-

ductor quantitative measurements was found to be negligible, modifying the calcu-

lated composition <0.1 at% for all three cases. The reasoning behind this low impact

is attributed to the typical beam conditions used for semiconductor characterisation

compared to geological and metallurgy analyses. The reduced beam energy for these

measurements (∼10 keV) does not allow for the generation of high energy X-rays

which are responsible for the large impact of secondary fluorescence in the metallic

systems. The low beam energy also restricts the primary and secondary excitation

volumes within the material, nullifying the generation of substrate X-rays through

fluorescence.

The inability to generate high energy X-rays under thin film beam conditions

is the reason behind the minuscule impact on the quantification. Therefore, it is

expected that the results presented here on semiconductor thin films would generally

mirror that performed on metallurgic and geological specimens when using beam

conditions suitable for thin film analyses. Operating within a lower energy regime

would still be expected to minimise the impact of X-ray secondary fluorescence within

these specimens: For example, when measuring transition metal alloy concentrations

in layered systems or the composition within a mineral with known grain boundaries.

Secondary fluorescence would start to have a more detrimental effect on thin film

quantification, possibly comparable to bulk metallurgic samples, when the electron

beam energy has sufficient overvoltage to generate a large number of Kα X-rays. As

mentioned in Chapter 7.2 and 7.3 Ga and In use Lα X-rays during quantification. If
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using the beam conditions typical for metallurgic and geological samples (30 keV+)

it would be possible to generate Kα X-rays, known to generate a large number of

CSFs [256] due to their increased energy (In Kα 24.21 keV, Ga Kα 9.25 keV vs, Lα

= 3.29 keV and Ga Lα = 1.10 keV ). There would also be a vastly magnified number

of bremsstrahlung X-rays with much greater energy capable of BSF.

The beam energy at which secondary fluorescence goes from being negligible to

adverse would be dependent on the elements present in the specimen and the energy

of the characteristic X-rays used for quantification. Increasing the beam energy

would gradually enhance the impact of BSF but as mentioned for CSF larger effects

would begin to be seen when the beam energy has a sufficient overvoltage to generate

high energy Kα X-rays. For metallic systems Yuan [259] quotes an approximate

10× increase in the CSF and BSF X-ray intensity for overvoltages of 5 kV and 10

kV respectively for Cr Kα X-rays within three various metal alloys. For metallic

bilayers an lesser intensity increase of 5× for CSF and 2× for BSF was found for

a 5 kV overvoltage. The Cr Kα X-ray transitions used in the quantification had a

higher energy than acceptable for thin film analyses (Cr Kα = 5.5 keV) therefore for

semiconductor WDX measurements a lesser effect would be expected. This is due to

a combination of the reduced beam energy required to accurately analyse the film

and the poorer fluorescence yield of Lα X-ray transitions [257].

Despite secondary fluorescence having a negligible effect on major element anal-

yses, secondary fluorescence was found to have a adverse effect on trace element

quantification of dopants within semiconductors. When the semiconductor dopant

is an element present in the substrate (e.g SnxGa1−x)2O3:Si with a Si substrate)

the dopant density cannot be accurately determined through WDX. Variable beam

energy simulations established that the magnitude of this effect can be reduced by

operating with the lowest beam energy possible, restricting the excitation volumes

to the shallow depths within the film hence reducing the substrate influence.

The results from this study reinforce the confidence of previously completed WDX

compositional measurements on semiconductor thin films and also highlighting par-

ticular situations which may require additional care in order to produce a highly

accurate, quantified semiconductor composition. As the results from these investi-
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gations show secondary fluorescence as a “null result” this does not guarantee that

more exotic and complex semiconductor thin films may be affected or if larger beam

energies are used. Therefore, integrating a suitable correction program or transi-

tioning to a quantification package with an existing correction for secondary fluores-

cence [259,261,262] may also be required to confirm that secondary fluorescence can

be considered negligible in WDX measurements.
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Chapter 8

Summary

This chapter summarises the work presented in this thesis, particularly the investi-

gations detailed in the previous four chapters, bringing together the key results and

conclusions from the completed experimental work . A small section highlighting

possible future advancements on the research presented here is also provided.

8.1 Summary of thesis

The work presented here features the characterisation of wide bandgap semicon-

ductor materials, primarily determining the optical and compositional properties of

AlxGa1−xN and ternary alloys of Ga2O3 (indium-gallium oxide, IGO, and tin-gallium

oxide, TGO) using the electron microscopy techniques of wavelength-dispersive X-ray

spectroscopy (WDX) and cathodoluminscence (CL). This was assisted by measure-

ments from other experimental characterisation techniques such as EBSD, XRD,

SIMS, AFM and transmission spectroscopy.

The history and motivation for the work completed here is written in Chapter

1, alongside a brief statement about what topics feature in the subsequent chapters.

Chapter 2 describes the background information about the semiconductor materials

which is fundamental to the understanding of the experimental work presented in the

later chapters. The properties of Ga2O3 and III-nitride, particularly AlxGa1−xN are

detailed, explaining their individual crystallographic properties, alloying capabilities,
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doping behaviour and the semiconductor defects unique and common across both

materials. The chapter also details the semiconductor growth techniques that feature

in this thesis and the general considerations of semiconductor epitaxial growth (e.g

substrate choice, advantages of each growth mechanism). The final section discusses

the applications of these semiconductor materials within optical devices and the

current limitations of these devices, the driving force of researching the materials

within this thesis.

Chapter 3 explains the principles behind the electron microscopy techniques heav-

ily used within this thesis (WDX and CL). General electron microscopy is discussed,

explaining the theory and instrumentation used within the EPMA and the setup,

detection method and measurement capabilities of WDX and CL. The software used

to complete and supplement the experimental work here is also discussed.

The characterisation of two sets of AlxGa1−xN materials is detailed in Chapter 4.

TU Berlin provided a set of MOVPE grown semi-polar (112̄2) AlxGa1−xN samples

with a high AlN content (x ≈ 0.6 - 0.8) which was also Si doped. An array of polar,

semi-polar and non-polar AlxGa1−xN samples with AlN content spanning the entire

compositional range was provided by Nagoya University, in total five different crys-

tal orientations of AlxGa1−xN were grown. The AlxGa1−xN composition determined

by WDX agreed with that determined prior through transmission spectroscopy and

XRD measurements with Al incorporation found to be generally independent of crys-

tal orientation for the Nagoya samples however greater compositional variation was

found for high levels of AlN alloying (x ≈ 0.4 - 0.8). Si dopants in the semi-polar

TU Berlin samples showed self-compensating behaviour with increasing dopant con-

centration as seen for polar material, however the maximum dopant levels before

compensation occurs were found to be dependent on Al composition. CL measure-

ments show blue-shifting of the NBE peak with increasing Al content for all samples

with good agreement between the WDX and CL when calculating the material op-

tical bandgap. However the agreement breaks down for higher Al content samples

due to compositional inhomogenity of the samples, reflected in the broadening of the

NBE peaks and confirmed through AFM imaging. CL spectra also show high levels

of defect related luminescence for semi- and non-polar materials compared to polar
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AlxGa1−xN, attributed to oxygen related VIII complexes.

Chapter 5 discusses the properties of indium-gallium oxide alloys grown through

PLD and MBE. A long combinatorial piece of IGO was provided by Leipzig Uni-

versity with In compositions varying from 0.8 - 33.7 In at% and the University of

Central Florida provided a series of MBE grown IGO samples with compositions from

x = 13 - 36.8 in (InxGa1−x)2O3 determined through WDX. The PLD sample showed

crystallographic variation with increasing In content confirmed through EBSD, go-

ing from monoclinic for low In contents, mixed phase of monoclinic-hexagonal-cubic

for moderate and cubic for high In contents. WDX mapping and SE imaging of the

MBE samples showed a high degree of compositional variation and surface rough-

ness dependent on both growth temperature and In availability during growth. CL

spectra indicate strong luminescence in the UV, blue and green spectral ranges for

both sets of IGO. UV luminescence being attributed to STH emission, blue being

DAP recombination involving VGa and green involving VGa and complexes involving

the alloyed In. Increasing In content modulates the spectral intensity of the three

luminescence bands, decreasing UV and increasing blue and green as the VGa and

VGa In complex density increases. The wavelength/energy of the peak luminescence

of the three bands also redshifts with increasing In content compared to Ga2O3,

indicative of the reduction in material bandgap. The magnitude of the shift was

found to be nonlinear for UV emission, increasing from 385 - 395 nm shifts for low

levels of In alloying (2-3 at%) and a further 10 nm shift which then levels off at ≈405

nm for In contents ≥14 at%. Blue emission wavelength increasing linearly by 10nm

between 460 - 470 nm for In contents ≥14 at%, green luminescence shows a similar

dependence however different magnitudes of redshift were observed for the PLD and

MBE samples, PLD increasing by 40 nm from ≈500 nm for the PLD and by 60 nm

for the MBE samples.

Chapter 6 contains similar analysis to Chapter 5 however on a set of tin-gallium

oxide samples grown upon various substrates. Sn incorporation was found to be de-

pendent on three factors: Sn availability, substrate choice and growth temperature.

Low temperature growth (500 ◦C vs 600 ◦C) increased Sn incorporation while (010)

Ga2O3 substrates produced near double the Sn incorporation compared to (-201) un-
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der similar growth conditions, likely due to the Sn preference to occupy octahedral

Ga sites over tetrahedral. Optical studies show the same three luminescence bands

as the IGO samples with the same modulation of the UV vs the blue and green

luminescence intensity with increasing Sn content. Combined WDX and CL cross

sectional mapping also confirm the UV suppression and onset of green and intense

blue emission within regions of high Sn content. DFT calculations confirm that the

source of blue and green emission is likely to involve the increased density of VGa and

either VGa and VGa+Sn complexes respectively. Redshifting of the peak wavelength

of these spectral bands was again observed and attributed to the bandgap reduction

due to the Sn alloying, confirmed through transmission spectroscopy. Photodetec-

tors fabricated from these TGO films present with enhanced spectral responsivity

and high gain in the lower energy UV regions compared to their standard Ga2O3

counterparts with the increased VGa density produced through alloying acting as

hole trapping sites, reducing the height of the Schottky barrier and producing the

high gain observed.

Moving away from experimental work, Chapter 7 is a computational study in-

vestigating the impact of X-ray secondary fluorescence on compositional WDX mea-

surements of semiconductor thin films. Secondary fluorescence across compositional

boundaries can heavily skew the quantification of geological and metallurgic speci-

mens but was found to be negligible for the investigation of semiconductor thin films,

likely due to the lower energy beam conditions used for these measurements. This

was found to be true for multiple semiconductor materials (AlxGa1−xN, InxAl1−xN

& Ga2O3) grown upon different material substrates with varying levels of alloying.

Results show that secondary fluorescence must be considered when performing trace

element analyses, particularly when the trace element is also present in the substrate

e.g Si doping within Ga2O3/Si materials. Variable beam voltage simulations confirm

that the impact of secondary fluorescence on these trace element measurements can

be suppressed by using the lowest acceptable beam energy for the material system

under measurement, reducing the primary excitation volume and subsequent sec-

ondary fluorescence excitation volume, restricting it to the film layer. The secondary

fluorescence impact results may be mostly negligible but add confidence to the ex-
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perimental work completed in previous chapters, ensuring results are not skewed and

indicate a near exact composition for the materials analysed.

8.2 Future work

The work completed in this thesis investigates semiconductor materials and alloys

for uses in UV emitters and photodetectors however additional research must be

completed to fully evaluate the feasibility of these materials including additional

measurements advancing on what has been determined here.

Through investigation of semi- and non-polar AlxGa1−xN materials an attempt

has been made to mitigate the impact of the QCSE and improve the efficiency of

AlxGa1−xN based LEDs. This is not the only issue hindering the efficiency of theses

devices though, the major issues of n-type doping in high AlN films and general

p-type doping must be assessed as well. The electronic properties of n-type doped

semi-polar AlxGa1−xN:Si was lightly touched on here but must now be continued

through the growth and investigation of doped AlxGa1−xN films on the other crystal

orientations investigated here. Deeper understanding of the defects present in these

films will also help improve the quality of these materials and their applied devices,

identifying the specific defects involved in the broad band luminescence seen from

CL measurements and how their formation is suppressed or enhanced for semi- and

non-polar growth.

The TGO and IGO alloys in this study have confirmed the ability to reduce the

bandgap of Ga2O3 allowing the fabrication of UV-B photodetectors, however the

influence of the growth parameters on the alloy incorporation still has unanswered

questions, particularly for the In. Further growth of these materials however with

varied growth conditions would allow the factors that impact incorporation to be

determined, especially growth temperature which was found to heavily impact the

Sn incorporation rate in the TGO films. Once a greater understanding of the alloy

incorporation is understood a proper degree of control over the material bandgap

must be developed, allowing the fabrication of tuned photodetectors operating in

desired spectral ranges.
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Having numerous samples with compositions spanning a greater Sn and In com-

positional range, particularly in the compositional gaps of the alloys investigated

here would also allow the bandgap dependence on alloy concentration to be accu-

rately determined through additional transmission spectroscopy measurements and

spectral peak energy/wavelength dependence on bandgap to be determined with

through the deconvolution of additional CL spectra. The large sample pool would

also allow rigorous examination of the photodetector properties from devices fabri-

cated from these materials, seeing whether the ultra high responsivities shown here

can be replicated or possibly enhanced further.

Lastly, the study of Ga2O3 alloys in this thesis only features alloys known to

reduce the semiconductor bandgap, alternatively investigating alloys such as AGO

increasing the bandgap of the material would be of interest. The investigation of

these alloys is relatively still in its infancy and each new alloy brings about its own

challenges and difficulties similar to that mentioned in this thesis (e.g poor crystal

quality, phase changes) but would help develop an understanding of what is capable

from Ga2O3 alloys and the advantageous and detrimental properties of the materials

when used in optical devices similarly to the III-nitrides. It would be of great benefit

to know if the bandgap increase from AGO is reflected in the increased energy of the

luminescence bands, opposite to seen here in IGO and TGO.
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