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Abstract

Interest in microfluidics has increased dramatically in recent years, with applications

spanning a wide range of fields. However, despite several advances, design of microfluidic

devices still relies largely on trial-and-error. This thesis aims to go beyond this approach

in favour of a rational design of microfluidic devices based on theoretical and numerical

design rules and algorithms. More specifically, this research focuses on understanding

and controlling fluid dynamics in applications involving complex non-Newtonian fluids

in shear and extensional flows. Biomimetic principles and shape optimisation methods

are employed to propose new designs for single-phase fluid flow. Furthermore, the single-

phase numerical solver is extended to cope with two-phase systems, thus paving the

way for new applications of these techniques.

Focusing on shear-flows, a biomimetic principle appropriate for fully developed

flows has been extended here to be applicable for non-Newtonian fluids, described

by the power-law constitutive relationship. The derivation of the principle leads to

a biomimetic rule that provides the appropriate dimensions for designing customised

microfluidic bifurcating networks, able to generate specific wall shear-stress gradients

along consecutive generations. A range of power-law fluids is examined numerically

demonstrating great agreement with theoretical predictions.

In terms of extensional flow, a range of shapes are proposed for designing microflu-

idic channels for studies related to the response of complex fluid systems under homo-

geneous strain-rate. Optimisation techniques are employed for finding the appropriate

shapes to generate homogeneous extensional flows along the flow centreline of single-

stream (contraction-expansion channels) and the multi-stream designs (T-channels and

flow focusing devices). The optimised geometries proposed exhibit enhanced perfor-
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mance compared to well defined geometrical shapes.

The in-house single phase solver used in all numerical studies is upgraded here in

order to solve numerically 3D-problems related to two-phase systems described by the

Phase Field method. Here, the code is validated for 2D-problems only, using a range of

test-cases demonstrating a very good quantitative agreement.

Keywords: Non-Newtonian fluids, Shear-thinning and shear-thickening behaviour, Bi-

furcating networks, Biomimetics, Optimisation, Extensional flows, Two-phase systems
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“Science is a way of life. Science is a perspective.

Science is the process that takes us from confusion to understand-

ing in a manner that’s precise, predictive and reliable - a transfor-

mation, for those lucky enough to experience it, that is empowering

and emotional.”

B. Green

Chapter 1

Introduction

1.1 Motivation

Industrial and scientific fields are eager for intelligent applications that are able to

provide solutions to the increasing needs for more efficient products. Nature has always

acted as a source of inspiration to technological developments, giving birth to the field

of biomimetics and turning it into an increasingly active area of research [1]. On the

other hand the (r)-evolution in computer industry and the advances in computational

methods allowed researchers to employ sophisticated configurations and methods as

tools to perfect their designs. The work presented in the following chapters of this

thesis is influenced by these two different sources of inspiration, in order to propose

designs for performing studies related to Newtonian and complex fluid systems under

shear- and extension-dominated flows at the micro-scale.

The constantly growing interest nowadays around Lab-on-a-chip technologies is in-

dicative of their importance and their advantages. Many scientific studies in various

fields such as Biology, Chemistry, Engineering, Biotechnology and Medicine engage

microfluidic devices to carry out complex tasks (cf. Fig. 1.1). The inherently small

scales (cf. Fig. 1.2), with characteristic dimensions in the range of 1 µm - 1000 µm,

bring about a number of advantages, both practical and in terms of the fluid dynamic

conditions they can provide. In practical terms, they require a small amount of samples

to operate (and therefore generate low amounts of waste), a significant feature espe-
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Figure 1.1. Word-cloud for microfluidics.

cially for studies related to biofluids that are typically available in small quantities and

pharmacological products, which tend to be expensive. These features together with

the generally low-cost fabrication procedure makes them a very attractive choice [2,3].

Moreover, they provide the ability to manipulate fluids generating laminar flows using

different techniques, where the external forces responsible for setting the fluid in mo-

tion in the micodevice can be applied by pressure differences, by an electric field, by a

magnetic field or even by an acoustic field [2]. In this context, applications in Biotech-

nology and other biomedical areas have been thriving. Examples of bio applications

include cell-response studies, blood flow analysis, drug delivery and tissue engineering.

Faivre et al. [4], designed a microfabricated device that could form the base for future

blood-plasma separation devices, and other micro-designs for blood fractionation have

been reported [5]. Choucha-Snouber et al. [6] fabricated a liver-kidney co-culture mi-

Figure 1.2. Fabricated bifurcating microchannel, designed based on the biomimetic principle that is
discussed in Chapter 4, in contrast to an ESC button taken from a common keyboard.
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crofluidic chip in order to probe the interaction between both organs and illustrated the

advantages of using micro-chips for investigating organ-organ interactions. Moreover,

they highlighted the advantage of this technology to provide in-vitro platforms that

replicate the in-vivo environment, closer to what the conventional cell culture dishes

are able to do. Huh et al. [7] described a biomimetic microsystem that is able to mimic

the alveolar capillary interface of the human lung, that was providing the ability to

observe complex responses such as pulmonary inflammation. The fact that microflu-

idic devices have increased their popularity in areas such as tissue-engineering made

them also strong candidates as investigation platforms for optimised drug carriers [8],

indicating their significance in future studies and developments.

Besides the popularity of microfluidics for sophisticated applications related to bi-

ological fluids, microdevices can also provide important assistance to more classical

studies in fluid mechanics. Fluid flow studies have been extensively performed in large

scales (macro dimensions), where typically small surface-to-volume ratios exist, and in-

ertial forces dominate in most of the flows. An important characteristic of microfluidics

lies in the fact that they provide high surface-to-volume ratios, and this offers the abil-

ity to closer investigate interesting effects, such as the elastic behaviour of viscoelastic

fluids and surface interactions, while maintaining negligible inertial effects. In fact, at

the macroscale the effects due to fluid elasticity are mostly revealed when highly vis-

cous fluids were considered (to mitigate effects of inertia) [9]. As pointed out by Pipe

and McKinley [10], this realisation together with the previously reported advantages,

stimulated the interest for in-depth investigations that are related to the dynamics of

complex fluid systems using microfabricated devices.

The remarkable effects of the non-Newtonian fluids which demonstrate elastic re-

sponses, known as viscoelastic fluids, have been studied using various microfluidic

devices in literature. Recently Galindo-Rosales et al. [11] reviewed various micro-

configurations that trigger viscoelastic instabilities and assist in investigating this ef-

fect. Groisman and Quake [12] designed microfluidic rectifiers and demonstrated the

non-reversibility of the flow for viscoelastic fluids due to the anisotropy in the resis-

tance when the flow was reversed. Using a similar configuration with different depths
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and consisting of a sequence of hyperbolic contractions, Sousa et al. [13] improved the

diodicity of the channels for viscoelastic fluids, by enhancing extensional effects and

reducing the effects of shear. Zilz et al. [14] used a microfluidic serpentine channel to

determine experimentally the critical conditions for the onset of a time dependent insta-

bility, and then Zilz et al. [15] proposed the use of these channels as micro-rheometers

for measuring the relaxation time of the fluid. The fact that microfluidics can gener-

ate flows of high deformation rates for low inertia, also motivated Rodd et al. [16] to

investigate the existence of elastic effects in microscale contraction-expansion flows. In

contrast with the experiments performed by Nigen and Walters [17] using Boger fluids

at the macroscale, the authors where able to demonstrate the existence of an elastic

corner vortex. Recently, Drost and Westerweel [18] used two different configurations

of an abrupt contraction followed by three equidistant outlets and illustrated the dif-

ferent kinematics in viscoelastic fluid flow. The authors pointed out that these results

directly affect industrial processes such as multi-outlet extrusion flows. A variety of

other types of microfluidic configurations also exist in the literature that investigate

the elastic behaviour of viscoelastic fluids, such as T-channels, cross-slots and flow fo-

cusing devices. For instance, Sousa et al. [19] studied the onset of elastic instabilities

for a range of viscoelastic fluids in a cross-slot device. They showed that depending

on the concentration of the polymer, different regimes are captured which are also de-

pendent on the aspect ratio of the design. Soulages [20] et al. examined the flow of a

shear-thinning viscoelastic fluid employing two types of a three-dimensional T-shaped

microfabricated channel, one that has a fixed stagnation point and one that is free,

and reported the flow regimes where the flow patterns remain symmetric up to where

they become unsteady three-dimensional. Oliveira et al. [21] investigated numerically

the flow of viscoelastic fluids with either constant viscosity or shear-thinning behaviour

under creeping flow conditions in a flow-focusing configuration, and reported strong

viscoelastic effects that resulted in purely elastic instabilities. Later, Oliveira et al. [22]

investigated both numerically and experimentally the flow of a Newtonian fluid in a

flow focusing microchannel. The authors demonstrated the ability of this geometry to

generate a controlled extensional flow along the flow centreline. By varying the veloc-
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ity ratio of the perpendicular inlets to the horizontal inlet, a converging flow region

is formed that resembles a smooth, hyperbolic contraction in which slip on the walls

can be considered. Moreover it was shown that even for creeping flow conditions, the

variation of velocity ratio is able to generate recirculation regions which remain sym-

metric around the flow centreline. For three-dimensional geometries it was shown that

surrounding walls have a stabilising effect on vortex enhancement. In contrast to the

behaviour of the Newtonian fluid, Oliveira et al. [23] investigated the flow of a Boger

fluid using the same microchannel and reported various flow regimes, with the flow

changing from steady symmetric to steady asymmetric and unsteady, relative to the

flow centreline.

Microfluidic systems that contain two-phases are also in high demand as Lab-on-a-

chip technology offers advantages to create emulsions with increased control, resulting in

droplets with uniform and precise volume, making them a great platform for examining

and understanding interfacial mechanisms such as break-up and coalescence [24, 25].

The necessity for configurations that offer this ability has also been pointed out by

Christopher and Anna [26], with examples of possible applications, such as the use of

well defined droplets as carriers for transporting sensitive cells, or their use in protein

crystallisation.

It becomes evident from this brief introduction that microfluidic applications span

a variety of fields and have significantly increased in importance in recent years. The

concomitant increase of research in this field has led to several conceptual and practical

advances. Nevertheless, the design of microfluidic devices for particular applications

still largely relies on experimental trial-and-error. To fully realise the potential of mi-

crofluidics one needs to transcend this approach in favour of a more informed/rational

design of devices. This thesis aims to make a contribution towards this end, by propos-

ing theoretical and numerical design rules and algorithms that enable the design and

fine-tuning of microfluidic devices to suit specific applications, more specifically to gen-

erate well defined and controlled dynamics in applications involving non-Newtonian

fluids. It is attempted to reach this goal numerically, using an in-house single-phase

solver [27], by employing biomimetic approaches and shape optimisation techniques
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in order to propose new designs. Additionally, the large interest in studying complex

fluid systems described by two fluid phases, triggered the motivation of this research

to update the numerical single-phase solver to a two-phase solver, aiming to provide

an extra tool for assisting future experimental studies.

1.2 Outline of the thesis

This thesis refers to numerical studies that are related to microfluidics, focusing on

the investigation of the flow behaviour of complex fluid systems. The first aim is to

generate and propose possible device configurations that can produce specific and well

controlled flow dynamics for applications of Lab-on-a-chip platforms. This is achieved

by employing biomimetic and optimisation techniques. The second objective is to

implement appropriate numerical tools that will allow for such design and optimisation

techniques to be extended to systems involving two-phase flows.

The work undertaken had as an outcome three (3) publications, two (2) in inter-

national journals and one (1) in a conference proceedings, drawing mostly from the

results presented in Chapters 4 and 5. Moreover, parts of this research have been pre-

sented in ten (10) conferences (oral and poster presentations). Due to the diversity of

topics addressed in this thesis it was decided that each chapter would begin with an

individual literature review, thus guiding the reader to the specific issues discussed in

that chapter.

The main interest of this thesis, motivating all the individual studies and numeri-

cal implementations performed, is the examination of the flow of non-Newtonian fluids.

Chapter 2 serves as an introductory section to the non-Newtonian fluids world introduc-

ing the main properties and the characteristics of the fluid models that are considered

in the subsequent chapters. The discussion is narrowed to the models considered in this

work and cannot be regarded as a complete representation of all the existing models in

the scientific literature. Important dimensionless numbers used are also introduced at

the end of this chapter.

The majority of the numerical studies presented in this thesis are based on an in-
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house numerical code that does not consist of an original work of this research. The

basic features of the computational fluid dynamics solver are presented in the first part

of Chapter 3, but for more in-depth information regarding the solver procedures, the

reader is addressed to the references given within. The second part of Chapter 3 details

the numerical procedure implemented for shape manipulation, an essential technique

to employ shape optimisation techniques.

Inspired by an important biomimetic principle related to the configuration of the

vascular network, Chapter 4 presents a study which offers the ability to design microflu-

idic bifurcating networks that can generate well defined conditions at each consecutive

generation. Initially the theoretical considerations behind the biomimetic design rule

are proposed, extending the current theory to microdevice applications (that normally

use rectangular channels of constant depth) for use with non-Newtonian fluids that

exhibit shear-thinning and shear-thickening behaviour. The design rule is then vali-

dated by extensive three dimensional numerical simulations and the results are found

to be in very good agreement with theory. A critical assessment of its capabilities

and limitations is also included. This research has been published in “Microfluidics

Nanofluidics” [28], and in the proceedings of the “4th Micro and Nano Flows Confer-

ence” [29].

In Chapter 5, motivated by the importance of extensional dominated flows, vari-

ous configurations have been optimised to provide a region of homogeneous extension

rate employing the numerical codes presented in Chapter 3. The configurations are

separated into single-stream and multi-stream designs and are optimised based on the

same demand, to produce strong extensional flows of constant strain-rate along the

flow centreline. Various geometries have been considered, both in two and three di-

mensions, illustrating that the different dynamics affect the final shapes where a single,

global solution is not achievable. The study related to the optimised configurations

for the single-stream designs has been published in “Biomicrofluidics” [30]. A future

publication which includes the optimised multi-stream designs is under preparation.

Chapter 6 demonstrates the numerical implementation of a two-phase solver, built

on top of the single-phase solver presented in the first part of Chapter 3. The first
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part of Chapter 6 introduces the method considered for modelling two-phase systems

as well as its advantages and limitations, followed by a detailed description of the three

dimensional numerical implementation in the context of the already available single-

phase solver. The last part of the chapter contains the two dimensional validation of

the two-phase implementation, where a very good approximation for various benchmark

cases studied is illustrated and additionally particularities of the method are discussed.

In the last chapter of this dissertation (Chapter 7), the major outcomes and the

main conclusions of the work undertaken are reported, and suggestions for further

investigations and future developments are discussed.
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“All models are wrong, but some models are useful.”

G. P. E. Box

Chapter 2

Theoretical Considerations

In this introductory chapter, the fundamental differences between Newtonian and

non-Newtonian fluid are highlighted and important rheological characteristics of

non-Newtonian fluids are discussed. The reader is introduced to the constitutive

models considered in this thesis, which are used to define the extra stress tensor

in order to express mathematically a variety of different responses observed in

non-Newtonian fluid flows. In addition, the set of dimensionless numbers used

to categorise the flow throughout this thesis are presented and their meaning is

discussed based on the underlying physics.

2.1 Fluids from “oblivion to memory”

Fluids exist almost everywhere in our daily life and possess a significant role that is

of great and vital importance for all living organisms. Their great significance in life

always intrigued and motivated scientists and engineers for acquiring a better under-

standing and detailed insight regarding their properties, either from a chemical or a

mechanical point of view [31]. The mechanical manipulation of fluids has been es-

sential since ancient times, with engineering achievements such as water management

being substantial for human evolution and assisting in the formation of large civilisa-
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Theoretical Considerations

tions. The first studies related to fluid mechanics date back to the times of ancient

Greeks and around 250 BC, where Archimedes shouted the famous “΄Ευρηκα” (Eureka)

and reported in his work “On Floating Bodies” the law of buoyancy. The progress in

the field of fluid mechanics since then has been enormous, with various methods and

models proposed for studying fluid systems of either one or more phases. The great

impact of the Navier-Stokes equations on the analysis of various problems related to

fluid mechanics gave rise to a massive list of scientific studies [31].

The wide diversity of fluids ranging from those with “natural” origin, such as water,

blood, saliva and other biofluids, to those “human made”, like drugs, shampoo, food

products and cosmetics, results in a variety of behaviours under the same flow condi-

tions, due to the inherently different mechanical properties that arise from their individ-

ual chemical composition [31]. Based on their behaviour under shear they are classified

in two major categories, which divides them into Newtonian and non-Newtonian fluids.

In 1928, Bingham and Reiner based on the motto of the Greek philosopher Her-

aclitus, “Τα πάντα ρ́ε̃ι ” (everything flows), established a new scientific field named

Rheology which focuses on the study of flow and deformation of non-Newtonian flu-

ids [32]. However, in rheological studies it is common to compare the behaviour of a

non-Newtonian fluid to the equivalent of a Newtonian fluid (under the same flow condi-

tions), in order to extract important conclusions related to the properties of the former

and attempt to define the underlying mechanisms that are responsible for their inher-

ent differences. These different responses are also expressed mathematically with the

inclusion of appropriate relationships that define the stress tensor, called constitutive

equations. These equations suitably relate the stress tensor with quantities related to

the deformation [33], and replace or couple the expression of the Newtonian behaviour

in the equation of motion.
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2.2 Constitutive models

For a fluid that is Newtonian, its resistance to the applied forces is described by the

Newtonian constitutive equation:

τ = ηγ̇ (2.1)

where τ is the stress tensor, η is the dynamic viscosity (hereafter called viscosity for

simplicity) of the fluid and γ̇ = ∇u + (∇u)T is the rate-of-deformation or shear-rate

tensor. This relationship states that the shear stresses are linearly proportional to

the gradient of velocity, with the constant of proportionality being the shear viscosity,

which gives a measure of the fluid’s resistance to shear flow. For Newtonian fluids the

viscosity does not depend on the shear rate.

Fluids that deviate from Newton’s law of viscosity are known as non-Newtonian

fluids, also called complex fluids. A wide variety of non-Newtonian fluids exists, where

some of them appear to be solids but are not1, others which display non-constant vis-

cosity that varies with the applied force and therefore the stress tensor can no longer be

expressed by the linear relationship of Eq. (2.1) (e.g. shear-thinning/thickening fluids),

others which behave both as viscous fluids and as elastic solids, illustrating the exis-

tence of “fluid memory” to the applied deformation (e.g. polymer melts) [34]. In order

for the motion of these fluids to be predicted, alternative constitutive models should

be employed which either comprise, or replace the Newtonian constitutive equation

completely [31, 35]. Based on the type of models and the predictions they offer, for

the purposes of this work non-Newtonian fluids are subdivided in two major classes.

The first follows the generalised Newtonian fluid (GNF) approach for which the effects

of elasticity are not important. These models refer to fluids that are purely viscous

but in which the viscosity is no longer constant but depends on the deformation rate.

1In 1927 Thomas Parnell initiated the experiment known as “Pitch drop experiment”, in order to
persuade his students that solid-like objects are actually fluids that have different properties, i.e. fluids
of very high viscosities, and to highlight the importance of the timescale of observation. For achieving
that, he placed inside a sealed funnel a sample of heated pitch and allowed it to rest for three years.
In 1930, the neck of the sealed funnel was released and the first drop fell after eight years. Today, only
nine drops have fallen and the ninth fell in 2014.
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These models are able to predict the variation of viscosity and therefore the impact

of this effect on the flow field. The second class considered deals with models that

aim to capture the elastic behaviour of viscoleastic fluids, illustrating how they are

influenced by the recent history of applied deformation. Viscoelastic fluids can have

constant viscosity (known as Boger fluids in honour of David Boger [36]) but can also

exhibit shear-thinning behaviour. Therefore, a range of models with different levels of

complexity exists. Some of these models can capture only the elastic responses whereas,

others are able to predict also the additional shear-thinning feature.

This chapter is not intended to be an extensive literature review on non-Newtonian

constitutive models, but a brief introduction to the models used throughout this thesis,

providing some insight of their capabilities and limitations.

2.2.1 Fluids without memory

The models based on the GNF approach focus on the prediction of the variation of

the fluid’s viscosity with shear-rate and is implications on the fluid flow behaviour. In

Fig. 2.1 various different behaviours of generalised Newtonian fluids are illustrated in

terms of the developed shear-stress as a function of the applied shear-rate, and are

juxtaposed to the expected linear response of a Newtonian fluid. More specifically, the

curve labelled “shear-thickening” corresponds to dilatant fluids that demonstrate the

ability to increase their resistance while the applied force is increased. It can be seen

that the local slope of the curve, which corresponds to the fluid’s viscosity, is increased

as the applied shear-rate is increased. Fluids of this type are not the most common, but

can describe the behaviour of concentrated suspensions, which find applications in body

armour technology for example [38, 39]. The opposite behaviour is observed in fluids

labelled as “shear-thinning”, for which their viscosity, and consequently their resistance,

decreases as the applied force is increased. Examples of fluids which exhibit shear-

thinning behaviour include polymer solutions and blood, for which this characteristic

is inherently related to its functionality and the fact that it has to travel along the

entire vascular system of the human body. Finally, the last type of GNF illustrated in

Fig. 2.1 corresponds to fluids that act like solids when at rest, but start to flow when

12
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Figure 2.1. Shear-stress response with increasing shear-rate for non-Newtonian fluids described by
GNF models. Adapted from White [37].

the applied stress exceeds a specific threshold value, called yield stress. Above the yield

stress, these fluids can demonstrate either Newtonian behaviour with a shear-thinning

apparent viscosity (τ/γ̇) and are labelled as “Bingham plastics”, or they can show

shear-thinning behaviour and are labelled as “Viscoplastic” fluids. Examples of these

types of fluids are toothpaste and mayonnaise.

The constitutive equations for all fluids mentioned so far can be expressed using a

generalised approach of the Newtonian constitutive equation (Eq. (2.1)) as

τ = η(γ̇)γ̇ (2.2)

where the viscosity is now considered as a scalar function of the magnitude of the

shear-rate tensor γ̇ = |γ̇| =
√

1
2(γ̇ : γ̇), and its definition is decided by the user and

the application for which is intended [34].

Arguably, one of the most famous models that can predict the variation of viscos-

ity with the imposed shear-rate is the power-law or Ostwald de-Waele model [31, 34].

13
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Figure 2.2. Behaviour of viscosity with shear-rate in the log-log plot for the power-law fluid.

Based on the GNF approach, viscosity is considered a function of the shear-rate and is

expressed by the relationship:

η(γ̇) = kγ̇n−1 (2.3)

where k (Pa sn) is the consistency index that is related to the magnitude of viscosity

and n is the power-law index that generates the desired behaviour. Figure 2.2 shows the

log(η) versus log(γ̇) diagram described by Eq. (2.3). When the value of the power-law

index is equal to unity, n = 1, the power-law model describes the Newtonian behaviour

with the viscosity remaining constant independently of the applied deformation. On

the other hand, when n < 1, the viscosity of the fluid decreases with applied shear-

rate, describing fluids that exhibit shear-thinning behaviour; while for n > 1 the fluid

becomes more viscous with increased shear-rate, describing a shear-thickening fluid.

Usually, a fitting to experimental data is performed for determining the parameters

k and n of the power-law model in order to generate the correct/desired behaviour using

Eq. (2.3). This empirical model has been found very useful in engineering applications

due to its simplicity and the convenience provided to produce analytical expressions,

and has been widely applied to investigate high shear-rate flows [34]. However, this

model is limited by the inability of its parameters to be efficiently related with molec-

ular weight and solution concentration, it does not contain any information for the

elastic response of non-Newtonian fluids and fails to describe changes in the variation

of viscosity for very small and large shear-rates [31].

There are various other models which follow the GNF approach [31,33,40]. Among
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them is the Carreau-Yasuda model and the Bingham model. The first one can also

predict shear-thinning and shear-thickening behaviour and contains five parameters

that need to be controlled in order to evaluate the viscosity variation curve [31,34]. In

contrast to the power-law fluid, the viscosity curve predicted by the Carreau-Yasuda

predicts a high and a low plateau for the shear viscosity at low and high shear-rates,

respectively. The Bingham model is used for predicting the behaviour of Bingham

fluids which exhibit yield stress, below which the fluid does not flow. Once the value

of the yield-stress is achieved, the model predicts a linear increase of the stress with

increased shear-rate, similarly to the response of a Newtonian fluid.

In the course of this thesis, only the power-law model for simplicity will be consid-

ered when dealing with inelastic non-Newtonian fluids.

2.2.2 Fluids with memory

Non-Newtonian fluids exhibit a number of impressive behaviours, which cannot be

predicted by the previously presented category of GNF models. The origin of these

effects is due to the existence of a partial or otherwise fading memory upon the history

of the deformation [34], and the fluids of this category are known as viscoelastic fluids.

Effects such as the climbing of a viscoleastic fluid on the rod that is used to stir it, known

as the “Weissenberg effect”; the “elastic recoil” of a polymeric fluid in a Poiseuille flow

when suddenly the flow ceases; the well known effect in the polymeric industry of the

swelling of the extrudate when it exits from a die to the air, otherwise called “Die swell”,

highlight important features related to viscoelasticity. All of them reveal the existence

of normal-stresses in flows of viscoelastic fluids and the presence of a finite time, called

relaxation time, that the fluid needs in order to relax from the effects of the applied

stresses. A major difference between a viscoelastic fluid, such as a polymeric solution

or melt, and a Newtonian fluid is that when the former is subjected to a shearing flow

it will demonstrate a non-zero first normal difference, N1 = τ11 − τ22, and a non-zero

second normal difference, N2 = τ22 − τ33 (for a Newtonian fluid N1 = N2 = 0). This

means that for a polymeric liquid, together with the applied shear-stress an additional

tension is applied along the streamwise direction, on account of the stretching of the
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polymer molecules along the streamlines [31].

It is obvious that the category of non-Newtonian fluids includes an extensive list of

fluids, which may exhibit very different behaviours. Currently, a single model is not

able to describe the whole variety of different responses and a wide range of constitutive

models, which include time derivatives of stress/shear-rate, is now available for mod-

elling viscoelastic behaviour. In this thesis, the constitutive relations expressed by the

Oldroyd-B and Phan-Thien and Tanner (PTT) models are considered,(cf. Chapter 5)

and are presented below.

i) Upper Convected Maxwell model (UCM)

In 1867, the first empirical approach to represent viscoelasticity was mathematically

presented by Maxwell in his studies related to gases [41]. His approach influenced all

studies related to viscoelasticity and formed the starting point for a range of models

developed subsequently, including the Oldroyd-B and the PTT models.

For a shearing flow, Maxwell suggested that fluids indicating elastic behaviour

should be expressed by Newton’s law of viscosity together with Hooke’s law of elasticity

as:

τ21 +
η0

G

∂τ21

∂t
= η0γ̇21 (2.4)

where η0 is constant viscosity parameter or zero-shear viscosity and G is the scalar

constant called elastic modulus. This behaviour can be represented schematically by a

combination of a dash-pot and a spring in series as shown in Fig. 2.3. The dash-pot

represents the resisting behaviour of the fluid due to viscous forces, whereas the spring

denotes the elastic response to the applied displacement. This empirical relationship is

valid only for small displacement gradients, borrowing the ability of an elastic solid to

Figure 2.3. Representation of the Maxwell model as a combination of a dash-pot and a spring.
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“remember” its previous state, and can be generalised in tensor form as [31,34]:

τ + λ
∂τ

∂t
= η0γ̇ (2.5)

where λ = η0/G is the relaxation time of the fluid.

The Maxwell model is valid for time dependent flows with small displacement gra-

dients, while at steady state reverts back to Newton’s law of viscosity (∂τ/∂t → 0).

Although it contains information on the history of the deformation it is not able to pre-

dict non-zero normal-stress differences in shear flows, since it is a linear model that is

proportional only to the rate-of-deformation tensor, which has zero diagonal coefficients

under shear flow [34]. Additionally, this model is not able to predict shear-thinning,

but most importantly Eq. (2.5) is not free from superposed rotations and therefore, it

is not frame invariant due to the time derivative of the stress tensor [34].

In order to surpass the invariance problem of the Maxwell tensor form, the time

derivative of the stress tensor may be replaced by its upper convected derivative [31,42,

43], yielding:

λ
O
τ + τ = ηpγ̇ (2.6)

where the upper convected derivative of the stress tensor is here written as in Morrison

[34]:
O
τ =

∂τ

∂t
+ u · ∇τ − (∇u)T · τ − τ · ∇u (2.7)

The viscosity notation in Eq. (2.6) was changed from η0 to ηp, which corresponds to

the polymeric viscosity. The UCM model is the simplest viscoelastic model used in

rheological studies since it contains only two parameters that need to be considered,

the relaxation time and the polymeric viscosity. When λ = 0, Eq. (2.6) resembles

the Newtonian constitutive relation. The UCM model contains information of the

stretching history and additionally is able to predict a non-zero first normal-stress

difference, but it does not present shear-thinning behaviour and second normal-stress

difference [34].
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ii) Oldroyd-B model

After the proposal of the linear Maxwell model, other more complex models were cre-

ated by considering the inclusion of other convected derivatives and non-linear strain

tensors [34]. Following this approach, the Jeffreys model [31] was introduced where the

time derivative of γ̇ was included (compare with Eq. (2.4)):

τ21 + λ
∂τ21

∂t
= η0

(
γ̇21 + λr

∂γ̇21

∂t

)
(2.8)

where λr is the retardation time, a time scale that refers to the time needed for the

stresses to build-up [34]. Similarly to the Maxwell model, the time derivative of the

strain-rate tensor in Jeffreys model should be replaced by the convected derivative in

order to become frame-invariant, resulting in the Oldroyd-B model:

λ
O
τ + τ = η0

(
γ̇ + λr

O
γ̇
)

(2.9)

The zero-shear viscosity η0 is considered as the total viscosity, and is expressed by the

sum of its two counterparts (the solvent viscosity, ηs, and the polymeric viscosity, ηp)

as η0 = ηs + ηp. This model can be schematically described as a dash-pot (solvent) in

parallel with a series which contains a spring and a dash-pot (polymer), as shown in

Fig. 2.4.

The stress tensor of a system described by Eq. (2.9) can therefore be expressed as

Figure 2.4. Representation of the Oldroyd-B model as a combination of a dash-pot in parallel with
a dash-pot and a spring in series.
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the sum of the solvent component, τs (Newtonian), and the polymeric component, τp:

τ = τs + τp (2.10)

Using Eq. (2.10) in Eq. (2.9) and knowing that the retardation time λr is considered

as a combination of the relaxation time, the total viscosity and the solvent viscosity,

λr = ληs/η0 [35,43], it can be shown that the polymeric stress component is evaluated

by:

λ
O
τ p + τp = ηpγ̇ (2.11)

It is clear from Eq. (2.11) that if the solvent contributions in Eq. (2.10) are considered

negligible (i.e. ηs = 0), then the Oldroyd-B model is identical to the UCM model.

Similarly to the UCM model, the Oldroyd-B model predicts non-zero first nor-

mal differences but it fails to predict second normal differences and capture the shear-

thinning behaviour [31,35]. However, it can be used for investigating the flow of polymer

solutions composed of different solvent and polymer concentrations and has therefore

found applications in studies related to Boger fluids [44, 45]. An important drawback

of the Oldroyd-B model (as well as for the UCM model), is that in steady state elonga-

tional flows the tensile stresses can grow infinitely resulting in an extensional viscosity

(ηE) that is unbounded [31,35,43]. In general, as is discussed by Owens and Philips [35],

more complex constitutive equations for viscoelastic fluids can be consider by adding

extra terms to the Oldroyd-B model.

iii) Phan-Thien and Tanner model

Inspired by the network theory of polymeric fluids, for which a polymer is represented by

a network of macromolecules with strong local attractions, Phan-Thien and Tanner [46]

proposed a non-linear model known as PTT that has the following general form:

λ
O
τ p + f(τp)τp +

λξ

2
(γ̇ · τp + τp · γ̇) = ηpγ̇ (2.12)
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where f(τp) is a function of the polymeric stress tensor that can take either a linear

form [46]:

f(τp) = 1 +
λε

ηp
Tr(τp) (2.13)

or an exponential form [47]:

f(τp) = exp
(λε
ηp

Tr(τp)
)

(2.14)

where Tr(τp) is the trace of polymeric stress tensor, ξ is related to the non-affine

movement of the polymeric network and provides additional information regarding

the slip between the molecular network and the continuum medium [48], while ε is

the extensibility parameter that affects the elongational properties of the fluid and

sets an upper bound to the extensional viscosity [46, 48, 49]. The variation of the

extensional viscosity is affected by the choice of f(τp). When Eq. (2.13) is considered,

the extensional viscosity is found to increase monotonically until it approaches a plateau

value for increasing strain-rates. On the contrary, when Eq. (2.14) is employed the

PTT model predicts an extensional viscosity that attains a maximum value and then

decreases to a plateau for increasing strain-rates [50].

The studies performed here consider that ξ = 0, which corresponds to the simplified

version of the PTT model:

λ
O
τ p + f(τp)τp = ηpγ̇ (2.15)

Moreover, when ε = 0 and ξ = 0, Eq. (2.15) reduces to the Oldroyd-B model. Addi-

tionally, if ηs = 0 then the UCM model is recovered.

The advantage of the PTT model over the Oldroyd-B and the UCM models is

that it is able to predict shear-thinning behaviour in both its forms (Eq. (2.12) or

Eq. (2.15)). Moreover, in its full version (ξ 6= 0) it is able to capture non-zero first and

second normal differences, whereas in its simplified version predicts only a first normal

difference [48, 49]. Table 2.1 compares the various models discussed in terms of the

parameters required and their capabilities and limitations.
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2.3 Dimensionless groups

In the following chapters various dimensionless quantities are used. These include

dimensionless numbers related to geometrical scaling, and dimensionless numbers which

provide meaningful insight into different physical mechanisms, important for the flows

considered in this work.

i) Reynolds number

The Reynolds number (Re) is an ubiquitous dimensionless number used in fluid dynam-

ics and for Newtonian fluid flows it is used to provide important information regarding

the flow regime. The Reynolds number gives a measure between inertial and viscous

forces:

Re =
inertial forces

viscous forces
=
ρUL

η
(2.16)

where U is the characteristic velocity of the fluid and L is the characteristic dimension.

Depending on the problem, appropriate quantities for U and L are chosen. For non-

Newtonian fluids where the shear viscosity is not constant, modifications are applied

to the Reynolds number definition, as it will be discussed in Chapter 4 where flows of

power-law fluids are considered.

ii) Deborah number

The rheological behaviour of non-Newtonian fluids with viscoelastic behaviour cannot

be described by the Reynolds number alone and additional dimensionless numbers need

to be defined. One of such dimensionless numbers is called the Deborah number (De)

and was introduced in 1964 by Reiner [32]. Inspired by the words of Prophetess Deborah

“The mountains flowed before the Lord” he defined De as

De =
time of relaxation

time of observation
=

λ

tflow
(2.17)

Literally, Deborah number links to Heraclitus belief that everything flows given an

appropriate time scale of the observer. Following Bird et al. [31], the two limiting cases
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for De are evident. If De → 0, then the flow of the polymer is qualitatively similar

to that of a Newtonian fluid (λ ' 0), since the polymer molecules are more or less in

their equilibrium state. Conversely, if the experiment happens very fast, De→∞, then

the polymer molecules will not have enough time to change configuration and the fluid

will behave similarly to a Hookean solid. The time of observation is usually related

to the characteristic time of deformation and therefore various definitions can be used,

generalised as:

De =
λU

L
(2.18)

where U/L defines the characteristic deformation.

As pointed out by Poole [51], considering that in fully developed flows or viscometric

flows, such as steady shear, the deformation process becomes infinite then from the

original definition given in Eq. (2.17) one can state that De is zero. It is therefore

suggested the inclusion of an additional dimensionless group for characterising the

effects of viscoelasticity.

iii) Weissenberg number

The dimensional analysis performed by White [52] considering a second order fluid, gave

rise to three dimensionless numbers. The ubiquitous Reynolds number, a viscoelastic

ratio number related to the higher order terms of the kinematic tensor for the second

order fluid and the Weissenberg number (Wi). Bird et al. [31], also pointed the existence

of more than two characteristic numbers for some flow problems, the Weissenberg

number being one of them.

Various discussions have taken place in the field of Rheology about the correct use

of De and Wi [51,53,54]. Based on the derivation of White [52], Poole [51] rationalised

the significance of addressing the Weissenberg number, as a characteristic quantity that

represents the ratio between elastic and viscous forces:

Wi =
elastic forces

viscous forces
= λγ̇ (2.19)

As such, it has been argued that Wi is appropriate for characterising the viscoelastic
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effects of the fluid and De is appropriate for categorising unsteady viscoelastic fluid

flows [51].

iv) Elasticity number

Although for the majority of viscoelastic fluid flows at the microscale inertial effects

are usually small, the Elasticity number (El) is used to indicate the balance between

inertial and elastic forces and is defined as the ratio of the Weissenberg number to the

Reynolds number:

El =
elastic forces (Wi)

inertial forces (Re)
=

λη

ρL2
(2.20)

It is interesting to note that El is independent of the kinematics and depends only

on the geometric and fluid properties. The benefits of using microfluidic devices with

complex, non-Newtonian fluids is clear from a careful analysis of the relevant dimen-

sionless numbers. Small Reynolds numbers are easily achieved at these scales, where

at the same time the generated deformations are large as discussed in Chapter 1. Con-

sequently, high De and Wi can be attained, leading to high elasticity numbers and

providing the ability to investigate elastic-driven effects associated with viscoelastic

fluid flows [9, 10].

v) Capillary number

When investigating multiphase flow problems, one of the most commonly met dimen-

sionless number2 is the capillary number (Ca). It is employed to provide a mea-

surement of the balance between viscous forces and capillary stresses (surface tension

forces) [55,56], defined as

Ca =
viscous forces

capillary stresses
=
ηU

σ
(2.21)

2The complexity of multiphase flows has as result a variety of dimensionless numbers that are
responsible for reporting the balance between existing forces (gravity, inertial, etc). In this thesis only
the ones used are reported.
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where σ is the surface tension coefficient. As mentioned in Chapter 1, in microfluidic

flows viscous forces are usually considered greater than inertial forces. Hence, the

importance of this dimensionless number when investigating multiphase two-phase flows

in microfluidic configurations is apparent.

vi) Atwood number

The Atwood number (At) is a dimensionless number that is usually employed when

investigating the occurrence of instabilities across the interface of two fluids, due to the

differences between their densities [55] (cf. Rayleigh-Taylor instability in Section 6.4),

and is defined as

At =
ρA − ρB
ρA + ρB

(2.22)

where ρA is the density of the heavier fluid and ρB the density of the lighter fluid.

vii) Cahn number

In Chapter 6 the implementation and validation of a two-phase solver based on the

Phase Field method and the Cahn-Hilliard equation is discussed. As it will be shown,

for this approach the interface thickness between the fluid phases needs to be spec-

ified. A dimensionless number that relates the length of the interface thickness to

the characteristic length scale of the problem under investigation is the Cahn number

(Cn) [57,58]:

Cn =
ε

L
(2.23)

where ε is the imposed interface thickness. The desired condition is Cn → 0 in order

to approach the sharp interface limit.
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“If I have seen further it is by standing on the shoulders of

giants..”

I. Newton

Chapter 3

Numerical Techniques

In this chapter, a description of the in-house single phase solver used for the com-

putational fluid dynamics simulations conducted in the context of the present the-

sis is discussed together with the mesh deformation code that was implemented

for manipulating the computational grids. The chapter is divided in two parts. In

the first part, the numerical procedure employed for discretising the equations of

motion in order to study numerically the flow of Newtonian and non-Newtonian

fluids is outlined. The reader is introduced to the Finite Volume method and

to important modifications related to the use of a collocated grid arrangement.

Some additional important characteristics of the current solver are discussed as

these are the basis for the code development for multiphase flows discussed in

Chapter 6. The second part describes the theoretical background of a mesh de-

formation technique that was borrowed from computer graphics, and which was

implemented in order to manipulate the numerical grids generated by a basic

mesh generator, offering the ability to perform shape optimisation studies.
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3.1 Introduction

In the field of computational fluid dynamics (CFD), the numerical investigation of

fluid flows and relevant phenomena presented in Chapter 2 requires the appropriate

treatment of the governing partial differential equations which principally depends on

the discretisation method considered. In CFD, a variety of numerical methods are

used for discretising the equations of motion. Arguably, the most important and most

frequently used are the Finite Differences (FD), the Finite Volumes (FV) and the Finite

Elements (FE) methods. These methods are strongly influenced by the numerical grid,

which consists of a discrete representation of the physical domain under investigation

and can be either structured or unstructured.

Briefly, the FD methods have been widely used in the past because of their inherent

ability to be easily applied to any type of numerical grids used [59]. The transformation

of the partial differential equations, is done by simply applying Taylor expansion series

at the nodes of the numerical grid. The FV methods consider the numerical grid to

be composed by finite numerical cells, commonly referred to as control-volumes, which

comprise a specific volume. The equations describing the problem of interest are inte-

grated over each control volume, and then based on Gauss’s theorem are transformed

into algebraic equations between adjacent control-volume centres, where all values need

to be calculated [59, 60]. Additionally, their inherent conservation properties due to

the requirement for evaluating volume fluxes and other variables on the faces of each

control-volume, make them suitable for a great range of applications investigated with

numerical simulations [61]. Finally, the FE methods consider control-elements similar

to control-volumes. For two dimensions (2D) the control-elements usually have trian-

gular or quadrilateral shapes, whereas in three dimensions (3D) they assume the shape

of tetrahedra, bricks or prisms [59]. In each of the control-elements, the so-called shape-

functions are employed for approximating the numerical solution. These functions are

usually linear or quadratic polynomials and fulfil specific requirements depending on

the problem solved [62, 63]. Together with a set of weighting functions, the shape-

functions are integrated in the global domain, resulting in a set of algebraic equations
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that describes the problem of interest [64]. Here, the FV method is considered and all

the terms of the equations describing the problems studied are discretised in this way.

This chapter is organised as follows. In Section 3.2, the transformation from the

Cartesian orthogonal system to a generalised coordinate system is presented. Further-

more, the discretisation of the equations of motion for the in-house single-phase CFD

solver, appropriate for viscoelastic fluid flows, is discussed in Section 3.3. It is men-

tioned that the single phase solver is later upgraded to consider elements of a second

phase using the Phase Field method and is presented analytically in Chapter 6. The

basic considerations introduced here are then employed for the implementation of the

two phase solver. In Section 3.4, an overview of the implemented mesh deformation

code used for the shape optimisations studies discussed in Chapter 5, is presented.

3.2 Generalised Coordinates

Engineering applications make use of geometrical configurations that often have com-

plex shapes better described by curves rather than linear, orthogonal shapes. The

numerical study of flows inside or around these geometries, requires the solution of the

appropriate set of equations using the numerical grid which discretises the physical ob-

ject. Therefore, the use of a Cartesian coordinate system for expressing the derivatives

of scalar, vector or tensor quantities may be insufficient and the transformation into a

generalised non-orthogonal coordinate system is preferred [65].

The very well known Cartesian system (physical system) is described by the or-

thogonal basis written in vector form as xxx=(x1, x2, x3), where the indices i = 1, 2, 3

correspond to each one of the three directions. Similarly, a generalised coordinate sys-

tem is described by the basis ξξξ=(ξ1, ξ2, ξ3), which is not necessarily orthogonal. When

the Cartesian coordinate system is transformed into the generalised coordinate system,

ξξξ=ξξξ(xxx), every coordinate of the latter is expressed as a function of the former. The

differential of the new coordinate system gives:

dξi =
∂ξi
∂x1

dx1 +
∂ξi
∂x2

dx2 +
∂ξi
∂x3

dx3 (3.1)
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or in Einstein notation:

dξi =
∂ξi
∂xj

dxj (3.2)

where the repeated indices j = 1, 2, 3 indicate the summation of the terms. Equa-

tions (3.1) and (3.2) can also be presented in matrix format:


dξ1

dξ2

dξ3

 =


∂ξ1
∂x1

∂ξ1
∂x2

∂ξ1
∂x3

∂ξ2
∂x1

∂ξ2
∂x2

∂ξ2
∂x3

∂ξ3
∂x1

∂ξ3
∂x2

∂ξ3
∂x3


︸ ︷︷ ︸

Ξ


dx1

dx2

dx3

 (3.3)

Considering now the inverse transformation from the generalised coordinate system

into the physical coordinates, xxx=xxx(ξξξ), the equivalent relationship in Einstein notation

is

dxi =
∂xi
∂ξj

dξj (3.4)

and in matrix form: 
dx1

dx2

dx3

 =


∂x1
∂ξ1

∂x1
∂ξ2

∂x1
∂ξ3

∂x2
∂ξ1

∂x2
∂ξ2

∂x2
∂ξ3

∂x3
∂ξ1

∂x3
∂ξ2

∂x3
∂ξ3


︸ ︷︷ ︸

X


dξ1

dξ2

dξ3

 (3.5)

where J = det
(
X
)
, is the Jacobian of the transformation. In order for Eqs. (3.3)

and (3.5) to be valid, the derivative matrices should satisfy the relationship Ξ =
(
X
)−1

.

Therefore, the elements of matrix Ξ are related to the elements of X by the following:

Ξij =
(−1)i+jMji

J
(3.6)

where Mji is the minor determinant of X. The numerator of the fraction in the right-

hand side of Eq. (3.6) is the so called cofactor:

βij = (−1)i+jMji (3.7)

Using Eqs. (3.6) and (3.7) and following Oliveira [66] and Ferzinger and Perić [59], the
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required transformation rules for the time and space derivatives are:

∂

∂t
=

1

J

∂

∂t
J (3.8)

∂

∂xj
=

∂

∂ξl

∂ξl
∂xj

=
1

J

∂

∂ξl
βli (3.9)

An illustrative example of the transformation rule is applied on the generalised trans-

port equation of a dependent variable φ, expressed in Einstein notation, for the Carte-

sian coordinate system:

∂

∂t
(ρφ) +

∂

∂xj
(ρujφ) =

∂

∂xj
(Γ

∂φ

∂xj
) + Sφ (3.10)

where uj denotes the velocity along each direction, ρ is the density, Γ is the general

diffusion coefficient and Sφ corresponds to the added sources. Applying the transfor-

mation rules, Eq. (3.10) can be expressed in generalised coordinates as

∂

∂t
(Jρφ) +

∂

∂ξl
(ρujφβ

lj) =
∂

∂ξl
(
Γ

J

∂φβljβmj

∂ξm
) + JSφ (3.11)

3.3 Single phase solver

The in-house CFD solver used for the numerical studies in Chapters 4 and 5, is ap-

plicable for single-phase, incompressible and isothermal flows for Newtonian and non-

Newtonian fluids, and is briefly discussed here. This numerical approach has been

extensively validated both in studies of Newtonian and non-Newtonian, viscoelastic

fluid flows and its great performance can be attested by the quality of results in various

scientific publications [27,28,67–79]. The principles of the solver implementation were

first discussed in Pinto [80] and then have been updated and thoroughly discussed in

Oliveira [66], Oliveira et al. [27], Oliveira and Pinho [49] and in Alves [65]. Since the

single-phase solver was further upgraded during the present work to include a second

phase as discussed in Chapter 6, only a brief description of the major parts of the imple-

mentation is presented here for completeness and for introducing to the finite volume

discretisation method followed.
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3.3.1 Governing equations

The basic set of equations used for investigating the motion of a Newtonian or a non-

Newtonian fluid has been presented theoretically in Chapter 2. Since the general coor-

dinates are adopted, the transformation of the equations of motion to the new system

is provided here. Using the transformation rules described by Eqs. (3.8) and (3.9), the

continuity equation for an incompressible fluid is expressed as

∂

∂ξl
(ρuiβ

li) = 0 (3.12)

and in a similar manner, the momentum equation is given by

∂

∂t
(Jρui) +

∂

∂ξl
(ρujuiβ

lj) = − ∂

∂ξl
(pβli) +

∂

∂ξl
(βljτij) + Jρgi (3.13)

where, τij corresponds to the total stress tensor and is evaluated by the sum of the

polymeric and the Newtonian stresses (cf. Eq. (2.10)):

τij = τp,ij + τs,ij (3.14)

To complete the set of equations an appropriate constitutive equation for the extra

stress tensor in Eq. (3.13) needs to be added for each particular case studied, as dis-

cussed in Chapter 2. For this brief description of the implementation, the simplified-

PTT fluid is considered (cf. Section 2.2.2) and is expressed in generalised coordinates:

λ
∂

∂t
(Jτp,kk) + Jf(τp,kk)τp,ij + λ

∂

∂ξl
(ukβ

lkτp,ij) = λ

[
∂

∂ξl
(ujβ

lkτp,ik)+

∂

∂ξl
(uiβ

lkτp,kj)

]
+ ηp

[
∂

∂ξl
(uiβ

lj) +
∂

∂ξl
(ujβ

li)

]
− 2

3
ηp

∂

∂ξl
(ukβ

lkδij)

(3.15)

where the stress function, f(τp), is expressed by the linear version:

f(τp,kk) = 1 +
λε

np
τp,kk (3.16)
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As explained in Oliveira [27], for numerical simulations with the FV method the dif-

fusion term in the momentum equation has the important role to promote stability.

In the generalised form of the momentum equation, the ordinary diffusion term does

not appear explicitly and thus, it was included in both sides of Eq. (3.13), to enhance

stability:

∂

∂t
(Jρui) +

∂

∂ξl
(ρujuiβ

lj)− ∂

∂ξl
(
η

J

∂uiβ
ljβlj

∂ξl
) =

− ∂

∂ξl
(pβli) +

∂

∂ξl
(βljτij) + Jρgi −

∂

∂ξl
(
η

J

∂uiβ
ljβlj

∂ξl
)

(3.17)

where, η is the total viscosity of the fluid, η = ηs + ηp. The indices l of the cofactors

of the ordinary diffusion terms do not indicate summation over the terms, but rather

the direction of the derivative for the generalised coordinate. The term in the left hand

side (LHS) of the equation is treated implicitly whereas the term on the right hand

side (RHS) is treated explicitly, with both being mutually cancelled when the steady

state solution is attained.

3.3.2 Control volume discretisation

In the control volume formulation the locations of both the volume centres and the

centres of the volume faces are employed for the discretisation. Adopting the usual

notation, the cell under investigation is named “P” and its neighbours are called based

on their orientation relevant to the interrogated cell centre as “E” (east), “W” (west),

“N” (north), “S” (south), “T” (top) and “B” (bottom). Following the same notation,

the faces of the examined control volume are expressed with the small letters e, w, n,

s, t and b.

There are two common different approaches that depend on the arrangement of the

grid and which consequently affect the discretisation procedure. These arrangements

of the numerical mesh are the staggered arrangement and the collocated arrangement

[59]. When staggered grids are employed, the vector quantities such as velocities, are

evaluated at the faces of the control volumes and scalar variables such as pressure

and temperature, are evaluated at the cell centres as shown in Fig. 3.1a. Conversely,
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when the collocated arrangement is considered both the scalar and vector quantities

are evaluated at the cell centres as shown in Fig. 3.1b.

The arrangement of the staggered grid was widely used in the past since it was pro-

viding a strong coupling between the velocities and the pressure gradients [59]. Using

this arrangement it was illustrated by Patankar [60], that the generation of a possible

checkerboard pattern for the pressure field could be completely avoided, in contrast to

the regular collocated approach. Based on the configuration of the staggered arrange-

ment, Patankar and Spalding [81] introduced the Semi-Implicit Method for Pressure

Linked Equations (SIMPLE), a powerful procedure that couples effectively the pressure

gradients evaluated through the continuity equation with the velocities calculated from

momentum equation. After the pioneering work of Patankar and Spalding [81], similar

procedures, which are improvements of SIMPLE, have been suggested and can be found

in many textbooks related to the Finite Volume discretisation method [59–61, 64]. In

this work, the SIMPLEC procedure, introduced by Van Doormal and Raithby [82], is

considered and is discussed in Section 3.3.6.

Although staggered grids are powerful and widely applied, their use is limited to

Cartesian systems [59,83,84]. When the geometry is complex, as in the majority of the

Figure 3.1. Types of grid arrangement in control volume formulation, (a) staggered grid and (b)
collocated grid.

33



Numerical Techniques

engineering applications, staggered grids are problematic. Coordinate transformation

is not easily applied because of the increased number of interpolations that need to be

performed in order to achieve good resolution [59,61]. Another important consequence

of the staggered grids usage is the large needs of computational memory, since the

appropriate information for each of the velocity components and the scalar variables

needs to be stored at different locations [61]. This obviously becomes more demanding

when dealing with 3D flows. On the other hand, collocated grids are easily transferred in

a generalised coordinate system and the drawback of the possible checkerboard pattern

for the pressures is surpassed with the Rhie-Chow interpolation scheme [85], which

enables the use of SIMPLE and its descendants for coupling the pressure and velocity

field. All these facts made collocated grids the standard approach nowadays when using

Finite Volume methods, and the same arrangement is adopted here.

The partial differential equations that describe the problem under consideration

are integrated over each control volume P (cf. Fig. 3.1b), and together with the use of

Gauss theorem the discretised expressions are produced [59,60]. The set of the govern-

ing equations solved by the CFD solver consists of the continuity equation (Eq. (3.12)),

the momentum equation (Eq. (3.17)) and the appropriate constitutive relation for the

stresses (Eq. (3.15)). Since the discretisation of these equations does not consist an

original work of the author of this thesis, only some important issues related to the

the discretisation of the continuity and the momentum equations are mentioned here,

in order to introduce to the reader the notation adopted in the two-phase implementa-

tion presented in Chapter 6. The discretisation of the terms of the stress constitutive

equation is not shown and details can be found in Oliveira et al. [27] and in Alves [65].

i) Continuity discretisation

Expanding the generalised differential form of the continuity equation to all terms,

Eq. (3.12) is written as

∂

∂ξ1

(
ρu1β

11 + ρu2β
12 + ρu3β

13
)

+
∂

∂ξ2

(
ρu1β

21 + ρu2β
22 + ρu3β

33
)

+
∂

∂ξ3

(
ρu1β

31 + ρu2β
32 + ρu3β

33
)

= 0

(3.18)
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Following the standard procedure, Eq. (3.18) is integrated over the control volume P

and together with the use of Gauss’s theorem 1 can be re-written as(
ρu1β

11A+ ρu2β
12A+ ρu3β

13A

)e
w

+

(
ρu1β

21A+ ρu2β
22A+ ρu3β

33A

)n
s

+

(
ρu1β

31A+ ρu2β
32A+ ρu3β

33A

)t
b

= 0

(3.19)

where A corresponds to the surface area of each particular face. The terms in the

brackets, represent the mass flow rates which enter and exit the control volume. Con-

sidering as an example the integral at the east face, the component, Fe, of the mass

flow rate F , normal to the east face is expressed as

Fe = ρeAe
(
u1β

11 + u2β
12 + u3β

13
)
e

(3.20)

or2

Fe = ρe
(
u1b

11 + u2b
12 + u3b

13
)
e

(3.21)

similar expressions are employed at the w, n, s, t and b faces. Hence, as explained in

Oliveira [66] and in Oliveira et al. [27], Eq. (3.19) can be expressed in a compact form:

6∑
f=1

(∑
i

ρũi,fb
fi
f

)
=

6∑
f=1

Ff = 0 (3.22)

where f = 1, 2 or 3 corresponds to each direction and denotes values that are evalu-

ated at the faces, f. The additional notation ũj,f indicates that Rhie and Chow [85]

1Also referred to as the divergence theorem:∫
V

∇ · F dV =

∫
S

F · ndS

2 As explained in Peric [86], the variables bli are evaluated from the product bli = βliAf where f
indicates the appropriate face. As an example:

β11
e Ae =

1

δξ2δξ3

(
δ(x2)2δ(x3)3 − δ(x3)2δ(x2)3

)
δξ2δξ3 = b11

with δ(xk)m referring to the variation of coordinate k along the direction m.
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interpolation scheme is employed [27], which is discussed in Section 3.3.5.

ii) Momentum discretisation

The same procedure as in the discretisation of continuity is applied, where each of the

terms in Eq. (3.17) is integrated over a control volume as presented above. The terms

on the LHS of the generalised equation are treated implicitly, whereas the terms on the

RHS are all evaluated as sources and treated explicitly.

• Inertia term

The integration of the inertia term results in:

∫
VP

∂

∂t

(
Jρui

)
dVP =

(
u

(n)
i − u

(n−1)
i

∆t

)
P

ρPVP (3.23)

where a first order scheme is applied for discretising the time derivative. The index n

indicates the current time level and has not been included in the terms discussed next.

For the discretisation, the relationship Jδξ1ξ2ξ3 = δV was employed [59].

• Convection term

The integration of the convective term results in:

∫
VP

∂

∂ξl

(
ρujuiβ

lj
)
dVP =

6∑
f=1

(∑
j

ρuj,fb
fj
f ûi,f

)
=

6∑
f=1

Ffûi,f (3.24)

where û is the convection velocity and Ff corresponds to the mass flow rate compo-

nent at each cell face. In the control volume formulation it is known that the central

difference scheme for discretising the convected variable is not appropriate [59, 60].

Therefore, the different notation û, is used for indicating that this term is evaluated

using different differencing schemes as will shown in Section 3.3.3.

• Ordinary diffusion term3
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The ordinary diffusion term, acting at the normal direction of the faces is discretised

as follows:

∫
VP

∂

∂ξl

( η
J

∂uiβ
ljβlj

∂ξl

)
dVP =

6∑
f=1

[
ηf

Vf

(∑
j

bljf b
lj
f

)
[∆ui]

f
f

]{
LHS: as is

RHS→ Sui−diffusion

(3.25)

where Vf is a face pseudo-volume [27,66]. In Eq. (3.17), the term on the LHS is added

in the resulting coefficients of the discretisation and the term on the RHS is accounted

in the source term.

• Pressure gradient term4

The discretised pressure gradient term is expressed as:

∫
VP

∂

∂ξl
(pβli)dVP =

3∑
l=1

bliP[∆p]Pl → Sui−pressure (3.26)

The contribution of the pressure gradients is added at the sources of the momentum

equation.

• Stress divergence term

The stress tensor is evaluated from the appropriate constitutive equation and is discre-

tised in the momentum equation as

∫
VP

∂

∂ξl
(βljτij)dVP =

6∑
f=1

bfjf τ̃ij,f → Sui−stress (3.27)

The approach followed is similar to the velocity discretisation applied for the continuity

equation Eq. (3.22). The stresses need to be evaluated at the faces of the control vol-

umes and the symbol τ̃ij,f indicates that a special interpolation technique is employed.

As discussed in detail in Oliveira et al. [27], the use of a linear interpolation scheme

3 In Oliveira et al. [27] the notation [∆Φ]ff = ΦF−ΦP corresponds to the evaluation of the derivative
at the face f, considering the cell centre P and its neighbour F along the direction of the derivative.

4 In Oliveira et al. [27] the notation [∆Φ]Pf = Φf+ − Φf− corresponds to the evaluation of the
derivative at the cell centre P, using the values at the faces f+ and f− of the control volume along the
positive and negative directions of the desired derivative.
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between the cell-centre values for the evaluation of the stresses at the faces, may result

in a lack of connectivity between the stresses and the velocity field. It was illustrated

that a checkerboard pattern of the velocity field, may result in the correct field for

the stresses. Therefore, the use of a special interpolation scheme was suggested in the

same manner as Rhie and Chow interpolation [85] is used for coupling the velocity and

pressure fields. The use of this scheme results in the coupling between the two fields

since the face stresses are also coupled to the velocities at the cell centres.

• Gravity term

The discretisation of the momentum is completed with the discretised gravity terms:

∫
VP

JρgidVP = VPρgi → Sui−gravity (3.28)

The gravity terms are added to the sources as done previously for all terms in the RHS

of Eq. (3.17).

The form of the final numerical system that needs to be solved after all terms are

discretised, has a linear algebraic form and is described in many textbooks related to

Finite Volumes [59–61, 64]. As illustrated in Oliveira et al. [27], the numerical scheme

for the momentum equation is completed by gathering all above discretised terms and

solving numerically the system:

aPui,P −
∑

F

aFui,F = Sui +
ρVP

∆t
u

(n−1)
i,P (3.29)

where the coefficient aP contains the contributions from all its neighbours and the

previous time step:

aP =
∑

F

aF +
ρVP

∆t
(3.30)

The coefficients aF, contain the convection and diffusion contributions aCF and aDF for

the neighbour cells, with the former depending on the direction of the flow:

aF = aCF + aDF where

{
aCF = +Ff for f−

aCF = −Ff for f+
(3.31)
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Finally, the total source term Sui holds the contribution from all the sources discussed

above:

Sui = Sui−pressure + Sui−stress + Sui−gravity + Sui−diffusion (3.32)

Following a similar procedure, the constitutive equation for the stresses (Eq. (3.15))

is discretised, which can be found in detail in Alves [65] and therefore is not repeated

here. After all terms are discretised, the algebraic equation that needs to be solved for

evaluating the stresses, is represented in a similar way as Eq. (3.29) :

aτPτij,P −
∑

F

aτFτij,F = Sτij +
λPVP

∆t
τ

(n−1)
ij,P (3.33)

3.3.3 Schemes for convection

The discretised form of the convective terms for any transport problem with convection

results in simple expressions like that shown in Eq. (3.24) for the discretised momentum

equation. Although their treatment seems relatively easy, since only the value of the

convective variable at the faces of the control volume is required, the performance of

the numerical solver strongly depends on the choice of the numerical scheme used to

evaluate the face values.

Over the years a wide variety of numerical schemes has been proposed for treat-

ing the numerical problems associated with convection terms, including the first-order

upwind differencing scheme (UDS), second-order schemes such as the central differ-

encing scheme (CDS) or improvements of UDS, and higher order schemes (HO) like

the quadratic upwind interpolation for convective kinematics (QUICK) suggested by

Leonard [87]. These schemes have been widely used in order to investigate a variety

of numerical problems and their performance has been extensively reported in the lit-

erature [59–61, 64]. Although important, each one suffers from different problems as

it will briefly present in the following sections, which made them less desirable to use.

However, they formed the base for more accurate numerical schemes, commonly known

as high resolution schemes (HRS).

The need for HRS in order to treat more accurately convective variables, led to
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the generation of various tools appropriate for monitoring and controlling their perfor-

mance. Harten [88] introduced the total variation diminishing framework (TVD), for

solving numerically partial differential equations for convection. As it will be shown in

the next subsections, UDS was found to be unconditionally stable but suffers from ar-

tificial diffusion while on the other hand, CDS is conditionally stable, and HO schemes

have shown unbounded behaviour5 [59, 61, 89]. Therefore, TVD was introducing an

approach where the use of appropriate flux limiters was producing numerical schemes

that performed in between UDS and CDS [61] while at the same time the bound-

edness criterion is enforced. Later, the very useful tool of the normalised variable

framework (NVF) was introduced by Leonard [89, 90], an approach that was gener-

ating the normalised variable diagram (NVD). The NVF methodology is considering

that the numerical grids are uniform and thus, Darwish and Moukalled [91] extended

this approach to non uniform meshes introducing the normalised variable and space

formulation (NVSF). Expressing the numerical schemes for convection in the NVD,

important insight for their characteristics and their performance is provided. Together

with the NVD, the convection boundedness criterion CBC proposed by Gaskell and

Lau [92] should be considered, which demands that the appropriate function for the

evaluation of the convective variable at the cell face (φf) should exhibit a monotonic

behaviour [61,92].

In order to discuss the characteristics and differences between the various numerical

schemes, the one-dimensional problem for convection is employed, presented schemati-

cally in Fig. 3.2, together with the one-dimensional, discretised convective terms of the

generalised transport equation (cf. Eq. (3.11)) for a general transported variable φ:

∫
VP

∂

∂ξl

(
ρujφβ

lj
)
dVP =

2∑
f=1

(∑
j

ρũj,fb
fj
f φ̂

)
=

2∑
f=1

Ffφ̂f = Ff+ φ̂f+ − Ff− φ̂f− (3.34)

The cell centre P in Fig. 3.2 is located at a distance ξP from the origin and corresponds

5 A numerical scheme for convection is said to be unbounded due to the fact that it illustrates
oscillatory behaviour in regions where convection is characterised by steep gradients, and additionally
tends to produce solutions that exhibit undershoots/overshoots [61].
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Figure 3.2. One-dimensional representation of the convective variable φ.

to the interrogated cell for which the convective variable φ needs to be calculated at

the cell face, f, located at a distance ξf. The abbreviations D and U correspond to the

computational cells downstream and upstream of the flow respectively, located similarly

at distances ξD and ξU.

The NVSF approach [91] is adopted in the following discussion, for presenting the

expressions used for the evaluation of the convective variables at the cell face φf. Ac-

cording to this methodology φf is generally expressed as a function:

φf = f(φP, φU, φD, ξP, ξU, ξD, ξf) (3.35)

In order to produce the NVD diagram, the normalisation rules for the variable and the

space values applied are:

φ̄ =
φ− φU

φD − φU
; ξ̄ =

ξ − ξU

ξD − ξU
(3.36)

and Eq. (3.35) can be simplified in terms of a normalised function that depends only

on the grid spacing and the value of the convected variable at the cell centre:

φ̄f = f(φ̄P, ξ̄P, ξ̄f) (3.37)

Additionally the CBC suggests that in order to reduce any unphysical oscillations to the
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approximation of the convective property at the cell face, an HRS should be bounded:

φ̄f = φ̄P if φ̄P /∈ [0, 1] (3.38)

and exhibit a monotonic behaviour between the values of the convective property at

the cell centre, φP, and at the downstream centre, φD, expressed in a normalised form

as

φ̄P ≤ φ̄f ≤ 1 if φ̄P ∈ [0, 1] (3.39)

The numerical studies presented in Chapters 4 to 6 are performed considering HRS

for the treatment of the convective terms. Here, a brief description of the basic numer-

ical schemes employed is given but more in-depth information about the performance

of lower and higher order schemes can be found in [59,61,65].

i) Central Differencing Scheme

Arguably, the most obvious choice for approximating the value of a convective quantity

φf at the face of a control volume, is the use of linear interpolation between the nodal

values φP and φD, as shown schematically in Fig. 3.3. This approach is known in

numerical methods as the central differencing scheme (CDS), naturally produced by

a Taylor series formulation and is very well known for its second order of accuracy.

Despite the inherent second order accuracy of the scheme, it was shown that it can only

be used under specific conditions due to the fact that it can generate unrealistic results

Figure 3.3. Representation of the approximated solution at the faces of a CV for the one-dimensional
Central Differencing Scheme.
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[60]. Applying linear interpolation between the interrogated cell and its downstream

neighbour, the convective variable at the face can be evaluated by:

φf+ = φP

(
1− ξf+ − ξP

ξD − ξP

)
+ φD

(
ξf+ − ξP

ξD − ξP

)
(3.40)

where for a uniform mesh (ξf+ − ξP)/(ξD − ξP) = 0.5. Equation (3.40) can be further

expressed as:
φf+ − φU

φD − φU
=
φP − φU

φD − φU
+
φD − φP

φD − φU

(
ξf+ − ξP

ξD − ξP

)
(3.41)

The CDS can be therefore expressed in the NVSF using the relationships of Eq. (3.36):

φ̄f+ =
ξ̄f+ − ξ̄P

1− ξ̄P
+

(
1− ξ̄f+

1− ξ̄P

)
φ̄P (3.42)

The major drawback of the CDS is its inability to identify the flow direction [64].

The linear interpolation scheme applied, results in a value at the cell face that is

dependent from P, U and the mesh spacing. For example, for the case of a highly

convective flow using a uniform mesh, φf+ depends equally on φP and φD. This is not

realistic since one would expect that φP would influence φf+ more than φD. Following

that, it was shown that the CDS can lead to unrealistic results and should be limited

to flows that are characterised by low convection [60,61].

ii) Upwind Differencing Scheme

The inability of the CDS scheme to yield realistic results for moderate to highly convec-

tive flows as discussed above, promoted the use of UDS for approximating convective

flows. The UDS approach is shown schematically in Fig. 3.4, where it can be seen that

the value of the convective variable at the cell face is completely influenced by the flow

direction. This is expressed as

φf+ = φP (3.43)

The expression of Eq. (3.43) in the NVSF is simply:

φ̄f+ = φ̄P (3.44)
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Figure 3.4. Representation of the approximated solution at the faces of a CV for the one-dimensional
Upwind Differencing Scheme.

Although UDS is only first order accurate, it produces more realistic numerical

solutions than CDS for convection problems. It is found to be the only numerical

scheme that is unconditionally stable, however is suffers from artificial diffusion [59].

iii) Quadratic Upwind Interpolation for Convective Kinematics

The best representative of HO numerical schemes, QUICK, was proposed in 1979 by

Leonard [87] and was based on the idea that convective values at the cell faces could

be approximated using a parabolic function for the interpolation instead of a straight

line (CDS and UDS), as shown schematically in Fig. 3.5. The QUICK scheme found

great success in numerical simulations due to its third order accuracy and formed the

basis for a range of high resolution schemes developed later. The advantage, in contrast

with the UDS and CDS, is that with this methodology the face value, φf+ , is evaluated

using information for the convected variable not only from P and D but also from the

Figure 3.5. Representation of the approximated solution at the faces of a CV for the one-dimensional
QUICK scheme.
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upstream cell U:

φf+ = φU +
(ξf+ − ξU)(ξf+ − ξP)

(ξD − ξU)(ξD − ξP)
(φD − φU) +

(ξf+ − ξU)(ξD − ξf+)

(ξP − ξU)(ξD − ξP)
(φP − φU) (3.45)

after doing some mathematical re-arrangements and by employing the normalisation

rules from Eq. (3.36), the QUICK scheme is translated in the NVSF as

φ̄f+ =
ξ̄f+ − ξ̄P

1− ξ̄P
ξ̄f+ +

ξ̄f+(1− ξ̄f+)

ξ̄P(1− ξ̄P)
φ̄P (3.46)

Despite the QUICK scheme’s enhanced performance, it was shown that it exhibits

oscillations when the flow conditions are highly convective [61,89].

iv) High Resolution Schemes

Higher order schemes exhibit oscillatory solutions when the gradients of the convective

property are steep due to the fact that they are unbounded [61] and can produce local

maxima (or minima). It was shown by Gaskell and Lau [92], and Leonard [90], that

the desired behaviour for a numerical scheme is to be monotonic in the normalised

region φ̄P ∈ [0, 1] of the NVD diagram. Since a high resolution scheme cannot preserve

monotonicity by its nature, the numerical tools discussed above are employed (TVD,

NVD, CBC) in order to overcome this problem and control in the most appropriate

way the continuous function or the sets of functions employed.

Various schemes have been reported in literature but here only the sharp and

monotonic algorithm for realistic transport (SMART) scheme proposed by Gaskell and

Lau [92] and the convergent and universally bounded interpolation scheme for the treat-

ment of advection (CUBISTA) scheme proposed by Alves et al. [93], are discussed

because of the relevance to the problems tackled in this work. Both SMART and CU-

BISTA are based on QUICK scheme retaining its advantages, but additionally they

bound QUICK’s unbounded behaviour by following the CBC approach (cf. Eqs. (3.38)

and (3.39)), providing as a consequence less oscillatory solutions. Their comparison

in the NVD diagram and detailed discussion can be found in Alves et al. [93] and in

Alves [65].
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After employing the normalisation rules of (Eq. (3.36)), the SMART scheme can be

expressed in the NVSF as

φ̄f+ =



ξ̄f+ (1 − 3ξ̄P + 2ξ̄f+ )

ξ̄P(1 − ξ̄P)
φ̄P if 0 < φ̄P <

ξ̄P
3

ξ̄f+− ξ̄P
1 − ξ̄P

ξ̄f+ +
ξ̄f+ (1 − ξ̄f+ )

ξ̄P(1 − ξ̄P)
φ̄P if ξ̄P

3 ≤ φ̄P ≤ ξ̄P
ξ̄f+

(
1 + ξ̄f+ − ξ̄P)

1 if ξ̄P
ξ̄f+

(
1 + ξ̄f+ − ξ̄P) < φ̄P < 1

φ̄P elsewhere

(3.47)

It can be seen that the core of the SMART scheme maintains the QUICK approach.

The same function (cf. Eq. (3.46)) is employed for evaluating the convective variable

on the control volume face, when ξ̄P
3 ≤ φ̄P ≤ ξ̄P

ξ̄f+

(
1 + ξ̄f+ − ξ̄P). However, in contrast

with QUICK, SMART is bounded by the addition of the extra functions below and

above as shown in Eq. (3.47). The addition of these functions is responsible for the less

oscillatory behaviour of SMART scheme.

Following the same ideas, the CUBISTA scheme has been proposed by Alves et

al. [93] and is expressed in the NVSF as

φ̄f+ =



[
1 +

ξ̄f+ − ξ̄P
3(1 − ξ̄P)

]
ξ̄f+
ξ̄P

if 0 < φ̄P <
3ξ̄P
4

ξ̄f+− ξ̄P
1 − ξ̄P

ξ̄f+ +
ξ̄f+ (1 − ξ̄f+ )

ξ̄P(1 − ξ̄P)
φ̄P if 3ξ̄P

4 ≤ φ̄P ≤
1 + 2(ξ̄f+ − ξ̄P)

2ξ̄f+ − ξ̄P
ξ̄P

1− 1 − ξ̄f+
2(1 − ξ̄P)

(1 − φ̄P) if
1 + 2(ξ̄f+ − ξ̄P)

2ξ̄f+ − ξ̄P
ξ̄P < φ̄P < 1

φ̄P elsewhere

(3.48)

It can be seen that, as for the SMART scheme, the core of CUBISTA uses QUICK

interpolation (second inequality interval in Eq. (3.48)) but considers different functions

to the first and last intervals. As mentioned by the authors, CUBISTA was developed

respecting both the TVD constraints and the CBC, in contrast with SMART that

respects only the CBC. They compared those two schemes among others by performing

a set of specific numerical tests (i.e. pure advection of a scalar for a step profile) and

found that CUBISTA performs similarly to SMART, with the latter being less diffusive.

However, the main purpose of their study was to propose a new convection scheme

appropriate for discretising the convective terms in studies of viscoelastic fluids. When
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it comes to these kind of flows, the CUBISTA scheme was found to perform much better

than SMART in terms of convergence for implicit solution methods for both fine and

coarse meshes.

v) Final remark

Once the desired scheme is chosen and the normalised variable φ̄f+ is evaluated at the

cell face following the NVSF framework, it is then reverted back to dimensional form

by

φf+ = φ̄f+(φD − φU) + φU (3.49)

The single phase solver follows the deferred correction approach, proposed by Khosla

and Rubin [94]. According to this approach instead of using directly the discretised

equations produced by the use of high resolution schemes in the momentum equation,

the convective fluxes are replaced by the expression:

Ff+φ
HRS
f+

= Ff+φ
UDS
f+

− Ff+(φUDS
f+

− φHRS
f+

) (3.50)

where the terms with the superscript UDS denote that the values are evaluated at the

cell face based on the upwind scheme. The first term in the RHS of Eq. (3.50) is treated

implicitly and is added at the coefficients in the LHS of Eq. (3.29), whereas the second

term is evaluated explicitly and is added in the sources on the RHS of Eq. (3.29) [59].

This procedure has the advantage that numerical stability is promoted due to the use

of UDS [65], while no additional effort is needed in order to treat the chosen HRS

implicitly, and the method facilitates in the use of less computer memory [91,93].

3.3.4 Boundary conditions

The set of algebraic expressions responsible for evaluating numerically the fluid flow

presented previously is completed by setting the appropriate boundary conditions for

the problem studied. Here, the boundary conditions that need to be specified are

those for the inlets, outlets, walls and symmetric planes of the domain and are briefly

discussed.
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• Inlet conditions

When the numerical study corresponds to cases where inlet conditions are required, all

quantities need to be prescribed. Velocities and stresses can be designated by either

well defined profiles from existing analytical solutions or they can just be initialised

using a uniform constant value.

• Outlet conditions

The lack of knowledge of the flow behaviour at the outlets of a configuration which is

investigated numerically, is forcing one to place the boundaries as far as possible from

the region of interest. That way the propagation of possible numerical errors to the

region of interest is avoided and do not affect the solution of the flow field. In this work,

zero stream-wise gradients are considered for the velocities and the stresses. They are

applied by considering that the outlet cell face has the same value as the boundary cell

centre. Please note that the velocities at the outlets are additionally adjusted to ensure

that the overall mass is conserved. For the pressure, linear extrapolation is employed

for its evaluation at the boundary faces using the values calculated at the two cell

centres upstream of the boundary [27,65].

• Symmetry conditions

There are many examples of flows that are symmetric. The numerical advantage of

these kind of flows is that one can employ symmetry boundary conditions and split the

domain in two or more symmetric parts, solving only for one of them. That way, the

computational cost can be greatly reduced. At a symmetric boundary the convective

fluxes of all quantities (u,τ ,φ) are zero, and all diffusive fluxes must also vanish.

As discussed in Oliveira et al. [27] and with more details in Oliveira [66] and in

Alves [65], the reflection rule is employed for evaluating the velocity, stresses and scalar

fields on symmetry planes. The use of a symmetric fiction cell is considered for the

correct evaluation of vectors and tensors at the cell faces which are located on the

symmetry plane. For all scalar quantities, zero gradient is used with the variable

values on the symmetry plane being equal to their values at the boundary cell centres.

48



Numerical Techniques

• Wall conditions

The last boundary condition considered is related to the walls that confine the domain.

Usually the walls are stationary or they can be set to motion with a specific veloc-

ity. Considering that viscous fluids stick to the solid boundary (i.e. no slip condition

applied) it can be generally expressed as:

ui,f = ui,w (3.51)

Regarding the pressure a zero gradient profile is employed, while for the stresses a Cou-

ette approximation is considered together with the appropriate viscometric functions

for each viscoelastic fluid [65].

3.3.5 Velocity and pressure fields coupling

The possibility of an unrealistic checkerboard pattern field for pressure that could result

in the correct velocity field was illustrated by Patankar [60]. The use of “different grids

in one” was promoted for this particular reason and resulted in the so called staggered

arrangement. The choice of this arrangement has benefited by the great performance of

the SIMPLE algorithm [81], which was introduced for linking the pressure and velocity

fields.

The basic idea of SIMPLE is based on the ascertainment that the momentum equa-

tion can be solved only when the pressure field is given. If an incorrect pressure field is

applied, then the resulting velocity field will not satisfy the continuity equation. Start-

ing from a guessed velocity and pressure fields, the convective fluxes are evaluated and

the momentum equation is solved, resulting in a new velocity field that in general does

not satisfy the continuity equation. Then, a pressure correction equation is applied

through the continuity equation, which in turn results in a corrected pressure field that

is used to correct the velocities [60, 64, 81]. This procedure is repeated in an iterative

manner, until the pressure field generates a velocity field that satisfies continuity.

The success of SIMPLE for staggered grids together with the major problem of

the collocated arrangement to predict correct velocity values for an unrealistic pres-
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sure pattern, was one of the major reasons for discarding the use of collocated meshes.

However, the usefulness of the collocated arrangement in engineering applications, mo-

tivated Rhie and Chow to suggest a special interpolation scheme [85] which enabled

the use of SIMPLE for this arrangement.

The discretised expressions of the momentum equation at the cell P and its neigh-

bour F are:

aPui,P = HP(ui) + SP,ui−rest −
3∑
l=1

bliP[∆p]Pl +
ρVP

∆t
u

(n−1)
i,P (3.52)

and

aFui,F = HF(ui) + SF,ui−rest −
3∑
l=1

bliF[∆p]Fl +
ρVF

∆t
u

(n−1)
i,F (3.53)

where it can be seen that the sources related to pressures (cf. Eq. (3.26)) have been

excluded from the total sources of Eq. (3.29), while HP(ui) and HF(ui) contain the

sum of the neighbouring coefficients of P and F respectively. Following the same idea,

the discretised momentum equation at the face is expressed by

afũi,f = Hf(ui) + Sf,ui−rest −
3∑
l=1

blif [∆p]fl +
ρVf

∆t
u

(n−1)
i,f (3.54)

Rhie and Chow suggested that each of the terms in Eq. (3.54) can be expressed as

an arithmetic average of each equivalent term from Eqs. (3.52) and (3.53). With this

approach, the velocity at the cell face is evaluated by performing linear interpolation of

the momentum equations at the nodal positions and moreover, the face velocities are

linked to nodal pressures mimicking the staggered arrangement approach [59, 61, 95].

This idea was implemented in Issa and Oliveira [96], and Oliveira et al. [27], as

āfũi,f = H f(ui) + Sui−rest − blif [∆p]ff −
∑
l 6=f

bli[∆p]l +

(
ρV

∆t

)
ũ

(n−1)
i,f (3.55)

where the overbar denotes the arithmetic average of the equivalent terms from the

known discretised momentum equations at P and F. As it can be seen from the dis-

cretised form of Eq. (3.26), the pressure gradients along the normal face directions are
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evaluated by the values of pressure at the faces, using the nodal pressures. Subtracting

from Eq. (3.55) all averaged terms from the combination of Eqs. (3.52) and (3.53), the

velocity used at the faces in Eq. (3.22) for evaluating the convective fluxes becomes6

ũi,f =
afui,f + bfif [∆p]ff − b

fi
f [∆p]ff +

(ρV
∆t

)
f
ũ

(n−1)
i,f +

(ρV
∆tu

(n−1)
i

)
f

āf
(3.56)

The same idea considering this special interpolation scheme was suggested by Oliveira

et al. [27], for treating a similar decoupling observed between the stress field and the

velocity field when collocated meshes are employed. The discretisation of the diver-

gence of the stress field (cf. Eq. (3.27)) in the momentum equation, which is added as a

source term, employs interpolated values of the stresses at the faces of the control cell,

taken from the cell centre values. Following that, Oliveira and Pinho [67] suggested an

improved version which is able to treat better abrupt changes in mesh spacing:

τ̃ij,f = τ ij,f −
(
B
′
fj [∆ui]

f
f +B

′
fi[∆uj ]

f
f −

2

3
ηp

3∑
k=1

b
′
fk[∆uk]

f
fδij

)

+

(
B̃
′
fj [∆ui]

f
f + B̃

′
fi[∆uj ]

f
f −

2

3
ηp

3∑
k=1

b̃
′
fk[∆uk]

f
fδij

) (3.57)

where

B
′
fj =

ηpbfj + λ
∑3

k=1 bfkτki
aτP

and b
′
fi =

bfi
aτP

B̃
′
fj =

(
ηpbfj + λ

∑3
k=1 bfkτki

)
f

Vf(a
τ
P/Vp)

and b̃
′
fi =

bffi

Vf(a
τ
P/Vp)

(3.58)

3.3.6 Solution Procedure

When all the terms from continuity (Eq. (3.12)), momentum (Eq. (3.17)) and consti-

tutive (Eq. (3.15)) equations are discretised, the linear algebraic system of Eqs. (3.29)

6 The symbol f underneath the overbar indicates that the variable is the arithmetic mean of P and
F cells at the face. When not underneath the overbar, the derivative is evaluated using the differencing
scheme between the cells P and F (i.e. [∆Φ]ff = ΦF − ΦP).
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and (3.33) that needs to be solved is assembled. As mentioned previously, Patankar and

Spalding [81] proposed the SIMPLE algorithm, an iterative procedure that generates

a pressure-velocity correction procedure. The underlying idea of SIMPLE is to link

pressure and velocity fields through the continuity equation. Starting from an initial

guess of the pressure field p(∗) (predictor stage), the generated velocities from the so-

lution of the momentum equation will not necessarily satisfy the continuity Eq. (3.22).

Therefore, by attaching the pressure field in the continuity equation the pressures are

corrected (corrector stage), which in turn corrects the velocities. After the velocities are

corrected, the transport equation of any other quantity is evaluated. This procedure

is repeated until the correct pressure field is computed and the velocities that satisfy

Eq. (3.22) are generated. Various improvements of this procedure have been suggested.

Van Doormal and Raithby [82] proposed the SIMPLEC, algorithm which is considered

here. The major difference is the treatment of the term from the momentum relation-

ships in the corrector stage, which is neglected in the SIMPLE algorithm, due to the

fact that its inclusion would lead to complex numerical expressions [60]. In SIMPLEC

this approximation follows a more appropriate procedure [59, 86] and as a result the

under-relaxation for the pressure solution used in SIMPLE, is no longer required. In

the current solver, the SIMPLEC algorithm is modified in order to account for the

solution of the stress constitutive equation as described in Oliveira et al. [27].

For studying complex fluids an additional stress-relation equation is needed since

Newton’s law of viscosity is no longer valid as discussed in Chapter 2. Considering

that the stress tensor is symmetric, the stress field results in six equations, and the

modified SIMPLEC algorithm implies that the algebraic equation for the stresses is

solved prior to the momentum equations. Therefore the six stress components are

evaluated through the solution of:

aτPτ
∗
ij,P −

∑
F

aτFτ
∗
ij,F = Sτij (3.59)

where the calculation of stresses is done at the new time step (τ∗ij,P), whereas the source

terms (Sτij ) and coefficients (aτP, a
τ
F) are evaluated using the previous time step. For
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reducing the terms appearing in the equations, those terms related to the previous time

step for both the constitutive and momentum discretised expressions are inserted in

the sources.

When the stress field is evaluated, the momentum equation is solved based on the

guessed pressure field p∗ and the new stresses τ∗ij , estimating the velocities 7:

(∑
F

aF + SP +
ρVP

∆t

)
u∗i,P −

∑
F

aFu
∗
i,F = S

′
ui −

3∑
l=1

bliP[∆p∗]Pl (3.60)

where S
′
ui are all remaining sources from Eq. (3.32) with the exception of the pressure

sources, which are extracted. The resulting velocities u∗i are not expected in general

to satisfy the continuity equation, Eq. (3.22), and the new fluxes at the faces, F ∗f , are

evaluated using the Rhie and Chow interpolation technique presented in Section 3.3.5.

Considering now that an updated pressure field p∗∗ will generate velocities u∗∗

that satisfy both momentum and continuity equations, then the old values should be

corrected as

p∗∗ = p∗ + p
′

and u∗∗ = u∗ + u
′

(3.61)

Therefore, the momentum equations for the updated velocities can be approximated

by (∑
F

aF + SP

)
u∗i,P +

ρVP

∆t
u∗∗i,P −

∑
F

aFu
∗
i,F = S

′
ui −

3∑
l=1

bliP[∆p∗∗]Pl (3.62)

Note that only the pressure field and the time dependent term are updated [27, 86] to

the new time level. Subtraction of Eqs. (3.60) and (3.62), generates the appropriate

relationships for the corrected velocities u
′
P, which depend on the corrected pressure

drops:

ρVP

∆t
u
′
i,P = −

3∑
l=1

bliP[∆p
′
]Pl (3.63)

and result the appropriate expressions for the mass flux corrections F
′
f [86]. Since the

7The sources contain the stress divergence term from Eq. (3.27), which is evaluated based on the
special interpolation presented in Section 3.3.5 for coupling the stress field with the velocity field. The
interpolation is considering the previously, new-time, computed stress field τ∗ij .
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updated velocities are satisfying continuity, it can be written that:

6∑
f=1

F ∗∗f =
6∑

f=1

(
F ∗f + F

′
f

)
= 0 (3.64)

The combination of Eqs. (3.63) and (3.64) results in the algebraic equation for the

pressures that is produced from the continuity equation:

apPp
′
P −

∑
F

apFp
′
F = −

6∑
f=1

F ∗f (3.65)

where apP =
∑

F a
p
F and apF = ρ

(∑
j b
lj
f b

lj
f

)
/(ρV/∆t)f

Therefore, the solution of Eq. (3.65) gives the pressure field correction p
′
, which in

turn will result in the correction of the velocities (Eq. (3.63)) and the variables in the

new time step will be updated (cf. Eq. (3.61)). This procedure continues iteratively

until a desired convergence is obtained.

3.4 Mesh deformations

The ability to manipulate geometrical objects and generate different versions of their

initial form was always of great interest in engineering fields. However, geometric

modelling of sophisticated objects that can produce specific and well controlled charac-

teristics is many times a difficult task. The majority of geometries under investigation

in scientific or industrial applications are often defined by complex functions, which

may be difficult to apply using programming techniques.

The numerical investigation of fluid flow for Newtonian or non-Newtonian fluids in

this study, is achieved based on the numerical implementation presented in the previous

section (Section 3.3). The implicit Finite Volume flow-solver presented, is coupled with

a block-structured mesh generator, responsible for discretising the physical geometry

under investigation. The output of the mesh generator contains all the appropriate

information such as nodal position, grid spacings, cell connectivities and more, which

are required by the flow-solver for evaluating the flow field correctly.
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The mesh generator maps the desired physical space (x1, x2, x3) on to the gener-

alised non-orthogonal system (ξ1, ξ2, ξ3), following the very well known procedure for

proper mesh discretisation of geometries with “awkward” shapes [59, 97], and reverts

it back to the physical space employing the isoparametric quadratic functions [98].

However, applying non-linear shapes in practice is not straightforward and for that

reason, techniques commonly used in computer graphics were employed in order to

manipulate the linear block-structured meshes. Computer graphic techniques are used

by many commercial CFD packages and Computer Aided Designing (CAD) for gen-

erating, modifying or optimising geometries for engineering purposes. Among these,

Free Form Deformation (FFD) and the Non-Uniform Rational B-Splines (NURBS)

techniques are the most popular parametric representations [97, 99, 100] used for that

purpose.

A numerical code using NURBS was implemented in this work and employed in

Chapter 5 for finding the best possible shape in the shape optimisations performed.

Here, starting form the predecessors of NURBS (e.g. Bezier curves, FFD and B-splines),

their mathematical formulation is described and their characteristics are discussed.

3.4.1 Bezier Curves

The very well known parametric Bezier curves were invented in the early 1960’s by

Pierre Bezier, an engineer at Renault car company. Bezier used these parametric curves

mainly for car design but also for designing aircraft wings. Bezier’s approach was

later found very useful in shape optimisations of an airfoil [101, 102] and machinery

blades [103]. Mathematically, a parametric Bezier curve is defined as

P(s) =
n∑
i=0

Bibi,n(s) 0 ≤ s ≤ 1 (3.66)

where bi,n corresponds to the Bernstein basis polynomials or blending functions, Bi

refers to the control points that define the parametric curve, s is the parametric space

coordinate, the index n indicates the degree of the basis function and the index i

corresponds to the number of control points that form the control polygon of Fig. 3.6.
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The Bernstein polynomial is evaluated using the formula:

bi,n(s) =

(
n

i

)
si(1− s)n−i (3.67)

where the binomial coefficient is evaluated as

(
n

i

)
=

n!

i!(n− 1)!
(3.68)

with bi,n(s) = 0 if i /∈ {0, .., n}. Some important properties of the Bezier curves are [99]:

• The basis functions, bi,n(s), are real.

• The degree of the polynomial, n, that defines the curve segment is always one

less 8 than the number of control polygon points, Bi.

• The curve follows the shape of the control polygon.

• The first and last points on the curve are coincident with the first and last points

of the control polygon.

• The tangent vectors at the start and the end of the curve have the same direction

as the first and the last polygon spans.

Figure 3.6. Bezier curve and Control Polygon

8Note that the numbering of the control points starts from i = 0. Therefore for example a control
polygon of 4 points will have Bernstein polynomial of degree n = 3.
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• The curve is contained between the convex hull defined by the control polygon.

• The curve is invariant to any affine transformation.

As inferred from Eq. (3.66), the degree of the curve depends on the number of control

points that define the control polygon. This characteristic of Bernstein polynomials

limits the flexibility of the resulting curve since the only way to reduce or increase the

degree of the resulting curve is by reducing or increasing the number of control points,

respectively [99,100]. Bernstein polynomials have two important properties [104]: first,

they satisfy the following recursion formula:

bi,n(s) = (1− s)bi,n−1(s) + sbi−1,n−1(s) (3.69)

with b0,0(s) ≡ 0; second, for a given value of parameter s the sum of the polynomials

is equal to unity.
n∑
i=0

bi,n(s) = 1 (3.70)

3.4.2 Free Form Deformation

Sederberg and Parry [105] introduced the Free Form Deformation technique as a tool

for modelling and deforming objects either globally or locally. To exemplify the FFD

technique one can consider a parallelepiped mesh that surrounds a physical flexible

object, forming an outer lattice that is responsible for deforming the embedded object,

as illustrated in Fig. 3.7. The flexible object is initially surrounded by the FFD lattice

(Fig. 3.7a) and then by moving the control points of the lattice, the object is deformed

(Fig. 3.7b).

The Free Form Deformation technique is based on the Bezier curves, discussed in

Section 3.4.1. The deformations are defined by parametric functions, the values of which

are determined by the location of control points [106], and are defined mathematically

in terms of a trivariate Bernstein polynomial tensor product. Any point X of the

physical object with (x1, x2, x3) coordinates at the physical space is transferred to the
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parametric space (s,t,w) following the relationship [105]:

X = X0 + sS + tT + wW (3.71)

where S, T and W represent the vectors of the total length of the embedded object

at each direction. The parameterised coordinates are evaluated using the following

equations:

s =
T×W · (X−X0)

T×W · S
t =

S×W · (X−X0)

S×W ·T
w =

S×T · (X−X0)

S×T ·W
(3.72)

From Eq. (3.72), one can realise that the nominator corresponds to the total length

of the physical object along each direction and therefore, for any point interior to the

lattice the parametric coordinates are in the range 0 ≤ s, t, w ≤ 1 . The locations of

the lattice control points (nodes of the FFD mesh in Fig. 3.7) are defined by

Bijk = X0 +
i

l
S +

j

m
T +

k

n
W (3.73)

where l, m, and n refer to the number of the desired elements (spacings) in each

direction, and 0 ≤ i ≤ l, 0 ≤ j ≤ m and 0 ≤ k ≤ n are the indices holding the

appropriate numbering of the control points. From Eq. (3.73) it can be deduced that

all control points are equally distributed, resulting always to a uniform lattice.

Figure 3.7. Initial shape of the object embedded by the FFD lattice (a) and deformed object after
the movement of the lattice control points (b). The squares at nodal positions of the FFD lattice
correspond to the lattice control points.
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Figure 3.8. 3D deformation of an initial rectangular object from the FFD lattice. The small right
hand image illustrates the positions of the 3D lattice control points.

After the control points are specified, the deformation of the object can be achieved

by simply moving the control points from their initially defined position. The defor-

mation is then applied to the embedded object through the evaluation of the trivariate

Bernstein polynomial vector:

X =
l∑

i=0

(
l
i

)
(1− s)l−isi

{
m∑
j=0

(
m
j

)
(1− t)m−jtj

{
n∑
k=0

(
n
k

)
(1− w)n−kwkBijk

}}
(3.74)

Comparing Eqs. (3.67) and (3.74), it is clear that the deformations produced by the FFD

technique are based on the Bezier curves. Figure 3.8, presents a 3D deformation of the

embedded object based on Eq. (3.74), with the inset figure illustrating the movement

of the control points of the lattice, for obtaining the resulting shape.

Figure 3.9 presents the basis functions for an one-dimensional case with control

polygons consisted of 2, 3, 5 and 7 control points, similarly to Rogers [99]. One can no-

tice two things. Each control point has an area of dominance, defined by the Bernstein

polynomials, with the first and last points always attaining the maximum value at the

beginning and at the end of the parameterised space. This is in agreement with an

important feature of Bezier curves in which the first and last control points are forced

to coincide with the curve. Moreover, it can be seen that as an adjacent point starts to

affect the representation of the curve, the equivalent Bernstein polynomial value starts
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Figure 3.9. Bernstein basis functions for two control points, n = 1 (a); three control points, n = 2
(b); five control points, n = 4 (c), and seven control points, n = 6 (d).

to increase to a value defined by the remaining neighbouring points, as imposed by

Eq. (3.70).

Although Free Form Deformation is a great, straightforward and easy to program

technique that generates smooth curves, uniformity of the lattice limits the ability of ap-

plications. One can only surpass this uniformity limitation by employing simultaneously

various latices consisting of different nodal spacings, which enclose partially the object

at different locations. However, complex deformations usually require a large number

of points [106]. As the number of control points is increased, the grade of the Bernstein

polynomials also increases and therefore, the computational cost is increased [99,107].

Finally, the restriction of the method to use only the Bernstein functions for different

deformations results in the generation of a specific type of curves, which can only be

affected by the number of control points. This will be further discussed in the following

sections. However, even more important is the fact that the final curve is significantly

affected by the position of all control points, which influence globally the nature of the
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curve [99,100], as it can be seen by the non-zero values of the Bernstein polynomials.

3.4.3 From B-Splines to Non-Uniform Rational B-Splines

The requirement to be able to control the deformation of the object “locally” and the

drawbacks of FFD technique in this respect (mainly because of the limited flexibility of

the Bernstein polynomials), led to the need for an alternative approach and promoted

the use of another set of functions called B-splines. It is noted that B-splines consider

the Bernstein polynomials as a special case [99,100].

Here, for each control point the range of effect on the parameter space (s) varies

along a specified segment, defined by the so called knot vectors, which can also be

manipulated. As a result, the basis functions can now have zero values and the position

of the control points affect only a desired part of the parameter space, for which the

basis functions are non-zero. At the same time, the grade of the polynomial basis now

not only depends by the number of control points, but also depends on the number of

knot vectors. This section provides the most important information for B-spline theory,

which assists in describing the functionality of NURBS. More detailed material can be

found in Les Piegl [100], Farin [104] and Rogers [99].

i) B-Spline definition

A B-Spline curve is defined by the following relationship:

P(s) =
n∑
i=1

BiNi,ks(s) smin ≤ s < smax , 2 ≤ ks ≤ n (3.75)

where, as previously, Bi corresponds to the equivalent control point coordinates of

the control polygon which is defined by n total control points and n − 1 linear seg-

ments; N i,ks are the normalized B-spline basis functions and ks is the order of the basis

functions, which have a degree of ks−1. Moreover, a curve designed by B-splines is ev-

erywhere Cks−2 continuous [99]. Comparing Eqs. (3.66) and (3.75) there is an obvious

similarity in both mathematical expressions which generate the curves P(s).

In order to evaluate the B-spline basis functions on Eq. (3.75), the Cox de Boor
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[108] recursive formula is employed, as this is arguably the most efficient for computer

implementation [100]:

Ni,1(s) =

 1 ui ≤ s < ui+1

0 otherwise
(3.76)

Ni,k∗s (s) =
s− ui

ui+k∗s−1 − ui
Ni,k∗s−1(s) +

ui+k∗s − s
ui+k∗s − ui+1

Ni+1,k∗s−1(s) (3.77)

where ui are the elements of the desired knot vector, which will be presented in the

next section, and 2 ≤ k∗s ≤ ks refer to the intermediate and final orders of the evaluated

basis functions.

Similarly to the Bernstein polynomials, one of the basic properties of B-spline basis

functions is that for any parameter s, the total sum of the functions is equal to unity:

n∑
i=1

Ni,ks(s) = 1 (3.78)

where, as previously, each basis function Ni,ks(s) has positive values, but now can also

be zero for a specific span. For the Bernstein polynomials, bi,n(s) ≈ 0 only if a large

number of points is used (cf. Fig. 3.9), whereas for B-Splines, Ni,ks(s) can be zero

depending on the type of knot vectors and the fact that Ni,1(s) = 0 if s /∈ [ui, ui+1) (as

shown later in Fig. 3.10). Overall, since the mathematical structure of B-Splines is the

same as the Bezier curves, the control polygon formed by the control points controls

completely the curve, which is obliged to follow its shape.

ii) Knot Vectors

The set of the real numbers in the interval [u1, up] corresponds to the knot vectors which

are the most important parameters of B-splines. The choice of a knot vector sequence

influences significantly the B-spline basis functions, and consequently the form of the

curve. This interval is responsible for the range and the type of influence each function

has upon the parameter space [109], and thus, the effect each control point has on the

curve. Moreover, the type of the vector has a significant effect upon the continuity of

the resulting curve.
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The basic requirement a knot sequence should always obey is ui ≤ ui+1. The total

number p of the real numbers forming the knot vector sequence is defined by the sum

of the desired basis function order ks, and the number of the control points (n) which

define the control polygon:

p = ks + n (3.79)

The two major categories which classify the knot vectors are the periodic and the

open knot vectors [99]. The difference in the structure between these two classifications

is that the periodic knot vectors always have p number of knots with increasing knot

values in the form:

[u1, u2, ..., up−1, up] , ui ≤ ui+1 (3.80)

whereas, the open knot vectors have a compulsory multiplicity, mop, in the beginning

and at the end of the vector sequence of the total p number of knots, equal to the

desired grade ks of the basis functions:

[u1, .., uks︸ ︷︷ ︸
mop

, ..., up−ks+1, .., up︸ ︷︷ ︸
mop

] , u1 = .. = uks and up−ks+1 = .. = up (3.81)

The two main categories are further subdivided in uniform and non-uniform se-

quences. Periodic uniform knot vectors form a sequence of equally increasing real

numbers, as in the following example for a knot vector (p = 8) which is appropriate for

a control polygon with five control points (n = 5) and basis functions of third order

(ks = 3):

[ 1 2 3 4 5 6 7 8 ]

While for the same example, open-uniform knot vectors have equally spaced internal

values and a multiplicity, mop = ks, only at the beginning and at the end of the sequence

as

[ 0 0 0︸ ︷︷ ︸
ks = 3

1 2 3 3 3︸ ︷︷ ︸
ks = 3

]

Unlike uniform vectors, for non-uniform the vector elements ui are unequally spaced

and they can additionally exhibit a multiplicity min at the internal knots, like it is shown
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below for the same case (p = 8) of a control polygon with five control points (n = 5)

and basis functions of third order (ks = 3) for a periodic sequence:

[ 0 2.1

min︷ ︸︸ ︷
3.4 3.4 5.2 5.2 6.9 7 ]

or for an open sequence:

[ 0 0 0︸ ︷︷ ︸
ks = 3

min︷ ︸︸ ︷
2.3 2.3 3 3 3︸ ︷︷ ︸

ks = 3

]

By using multiple interior knot values one can generate cusps in the curve introducing

reduced differentiability for the basis functions where the curve is Cks−min−1 continuous

[99,100].

All these different types of knot sequences generate curves of a different kind and

therefore, unlike the FFD technique, the existence of the knot vectors offers an addi-

tional tool for manipulating the curve. Knot vector values are usually used in normal-

ized form to be consistent with the parameterised domain s ∈ [0, 1]. From this point

and onwards, all knot vectors will be represented considering that ui ∈ [0, 1].

Figure 3.10 illustrates four different B-Spline basis functions, generated for a control

polygon defined by five control points (n = 5) for an order ks = 3, considering different

knot vectors. Figure 3.10a, shows the form of the five basis functions (one for each

control point) when a periodic uniform knot vector is used. It can be seen that all

functions have the same form with an apparent periodicity on the way they act on the

parameter space. For this particular case, it can be seen that Eq. (3.78) is not valid

at the start and the end points of the parameter space and only holds in the interval

ui ∈ [2/7, 5/7]. This in fact affects the curve representation, with the first and last

control points not coinciding with curve [100]. Therefore, the periodic knot vectors are

not used and are only reported here as an alternative tool.

Figures 3.10b to 3.10c display the different distribution of the basis functions when

open knot vectors are used. It can be seen, that Eq. (3.78) is valid for all three cases

in the full parameter space. Although a non-uniform open vector is considered for the
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Figure 3.10. Bernstein basis functions for five control points and a curve with ks = 3, for
a uniform periodic knot vector [ 0 1/7 2/7 3/7 4/7 5/7 6/7 1 ] (a), an open non-uniform
[ 0 0 0 0.4/3 2.6/3 1 1 1 ] (b), an open non-uniform [ 0 0 0 1/3 1/3 1 1 1 ] with inner multiplicity
min = 2 (c) and an open uniform [ 0 0 0 0 1 1 1 1 ] with mop = ks (d).

case of Fig. 3.10b, the functions are distributed symmetrically since the knot vectors

are spaced symmetrically. On the other hand in Fig. 3.10c, the inner multiplicity of the

knot vector results the cusp in N3,3 and the non-uniform nature of the sequence to an

asymmetric distribution of the functions in the parameter space. Finally in Fig. 3.10d,

the special case when B-splines are reproducing Bezier curves and the basis functions

Ni,ks are equal to Bernstein polynomials is shown (compare with Fig. 3.9c). This is

achieved for an open uniform knot vector when the desired order ks is equal to the

number of control points n.

These examples illustrate the ability provided by the B-Splines to generate different

curves by following different approaches. Clearly, very important is the fact that one

can manipulate the generated curve keeping the same number of control points by

changing only the knot vectors or the order ks of the basis functions.
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iii) B-Spline Surfaces

Moving to two-dimensional (2D) objects, the appropriate equations for generating and

manipulating surfaces using the B-spline theory is briefly explained here. A surface

designed by a B-spline lattice (similarly to FFD), is mathematically defined by the

following relationship [99]:

Q(s, t) =

n∑
i=1

m∑
j=1

Bi,jNi,ks(s)Mj,kt(t) (3.82)

smin ≤ s < smax , 2 ≤ ks ≤ n

tmin ≤ t < tmax , 2 ≤ kt ≤ m

where similarly to Eq. (3.75), Ni,ks and M j,kt are the B-spline basis functions acting

on the the two parameterised directions s, t, respectively. The total control points, n

and m, considered along each direction form the 2D control lattice, with the desired

order of the basis functions imposed by ks and kt. As previously the Cox de Boor [108]

recursive formula is employed for evaluating the basis functions Ni,ks and Mj,kt :

Ni,1(s) =

 1 ui ≤ s < ui+1

0 otherwise
(3.83)

Ni,k∗s (s) =
s− ui

ui+k∗s−1 − ui
Ni,k∗s−1(s) +

ui+k∗s − s
ui+k∗s − ui+1

Ni+1,k∗s−1(s) (3.84)

Mj,1(t) =

 1 vj ≤ t < vj+1

0 otherwise
(3.85)

Mj,k∗t
(t) =

t− vj
vj+k∗t−1 − vj

Mj,k∗t−1(t) +
vj+k∗t − t

vj+k∗t − vj+1
Mj+1,k∗t−1(t) (3.86)

where ui and vj are the knot vectors elements for both directions and as previously,

2 ≤ k∗s ≤ ks and 2 ≤ k∗t ≤ kt represent the order of the evaluated basis functions.

As in the case of one dimension, the shape and the character of the curve are

significantly influenced by the knot vectors, ui and vj which need not be the same
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[99, 100], i.e one can be a periodic vector and the other have an open form. More

significantly, the special case of Bezier curves and surfaces and thus the FFD method,

is reproduced when the number of control points is equal to the order of the desirable

basis functions for each direction, and the knot vectors for each direction are open

unifrom with multiplicity ms
op = ks = n and mt

op = kt = m.

3.4.4 Non-Uniform Rational B-Splines (NURBS)

Non-Uniform Rational B-splines are currently the basic tool for representing and mod-

elling curves and surfaces in computer graphics, and for that it is used by the majority

of CAD programs [110–112]. The mathematical formulation of NURBS used in this

work is based on rational B-splines, and they have been proven a very useful tool

for geometrical modelling [109, 111–115]. An extensive analysis about the analytical

functions and properties of NURBS information can be found in Piegl and Tiler [100],

Rogers [99] and Dimas and Briasoulis [112].

i) NURBS Curves

To obtain a NURBS curve, the number of control points Bi that form the control poly-

gon for a B-spline must be defined together with the desired order, ks, of the polynomial

basis functions and the resulted knot vector. Then the curve is mathematically defined

as

P(s) =

n∑
i=1

BiRi,ks(s) smin ≤ s < smax (3.87)

where Ri,ks(s) are the rational basis functions, defined from the following relationship:

Ri,ks(s) =
wiNi,ks(s)
n∑
i=1

wiNi,ks(s)

wi ≥ 0 (3.88)

with Ni,ks(s) being the B-Spline basis functions as previously (cf. Eq. (3.77)), and wi

the weight that each control point has for affecting the curve. The ability to use differ-

ent weight for each control point is one of the major differences relative to B-Splines,

since one can determine the level of influence that each control point has on the curve.
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Rational basis functions are a generalisation of B-spline basis functions and hold the

majority of the characteristics of B-Splines [99,112]. Consequently, for each rational ba-

sis function Ri,j the summation for any parameter s, should be equal to unity similarly

to Eq. (3.78):
n+1∑
i=1

Ri,ks(s) = 1 (3.89)

In Fig. 3.11 the rational basis functions Ri,3 for n = 5 control points and ks = 3 are

plotted for various weight values for the control point B3, while the remaining points

have constant and equal to unity weights. Figure 3.11a shows that when w3 = 0, the

rational function R3,3 is zero and thus, the control point B3 will have no influence

upon the final shape of the curve which will be completely controlled by the remaining

four points which dominate the parameterised space. As the weight of B3 is increased,

the effect of R3,3 and therefore the influence of the position of the control point B3,
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Figure 3.11. Rational basis functions for five control points and ks = 3 for an open uniform knot
vector [ 0 0 0 1/3 2/3 1 1 1 ] for w3 = 0 (a), w3 = 0.5 (b), w3 = 5 (c), and w3 = 10 (d).
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Figure 3.12. Rational basis functions for six control points of order ks = 4, with different weights for
each control point and a uniform knot vector [ 0 0 0 0 1/3 2/3 1 1 1 1 ].

will affect the final shape. For the cases of Figs. 3.11c and 3.11d the weight of B3

is much larger than the remaining and its movements will affect a large part of the

parameterised domain. Figure 3.12 illustrates a case where the weight of every control

point is different. Therefore, it is clear that one has many options when using NURBS

for generating and manipulating curves with the additional advantage of controlling the

influence of each control point individually. When all the weights are equal to unity it is

clear from Eqs. (3.75) and (3.88) that Ri,ks(s) ≡ Ni,ks(s). Therefore with NURBS, the

Bernstein polynomial basis can be reproduced when the knot vector is open uniform

with mop = ks = n and wi = 1 [99,100].

ii) NURBS Surfaces

The mathematical formulation of NURBS in 2D to manipulate and generate surfaces

is obtained by a similar expression to that used for the B-Splines (cf. Eq. (3.82)) as

Q(s, t) =

n∑
i=1

m∑
j=1

Bi,jSi,j(s, t) (3.90)
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The variable Si,j(s, t) corresponds to the bivariate rational surface basis functions,

evaluated by

Si,j(s, t) =
wi,jNi,ks(s)Mj,kt(t)

n∑
i=1

m∑
j=1

wi,jNi,ks(s)Mj,kt(t)

(3.91)

where Ni,ks(s) and Mj,kt(t) are the B-Spline basis functions evaluated using the Cox

de Boor formula in Eqs. (3.83) to (3.86) and wi,j is the weight of each control point

Bi,j . For a NURBS surface the sum of the rational basis functions for any value of the

parameters s, t should be equal to unity:

n∑
i=1

Si,j(s, t) = 1 (3.92)

where Si,j(s, t) is a direct product of the basis functions Ni,ks(s), Mj,kt(t) and not a

product of the rational basis function, of each parameter space s, t, given from equation

Eq. (3.88). Thus, it will have similar analytical and geometrical properties to the non-

rational counterparts [99].

In a similar manner to the deformation applied by a two dimensional FFD lattice,

presented in Section 3.4.2, a variety of different deformations can be obtained as shown

in Fig. 3.13 for a two dimensional NURBS lattice. The lattice which surrounds the

object is uniform and consists of (n×m)=(5× 2) control points and every point that

Figure 3.13. Different object deformations obtained by a lattice with the same number of control
points (n×m)=(5×2) but with different properties. The vector along the y-direction is an open uniform
with ks = 2 for all cases whereas along x-direction (a) ks = 3, up = [ 0 0 0 1/3 2/3 1 1 1 ], (b)
ks = 3, up = [ 0 0 0 1/2 1/2 1 1 1 ] with inner multiplicity min = 2 (c) and up = [ 0 0 0 0 1 1 1 1 ]
with mop = ks = n (corresponding to FFD).
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is moved from its initial position results in a deformation to the embedded object.

Although the number of control points (n, m), their weights (wi,j) and the lattice

deformation are the same for all three cases, the order of the basis polynomials and

the knot vectors are different, resulting in different object deformations. Additionally,

for all cases the same conditions are applied along the y-direction and consequently for

the t parameter space, where an open uniform vector is considered, uq = [ 0 0 1 1 ],

for m = 2 and kt = 2. The deformation in Fig. 3.13a is obtained by an open uniform

vector up = [ 0 0 0 1/3 2/3 1 1 1 ], considered along the s parameter space for

basis functions of order ks = 3 whereas, the deformation in Fig. 3.13b is resulted by

an open uniform vector up = [ 0 0 0 1/2 1/2 1 1 1 ], with an internal multiplicity

min = 2 along the s parameter space and basis functions of order ks = 3. It can be

seen that as discussed above, the internal multiplicity introduces a span of zero length.

Therefore, the support of the function is reduced and results in a sudden deformation

with a form of a cusp [99,100]. The continuity is affected locally [99], forcing the curve

to obtain a local discontinuity since Cks−min−1 = C0 around s = 1/2, which results in

the cusp observed at x = 5. On the contrary, for the open uniform vector of Fig. 3.13a

the line continuity is preserved. Finally the deformation in Fig. 3.13c is generated by

the special case where mop = ks = n and thus, up = [ 0 0 0 0 1 1 1 1 ], employing

that way the Bernstein basis functions for deforming the object which produce Bezier

curves. Consequently, for this case the two dimensional NURBS lattice performs as an

FFD lattice. The internal mesh-lines are also affected by the point movement as can

be seen that for all three cases of Fig. 3.13. Similarly to the FFD technique, the mesh-

lines are affected by all control points. For example it can be seen that the imposed

discontinuity in Fig. 3.13b vanishes for the mesh lines that are closer to the control

points along y = 5.

Concluding, an important ability of the convex hull of NURBS is that three or

more collinear points in the control point lattice, will force the curve to coincide

with a part of the control polygon. This characteristic is very useful when there is

a need for the boundary to be exactly in a desired position, as in the case of the

studies presented in Chapter 5. An example is shown in Fig. 3.14 for the case of
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Figure 3.14. Effect of three collinear points of the NURBS lattice with (n×m)=(5× 2) and different
properties. The vector along the y-direction is an open uniform with ks = 2 for all cases whereas along
x-direction (a) ks = 3, up = [ 0 0 0 1/3 2/3 1 1 1 ], (b) and up = [ 0 0 0 0 1 1 1 1 ] with
mop = ks = n (corresponding to FFD).

up = [ 0 0 0 1/3 2/3 1 1 1 ] and ks = 3 in which the curve coincides with a part

of the control polygon when using NURBS (Fig. 3.14a), while for the FFD technique

(up = [ 0 0 0 0 1 1 1 1 ]), the curve will coincide only with the last points of the

polygon as expected (Fig. 3.14b).

All these examples and the corresponding comparisons with the FFD technique

indicate that for design purposes NURBS are more precise and the deformation applied

can be directed and controlled in a more versatile way. For any designer who uses

NURBS or B-splines it is clear that the designing tools and options for manipulating

the embedded objects and obtaining the desired shapes are plentiful.

iii) Three dimensional design using NURBS

Lamousin and Waggenspack [107], influenced by the FFD technique of Sederberg and

Parry [105], introduced a similar approach where a deformable lattice is used for em-

bedding the physical object and deforming it. Figure 3.15 illustrates a non-uniform

NURBS lattice used to surround the physical object. The 3D NURBS lattice is formed

by the control points Bi,j,k at the physical space (x,y,z) which have weights wi,j,k.

Additionally, three open uniform knot vectors are employed, one for each parametric
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Figure 3.15. Non-uniformly spaced NURBS lattice and the embedded physical domain. The square
symbols correspond to the control points of the NURBS lattice.

direction (s,t,w) for controlling the distribution of the basis functions and therefore the

region of influence of each control point. As previously, by moving each control point

from its initial position, the embedded object is deformed based on the extension of

Eq. (3.90) in the 3D space:

Q(s, t, w) =
n∑
i=1

m∑
j=1

l∑
k=1

Bi,j,kSi,j,k(s, t, w) (3.93)

with

Si,j,k(s, t, w) =
wi,j,kN

1
i,ks

(s)N2
j,kt

(t)N3
i,kw

(w)

n∑
i=1

m∑
j=1

l∑
k=1

wi,j,kN
1
i,ks

(s)N2
j,kt

(t)N3
i,kw

(w)

(3.94)

where as previously ks, kt, kw correspond to the order of basis functions used at each

parametric coordinate s, t, w and N1
i,ks

(s), N2
j,kt

(t), N3
i,kw

(w) are the B-spline basis

polynomial functions, which as usual are evaluated using the Cox de Boor [108] formula

(cf. Eqs. (3.83) and (3.85) to (3.86) for 2D). For each parametric coordinate s, t and w

a knot vector sequence consisted by p, q and r total elements is defined, based on the

number of control points placed along each direction and the desired order of the basis
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Figure 3.16. 3D deformation of an initial shape form the NURBS lattice. The small right hand image
illustrates the NURBS lattice with the positions of the control points.

functions:

p = n+ ks , q = m+ kt , r = l + kw (3.95)

A change of the lattice control points position results the deformation of the embedded

object as shown in Fig. 3.16, and in a similar way as was done for the FFD technique.

However, the deformation obtained using a NURBS lattice is calculated from Eq. (3.93).

As noted before, the knot vectors controlling the deformation along each direction are

not necessarily the same [99], and are only chosen based on designing needs. The

polynomial functions defined for each directions at the parameter space s, t, w, can be

of a different order.

iv) NURBS parameterised domain: effect on mesh characteristics

As mentioned previously, techniques like FFD and NURBS originate from computer

graphics science, a field that is interested mostly in shape deformation. In CFD however,

numerical simulations are performed to examine physical phenomena in the domain and

are strongly influenced by the quality of the numerical grid that discretises the physical

domain under investigation [97]. As discussed, NURBS technique is a great tool for

designing, manipulating and optimising shapes of engineering interest. By manipulating
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the shape of an object using this technique, one also changes the parameterised domain

of the numerical grid which is strongly influenced by the local properties of NURBS

[110].

Figures 3.17a and 3.17b, demonstrate the distortion of the mesh of the initial uni-

form spaced domain, immediately after a uniform NURBS lattice is used to surround

the object. It can been seen that although the boundaries remain unaffected since there

is no control point movement, the interior mesh lines (cf. Fig. 3.17b) are packed to the

centre of the domain, resulting in a bad quality mesh. The lattice is composed by

(n ×m)=(5 × 5) control points with wi,j = 1, while the basis functions considered at

each direction are of the same order ks = kt = 3 and their influence is controlled by

the same open uniform knot vector.

Yu and Soni [110] proposed a solution for this effect of NURBS by considering the

usage of a parameterisation scheme. Considering a 2D domain, the use of an iterative

algorithm was presented that employs three parameterised domains: (s1, t1), (s2, t2)

and (s3, t3). These domains are appropriate for generating a modified parameterised

domain that will result in the desired numerical mesh. The domain (s2, t2) is related to

the parameterised spaces before the NURBS lattice surrounds the desired object and

is, therefore, evaluated in the beginning of the parameterisation procedure and remains

unchanged throughout. The domain (s3, t3) is related to the shifted parameterised space

when the lattice is applied and contains the information for the shifted inner mesh-

lines. Finally, the domain (s1, t1) is associated with the final and desired mesh-line

Figure 3.17. Initial uniform mesh (a) and distorted mesh-lines (b) because of the strong local prop-
erties of NURBS lattice that embeds the object.
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distribution, which is then used for applying the deformations of the lattice on the

object.

Using as an example the 2D unifrom numerical grid of Fig. 3.17a, assuming that it

consists of ntot = nx × ny total nodes, in order to obtain a mesh of the same quality

instead of the distorted mesh of Fig. 3.17b the procedure proposed by Yu and Soni [110]

has two steps: first, it is considered that (s1, t1) = (s3, t3); second, based on the absolute

difference at each nodal position between s2 and s3, |ds| = |s2(ip)− s3(ip)|, the nodal

values of s1 are updated as:

s1(ip) =


s1(ip) if |ds| < ε

s1(ip) + ds
(
s1(ip)− s1(ip− 1)

)
if |ds| > ε , ds < 0

s1(ip) + ds
(
s1(ip+ 1)− s1(ip)

)
if |ds| > ε , ds > 0

(3.96)

where the index ip holds the global numbering of each node (ip = ix + (iy − 1)ntot,

1 < ix < nx and 1 < iy < ny) and ε corresponds to a specific tolerance. The iterative

procedure is repeated starting from the updated values of the parameterised space s1

until the desired tolerance is reached. The same procedure is applied for the param-

eterised t-space and for the parameterised w-space when the domain is 3D (s, t, w).

Figure 3.18 illustrates all three parameterised domains ((s1, t1), (s2, t2) and (s3, t3))

that prevent the mesh distortion of Fig. 3.17b, and will result in a numerical grid as

in Fig. 3.17a. The parameterised domain shown in Fig. 3.18a, holds the values for the

Figure 3.18. Parameterised domains corresponding to (a) the desired s2, t2, (b) the intermediate and
distorted s3, t3 and (c) the final s1, t1 used for obtaining a uniform mesh as in Fig. 3.17a.
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(s2,t2) domain and remains as is (corresponding to the good-quality/desired initial

domain). The intermediate domain (s3,t3), shown in Fig. 3.18b, changes during the

iterative procedure based on Eq. (3.96). When the iterative procedure is over, the ap-

propriate parameterised domain (s1,t1) that will generate a good-quality/desired grid

is obtained, as shown in Fig. 3.18c. Examining the mesh lines of the final parameterised

domain (s1,t1), it is clear that they are distributed in such a way to counter the ef-

fect of the distorted domain (s3,t3) forcing the basis functions to generate a uniformly

distributed mesh.

This parameterisation scheme is crucial for the cases where the NURBS lattice is

non-uniform since the distortion will be more enhanced. An uneven spatial distribution

of the lattice control points will generate a more intense packing of the mesh-lines at

the location where the lattice control points are closer.

77



“Nature uses only the longest threads to weave her patterns, so

that each small piece of her fabric reveals the organization of the

entire tapestry.”

R. Feynman

Chapter 4

Shear dominated designs

A design rule based on a biomimetic principle inspired directly from natural bi-

furcating systems is proposed here. The solution of the biomimetic set of equa-

tions provides the appropriate dimensions for designing microfluidic bifurcating

networks, able to generate specific and well controlled characteristics. The back-

ground theory related to the biomimetic design considers that the flow is fully

developed and is extended here to consider power-law fluids, introduced in Sec-

tion 2.2.1. The applicability of the theory is investigated numerically consider-

ing extensive three dimensional numerical simulations for both power-law and

Newtonian fluids. Three basic configurations are considered for the validation,

employing networks that are able to generate constant, positive and negative

shear-stress gradients and are examined under creeping flow conditions unless

stated otherwise.

Part of the results have been published in:

K. Zografos, R. W. Barber, D. Emerson and M. S. N. Oliveira, “A design rule for constant depth
microfluidic networks for power law fluids”, Microfluid Nanofluid, vol. 19, pp. 737-749, 2015.

K. Zografos, R. W. Barber, D. R. Emerson, and M. S. N. Oliveira, “Constant depth microfluidic networks
based on a generalised Murray’s law for Newtonian and power-law fluids.”, in Proceedings of the 4th
Micro and Nano Flows Conference, 2014.
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4.1 Introduction

Over millions of years, biological systems have evolved through the numerous trial-

and-error procedures of natural selection to perfect design solutions that often surpass

those developed by Man. The field of biomimetics has turned into an increasingly

active area of research that studies and imitates naturally-inspired systems in order to

advance modern technology through the use of innovative materials and geometrical

optimisation.

In this chapter, biomimetic principles are used for the design and optimisation of

bifurcating fluid distribution networks. Branching networks are numerous in natural

systems and can be found in many processes which are often responsible for controlling

fluids that present complex rheological behaviour. Examples include the vascular system

that drives blood and other vital substances throughout the body, the oxygen transfer

system in the human lungs, or the water transport through the xylem in the bifurcating

networks of plants and trees [116].

Microfluidics offers the possibility of mimicking the natural environment at the

dimensional scale of many biological processes [117]. Hence, bifurcating microfluidic

devices may find applications in many processes, such as blood-plasma separation [118–

120], which exploits the plasma skimming concept in which red blood cells concentrate

in the high flow rate region away from walls [4]. Another example is the use of micro-

fabricated branching networks to design applications that can artificially assist the gas

exchange between blood and air in the respiratory system of the human body [121,122].

The ability of microfluidics to provide adequate and controlled flow conditions may

also benefit areas such as stem cell research [123] and tissue engineering [124,125]. Mi-

crofluidics could assist studies related to the deformability of red blood cells [126] and

those investigating blood flow mechanisms, providing important information for diag-

nosing diseases and treating patients [127]. As recently pointed out by DesRochers et

al. [128], micro-fabricated networks can be used as 3D cell culture micro-environments,

in order to generate cell interactions that are unlikely to be replicated in 2D tech-

niques, providing suitable conditions to carry out studies related to kidney diseases. In
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addition, bifurcating structures offer the ability to carry out many experiments in par-

allel, a characteristic referred to as “scaling out”. An example of this is the exposure

of shear sensitive cells to different flow conditions being investigated simultaneously

in a single experiment. Microfluidic bifurcating networks have also been used by var-

ious authors in biological and chemical applications to generate precise concentration

gradients [129–132] due to their superior performance compared with conventional tech-

niques, or as micro-structure evaporators, for which better and more accurate designs

are essential in order to achieve the best possible performance [133]. Recently, Liao

et al. [134] fabricated a microfluidic bifurcating network based on Murray’s law [135],

in order to perform as a planar reactor for water purification. The authors compared

the performance of the biomimetic channel with a non-biomimetic designed configura-

tion and reported a more efficient degradation procedure. Moreover, the importance of

fluid flows in microfluidic bifurcating networks and the need to exploit the advantages

provided, influenced Damiri and Bardaweel to propose a design theory that considers

Newtonian fluid flow in microfluidic branching channels [136]. Their theory was able to

predict the average wall shear-stress and the hydraulic resistance along the network.

Most of the scientific fields of interest referred to previously require the handling

of non-Newtonian fluids that exhibit shear-dependent viscosity (i.e. shear-thinning or

shear-thickening behaviour). Hence, it is of great interest to develop customised designs

that offer the ability to control the flow of these fluids in lab-on-a-chip networks by

generating precise shear-stress distributions at the walls and specific flow resistances

along the microfluidic networks to suit a particular application.

In this chapter, a biomimetic rule based on the optimum relationship expressed

by Murray [135] is proposed for designing manifolds that can produce desired flow

characteristics for non-Newtonian, power-law fluids in microfluidic planar devices of

rectangular cross-section. In Sections 4.2 and 4.3 a theoretical analysis of the design

rule is presented, leading to the basic set of equations that needs to be solved for

designing an appropriate manifold. Section 4.4 discusses some considerations related to

the geometrical set up, and in Section 4.5 the validity of the biomimetic rule is examined,

using numerical simulations and focusing on the estimation of the average shear-stress
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at the walls of each generation and the flow resistance along the bifurcating networks.

Concluding remarks are summarised in Section 4.6, where further improvements of the

final design are also discussed.

4.2 Biomimetic design of networks for Newtonian fluids

In 1926, Murray [135] investigated the blood flow in the vascular system of living or-

ganisms, considering they are composed of branches of circular cross-section. Inspired

by the generalised principle of the maintenance of steady states, he discussed the appli-

cability of the principle of minimum work in order to express quantitative laws, able to

provide useful information for a biological system. In his studies he proposed that the

total power, Ptot, of a vascular system should be considered as a combination of two

main processes. Initially the organism has to spend an amount of energy, for overcoming

the viscous losses due to the blood transfer in the circulatory system (corresponding

to a power Pv), whereas an additional amount of energy should be provided for main-

taining the vital metabolic processes (corresponding to a power Pm), expressed as the

“cost of blood volume”:

Ptot = Pv + Pm (4.1)

Based on the assumption that the flow is fully developed everywhere in the vascular

system and that each segment is defined by a length L and a diameter φ, then the

power per unit length, Pv, can be can expressed with the use of the Hagen-Poiseuille

equation as

Pv =
128ηQ2

πφ4
(4.2)

where Q is the flow rate and η is the fluid viscosity. Murray assumed that the power of

the metabolic processes per unit length is associated to the volume of the segment and

expressed as

Pm =
bπφ2

4
(4.3)

where b is a metabolic parameter. Following this analysis and based on the assumption

of the minimum work principle he suggested that, “The amount of biological work
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Figure 4.1. Bifurcation showing a parent vessel splitting into two daughter vessels.

required to operate and maintain the system should be minimised through an optimum

design” [135]:
dPtot
dr

= −1024ηQ2

πφ5
+ bπφ = 0 (4.4)

and derived the optimum relationship between the segment’s optimum diameter and

the flow rate:

Q = Mφ3 (4.5)

where M = π/32
√
b/η.

Using Eq. (4.5), mass conservation and considering that a parent segment with a

diameter φ0 splits into two daughter branches with diameters φ1 and φ2 (cf. Fig. 4.1),

the optimum relationship between the diameters of the parent and daughter vessels

becomes:

φ3
0 = φ3

1 + φ3
2 (4.6)

This relationship is now known as Murray’s law and states that the cube of the diameter

of the parent vessel is equal to the sum of the cubes of the diameters of the daughter

vessels.

4.2.1 Circular cross-section networks

Murray’s original relationship was derived for fully developed flow of Newtonian fluids

in circular ducts to match the basic shape of most biological distribution systems,

such as the vascular system, and can be considered as a particular case of constructal

theory [137,138]. Considering a symmetric bifurcating network where φ1 = φ2 it follows
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from Eq. (4.6) that

φ3
0 = 2φ3

1 (4.7)

Emerson et al. [139] and Barber and Emerson [140] generalised Murray’s law for

designing microfluidic manifolds intended to produce specific fluidic conditions. They

modified relationship (Eq. (4.7)) and introduced the use of a geometrical branching

parameter, X:

X =
φ3

0

2φ3
1

(4.8)

It is obvious that for X = 1, Murray’s law for symmetric bifurcating systems is re-

covered, but there is an additional range of relationships between the parent and the

consecutive generations that can be achieved when X 6= 1. If the value of the parame-

ter X is held constant through the branching network, then it can be shown that the

diameter of generation i is given by

φi =
φ0

(2X)i/3
(4.9)

where the index i = 0, 1, 2, ...N refers to the number of each generation in the network.

It should be noticed that for the cases of X 6= 1 Murray’s assumption of the principle of

minimum work is no longer valid and Eq. (4.9) allows us to create customised manifolds

for applications that require particular flow conditions, in particular in terms of shear-

stress gradients or flow resistance along the branching network.

For a symmetric system, the volumetric flow rate halves at each bifurcation. There-

fore, for generation i, the volumetric flow rate is given by

Qi = 2−iQ0 (4.10)

Considering the fundamental relationship between the flow rate and the average ve-

locity Qi = ūiAi, where Ai is the cross-sectional area of each segment i, Eq. (4.10)

is rearranged to correlate the average velocities at each segment with the inlet mean

velocity as

ūi = ū02−i
A0

Ai
(4.11)
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Using Eqs. (4.9) and (4.11), the mean flow velocity for each generation, ūi, can be then

expressed as a function of the branching parameter and the inlet mean velocity:

ūi = ū0

(
1

2
X2

)i/3
(4.12)

The wall shear-stress for fully developed laminar flow in a circular pipe can be written

(see White [37]) as follows:

τ =
8ηū

φ
(4.13)

Substituting Eqs. (4.9) and (4.12) into Eq. (4.13) the wall shear-stress in each segment

is then expressed as a function of the wall shear-stress developed at the inlet channel,

τ0 and the branching parameter, X resulting in

τi = τ0X
i (4.14)

Equation (4.14) clearly shows that if Murray’s law is obeyed (X = 1), then the magni-

tude of the wall shear-stress remains constant at every point in the branching hierarchy,

whereas by changing the value of X, it is possible to introduce an element of control

into the shear-stress distribution.

4.2.2 Rectangular cross-section networks

Microfluidic manifolds used in lab-on-a-chip applications are typically fabricated using

techniques such as soft- or photo-lithography, and wet or dry etching, resulting in

networks with non-circular cross-sections of constant depth. The main difference is

that for a circular pipe the stress distribution at the walls is uniform since the fully

developed velocity profile is the same in all azimuthal directions. On the contrary,

for non-circular channels the velocity profiles for a fully developed flow depend on the

aspect ratio, resulting in a variation of the wall shear-stress along the wetted perimeter.

In order to overcome this characteristic, Emerson et al. [139] extended Murray’s law

for Newtonian fluids to non-circular ducts of rectangular and trapezoidal cross-sections
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by taking into account the mean wall shear-stress:

τ̄i = τ̄0X
i (4.15)

The average wall shear-stress τ̄ is related to the Fanning friction factor, f as [37]

τ̄ =
1

2
ρū2f =

1

2
ρū2 Po

Re
=
ηūPo

2Dh
(4.16)

where f is defined as the ratio of the Poiseuille number, Po, and the Reynolds number,

Re, with ρ being the density and Dh the hydraulic diameter of the channel, defined as

Dh = 4 × area/wetted perimeter. It should be mentioned that for a circular channel

where φ ≡ Dh, Eq. (4.13) is recovered from Eq. (4.16) with Po = 16.

For a rectangular cross-sectional geometry, the average velocity in segment i of the

symmetric bifurcating network is related to the inlet mean velocity in the same way as

previously (see Eq. (4.11)). Alternatively, combining Eqs. (4.15) and (4.16) the velocity

relationship can be expressed as

ūi = ū0
Po0Dhi

PonDh0
(4.17)

Emerson et al. [139], combined Eqs. (4.11) and (4.14) and derived the following biomim-

etic equation for designing microfluidic bifurcating networks for Newtonian fluids:

αi (1 + αi) Po(α∗i ) = (2X)iα0 (1 + α0) Po(α∗0) (4.18)

with αi being the aspect ratio of each generation i, defined as the ratio of the channel’s

depth, d, to its width, wi (αi = d/wi) and the parameter α∗i is defined depending on

the value of αi such as

α∗i =

 d/wi if d ≤ wi

wi/d if d > wi
(4.19)

indicating that when αi > 1, the fraction should be inverted.
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4.3 Biomimetic design of networks for power-law fluids

As discussed in the previous section, the biomimetic rule proposed by Emerson et

al. [139] for Newtonian fluids has the advantage of enabling the design of manifolds to

control the flow within in order to generate specific shear-stress distributions along the

microfluidic network (i.e. X 6= 1). This relationship is extended further here to consider

non-Newtonian fluids described by the power-law model introduced in Section 2.2.1.

As discussed, flows of power-law fluids differ from Newtonian fluids in many ways

because the viscosity can no longer be considered constant and independent of the

shear-rate. Power-law fluids are described by the Ostwald de-Waele model, in which

the viscosity is not constant but rather is a function of shear-rate:

η(γ̇) = kγ̇n−1 (4.20)

As noted previously, k is the consistency index and is related to the magnitude of

the viscosity, and n is the power-law index. When n = 1 the Newtonian behaviour is

recovered with the viscosity being independent of the shear-rate, while for n < 1 the

fluid is shear-thinning (the viscosity is decreasing as the shear-rate is increased), and for

n > 1 the fluid is shear-thickening (the fluid becomes more viscous as the deformation

rate is increased).

By analogy with Eq. (4.16) for Newtonian fluids, the mean wall shear-stress for a

power-law fluid in a circular duct can be expressed as

τ̄ =
1

2
ρū2f =

1

2
ρū2 16

Re∗
(4.21)

where Po = 16 and Re∗ is the generalised Reynolds number for a power-law fluid,

defined as [141]

Re∗ =
ρū2−nDhn

8n−1K
(4.22)

As demonstrated by Kozicky et al. [142], for a power-law fluid flow in an arbitrary
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cross-sectional duct, K is given by

K = k

(
b∗ +

a∗

n

)n
(4.23)

where the variables a∗ and b∗ are parameters that depend on the aspect ratio of the

geometry examined. For the flow of a Newtonian fluid (n = 1) in a circular duct, the

parameters should be set as a∗ = 1/4 and b∗ = 3/4, yielding the correct value of

Po = 16 [143]. For rectangular channels of constant depth, these parameters can be

evaluated by solving the following set of equations:

a∗ =
1

2
(

1 + 1
α∗i

)2

1[
1 + 4

∞∑
j=0

(−1)j+1

( 2j+1
2

π)
3

1
cosh( 2j+1

2
πα∗i )

] (4.24)

and

a∗ + b∗ =
1

2
(

1 + 1
α∗i

)2

3[
1− 192

π5
1
a∗i

∞∑
j=1,3,5,..

1
j5

tanh
(
jπa∗i

2

)] (4.25)

As for the case of the Newtonian biomimetic rule the same holds here, with the

Eqs. (4.24) and (4.25) only being valid when the width of the channel is greater than

or equal to the depth of the channel (i.e. αi ≤ 1). For obtaining the values for αi ≥ 1,

the fraction of the aspect ratio should be inverted (i.e. Eq. (4.19)). It can be realised

that the geometrical parameters, a∗ and b∗, act as correction factors for the Poiseuille

number, with Po depending on the geometry and thus on a∗ and b∗. For the specific

case of Newtonian fluid flow (n = 1), these parameters will produce the correct value

of Po in a rectangular cross-section provided that Po = fRe = 16(a∗ + b∗).

Considering a circular duct, Po is constant regardless of the diameter, and the wall

shear-stress distribution is uniform. This is not the case for non-circular ducts, where

the wall stresses vary along the perimeter, with Po depending on the channel’s aspect

ratio. Consequently, the Poiseuille number needs to be evaluated for each different cross-

section considered. Using Eqs. (4.21) and (4.22), the fully-developed mean shear-stress
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along any branch of the network can be written as

τ̄i =
8nūniKi

Dhni

(4.26)

Substituting Eq. (4.26) into Eq. (4.15), yields:

ūniKi

Dhni

=
ūn0K0

Dhn0

Xi (4.27)

Considering a symmetric network where the flow halves at each bifurcation, then

ūni =

(
Qi
Ai

)n
=

(
2−iQ0

Ai

)n
(4.28)

where Ai refers to the cross-sectional area of generation i.

The combination of Eqs. (4.27) and (4.28), together with the definition of the hydraulic

diameter, Dh, gives:

Ki

(
Pi

2A2
i

)n
= K0

(
P0

2A2
0

)n
(2nX)i (4.29)

where P i is the wetted perimeter of each generation. Eq. (4.29) is further expanded to

(wi + d)n

(wid)2n
Ki =

(w0 + d)n

(w0d)2n
K0(2nX)i (4.30)

where by employing the definition of the aspect ratio, αi = d/wi, and after some

mathematical rearrangements the following biomimetic rule is derived:

αni (1 + αi)
n

(
b∗i +

a∗i
n

)n
= αn0 (1 + α0)n

(
b∗0 +

a∗0
n

)n (
2i
)n
Xi (4.31)

An important observation is that the proposed biomimetic design rule is a function of

the power law index of the fluid, but is independent of other fluid properties, such as

density.

The solution of the set of Eqs. (4.24), (4.25) and (4.31), allows the design of bifurcat-

ing manifolds of rectangular cross-sectional areas both for power-law and Newtonian

fluids. For a desired power-law fluid and a known value of the power-law index, the
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biomimetic design rule can be used to produce solutions in two different ways. Consid-

ering a bifurcating network with a specific number of generations and a specific value of

the branching parameter X, Eq. (4.31) can either be solved by using the desired inlet

(parent) geometrical characteristics (α0) and generating the appropriate values for each

generation, or starting from the geometrical characteristics of the last generations (αn)

and producing the appropriate values for all the rest. Depending on the chosen value of

the branching parameter, a geometry that generates specific shear-stress distributions

along each consecutive generation will be designed. For the case of X = 1, Murray’s

law is obeyed and the manifolds will produce identical average wall stresses in each

segment of the network (see Eq. (4.15)) considering that the flow is fully-developed.

By varying X, one is able to design customised manifolds with different shear-stress

distributions along the network, depending on the needs of each specific application.

4.3.1 Flow resistance in the bifurcating networks

One of the most important issues when designing microfluidic manifolds is the estima-

tion of the total flow resistance and the pressure distribution. Based on Hartnett and

Kostic [144], Son [145] reported the following relationship between the flow rate and

pressure drop along a rectangular channel for power-law fluid flow:

(
∆P

2L

)(
wd

w + d

)
=

[(
6Q

wd2

)(
1 +

d

w

) (
2

3

)]n
k

(
b∗ +

a∗

n

)n
(4.32)

Equation (4.32) is solved for Qn and by expressing its value for the ith segment of the

network, gives:

Qni =

(
∆PiDhi

4LiKi

)(
AiDhi

8

)n
(4.33)

Multiplying Eq. (4.26) on both sides by Ani and substituting the expression of the flow

rate from Eq. (4.33), the average wall shear-stress becomes:

τ̄i =
∆PiDhi

4Li
(4.34)
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resulting in the fundamental relationship between the shear-stress and the pressure

drop at each segment.

In biological systems, the length of an individual segment of a branching hierarchy

is observed frequently to follow a proportionality to its diameter, as discussed by West

[146]. In order to extend Murray’s law to non-circular microchannels, Emerson [139]

proposed that this biological principle can be generalised for non-circular cross-sections

by assuming that the length of each vessel is proportional to its hydraulic diameter.

The same assumption has also been proposed in other research on transport networks

[147,148].

The importance of this assumption is reflected on the additional information that

the proposed design rule is able to provide, regarding the pressure drop distribution

along the bifurcating network. Substituting equation Eq. (4.34) in Eq. (4.15), the pres-

sure drop at generation i can be related to the pressure drop of the parent channel

by
∆PiDhi

4Li
=

∆P0Dh0

4L0
Xi (4.35)

Considering that
Li
Dhi

=
L0

Dh0
= cp (4.36)

where cp is the proportionality constant, more information regarding the expected pres-

sure drops in the network can be provided by the relationship:

∆Pi = ∆P0X
i (4.37)

The hydraulic resistance, Ri, of each segment can be evaluated by the ratio of the

corresponding pressure drop, ∆P i, to the equivalent flow rate, Qi:

Ri =
∆Pi
Qi

(4.38)

Recalling that for a symmetric bifurcating network Eq. (4.10) is valid, then by sub-

stituting Eq. (4.38) into Eq. (4.37), the resistance of a single segment of generation i

can be related to the flow resistance in the inlet channel (i = 0) and the branching

90



Shear dominated designs

Figure 4.2. Microfluidic bifurcating network with N bifurcations and the equivalent electrical circuit
analogue.

parameter by
Ri
R0

= (2X)i (4.39)

analogous the Newtonian case reported by Emerson et al. [139].

Furthermore, taking into consideration that a branching network can be represented

by an electrical circuit analogue [149] as shown in Fig. 4.2, the total resistance between

the inlet and the end of the segment at generation i can be written as

Rtoti = R0 +
R1

2
+ ...+

Ri
2i

(4.40)

Moreover, for a symmetric bifurcating network composed of N + 1 consecutive gener-

ations, the total flow resistance in the design can be written as

RtotN = R0 +
R1

2
+ ...+

Ri
2i

+ ...+
RN
2N

= R0

N∑
i=0

Xi (4.41)

where RtotN refers to the total resistance between the inlet (at the start of generation

i = 0) and the outlet (at the end of the channel in generation i = N). Expanding

the series on the right hand side of Eq. (4.41), the total network resistance may be

expressed as

RtotN =

 R0

(
XN+1 − 1

)
/ (X − 1) , X 6= 1

R0 (N + 1) , X = 1
(4.42)
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4.4 Geometrical design considerations

The strategies followed for designing the bifurcating networks using the proposed rule

may vary. However, there are some geometrical restrictions that need to be addressed.

These are discussed here, together with an illustration of the strategy that was chosen

in this study.

For a desired bifurcating network of constant depth, d, described by the branching

parameter X, and considering the fluid of interest characterised by the desired power-

law index n, Eq. (4.31) can be solved by employing a root finding method to produce

a set of appropriate widths, wi, for each generation i. Equation (4.31) is solved either

by defining the dimensions of the parent channel (w0, d) or by imposing the values of

the desired last generation (wN , d). Here, it was decided to specify the dimensions of

the parent channel and for a wanted number of consecutive generations, a simple code

was developed based on the bisection method [150] and is employed to generate the

Figure 4.3. Two dimensional view of the microfluidic bifurcating network, indicating the length set
up (a) and a zoomed view at the 90° bend of the first daughter (b). The dashed-dotted lines indicate
limiting positions of the design.

92



Shear dominated designs

Figure 4.4. Indication of the locations for the evaluation of the pressure drop for each generation
(only half of the network is illustrated).

solutions for each case considered.

In order to ensure that the flow fully develops in every segment, it was decided to

set the length at each generation as Li = 20Dhi, for all the cases studied. Additionally,

all designs contain a total number of four consecutive generations (N = 4). Figure 4.3

indicates how the lengths are distributed along the entire network. It is important that

the lengths Li,b are large enough so that the flow becomes fully developed. Additionally,

care must be taken to avoid clashing of the segments (limiting positions are indicated

by dashed-dotted lines in Fig. 4.3), which is controlled by the lengths Li,a. The total

lengths of the segments are evaluated from the centres of the merging blocks at the

beginning of each bifurcation, up to the centre point of the merging block of the up-

coming bifurcation. That way Li,a + Li,b = 20Dhi, with the vertical length Li,a set as

Li,a = a + b + c and the horizontal length Li,b as Li,b = c + d + e, as indicated in

Fig. 4.3b.

These points, shown in Fig. 4.4, have also been used as reference in the validation of

Eq. (4.40) and the evaluation of the pressure differences for each microfluidic network

studied (cf. Section 4.5).

4.5 Numerical Validation

Computational fluid dynamics simulations have been performed to examine the appli-

cability of the biomimetic rule expressed from Eq. (4.31) and its ability to produce the

correct dimensions for bifurcating microfluidic networks of rectangular cross-sectional

area, that will produce known and desired flow characteristics defined by Eqs. (4.15)
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and (4.40).

4.5.1 Numerical method and problem set-up

The flow is considered to be laminar, incompressible and isothermal and is solved

numerically using the continuity and momentum equations together with the power-

law stress-strain constitutive equation:

∇ · u = 0 (4.43)

ρ

(
∂u

∂t
+ u · ∇u

)
= −∇p+∇ · τ (4.44)

τ = kγ̇n−1γ̇ (4.45)

where p is the pressure, τ is the extra stress tensor, γ̇ is the shear-rate tensor and γ̇ is

the magnitude of the shear-rate tensor (cf. Section 2.2.1).

The governing equations are solved using the in-house numerical code, based on a

fully implicit finite volume method discussed in Section 3.3, using collocated meshes

[27]. The convective terms are discretised using the CUBISTA high resolution scheme

[93] (cf. Section 3.3.3), while the diffusive terms employ a central difference scheme.

The time-dependent terms in the momentum equation are discretised using a first-

order implicit Euler scheme.

A uniform velocity is applied at the inlet of the designs and the developed flow field

is studied considering creeping flow conditions (Re → 0) unless stated otherwise, since

it is a reasonable approximation in microfluidics. Additionally, in order to reduce the

computational demands of the problem, symmetry boundary conditions are considered

along the xy− and xz− centreplanes (cf. Fig. 4.5), simulating that way only one quarter

of the complete geometry.

As mentioned, all networks considered have four consecutive generations of con-

stant depth, d, as typically found in microfluidics applications, with the length of each

segment being proportional to its hydraulic diameter (Li = 20Dhi). For the cases ex-

amined a depth of d = 125µm was assumed, and the inlet channel (i = 0) width was
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Figure 4.5. Microfluidic bifurcating network of constant depth with 4 generations (i = 0, 1, 2, 3)
designed for a Newtonian fluid with aspect ratio α0 = 0.5 and X = 1. The dashed-dotted line illustrates
the symmetry conditions about y = 0.

taken to be w0 = 250µm, resulting in an inlet aspect ratio of α0 = d/w0 = 0.5, un-

less stated otherwise. Numerical computations were performed for several values of the

branching parameter, X, and for a range of power-law indices, n, that vary from shear-

thinning to shear-thickening behaviour (n = [0.2, 2.0]) considering a consistency index

of k = 10−3 N sn m-2. As shown in the following sections, different values of X and n,

result in different sized networks and thus the number of cells of the numerical meshes

used to discretise the physical domains depend on the flow geometry. Two different

meshes (M0 and M1) are considered in each case in order to examine the dependence

of the final solution on the numerical grid. More information about the meshes is given

in the following sections.

Finally, for all the cases considered, the validity of Eq. (4.15) and the ability to

generate a desired distribution of average wall shear-stress throughout the network is

evaluated by averaging the shear-stresses developed at the wetted perimeter of the

channel at each branch, on a fixed x-position where the flow is fully developed.

4.5.2 Uniform shear-stress distribution (X = 1)

The biomimetic design rule gives the ability to design microfluidic bifurcating networks

in which the average wall shear-stress for a fully developed flow, remains constant

throughout the entire system, obeying the principle of minimum work. Considering

X = 1 and α0 = 0.5 the biomimetic design set of Eqs. (4.24), (4.25) and (4.31) is

solved for Newtonian and power-law fluids.
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Figure 4.6. Numerical mesh M1 used to discretise one quarter of the geometry at the first (a) and at
the second bifurcation (b), produced from Eq. (4.31) for a Newtonian fluid with aspect ratio α0 = 0.5
and X = 1.

Starting from the case of a Newtonian fluid (n = 1) for a channel with an inlet

aspect ratio, α0 = 0.5, the geometrical characteristics for each consecutive generation

are evaluated and given in Table 4.1. The evaluated dimensions for the Newtonian fluid

are in agreement with those presented by Emerson et al. [140]. The numerical mesh

M1 used for discretising the physical domain is composed by 32 blocks consisting of

2,362,416 computational cells in total, with more details given in Table 4.2. Figure 4.6a

illustrates the mesh M1 in the region of the first bifurcation, whereas Fig. 4.6b displays

the domain discretisation in the region of the second bifurcation.

In Fig. 4.7, the comparison between theory and computational predictions for the

normalised average wall shear-stress distribution along the bifurcating network is pre-

sented. A very good agreement between theoretical Eq. (4.15) and numerical predictions

Table 4.1. Geometrical parameters and dimensions of a planar bifurcating network with inlet aspect
ratio α0 = 0.5 obtained for a Newtonian fluid (n = 1).

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

n = 1.0
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 143.3 125.0 0.872 133.6 0.2134 0.6794

2 91.8 125.0 1.361 105.9 0.2186 0.6884

3 62.5 125.0 2.000 83.3 0.2439 0.7278
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Table 4.2. Mesh characteristics for a Newtonian (n = 1) geometry, designed for X = 1 and a0 = 0.5.

Mesh δxmin/Dh0 δymin/Dh0 δxmin/Dh0 Number of Cells

M0 0.018 0.018 0.018 1,599,318

M1 0.013 0.013 0.013 2,362,416

is found, similarly to the results reported by Emerson et al. [139] and Barber and Emer-

son [140]. The relative error between the CFD calculations for n = 1 and the theoretical

predictions was found to be less than 0.4%. Furthermore, Fig. 4.8 demonstrates the lin-

ear variation of the normalised resistance, validating the expected theoretical results

from Eq. (4.40). In Fig. 4.9 a combined contour-plot of the normalised wall shear-stress

and the normalised velocity distribution is given with the dashed-dotted line indicating

the symmetry planes about y = 0 and z = 0. The left half about xz-plane illustrates

the wall stress distribution as the Newtonian fluid advances towards the last genera-

tions. It is clear that the actual stresses are not constant along the widths of each face.

Hence, the need to use the average wall shear-stress in contrast to the case of a network

of circular cross-section, where the local wall stresses on the whole wetted perimeter

of each segment are the same. The right half of Fig. 4.9 about the xz-plane, shows

the distribution of the normalised velocity magnitude at the centreplane of the domain

0 1 2 30.0
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 n=1.0

Bifurcation (i)

i / 

Figure 4.7. Normalised wall shear-stress for a Newtonian fluid along the four generations of the
bifurcating network designed for a Newtonian fluid for α0 = 0.5 and X = 1 (Table 4.1).
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Figure 4.8. Normalised flow resistance for a Newtonian fluid along the 4 generations of the bifurcating
network designed for a Newtonian fluid for α0 = 0.5 and X = 1 (Table 4.1).

(z = 0), where it attains its maximum values.

The results illustrated above are evaluated using the more refined mesh M1. It

Figure 4.9. Combined contour-plot of the normalised wall shear-stress (top left part) and the nor-
malised velocity at the centreplane (bottom right part) along the Newtonian-designed geometry (Ta-
ble 4.5) for a Newtonian fluid. Dashed-dotted lines indicate the symmetry planes about y = 0 and
z = 0.
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should be noted that comparing to the studies performed by Emerson et al. [139] and

Barber and Emerson [140], the mesh used here is approximately two times more refined

and symmetry conditions are applied both along y- and z-directions.

The comparison between the solutions obtained from the numerical meshes M0 and

M1 (cf. Table 4.2) are found to be in a very good agreement, since the maximum devi-

ation reported is less than 0.5% for the shear-stresses and 0.1% for the total resistance

in the microfluidic network.

For non-Newtonian fluids, the biomimetic set of equations was solved for various

power-law fluids, ranging from highly shear-thinning to shear-thickening behaviour re-

sulting in the geometrical parameters given in Tables 4.3 and 4.4, respectively. Compar-

ing the geometrical dimensions obtained for the Newtonian fluid (Table 4.1) with the

Table 4.3. Geometrical parameters and dimensions of planar bifurcating networks with inlet aspect
ratio α0 = 0.5 obtained for power-law, shear-thinning fluids with n = 0.2, 0.4, 0.6 and 0.8.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

n = 0.2

0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 140.9 125.0 0.887 132.5 0.2131 0.6788

2 90.8 125.0 1.377 105.2 0.2191 0.6892

3 62.5 125.0 2.000 83.3 0.2439 0.7278

n = 0.4
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 142.0 125.0 0.880 133.0 0.2132 0.6791

2 91.3 125.0 1.370 105.5 0.2189 0.6889

3 62.5 125.0 2.000 83.3 0.2439 0.7278

n = 0.6
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 142.6 125.0 0.876 133.2 0.2133 0.6792

2 91.5 125.0 1.366 105.7 0.2187 0.6886

3 62.5 125.0 2.000 83.3 0.2439 0.7278

n = 0.8
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 143.0 125.0 0.874 133.4 0.2133 0.6793

2 91.7 125.0 1.363 105.8 0.2187 0.6885

3 62.5 125.0 2.000 83.3 0.2439 0.7278
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Table 4.4. Geometrical parameters and dimensions of planar bifurcating networks with inlet aspect
ratio α0 = 0.5 obtained for power-law, shear-thickening fluids with n = 1.2, 1.4, 1.6, 1.8 and 2.0.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

n = 1.2

0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 143.6 125.0 0.871 133.6 0.2134 0.6794

2 91.9 125.0 1.360 105.9 0.2186 0.6883

3 62.5 125.0 2.000 83.3 0.2439 0.7278

n = 1.4
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 143.7 125.0 0.870 133.7 0.2134 0.6795

2 92.0 125.0 1.359 106.0 0.2185 0.6883

3 62.5 125.0 2.000 83.3 0.2439 0.7278

n = 1.6
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 143.8 125.0 0.869 133.8 0.2134 0.6795

2 92.1 125.0 1.358 106.0 0.2185 0.6882

3 62.5 125.0 2.000 83.3 0.2439 0.7278

n = 1.8
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 143.9 125.0 0.868 133.8 0.2135 0.6795

2 92.1 125.0 1.357 106.1 0.2185 0.6882

3 62.5 125.0 2.000 83.3 0.2439 0.7278

n = 2.0
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 144.0 125.0 0.868 133.8 0.2135 0.6795

2 92.1 125.0 1.357 106.1 0.2185 0.6882

3 62.5 125.0 2.000 83.3 0.2439 0.7278

dimensions computed for all power-law fluids, it is clear that the differences between

all customised geometries are small. The maximum deviation reported is 1.7% in w1,

between the Newtonian design and the shear-thinning limiting case of n = 0.2. A pre-

liminary analysis comparing the behaviour of a Newtonian, a shear-thinning (n = 0.6)

and a shear-thickening (n = 1.6) fluid is shown in Fig. 4.10, where the expected av-

erage velocities that should develop at each segment of the customised geometries for

each case indicate that the behaviour of the various fluids is expected to be similar
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Figure 4.10. Normalised average velocities along the customised bifurcating networks of each partic-
ular fluid obtained for α0 = 0.5, and X = 1.

when using the Newtonian-designed geometry. Therefore, assuming that the geome-

try obtained for a Newtonian fluid (n = 1) will generate equivalent responses for the

power-law fluids, the same geometry (Table 4.1) can be employed for examining the

flow characteristics of different fluids with power-law indices ranging from n = 0.2

(shear-thinning) to n = 2.0 (shear-thickening).

In Fig. 4.11 a comparison between the desired behaviour (theory) and computa-
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 n=0.2,  n=0.4,  n=0.6
 n=0.8,  n=1.0,  n=1.2
 n=1.4,  n=1.6,  n=1.8
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Figure 4.11. Normalised wall shear-stress for various fluids along the 4 generations of the bifurcating
network designed for a Newtonian fluid for α0 = 0.5 and X = 1 (Table 4.1).
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tional predictions for the normalised average wall shear-stress distribution along the

bifurcating network is shown. In agreement with the assumption of similar responses,

it can be seen that although the geometry was designed for Newtonian fluids, it also

works well for the power-law fluids. Clearly, the response of both shear-thinning and

shear-thickening fluids is similar to the Newtonian fluid, yielding a uniform average

wall shear-stress along the network segments (τ̄i ' τ̄0). More specifically, for the shear-

thickening fluid with n = 2.0, a maximum deviation of 1.35% from the Newtonian

behaviour is reported, while for the shear-thinning fluid with n = 0.2, the maximum

deviation is less than 1%. Additionally, Fig. 4.12 shows the total flow resistance, com-

puted using Eq. (4.40) as described in Section 4.4, at each consecutive generation. The

total flow resistance can be seen to vary linearly for all fluids thereby corroborating

the good agreement between theory and numerical results for both the power-law and

Newtonian fluids.

The outcome of the numerical study of the channels designed forX = 1 and α0 = 0.5

results in an interesting universality, which can be a great advantage for experimental

studies, since the same microfluidic network can be used for a range of fluids.
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Figure 4.12. Normalised flow resistance for various fluids along the 4 generations of the bifurcating
network designed for a Newtonian fluid for α0 = 0.5 and X = 1 (Table 4.1).
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4.5.3 Positive gradients of shear-stress distribution (X = 1.25)

When the value of the branching parameter differs from unity (X 6= 1), the geometries

generated by solving the biomimetic set of equations for a desired inlet (or outlet)

aspect ratio are expected to compose manifolds able to produce well-defined shear-stress

gradients. The ability to generate non-uniform, but known, shear-stress gradients is one

of the advantages of the proposed biomimetic design, since a variety of applications exist

which would benefit from being able to control the applied stresses along the network.

For example applications in the field of tissue engineering and in other bioengineering

fields which deal with shear sensitive biosamples, fall in this category. It should be noted

though, that for X 6= 1, the principle of minimum work is no longer satisfied. Here,

the case of X = 1.25 is considered corresponding to a positive gradient of the shear-

stress distribution along the network (Eq. (4.15)). As previously, an investigation of

the fluids response is performed, considering the flow of a Newtonian, a shear-thinning

(with n = 0.6) and a shear-thickening (with n = 1.6) fluid.

Starting with the case of a Newtonian fluid, the characteristics of the customised

geometry with α0 = 0.5 and X = 1.25 are provided in Table 4.5. Comparing this new

configuration with the previously discussed case for X = 1 (Table 4.1), it is clear that

the geometries exhibit large differences in the widths of each generation. It should be

noticed that the rate at which the widths are changing when X = 1.25 is steeper, re-

sulting in narrower channels, as a consequence of the requirement to produce increasing

shear-stress gradients. Additionally, in order to maintain the proportionality between

Table 4.5. Geometrical parameters and dimensions of planar bifurcating networks with initial aspect
ratio α0 = 0.5 and branching parameter X = 1.25, designed for a Newtonian fluid.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

X = 1.25

0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 123.0 125.0 1.016 124.0 0.2121 0.6771

2 71.4 125.0 1.751 90.9 0.2332 0.7120

3 44.2 125.0 2.828 65.3 0.2796 0.7736
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Table 4.6. Mesh characteristics for a 3D flow simulation for a Newtonian (n = 1) geometry, designed
for X = 1.25 and a0 = 0.5.

Mesh δxmin/Dh0 δymin/Dh0 δxmin/Dh0 Number of Cells

M0 0.012 0.012 0.021 1,598,641

M1 0.010 0.010 0.010 2,442,069

the lengths and the hydraulic diameters of each segment (Li = 20Dhi; Eq. (4.36)),

the length of each consecutive generation and thus the total length of the microfluidic

network is affected, becoming smaller for the particular case of X = 1.25. The length

of the inlet channel is the only that remains unchanged, independently of the value of

the branching parameter as the imposed Dh is kept constant.

Using a similar approach as in Section 4.5.2, the geometry obtained for a Newto-

nian fluid is considered initially and the characteristics of a Newtonian fluid flow are

examined. Then, the same geometry is used for analysing the flow of power-law fluids.

The geometry is, as previously, discretised by a mesh M1 consisting of 32 blocks and

2,442,069 cells (cf. Table 4.6). Figure 4.13 illustrates the normalised average wall shear-

stress in each consecutive generation of a network designed for a Newtonian fluid with

X = 1.25. For the case of n = 1, the CFD results are in very good agreement with
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Figure 4.13. Normalised wall shear-stress along the bifurcating network for a Newtonian, shear-
thinning (n = 0.6) and shear-thickening (n = 1.6) fluids, when the Newtonian designed geometry with
a0 = 0.5 and X = 1.25 is used.
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the results presented by Emerson et al. [139] and Barber and Emerson [140], as well

as with the biomimetic principle (Eq. (4.15)), resulting in a maximum deviation of less

than 0.5%. Finally, the comparison of the numerical solutions obtained using the two

meshes, M0 and M1, results in a maximum deviation for the normalised stresses at the

last bifurcation that is less than 0.5%, whereas the total resistance is found to deviate

at most 0.1%.

Clearly, when X = 1.25, the average wall shear-stress increases at each consecutive

generation, resulting in a positive gradient along the network as imposed by setting the

branching parameter to a value greater than unity (X > 1) in the biomimetic design

rule. However, unlike the equivalent case for X = 1, the use of the Newtonian geometry

produces very different shear-stress distributions along the network for each power-law

fluid examined as shown in Fig. 4.13, and the channel can no longer be considered

as universal. The flow dynamics for the three fluids considered are considerably dif-

ferent and the power-law fluids do not display the desired behaviour when flowing in

the Newtonian-designed geometry. This is also highlighted from the deviations in the

resistances shown in Fig. 4.14.

The deviating responses for X = 1.25 when the Newtonian geometry is used can
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Figure 4.14. Normalised resistance along the bifurcating network for a Newtonian, shear-thinning
(n = 0.6) and shear-thickening (n = 1.6) fluids, when the Newtonian designed geometry with a0 = 0.5
and X = 1.25 is used.
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be explained by the normalised average velocities that are expected to be developed at

each branch of the network. Unlike the case of X = 1, where the average velocity ratios

(ūi/ū0) along the bifurcating networks are similar for both the Newtonian and power-

law fluids (cf. Fig. 4.10), for X = 1.25, the average velocities required for generating the

desired wall shear-stress gradient for each fluid are clearly very different, as presented

in Fig. 4.15.

When the shear-thinning fluid (n = 0.6) is flowing in the Newtonian geometry

for X = 1.25, it is consistently exposed to lower average velocities in each consecutive

generation when compared to its customised geometry. The result is to develop smaller

shear-stresses at the walls and thus, to present a behaviour that is under-predicting the

desired positive shear-stress distribution. Moreover, this behaviour is obviously affecting

the development of the total resistance in the microfluidic network, as illustrated in

Fig. 4.14. On the other hand, the shear-thickening fluid is exposed to higher average

velocities when the Newtonian geometry is used, leading to high shear-stress ratios as

the fluid thickens (as shown in Fig. 4.13). Consequently, the total resistance in the same

microfluidic network will be higher than the one proposed by the biomimetic design

(cf. Fig. 4.14).

In summary, when the network is designed for a Newtonian fluid for X > 1 and
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Figure 4.15. Normalised average velocities along the customised bifurcating networks of each partic-
ular fluid obtained for α0 = 0.5, and X = 1.25
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Table 4.7. Geometrical parameters and dimensions of planar networks with initial aspect ratio α0 = 0.5
and branching parameter X = 1.25, for power-law fluids with n = 0.6 and n = 1.6.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

n = 0.6

0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 111.2 125.0 1.124 117.7 0.2130 0.6788

2 60.9 125.0 2.054 81.9 0.2463 0.7312

3 35.6 125.0 3.511 55.4 0.3055 0.8021

n = 1.6
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 130.6 125.0 0.957 127.7 0.2122 0.6773

2 78.4 125.0 1.594 96.4 0.2268 0.7020

3 50.2 125.0 2.492 71.6 0.2655 0.7566

α0 = 0.5, the power-law fluid behaviour diverges from the Newtonian response and

the geometries designed for Newtonian fluids are not appropriate for applications that

require handling power-law fluids. Thus, customised geometries for each power-law fluid

should be used. The appropriate dimensions composing each bifurcating network are

presented in Table 4.7. Clearly, the geometrical characteristics for n = 0.6, n = 1.6 and

for the Newtonian fluid are different, with the width of the last bifurcation for the

n = 0.6 geometry deviating approximately 20% from the Newtonian case.

Numerical simulations have been performed to validate the applicability of the

biomimetic design rule. The biomimetic networks for n = 0.6 and n = 1.6 are dis-

cretised using two different meshes (M0 and M1), with their details provided in Ta-

Table 4.8. Mesh characteristics for the power-law geometries considered (n = 0.6 and n = 1.6)
geometry, designed for X = 1.25 and a0 = 0.5.

Mesh δxmin/Dh0 δymin/Dh0 δxmin/Dh0 Number of Cells

n = 0.6
M0 0.013 0.013 0.021 1,480,955

M1 0.010 0.010 0.015 2,335,977

n = 1.6
M0 0.016 0.016 0.019 1,584,681

M1 0.013 0.013 0.014 2,354,671
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Figure 4.16. Normalised wall shear-stress along the customised bifurcating networks (α0 = 0.5), de-
signed using the biomimetic principle Eq. (4.31). Two customised geometries were considered corre-
sponding to n = 0.6 and n = 1.6 with X = 1.25.

ble 4.8. Figure 4.16 shows that when the customised geometries are designed using

Eq. (4.31) (yielding the dimensions provided in Table 4.7) both shear-thinning and

shear-thickening fluids obey the biomimetic principle, by yielding the predicted tangen-

tial shear-stress distributions with a maximum deviation of 1% for the shear-thinning

fluid at the last generation. At the same time, the differences in the widths of each
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Figure 4.17. Normalised flow resistance along the customised bifurcating networks (α0 = 0.5), de-
signed using the biomimetic principle (Eq. (4.31)). Two customised geometries were considered corre-
sponding to n = 0.6 and n = 1.6 with X = 1.25.
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Figure 4.18. Contour-plots of the normalised wall shear-stress along the bifurcating networks
(α0 = 0.5), for a power-law fluid flow with n = 0.6 in the Newtonian-designed geometry (Table 4.5) (a)
and in the customised geometry (Table 4.7) (b) for X = 1.25.
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Figure 4.19. Contour-plots of the normalised wall shear-stress along the bifurcating networks
(α0 = 0.5), for a power-law fluid flow with n = 1.6 in the Newtonian-designed geometry (Table 4.5) (a)
and in the customised geometry (Table 4.7) (b) for X = 1.25.
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design are reflected on the lengths of each generation and considering the proportional-

ity assumption, the flow resistances along the networks shown in Fig. 4.17 demonstrate

that the biomimetic rule is in good agreement with theory. A maximum deviation of

2% is reported for the case of the shear-thickening fluid in the last (outlet) generation

of the network. Additionally, the maximum deviation between the two numerical solu-

tions obtained for M0 and M1 is found to be 0.6% for the normalised stresses at the

last bifurcation of the geometry designed for the shear-thinning fluid, and validates the

applicability of the biomimetic rule for both power-law designs.

A comparison between the normalised wall shear-stress distribution along the mi-

crofluidic networks in the Newtonian-designs and in the customised geometries for the

shear-thinning (n = 0.6) and shear-thickening (n = 1.6) fluids are shown in the contour-

plots of Figs. 4.18 and 4.19, respectively, when X = 1.25. As mentioned earlier, for both

cases the microfluidic networks have the same inlet aspect ratio of α0 = 0.5 and thus

the same normalised wall shear-stress distribution in the inlet channel (i = 0), but only

the customised geometries generate the desired gradients of the shear-stresses in the

subsequent generations. An additional interesting feature considering “truly” creeping

flow conditions, is that if the flow is inversed and imposed by the last generations of

the design, instead of the parent branch as done so far, then the network will perform

as a design which generates negative gradients of the average tangential shear-stress.

As such, channels with X > 1 can be considered as dual-performance microfluidic

networks, able to assist in studying the equivalent inverse problem by using only one

network.

4.5.4 Negative gradients of shear-stress distribution (X = 0.75)

Here, the case where the branching parameter is set to be smaller than unity (X < 1)

is examined, in order to produce negative shear-stress gradients. An inlet aspect ratio

α0 = 0.5 is considered, and the branching parameter is set to X = 0.75. Table 4.9 il-

lustrates the appropriate dimensions for the Newtonian-designed geometry. Comparing

the widths predicted for X = 0.75 with the ones presented for the cases of X = 1

(Table 4.1) and X = 1.25 (Table 4.5) when a Newtonian fluid is considered (n = 1), it
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Figure 4.20. Comparison of the bifurcating networks of rectangular cross-section and inlet aspect
ratio α0 = 0.5 created for Newtonian fluids with Li = 20Dhi, using different branching parameters, X.

is clear that the geometries exhibit large differences in the widths of each consecutive

generation. Based on the proportionality assumption and considering that for all the

cases studied the length of each generation is set to be Li = 20Dhi, the total length of

each microfluidic network is also affected. Figure 4.20 presents a comparison between

the three geometries produced for the different branching parameters for the case of

a Newtonian fluid, when the same proportionality is used. Evidently, since the same

width and aspect ratio are considered for the inlet branch (α0), its length, L0, is the

same for all three cases, but daughter channels differ significantly depending on the

branching parameter.

Examining the Newtonian case, the geometry composed of the dimensions of Ta-

ble 4.9 has been generated, consisting 32 blocks and discretised by 2,373,252 com-

putational cells (cf. Table 4.10). The computational results for the mean tangential

shear-stress throughout the network when n = 1, are shown in Fig. 4.21, exhibiting

good agreement with theory and a maximum deviation of less than 0.6%. The solution

is also found to be independent from the mesh size since the performance of M0 and

Table 4.9. Geometrical parameters and dimensions of planar bifurcating networks with initial aspect
ratio α0 = 0.5 and branching parameter X = 0.75, designed for a Newtonian fluid.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

X = 0.75

0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 177.7 125.0 0.704 146.8 0.2205 0.6917

2 132.0 125.0 0.947 128.4 0.2123 0.6775

3 101.7 125.0 1.230 112.1 0.2150 0.6823
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Table 4.10. Mesh characteristics for a Newtonian (n = 1) geometry, designed for X = 0.75 and
a0 = 0.5.

Mesh δxmin/Dh0 δymin/Dh0 δxmin/Dh0 Number of Cells

M0 0.023 0.023 0.020 1,514,623

M1 0.018 0.018 0.018 2,373,252

M1 is experiencing a maximum deviation of 0.20% in terms of the normalised stresses.

The validity of this outcome is again reinforced by the evaluation of the flow resistance

along the microfluidic network displayed in Fig. 4.22, where the numerical results follow

once again the theoretical trend.

Moving forward to the investigation of the power-law fluids, the universality of the

Newtonian geometry has been investigated using the shear-thinning fluid with n = 0.6

and the shear-thickening fluid with n = 1.6, as done previously for the case of X = 1.25.

Figures 4.21 and 4.22 report also the response of the power-law fluids in the Newtonian

designed geometry, indicating a deviating response compared to the Newtonian fluid.

This behaviour is analogous but opposite to that exhibited for the case of X = 1.25.

Here, the shear-thinning fluid experiences higher average shear-stresses at the walls of

the microfluidic network, whereas the shear-thickening fluid experiences lower average
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Figure 4.21. Normalised wall shear-stress along the network with a0 = 0.5, designed for a Newtonian
fluid with X = 0.75.
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Figure 4.22. Normalised flow resistance (b) along the network with a0 = 0.5, designed for a Newtonian
fluid with X = 0.75.

shear-stresses. Obviously, this deviating response is reflected in a significant deviation

on the resistances along the Newtonian-design shown in Fig. 4.22, in a similar fashion

to the X = 1.25 case.

In order to design bifurcating networks that will predict the desirable negative aver-

age shear-stress gradients for each fluid, the biomimetic set of equations was solved. The

appropriate dimensions of the customised geometries for each power-law fluid studied

Table 4.11. Geometrical parameters and dimensions of planar networks with initial aspect ratio
α0 = 0.5 and branching parameter X = 0.75, for power-law fluids with n = 0.6 and n = 1.6.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

n = 0.6

0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 207.1 125.0 0.604 155.9 0.2293 0.7059

2 173.9 125.0 0.719 145.5 0.2195 0.6900

3 148.1 125.0 0.844 135.6 0.2141 0.6806

n = 1.6
0 250.0 125.0 0.500 166.7 0.2439 0.7278

1 164.1 125.0 0.762 141.9 0.2172 0.6859

2 114.8 125.0 1.088 119.7 0.2126 0.6780

3 84.2 125.0 1.485 100.6 0.2227 0.6953

114



Shear dominated designs

Table 4.12. Mesh characteristics for the power-law geometries considered (n = 0.6 and n = 1.6)
geometry, designed for X = 0.75 and a0 = 0.5.

Mesh δxmin/Dh0 δymin/Dh0 δxmin/Dh0 Number of Cells

n = 0.6
M0 0.027 0.027 0.022 1,576,801

M1 0.024 0.023 0.020 2,337,532

n = 1.6
M0 0.019 0.020 0.020 1,763,561

M1 0.017 0.018 0.018 2,438,079

are given in Table 4.11.

The meshes used to discretise each geometry consist of 32 blocks, with the shear-

thinning design being discretised by 2,337,532 computational cells and the shear-thic-

kening by 2,438,079 (cf. Table 4.12). Figure 4.23 demonstrates that when the appropri-

ate designs are used, the power-law fluids obey the biomimetic principle and produce

the desired average shear-stresses at the networks walls. The maximum deviation is

reported for the shear-thickening fluid and is less than 0.8%. Furthermore, the validity

of the biomimetic design is verified by the evaluation of the flow resistances at each

bifurcation, being in agreement with Eq. (4.40) as shown in Fig. 4.24, with a maximum
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Figure 4.23. Normalised wall shear-stress along the customised bifurcating networks (α0 = 0.5), de-
signed using the biomimetic principle (Eq. (4.31)). Two customised geometries were considered corre-
sponding to n = 0.6 and n = 1.6 with X = 0.75.
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Figure 4.24. Normalised flow resistance along the customised bifurcating networks (α0 = 0.5), de-
signed using the biomimetic principle (Eq. (4.31)). Two customised geometries were considered corre-
sponding to n = 0.6 and n = 1.6 with X = 0.75.

deviation being 1% for the shear-thickening fluid. Very good agreement is also found

when the equivalent M0 meshes are considered, with a maximum reported deviation of

0.20% for the normalised shear-stresses when n = 0.6.

Figures 4.25 and 4.26 illustrate a comparison of the the contour-plots for the

normalised wall shear-stress distribution developed along the microfluidic networks

when the Newtonian-design and the customised geometries are employed for the shear-

thinning (n = 0.6) and shear-thickening (n = 1.6) fluids, respectively, for the case of

X = 0.75. As discussed previously for the X = 1.25 case, reversing the flow direction

by imposing the fluid of interest by what were previously outlets of the design, the net-

work will perform now as a system that generates positive gradients of the tangential

shear-stress.
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Figure 4.25. Contour-plots of the normalised wall shear-stress along the bifurcating networks
(α0 = 0.5), for a power-law fluid flow with n = 0.6 in the Newtonian-designed geometry (Table 4.9) (a)
and in the customised geometry (Table 4.11) (b) for X = 0.75.
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Figure 4.26. Contour-plot of the normalised wall shear-stress along the bifurcating networks
(α0 = 0.5), for a power-law fluid flow with n = 1.6 in the Newtonian-designed geometry (Table 4.9) (a)
and in the customised geometry (Table 4.11) (b) for X = 0.75.
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4.5.5 Effect of increasing Reynolds number

The theoretical analysis described in detail in Section 4.2 and the biomimetic design rule

proposed for generating microfluidic networks that will produce known and well defined

flow characteristics are based on the assumption that flow is laminar and manages

to fully develop in each branch. This fact combined with the typical type of flows

in microfluidics led to the assumption of considering creeping flow conditions in all

previously discussed numerical simulations. Although low Reynolds numbers are easily

achieved at the microscale, imposing a “truly” creeping flow experimentally is not

possible and therefore, it is important to know the limit of validity of our design rule as

the Reynolds number is increased. Figure 4.27 shows a comparison of the normalised

total network resistance for increasing Reynolds number obtained for Newtonian, shear-

thinning (n = 0.6) and shear-thickening (n = 1.6) fluids in the bifurcating network

designed for a Newtonian fluid (Table 4.1).

For Reynolds numbers up to a value of Re∗0 = 30, the CFD results are in good

agreement with theory for all fluids tested, with a maximum relative error of approxi-
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Figure 4.27. Normalised network total resistance as a function of the inlet Reynolds number (Re∗0)
defined in Eq. (4.22) for Newtonian, shear-thinning (n = 0.6) and shear-thickening (n = 1.6) fluids
using the Newtonian designed geometry for α0 = 0.5 and X = 1 (Table 4.1).
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mately 2%. However, when the imposed flow rate is increased, the CFD results clearly

over-predict the theoretical resistance where a deviating behaviour with a relative error

between 12% -14% for Re∗0 = 100 is reported for all fluids.

It should be noted that as the flow rate is increased, the flow is unable to reach a

fully developed state in the branches of each generation, with secondary flows reported

at the first bifurcation. All networks considered in this work exhibit abrupt, 90°, bends

and it is likely that by designing a smoother configuration higher Re could be achieved,

while maintaining the desired performance. Furthermore, the value of L/Dh was set to

20, and by increasing this value it is expected that the limits of validity in terms of

Re∗0 will also increase. However, it should be mentioned that increasing the length in

practical applications is not always viable as the increase in pressure might endanger

the integrity of lab-on-a-chip devices.

4.6 Synopsis

A biomimetic design rule for constructing bifurcating microfluidic networks with rectan-

gular cross-sectional areas is proposed and is based on the biological principle that was

first expressed by Murray [135]. As described in Section 4.2, Murray’s law was originally

derived considering a fully developed flow of Newtonian fluids in circular ducts under

laminar flow conditions. Emerson et al. [139] and Barber and Emerson [140] extended

Murray’s law to consider non-circular cross-sectional areas typical of microfluidic ap-

plications. Here, the biomimetic rule was extended further for designing microfluidic

networks suitable for use with power-law fluids, in which the viscosity is shear-rate

depended.

Designing manifolds using the new biomimetic rule offers the ability to generate

customised flow characteristics for both power-law and Newtonian fluids. For a given

application, the proposed design rule is able to provide control over the flow field and,

in particular, over the wall shear-stress distribution along the network, by carefully

selecting a branching parameter which governs the change in channel dimensions at

each bifurcation.
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When the value of the branching parameter is equal to unity (X = 1), the principle

of minimum work underlying Murray’s law is obeyed. For microfluidic networks with

an inlet aspect ratio α0 =0.5, the biomimetic design rule generates geometries for New-

tonian and power-law fluids with power-law index in the range [0.2− 2.0] that exhibit

negligible differences. This universality in terms of geometry is particularly useful for

experimental purposes, since the same device can be used effectively for different flu-

ids. However, a preliminary investigation when α0 = 0.2 or 0.3 (dimensions are given

in Appendix A.1) showed that this universality is no longer valid and customised ge-

ometries should be considered for each particular power-law index. Therefore further

examination is suggested if other values of α0 are requested. It should be noted that

although the ratios of the average wall shear-stresses are the same along the network

for Newtonian and power-law fluids, the magnitude of the wall shear-stresses depends

on the particular fluid flow conditions.

When gradients of wall shear-stresses along the bifurcating network are required (i.e.

X 6= 1) different geometries must be used for each power-law fluid in order to achieve

the desired flow characteristics. In this case, the biomimetic rule allows us to create

customised geometries which provide the desired flow field with well known characteris-

tics. Moreover these geometries have the advantage of dual-performance under creeping

flow conditions, meaning that by reversing the flow the exact opposite behaviour can

be studied.

The proposed designs are valid when fully-developed flow is reached in each gen-

eration of the network, and therefore creeping flow conditions have been considered

throughout this study, which is a good approximation for most microfluidic flows. How-

ever, obtaining truly creeping flow is not possible and thus the limits of the design were

tested in terms of Reynolds numbers in order to guide experiments. The numerical cal-

culations conducted show that for Re∗0 & 30 care should be taken as the results start to

deviate from the predictions. In particular, the microfluidic networks designed exhibit

90° bends and a limitation is imposed in terms of the Reynolds number that can be

used. An improvement to the current design would involve the use of smoother corners,

or Y-junction shaped bifurcations where friction losses would be reduced.
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The aim of the proposed biomimetic approach is to offer a design rule for microflu-

idic networks that may benefit research areas which require devices capable of better

controlling the shear-stress field. Examples such as stem cell research, where there is a

need for tuning the microenviroment around stem cells in various ways, and applications

requiring separation (e.g. blood-plasma extraction, which is highly influenced by the

properties of the flow field), may benefit from using customised bifurcating geometries.

Another interesting study would involve investigations related to deformation history.

The behaviour of a viscoelastic fluid, a droplet or a cell could be examined in channels

where the stress is increasing with a very well defined and known distribution. This

way, as the element of interest propagates in the interior of the network the deformation

history from the previous branches should be considered.

A preliminary experimental investigation1 (results not shown here) has shown that

the flow behaviour is sensitive to large errors in the dimensions of the fabricated net-

works relative to the theoretical biomimetic design. Although achieving the same level

of accuracy in the manufactured lab-on-a-chip devices as compared to the numerical

geometrical set-up is not an easy task, care should be taken in the choice of fabrication

methods to ensure enough accuracy for the rule to be approximated satisfactorily. To

validate the designs experimentally, ideally one would like to measure the wall shear

stresses along the network. However, measuring directly the wall shear-stresses is dif-

ficult experimentally. To overcome this issue, a solution of shear sensitive λ–DNA, for

which the behaviour under shear is well-understood, is currently being used as a bio

sensor to test the distinct stresses imposed by geometries generated using the design

rule. By observing the individual behaviour of such molecules and the respective de-

gree of deformation along the consecutive channels of each network, it has been verified

that the geometries impose the desired stress gradients along the network as predicted

by the biomimetic rule, demonstrating the potential of using the customised microflu-

idic networks for testing shear sensitive biological materials under well-controlled wall

1Ph.D. student Joana Fidalgo currently investigates experimentally the validity of the proposed
biomimetic rule and seeks for further interesting applications that will benefit from the use of microflu-
idic bifurcating networks. The work has not yet been submitted for publication.
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shear-stresses [151].

There are additional applications of these microfluidic networks that could prove

useful. In this work an equal split of the flow at the beginning of each generation was

considered. It could be interesting if the flow is allowed to split asymmetrically at

the first bifurcation and maintain the symmetric split in the remaining generations.

By doing this, different conditions can be applied in the two halves of the design. The

biomimetic rule will not be valid for the parent segment (although can still be correlated

to the flow conditions at former branches). This could provide the ability to monitor

simultaneously the behaviour of the desired sample under different flow conditions. Also,

it is well reported that the effect of elastic turbulence can assist in micro-mixing [9].

Given the flow behaviour and the ability to generate curved streamlines in these type

of microfluidic networks, they could potentially form a microfluidic platform to be used

to enhance passive micro-mixing [152].
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“Everything must be made as simple as possible. But not simpler.”

A. Einstein

Chapter 5

Designs for extensional flow

In this chapter, several configurations appropriate for performing measurements

under homogeneous extensional flows are proposed. These configurations are sub-

divided here in two categories; those that operate based on the characteristics of

a flow with a single-stream and those that employ multiple inlet streams (two or

three). Common standard shapes are shown not to perform ideally, failing to pro-

duce the desired homogeneous extension. Using optimisation techniques various,

more efficient, shapes are proposed and further investigated. Initially, the single-

stream designs with a contraction/expansion region are examined, and their per-

formance is compared to the well-known hyperbolic shape. A variety of optimised

geometries has been proposed for three dimensional configurations with different

aspect ratios, due to the different kinematics produced as a consequence of wall

effects. Finally, for the multi-stream cases, the performance of T-junctions and

flow-focusing devices is examined and new optimised shapes, which are able to

generate specific and desired characteristics are proposed.

Part of the chapter results have been published in:

K. Zografos, F. Pimenta, M. A. Alves and M. S. N. Oliveira, “Microfluidic converging-diverging channels
for homogeneous extensional deformation”, Biomicrofluidics, vol. 10, 043508, 2016
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5.1 Introduction

A large amount of industrial processes and scientific investigations dealing with Newto-

nian and non-Newtonian fluids are characterised by the existence of strong extensional

flows. There is a current demand for appropriate devices capable of assisting in the

investigation of the extensional behaviour and the characterisation of extensional ma-

terial properties of fluids of interest, in particular those exhibiting complex rheological

behaviour, such as polymer solutions or various biofluids [153, 154]. Unlike Newtonian

fluid flows - in which the extensional viscosity is proportional to the shear viscosity

(Trouton ratios of 3 or 4 for uniaxial and planar extension, respectively) - viscoelastic

fluid flows often lead to significantly larger flow resistance due to strong extensionally-

thickening effects, with Trouton ratios that can be orders of magnitude greater than

for Newtonian fluids [154]. This makes thorough experimental characterisation of ex-

tensional properties of viscoelastic fluids crucial in various contexts, ranging from fun-

damental studies to industrial applications, aiming to: accurately describe and predict

their behaviour; effectively control their flow; design efficient and safe devices/fluidic

components; detect subtle dissimilarities in their composition (e.g. for product quality

control); provide quality-assurance of final products (e.g. in polymer or food processing

industries).

Lab-on-a-chip platforms have been proven a very powerful tool in the context of

extensional flows of complex fluids [16,153]. The characteristic small length scales (1µm

- 1000µm) of microfluidic devices allow the generation of large deformations and de-

formation rates for relatively small flow rates, enhancing mechanical properties that

might otherwise be masked by inertial effects in macro-scale flows. The small amount

of sample needed to operate the microfluidic devices and their ability to reproduce

precisely controlled, three dimensional environments, make them a promising candi-

date over other techniques used conventionally in biomedical research [155, 156]. Ex-

amples include studies of cell responses, molecular stretching, as well as droplet defor-

mation and other inter-facial studies [157–161]. Pipe and McKinley [10], pointed out

the importance of microfluidic technology and the advantages offered for investigat-

125



Designs for extensional flow

ing and characterising the rheological behaviour of viscoelastic fluids [10] both under

shear and extensional deformation. Later, Galindo-Rosales et al. [153] reviewed var-

ious micro-fabricated configurations for potential use in experimental studies related

to elongational flows and highlighted the relevance of microfluidics in the context of

extensional rheometry. Recently, Haward [154], reviewed and reported the advantages

of microfluidic configurations which generate stagnation point flows in studies related

to extensional rheology.

Here, the configurations employed for performing studies related to extensional

flows are distinguished in two categories based on their operating simplicity. The first

category contains these geometries in which only a single-stream needs to be controlled,

such as contraction/expansions. The second refers to these geometries where two or

more streams are responsible for generating the flow conditions within the device, such

us T-Junctions and flow-focusing devices.

Arguably, the most frequently single-stream designs used for studying extensional

flows are those that incorporate an abrupt contraction or a symmetric abrupt contrac-

tion/expansion (see Fig. 5.1a and 5.1b). Despite their geometric simplicity and their

manufacturing ease they produce flows characterised by a combination of strong shear

effects close to the walls and strong extensional effects along the centreline region in

the vicinity of the contraction [162]. Such entry flows have been established as one

of the most appropriate geometries for benchmarking the efficiency of computational

methods for non-Newtonian fluids [35, 71, 163] and have been extensively used exper-

imentally for investigating the mechanisms of fluid elasticity [16, 162, 164, 165], where

the “excess” pressure drop due to extensional flow in the contraction is correlated to

Figure 5.1. Configuration of various single-stream designs with an abrupt contraction (a), a sudden
contraction followed by a symmetric expansion (b) and a smooth symmetric converging/diverging region
(c). The dashed rectangles illustrate the regions of interest.
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important viscoelastic normal-stress effects [166]. However, due to their inefficiency to

produce homogeneous extension conditions are unlikely to establish a considerable re-

gion of constant strain-rate [167]. As with shear viscosity measurements, where shear

rheometers generate a constant shear-rate canonical flow, which allows the measure-

ment of the shear viscosity as a function of shear-rate, for an extensional rheometer

constant extension rate would be ideal for investigating extensional properties of the

fluids [153].

Smooth contraction/expansion geometries such as hyperbolic shaped microchan-

nels (cf. Fig. 5.1c), were among those configurations suggested for this purpose, and

have been discussed in the reviews by Galindo-Rosales et al. [153] and Haward [154] on

extensional flows. The idea of constrained converging flows was proposed by Cogswell

[168, 169], in order to enforce elongation and assist in rheological measurements of

polymer melts under extensional flow. James et al. [170] introduced the principles of

a hyperbolic converging rheometer pointing out its advantage to generate constant

strain-rates along the centreline of the flow. Later, Oliveira et al. [74] were among the

first to consider a micro-fabricated hyperbolic configuration as a potential microfluidic

rheometer and studied its performance both numerically and experimentally, using a

Newtonian fluid. A detailed study of the flow kinematics in a hyperbolic contraction

followed by an abrupt expansion was presented and they pointed out the difficulty in

distinguishing extensional from shearing effects within the contraction, with the flow

being non-homogeneous and the developed strain-rate deviating from the ideal uniform

profile. The same configuration was later used for estimating the apparent extensional

viscosity of polyethylene oxide solution [171], for investigating the flow of low viscosity

Boger fluids [172] and also for mimicking flows along stenoses in the human micro-

circulatory system using blood analogue solutions [173]. Similar configurations to this

type of converging/diverging geometries have been used to study the deformability of

white blood cells [174] and of red blood cells under strong extensional flow, for po-

tential use in diagnosis of blood diseases [175–177]. Ober et al. [166] and Keshavarz

and McKinley [178], extended the study on the use of hyperbolic channels for rheo-

logical purposes by considering a micro-channel with a symmetric hyperbolic contrac-
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tion/expansion used in the commercially available “Extensional Viscometer-Rheometer-

On-a-Chip”(EVROC™). The device includes four pressure sensors along the length of

the channel for separately evaluating the pressure drop due to shear effects in the

fully-developed regions upstream and downstream of the contraction, where the flow is

fully-developed, and the pressure drop across the hyperbolic contraction/expansion. It

was intended that by subtracting these two pressure drops, it would be possible to eval-

uate the extra pressure drop due to elastic normal stresses alone. However, the authors

reported that the configuration used produced a non-homogeneous flow field, with en-

trance and exit effects resulting in a region characterised by a combination of shear and

elongational characteristics. In addition, Keshavarz and McKinley [178] reported that

EVROC will not perform efficiently for low viscosity dilute polymer solutions, since

the hyperbolic contraction is affected by non-linear inertial effects. The authors sug-

gested instead the use of Rayleigh Ohnesorge Jetting Extensional Rheometry (ROJER)

technique that was originally introduced for this reason [179].

On the contrary, multi-stream configurations have lately increased their popu-

larity in studies related to polymer solutions, multiphase systems, biofluids and cell

responses [154]. This includes geometries such as cross-slots, T-junctions and flow-

focusing devices. Taylor [180], was the first to introduce the four-roll mill design, a

configuration consisting of four cylinders able to rotate inside a confined domain. The

device had the ability to generate different flow kinematics and assisted Taylor’s studies

on the deformation and break-up of a droplet. Later Hudson et al. [181], reported the

significance of stagnation point flows and inspired by the ability of Taylor’s device to

generate flows of this kind, introduced the microfluidic trap which was the first mi-

crofluidic equivalent of the four-roll mill device. This device consisted of six opposing

channels in an asymmetrical, chiral, arrangement. By imposing the appropriate flow

rates one could generate a stagnation point flow varying from pure extension to nearly

pure rotation. An improved version of the microfluidic trap, was proposed by Lee et

al. [182], where four inlet and four outlet channels were arranged symmetrically and

joined to a central cavity, able to generate a stagnation flow. The authors illustrated

numerically and experimentally that the device was able to generate flows that varied
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Figure 5.2. Configuration of various multi-stream designs with a cross-slot shape (a), a T-Junction
(b) and a flow-focusing device (c). The arrows indicate the direction of the bulk flow, the dashed
rectangles illustrate the regions of interest for each configuration, and the dot indicates the position of
the stagnation point.

from purely rotational to purely extensional.

In the recent review by Haward [154], the significance of the cross-slot configura-

tion is pointed and its advantages over other designs are discussed. Cross-slots shown

schematically in Fig. 5.2a, exhibit a simpler design than those discussed so far. They

are composed of four intersecting channels with two opposing inlets and two opposing

outlets. They are easier to control and are able to generate strong stagnation point

flows. They have found great success in investigating elastic instabilities of polymer

solutions either experimentally [183,184] or numerically [79,185,186], they can be used

to trap and investigate single-molecule responses [161, 187, 188] of interest to disease

diagnostics and they can potentially assist in mixing techniques for flows with small

Reynolds numbers [189]. A major characteristic of stagnation point flows is that either

fluid elements are subjected to high velocity gradients for a limited time as they pass

through the surrounding region of the stagnation point, or fluid elements trapped at

the stagnation point are subjected to high strain-rates for undefined time. With that

idea in mind and based on the simplicity of cross-slot designs, Alves [190] introduced

the “peculiar” optimal shape of an optimised cross-slot, named OSCER (Optimised

Shape Cross-slot Extensional Rheometer), by demonstrating numerically its ability to

generate homogeneous extension along the centrelines of the flow field for both New-

tonian and viscoelastic fluids. Haward et al. [77] fabricated and studied experimentally

the performance of the optimised cross-slot, demonstrating the good performance of

the OSCER device for both Newtonian and low viscosity polymer solutions, validating
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its potential for extensional rheology measurements. The same configuration has been

later employed for investigating the rheological properties of hyaluronic acid [191] while,

a variety of three dimensional optimised shapes have been tested in Galindo-Rosales et

al. [192].

Another configuration able to create a stagnation point flow is the T-junction, shown

schematically in Fig. 5.2b. Their operation is simpler than the cross-slot device, with

the fluid injected into the device either by the two opposing channels and ejected by the

single perpendicular, or alternatively the two opposed channels serve as outlets and the

flow is imposed by the perpendicular channel. These geometries have found applications

in interfacial studies where droplet generation or break-up are investigated [193–195], in

studies related to elastic instabilities [20], in DNA molecule stretching [196] exploiting

the formation of a stagnation point, and they have been proposed as potential con-

figurations for microfluidic rheometers [197] and micromixers [198, 199]. However, the

capabilities of these shapes for rheological purposes have not been thoroughly explored

so far [153].

Another geometry that can be employed for performing extensional flow studies is

the flow-focusing design, which in contrast to the cross-slot and the T-junction configu-

rations, does not exhibit a stagnation point. Similarly to the cross-slot, the flow-focusing

design consists of four orthogonal intersecting channels, but has three inlets and only

one outlet (cf. Fig. 5.2c). An important characteristic of this type of geometry is that it

can minimise the shear effects due to fluid-wall interactions. The lubricant fluid that is

injected in the two opposing channels shapes the third stream with the fluid of interest

that is introduced through the perpendicular channel, generating a region of shear-free,

elongational flow [153]. The converging flow of the fluid of interest is reminiscent of

the flow produced by the single-stream hyperbolic channel [21–23]. The main advan-

tage in this case is that different strains can be applied using the same geometry by

only changing the inlet flow rate ratio of the lubricant fluid to the fluid of interest.

On the contrary, for the constrained type of flow produced in the hyperbolic geometry

this can only happen with the use of different geometries. This microfluidic device has

been mostly considered in studies related to droplet formation and investigation of the
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filament pinch-off for Newtonian and polymeric immiscible fluids [200,201], for studies

related to the destabilising effects of the thread formations for highly viscous miscible

and immiscible fluids [202] and also finds applications in drug delivery, for creating

degradable microparticles [203].

In summary, the basic advantage of single-stream relative to multi-stream config-

urations is their intrinsic simplicity, resulting in designs with only one inlet and one

outlet. For those cases, the Hencky strain is dictated by the geometrical configuration

and the nominal strain-rate can be controlled by varying the volumetric flow rate of a

single-stream instead of at least three streams which are required to be controlled for

cross-slot and flow-focusing devices, and two for the T-junction, making them very prac-

tical for experimental studies. On the other hand, the possibility of having stagnation

point flows (as for example in the cross-slot) and of generating a variety of different flow

conditions (e.g. variation of Hencky strain in a single flow-focusing device), together

with the ability to obtain a region of essentially shear-free elongational flow [154, 190]

increases the interest around multi-stream designs.

The aim of this chapter is to investigate the flow kinematics in both single-stream

and multi-stream configurations of interest and propose improved designs based on

a numerical optimisation strategy to produce a region of homogeneous extensional

flow. More specifically, for single-stream designs the performance of symmetric con-

verging/diverging channels with hyperbolic shape is investigated and optimisation tech-

niques are employed in order to overcome the challenge of non-homogeneity that was

reported in Oliveira et al. [74] and in Ober et al. [166]. Three different contraction

ratios (CR) are investigated for both two and three dimensions. The aim is to optimise

the shape of a converging/diverging channel to generate ideal strain-rate profiles along

the centreline of the flow for use in elongational studies of macromolecules (e.g. DNA)

or cells and for potential use as an extensional rheometer. For multi-stream designs,

the shape of a T-junction and of a flow-focusing configuration is optimised, to generate

a constant strain-rate profile along the centreline downstream of the junction. For all

the optimisation studies performed, the mesh deformation technique of NURBS [107],

discussed in Section 3.4, is employed. The mesh deformations are applied by equally
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weighted control points constricted by an open uniform knot vector.

The chapter is organised as follows: initially, the optimisation procedure is presented

in Section 5.2 and the equations of motion in Section 5.3. In Section 5.4, single-stream

configurations are studied. The ideal velocity and strain-rate profiles that are used as

targets in the optimisation procedure are provided, the optimised configurations are

presented and their capabilities and limitations are assessed. Section 5.5 presents the

optimisation study for each multi-stream configuration considered (i.e. the T-junction

and the flow-focusing). Finally, in Section 5.6 the results of this study are summarised

and further improvements are discussed.

5.2 Optimisation Strategy

The optimisation procedure is described schematically in the flow chart of Fig. 5.3. An

iterative procedure combining an automatic mesh generation routine and the fluid flow

solver discussed in Section 3.3 are coupled with an optimiser, allowing to determine

numerically the appropriate boundary shape of the device for a prescribed flow field as

it will be shown later.

The outcome of each CFD simulation from every set Y∗ represents a single solution

of a general unknown objective function. Here, the value of the objective function is

defined as a cell-average velocity difference evaluation between the ideal behaviour and

Figure 5.3. Flow chart of the optimisation procedure.
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the CFD results expressed by

Fobj =
∑
i

|ũi − ũtarget,i|∆x̃i (5.1)

where ũtarget,i is the desired dimensionless velocity value in each computational cell i

required to obtain the ideal velocity profile; ũi is the dimensionless velocity evaluated

from the CFD solver at each i-cell along the centreline of the flow and ∆x̃i is the

streamwise dimensionless spacing of the computational cell i. Since for each of the

single-stream and multi-stream designs considered the desired velocity profiles used as

targets are different, they will be presented in the relevant section.

The optimisation procedure responsible for the optimised shape generation depends

on the nature of the objective function which is non-linear and therefore not easy to

solve. In this work, the freely available derivative-free optimiser NOMAD (Nonlinear

Optimization by Mesh Adaptive Direct Search) [204–206] is employed. The NOMAD

optimiser is based on the Mesh Adaptive Direct Search algorithm and is specially

designed in order to deal with non-linear constrained optimisation problems.

As indicated in Fig. 5.3, an initial estimate Y0 of the lattice design points is given

as input to the mesh generation program for creating the initial discretised geometry.

Each one of these points is then responsible for the geometrical deformation of the

numerical mesh as discussed in Section 3.4.4. A single point movement is translated

into a deformation of the numerical mesh, applied via the NURBS deformation lattice

in which the object is embedded. Depending on the case under investigation the mesh

deformation procedure considers either a single NURBS lattice (single-stream designs)

or a sequence of joined lattices (multi-stream designs). After the geometry is gener-

ated/deformed, the flow solver computes the corresponding flow field, from which the

value of a single objective function, Fobj , is calculated. The current Fobj(Y
∗) is then

examined by the optimiser and a new set Yn+1 is produced by the optimiser, which

is used to generate a new geometry. The aim of the optimiser is to minimise the value

of the objective function, approximating the desired velocity profile by minimising Eq.

(5.1) ideally for a small number of Fobj evaluations, to reduce the computational costs
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associated with the optimisation procedure. When a minimum of Fobj is approached,

the final optimised solution Yopt is obtained. It is noted that the optimiser used in this

work does not guarantee that the global optimum solution is always achieved, since a

local minimum can be found. However, different initial estimates Y0 allows to obtain

good results.

5.3 Governing equations

The CFD simulations performed for each evaluation of the objective function consider

a laminar, incompressible and isothermal fluid flow, solving numerically the continuity

and momentum equations:

∇ · u = 0 (5.2)

ρ

(
∂u

∂t
+ u · ∇u

)
= −∇p+∇ · τ (5.3)

where ρ is the fluid density, u is the velocity vector, p is the pressure and τ is the extra-

stress tensor. For all optimisations creeping flow conditions (Re → 0) are considered,

which are a reasonable approximation for microfluidic studies. Therefore, except from

a small number of CFD simulations presented in Section 5.4.2, the convective terms in

the momentum equation are neglected.

For viscoelastic fluid flow, two models were tested, namely the Oldroyd-B and the

linear form of the PTT model [46], both discussed in Section 2.2.2. The Oldroyd-B

model is used to assess the response of viscoelastic fluids with constant shear viscosity

(Boger fluids), whereas the PTT model was used because of its additional ability to

predict shear-thinning behaviour. Both models are expressed by the compact form of

the simplified Phan-Thien and Tanner constitutive equation (ξ = 0):

λ
O
τ p + f(τp)τp = ηp(∇u+∇uT) (5.4)

where
O
τp, is the upper-convected derivative of the polymeric component of the extra-

stress tensor, τp, ηp is the polymer viscosity (ηp = 0 for Newtonian fluids) and λ is the

fluid relaxation time. For the stress function, f(τp), the linear function of the trace of
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the polymeric stress tensor Eq. (2.13) is considered:

f(τp) = 1 +
λε

ηp
Tr(τp) (5.5)

It is reminded, that when ε = 0, the Oldroyd-B model is recovered and the steady state

extensional viscosity becomes unbounded. The extra-stress tensor in the momentum

equations is decomposed in two parts, the solvent and the polymeric components:

τ = ηs(∇u+∇uT) + τp (5.6)

where ηs corresponds to the solvent viscosity. Additionally, for both viscoelastic models

the ratio of the solvent viscosity, ηs, to the total zero shear viscosity, η0, known as

solvent viscosity ratio, β, needs to be defined. The total zero shear viscosity is defined

as the summation of the solvent and the polymeric viscosities, η0 = ηs+ηp. In the PTT

model, we consider β = 0.01 and ε = 0.25, which are typical values for concentrated

polymer solutions, whereas for the Oldroyd-B model the viscosity ratio was set at

β = 0.50 representative of a constant-viscosity Boger fluid.

The fluid flow is solved numerically using the in-house implicit finite volume CFD

solver described in Section 3.3, developed for collocated meshes [27,207]. The convective

terms in the momentum and constitutive equations are discretised using the CUBISTA

high-resolution scheme [93], while the diffusive terms are discretised with central differ-

ences. The transient term in the momentum and constitutive equations are evaluated

using a first-order implicit Euler scheme. It is noted that since only steady-state solu-

tions are desired, the lower order of accuracy of the transient term is irrelevant, as this

term vanishes when steady-state is approached.

5.4 Single-stream designs

5.4.1 Geometry definition

In this section the flow in a single-stream, converging/diverging channel is examined,

in which the flow enters the inlet with a flow rate Q (and an average velocity, Uu) as
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Figure 5.4. Configuration of the converging/diverging geometry.

shown in Fig. 5.4, and is driven towards the outlet of the device. The primary aim is to

find the optimised shape that is able to produce a wide region of constant strain-rate,

ε̇ = ∂u/∂x, along the centreline of the flow.

As discussed in James et al. [170] and in James [208], when the fluid flows through

the contraction the velocity along the centreline of the flow, u, will ideally start to

increase linearly as shown in Fig. 5.5a, reaching a maximum value at the throat of

the contraction/expansion region. In the same manner the fluid velocity is expected

to decrease linearly in the symmetric diverging part. This ideal behaviour results in a

region of strong extension, where the strain-rate should remain constant along the cen-

treline of the flow as shown in Fig. 5.5b. The geometry is characterised by an upstream

width, wu, and a contraction width, wc, (cf. Fig. 5.4) which define the contraction ratio

CR = wu/wc, the length of the contraction, lc and produces a total extension, described

by the value of Hencky strain, εH = ln(CR).

Typically the cross-sections of microfluidic platforms are not circular, but exhibit

a rectangular shape with constant depth. In the converging part of the contraction,
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Figure 5.5. Ideal velocity (a) and strain-rate profiles (b) along the centreline of the flow.
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the lateral walls approach each other creating a narrow region where fluid elements

are submitted to stretching deformation. As such, the channel aspect ratio (AR) de-

fined as AR = wu/d (where d is the depth of the device) varies significantly along the

streamwise direction within the contraction region. This, together with typical abrupt

or short-length hyperbolic configurations reported in the literature [74, 166], lead to

non-ideal flow kinematics with a non-homogeneous strain-rate along the centreline.

This drawback is overcome by employing optimisation techniques and searching for a

design that can produce homogeneous strain-rate along the centreline to obtain the

ideal profiles illustrated in Fig. 5.5. The choice of a symmetric converging/diverging

contraction is based on the fact that this configuration has the potential to provide a

constant strain-rate along the entire length of the contraction/expansion, with a posi-

tive strain-rate in the converging region and a negative value in the expansion region,

where the stretching and relaxation processes can be analysed under homogeneous

flow conditions. A smooth contraction followed by an abrupt expansion configuration,

similar to Oliveira et al. [74], would generate a large undershoot of the strain-rate in

the vicinity of the expansion plane, due to the sudden decrease of the velocity along

the centreline, which would not be ideal for devices intended to produce homogeneous

extension. A brief comparison of these two configurations is given in Appendix B.1.

Geometries with three different contraction ratios are investigated, resulting in de-

vices characterised by different Hencky strains. More specifically, the cases with an

upstream width that is three, eight and twenty times larger than the contraction width

(CR = 3, 8 and 20) are considered. A more detailed study is presented in Section 5.4.2

for the intermediate case of (CR = 8). For this case, various three dimensional designs

are reported depending on the AR, in the range of 1 ≤ AR ≤ 32. It was found that

the choice of the depth of the device affects significantly the final shape. Moreover, the

operational limitation for each of the designs is investigated in terms of Reynolds num-

bers. The optimised design for a device AR = 1 is further employed for investigating

the response of viscoelastic fluids. For the cases with CR = 3 and CR = 20 the 3D

optimised shapes for AR = 1 under creeping flow conditions are also reported.

For all cases studied, the contraction length is correlated to the upstream width
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with the use of a factor n1, such that lc = n1wu. However, for the case of CR = 8

the effect of using different contraction lengths on the final optimised designs is also

reported, highlighting the importance of this choice.

The envisioned ideal flow field in the converging/diverging geometries corresponds to

a linear velocity profile along the centreline. However, this profile imposes instantaneous

step changes in the strain-rate at the beginning and at the end of the contraction, as

illustrated in Fig. 5.5b. This limiting behaviour is not possible in reality because the

gradient of the velocity profile is a continuous function and therefore we consider a

smooth transition in the velocity profile that is first order differentiable and which

yields a linear transition in the strain-rate profile (cf. Fig. 5.5b) except at the throat,

x/wu = 0. The performance of the unrealistic, abrupt transition profile is also examined

and a comparison is given in Appendix B.2.

The general form of the target velocity profile is given in Eq. (5.7), and holds for

both 2D or 3D geometries. It considers a smooth transition of the velocity when the fluid

enters the converging part and exits the diverging part of the channel. The smoothing

of the target profile is achieved by employing a region of length lε, which is correlated

to the upstream width by the use of a factor n2, such that lε = n2wu. For the cases

studied here, we considered n2 = 1. In this transition region, the velocity is expressed

by a second-order polynomial as shown in Fig. 5.5a.

ũ =



ũu if x̃ ≤ −n1 − n2
2

f2

[
x̃+ n1 + n2

2

]2
+ ũu if − n1 − n2

2 < x̃ < −n1 + n2
2

f1x̃+ ũc if − n1 + n2
2 ≤ x̃ ≤ 0

−f1x̃+ ũc if 0 ≤ x̃ ≤ n1 − n2
2

f2

[
x̃− n1 − n2

2

]2
+ ũu if n1 − n2

2 < x̃ < n1 + n2
2

ũu if x̃ ≥ n1 + n2
2

(5.7)

All symbols with tilde represent normalised values, such that x̃ = x/wu, ũ = u/Uu,

where Uu is the average upstream velocity, and the dimensionless parameters f1 and f2

are given by f1 = (ũc − ũu)/n1 and f2 = (ũc − ũu)/2n1n2, respectively. The resulting
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normalised strain-rate profiles corresponding to Eq. (5.7) are given by

ε̇/(Uu/wu) =



0 if x̃ ≤ −n1 − n2
2

2f2[x̃+ n1 + n2
2 ] if − n1 − n2

2 < x̃ < −n1 + n2
2

f1 if − n1 + n2
2 ≤ x̃ ≤ 0

−f1 if 0 ≤ x̃ ≤ n1 − n2
2

2f2[x̃− n1 − n2
2 ] if n1 − n2

2 < x̃ < n1 + n2
2

0 if x̃ ≥ n1 + n2
2

(5.8)

It is noted that, when no smoothing is desired (n2 = 0; lε = 0), the intervals of the

smoothed function drop to zero, yielding only the linear velocity profile.

Figure 5.5b shows that the smooth target velocity profile of Eq. (5.7) produces

a linear increase/decrease of the strain-rate along the centreline of the flow at the

beginning/end of the contraction/expansion region, instead of the step profile. At the

contraction throat (x̃ = 0) there is a discontinuity in the strain-rate profile, but given

the small total width of the channel, the target profile is reasonably well approximated

as will be shown.

Figure 5.6. Example of various designs obtained during the optimisation procedure: (a) Represents
the shape of the initial estimation (Y0), (g) illustrates the optimised shape (Yopt) and (b) to (f)
intermediate shapes (Y∗) examined during the intermediate steps of the optimisation procedure. The
red square symbols, illustrate the positions of the lattice control points.
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Figure 5.6 illustrates various configurations generated during the optimisation pro-

cedure. The NURBS deformation lattice, which is responsible for the generation of the

optimal shape consists of 31×2×2 total control points. Each deformation Y∗ imposed

by the optimiser is applied by the 12 inner control points located in the converging

part (cf. Fig. 5.6a), and the same deformation is applied to the equivalent points of the

symmetric diverging part (indicated by the prime symbol in Fig. 5.6a). An important

fact is that two in-line points are placed at the beginning (a1 and a2) and at the end

(a
′
1 and a

′
2) of the contraction region in order maintain the boundary continuity [99]

and three collinear points (c1, c0 and c
′
1) are placed in the middle of the contraction

in order to force the boundary to be exactly at the desired position (c0) to match with

the desired contraction ratio.

5.4.2 Designs with CR = 8

i) Optimised design in 2D

Here, the optimisation results for a 2D Newtonian fluid flow are presented, considering

a constant contraction length, lc = 2wu. The shape obtained from the optimisation is

shown in Fig. 5.7 and is compared with the ideal hyperbolic shape for unidimensional

flows. Here, the expression suggested in Oliveira et al. [74] is used for designing the walls

-3 -2 -1 0 1 2 3
-1.0

-0.5

0.0

0.5

1.0

 

 y~

~x

lc=2wu

 Hyperbolic
 Optimised 

Figure 5.7. Comparison between the optimised shape (dash-dotted line) and the ideal hyperbolic
design (continuous line) discussed in Oliveira et al. [74] (2D, CR = 8, lc = 2wu, lε = wu).
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Figure 5.8. Velocity (a) and strain-rate (b) profiles computed for creeping flow conditions along the
centreline of the flow for the optimised geometry and the ideal hyperbolic design (2D, CR = 8, lc = 2wu,
lε = wu). The target velocity profile is represented as a continuous line.

of the hyperbolic-shaped device. The exact expression considered here is the following:

|ỹ| =
{ [

2CR
(
1− |x̃|wu−wclc

)]−1
for |x̃| ≤ n1

1/2 for |x̃| > n1

(5.9)

The generated velocity and the strain-rate profiles along the centreline of the flow

are shown in Figs. 5.8a and 5.8b, respectively. It can be seen that both the optimised

and the hyperbolic designs perform well. The optimised shape exhibits shifts at the

beginning and at the end of the contraction/expansion region (Fig. 5.7), resulting in a

better approximation of the desired strain-rate profile in the transition regions as can

be seen in the strain-rate profiles shown in Fig. 5.8b.

The optimised solution is obtained using a base mesh M0. In order to assess the

dependence of the optimised solution on the mesh refinement, besides M0, a refined

mesh M1 was employed (Table 5.1) and a very good agreement between the computed

velocity profiles is reported for both meshes, with the maximum deviation in the strain-

rate being less than 0.5%.

Table 5.1. Mesh characteristics for the 2D simulations performed with CR = 8 and lc = 2wu.

Mesh δxmin/wc δymin/wc #Computational Cells

M0 0.045 0.045 4862

M1 0.023 0.023 19448
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ii) Effect of contraction length

The choice of the contraction length lc is crucial for the performance of the device, since

it has a direct effect on the total residence time of the sample of interest. Additionally,

its choice affects directly the final shape of the optimised device. The results obtained

for two different imposed lengths, lc = 2wu and lc = 4wu, are shown in Fig. 5.9a.

As the contraction length decreases, the optimisation procedure produces geometries

with larger deviations from the hyperbolic shape at the start and the end of the con-

verging/diverging region. Conversely, as the length of the contraction is increased, the

optimisation procedure predicts optimal shapes approaching the ideal hyperbolic ge-

ometry. This finding is particularly important for experimentalists wishing to use the

hyperbolic function for designing their microfluidic geometries, or for applications that

are especially built for studying specific properties under extensional flow. For example,

in studies where a large strain history is required, the hyperbolic shape will in fact per-

form well, providing a reasonable approximation to the linear velocity profile. However,

when it comes to applications where stretch should be fast and in a short length of the

device, the use of optimisation for obtaining a more appropriate design with enhanced

performance is suggested.
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Figure 5.9. Shapes of the optimised and the ideal hyperbolic devices (a) and strain-rate profiles along
the flow centreline for the optimised devices (b) with lc = 4wu and lc = 2wu (2D, CR = 8, lε = wu)
for creeping flow conditions. Note that in (a) x and y axes are not to scale.
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iii) Effect of channel depth

When the devices have low to moderate depths, as is typical in microfluidic platforms,

three dimensional effects due to wall interactions need to be taken into account. In

such cases, the flow dynamics are different and the optimised shape obtained for 2D

flow will not be adequate. Here, the effect of aspect ratio on the optimised shape of

the geometry is investigated, considering the same contraction length, lc = 2wu. More

specifically, the cases of a 3D geometry with a square cross-sectional area in the middle

of the contraction/expansion region (AR = 8), another with a square cross-sectional

area at the inlet (AR = 1) and two intermediate cases with AR = 2 and AR = 4 are

considered. In addition, the case of AR = 32 which results in a very shallow channel

that approaches Hele-Shaw flow is also examined.

In order to reduce the cost of the CFD simulations required at every optimisation

step for finding the shape that will produce the desired constant strain-rate regions

along the flow centreline, symmetry conditions along xy- and xz -centreplanes have been

considered. That way, only a quarter of the full geometry was simulated. The target

profiles for the 3D cases were created by evaluating the maximum velocity from the

fully-developed velocity profiles upstream and in the middle of the contraction along

the centreline (y = 0, z = 0), using the analytical solution given for each AR [37]:

u(y, z) =
12Q

π3ab

∞∑
i=1,3,..

(−1)
i−1
2

[
1− cosh(iπz/2a)

cosh(iπb/2a)

]
cos(iπy/2a)

i3

1− 192a
π5b

∞∑
i=1,3,..

tanh(iπb/2a)
i5

(5.10)

where Q is the flow rate and a, b, are the half-width and half-depth of the channel

cross-section respectively.

Initially, the performance of the hyperbolic shape was examined for all aspect ra-

tios and the corresponding strain-rate profiles along the flow centreline are shown in

Fig. 5.10. It can be seen that the hyperbolic geometry does not generally perform as

well as for the 2D cases, exhibiting large deviations from the desired target profile, es-

pecially for the two intermediate cases of AR = 2 (Fig. 5.10b), AR = 4 (Fig. 5.10c) and
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the shallow channel with AR = 32 (Fig. 5.10e). The use of the hyperbolic shape was

derived by James [208] considering an axisymmetric converging channel. The charac-

teristic shape of the cross-sectional areas of microfluidic devices is usually rectangular.

For 3D planar channels, the varying rectangular cross-section results in velocity pro-
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Figure 5.10. Strain-rate profiles along the flow centreline computed under creeping flow conditions
for a geometry with lc = 2wu, lε = wu, CR = 8 and (a) AR = 1, (b) AR = 2, (c) AR = 4, (d) AR = 8
and (e) AR = 32. The performance of each optimised shape is compared with the hyperbolic function
(cf. Eq. (5.9)).
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files that are not necessarily the same in both transverse directions but depend on the

local aspect ratio, which explains this deviation. Considering the upstream velocity

profiles along the centreplanes xz and xy for the case of AR = 1, both profiles will

be the identical since d = wu. However, as the fluid flows towards the middle of the

contraction and the width of the channel decreases, the profile on the xz-plane will

gradually become more flattened than the xy-profile, reaching a maximum difference

in the throat of the contraction/expansion region. A similar but inverse behaviour is

found in the case of AR = 8, with the velocity profile in the xy-plane exhibiting a more

flattened region close to the centreline when compared to the profile in the xz-plane

in the region upstream of the contraction and identical velocity profiles in both planes

at the throat, where d = wc. Finally, for the limiting case of AR = 32 the velocity

profile along the xy-plane will be more flattened than the equivalent of the xz-plane

along the entire domain, reaching their minimum difference at the throat. The gradual

transitions for AR = 1 (local AR ≤ 1) and AR = 8 (local AR ≥ 1) result in some

deviation in the strain-rate profiles as shown in Figs. 5.10a and 5.10d. These deviations

are more pronounced for the two intermediate cases of AR = 2 and AR = 4, as shown

in Figs. 5.10b and 5.10c, where the local aspect ratio varies from above one upstream

of the contraction to below one at the throat of the contraction/expansion region. For

the case of AR = 32, clearly the transition region needs to be corrected in order to

obtain the desired velocity gradient.

The optimised shapes for each aspect ratio are presented and compared with the

hyperbolic shapes in Fig. 5.11. Clearly, the boundaries are deformed according to the

different flow kinematics in each geometry, exhibiting different sizes in the shifts of

the boundary upstream of the start of the converging region (the same applies to the

symmetric end of the contraction/expansion). A similar behaviour was also found by

Galindo-Rosales et al. [192], where a variety of optimised shapes for the cross-slot con-

figuration have been proposed, depending on the various aspect ratios and leg-lengths

investigated. The maximum shift of the boundary relative to the hyperbolic case, is

approximately 16% for AR = 1, 42% for AR = 2, 35% when AR = 4, 68% for AR = 8

and 12% for AR = 32. More importantly, there are significant differences between the
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Figure 5.11. (a) Comparison of the channel boundaries obtained from 3D optimisations for creeping
flow conditions for AR = 1, 2, 4, 8 and 32 and the ideal hyperbolic shape when lc = 2wu, lε = wu and
CR = 8. (b)-(f) Contour-plots of the normalised streamwise velocity for each optimised geometry.
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Table 5.2. Mesh characteristics for the 3D optimisations for a geometry of lc = 2wu, lε = wu and
CR = 8 for AR = 1, 2, 4 and 8.

Mesh δxmin/wc δymin/wc δzmin/wc #Computational Cells

AR = 1
M0 0.045 0.045 0.364 53482

M1 0.023 0.023 0.182 427856

AR = 2
M0 0.045 0.045 0.182 53482

M1 0.023 0.023 0.091 427856

AR = 4
M0 0.045 0.045 0.091 53482

M1 0.023 0.023 0.045 427856

AR = 8
M0 0.045 0.045 0.045 53482

M1 0.023 0.023 0.023 427856

AR = 32
M0 0.045 0.045 0.011 53482

M1 0.023 0.023 0.006 427856

optimised and the hyperbolic shapes in the first third of the contraction (and at the

symmetric end of the expansion), with the differences becoming negligible in the cen-

tral region |x̃| . 1.3 (cf. Fig. 5.11a). As shown in Fig. 5.10, using the optimised shapes

results in the desired strain-rate profiles along the flow centreline with a maximum

deviation of approximately 1% for all five cases.

As in the 2D case, two meshes were employed for each AR, with mesh M0 being

used in the optimisation procedure to minimise computational costs and a more refined

mesh M1 for assessing the dependence of the optimised solution on the mesh refinement

(cf. Table 5.2). Figure 5.12a illustrates the mesh used for obtaining the optimal solution

of the design (only a quarter of the geometry is used) for AR = 1, and Fig. 5.12b shows

the corresponding refined mesh M1. For AR = 1 and AR = 2 the maximum deviation

between the two solutions was approximately 1.0%, for AR = 4 was approximately

0.7%, for AR = 8 was approximately 0.5% and for AR = 32 was approximately 0.8%.
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Figure 5.12. Meshes M0 (a) and M1 (b) for the optimised geometry with lc = 2wu, lε = wu, CR = 8
and AR = 1.

iv) Design Limits

In this section, the operational limits of the 3D configurations presented previously are

reported. More specifically, the performance of all designs is examined for increasing

Reynolds numbers considering Newtonian fluid flow, using the refined mesh M1. The

Reynolds number is defined here as Re = ρUuDhu/η0, where Dhu is the upstream

hydraulic diameter defined as Dhu = 2wud/(wu + d), with d referring to the depth of

the device. Moreover, the performance of the configuration with AR = 1 is investigated

for viscoelastic fluids as a function of the Weissenberg number, under creeping flow

conditions. The Weissenberg number is here defined as Wi = λ(Uc − Uu)/lc.

Figure 5.13a shows the effect of Re on the velocity profile along the centreline ob-

tained for a Newtonian fluid in the optimised geometry for AR = 1. For low Re, the

geometry optimised under creeping flow conditions performs well, but it is clear that for

Re & 5 the kinematics in the device start deviating from the target, affecting noticeably

the evolution of the resulting strain-rate profiles, as shown in Fig. 5.13b (cf. Appendix

B.3 for the remaining aspect ratios). As mentioned previously, all optimisations were

conducted considering creeping flow conditions, where the flow field is symmetric up-

stream and downstream of the contraction. However, entrance and exit effects on the

contraction/expansion region become more prominent as Re is increased, resulting in

asymmetric behaviour between the converging and diverging parts of the contraction.

It should be noted that for the cases of AR = 1, 2 and 4, flow recirculations are ob-
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Figure 5.13. Effect of Re on the velocity (a) and strain-rate (b) profiles computed along the flow
centreline, for the optimised geometry with lc = 2wu, lε = wu, CR = 8 and AR = 1 (Fig. 5.11),
considering Newtonian fluid flow.

served downstream of the expansion for Re & 50, whereas for the other two cases with

shallower channels (AR = 8 and 32) no recirculations are reported. This behaviour is

in agreement with that reported in Oliveira et al. [167], where it was shown that the

bounding in the direction of the channel depth delays the appearance of recirculations.

Figure 5.14 illustrates the normalised pressure drop, ∆Pc/(ηε̇a), between the start

and the end of the transition region of the contraction/expansion (−n1− n2
2 ≤ x̃ ≤ n1 +

n2
2 ) for increasing Reynolds numbers, with ε̇a corresponding to the apparent strain-rate

evaluated as ε̇a = (Uc−Uu)/lc = (CR−1)Uu/lc. The inset figures show the normalised

pressure profile along the centreline for all Re, calculated based on a reference pressure

value, Pref, taken at the beginning of the transition region (x̃ = −n1 − n2
2 ) of each

geometry. It can be seen that for Re . 5 the increase of the nominal strain-rate results

in an almost linear increase in the pressure drop for all cases. However, for higher Re

this linearity breaks, and the strain-rate along the centreline becomes asymmetric in the

two parts of the design, similar to the behaviour observed in Fig. 5.13 for AR = 1. Note

that Re is evaluated using the upstream flow conditions, but its value at the contraction

will differ for each of the designs. More specifically, since the Reynolds number reported

is based on upstream flow conditions, the Reynolds number at the throat is higher for

larger AR, justifying the higher deviation of the normalised pressure drops from the

equivalent creeping flow value (dashed line) for the shallower designs when Re & 5 (cf.

Figs. 5.14c and 5.14d).
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Figure 5.14. Normalised pressure drop for various Re across the contraction for a geometry with
lc = 2wu, lε = wu, CR = 8 and (a) AR = 1, (b) AR = 2, (c) AR = 4 (d) AR = 8 and (e) AR = 32
with the horizontal dashed lines indicating the normalised pressure drop value under creeping flow
conditions. The inset figures in (a)-(e) represent the normalised pressure profiles along the centreline
for each case, with the vertical dashed lines indicating the start and the end of the transition region of
the contraction/expansion.

For viscoelastic fluid flows, the effect of elasticity on the velocity field and the lim-

itation of the optimised design for AR = 1 is examined by performing simulations of

viscoelastic fluid flows at increasing Weissenberg numbers, under creeping flow condi-

tions. As discussed in Section 5.3 two different viscoelastic models are considered, the
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Oldroyd-B model (ε = 0, β = 0.5) and the linear version of the PTT model (ε = 0.25,

β = 0.01). Using the Oldroyd-B model, one is able to investigate the influence of elas-

ticity alone since the model does not predict shear-thinning behaviour. Figure 5.15a

shows that in the converging part of the channel a reasonably good approximation to

the linear increase in the velocity profile is achieved for the range of Wi tested. How-

ever, a gradual increase of Wi leads to progressively higher velocity overshoots close to

the throat of the converging/diverging region, where the maximum velocity is reached.

The occurrence of velocity overshoots for flows of viscoelastic fluids in contractions, has

also been reported by Afonso and Pinho [72] for a PTT model, Alves and Poole [73]

for a UCM fluid, and experimentally by Sousa et al. [209,210]. This deviation from the

target profile for higher Wi is particularly noticeable in the streamwise velocity gradient

profiles in Fig. 5.15b, with increasing fluctuations near x̃ = 0. It is reported that for

Wi = 0.20, the strain-rate overshoot leads to a deviation of approximately 74% from

the desired constant value. This overshoot clearly affects the behaviour in the diverg-

ing part of the channel, and for Wi ≥ 0.05 the strain-rate in this region can no longer

be considered constant. Another fact that can be clearly noticed from the asymmetric

profiles between the converging and the diverging part of the contraction is that the

strain history affects the velocity profile development. For Wi ≤ 0.02, the strain-rate

can be considered nearly constant, with a maximum deviation of approximately 5% in

the beginning of the diverging region.
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Figure 5.15. Effect of Wi on the velocity (a) and strain-rate (b) profiles along the flow centreline
computed for the Oldroyd-B model (β = 0.5) under creeping flow conditions, for the optimised geometry
with lc = 2wu, lε = wu, CR = 8 and AR = 1 (Fig. 5.11).
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For to the PTT fluid, a different behaviour is reported for increasing Weissenberg

numbers as shown in Fig. 5.16. The shear-thinning behaviour predicted by the model

results in a more flattened upstream streamwise velocity profile for a PTT fluid when

compared to the Newtonian case. For this reason the analysis of the velocity profile

along the centreline is accomplished by normalising the data with the fully-developed

velocity at the centreline of the upstream channel (uu,fd). It can be seen that as the elas-

ticity increases, the normalised velocities in the converging region, shown in Fig. 5.16a,

increase as seen previously for the Oldroyd-B model. However, before the fluid ap-

proaches the middle of the contraction, the normalised velocities start to decrease,

forming a small overshoot upstream of the diverging part in both the velocity and the

strain-rate profiles as a consequence of fluid’s elasticity. While the fluid flows through

the diverging region, the normalised velocities rapidly decrease to smaller values than

the target profile, affecting the development of the strain-rate profile (Fig. 5.16b), where

an undershoot is observed at the beginning of the diverging part. Both the overshoot

and the undershoot become more pronounced with increasing Wi and these deviations

should be taken into account when viscoelastic fluids with a shear-thinning response

are considered.

Figure 5.17a and Fig. 5.17b present the variation of the normalised pressure profile

along the centreline for the Oldroyd-B and the PTT fluids, respectively. It can be seen

that both models predict smaller pressure drops across the contraction when compared
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Figure 5.16. Effect of Wi on the velocity (a) and strain-rate (b) profiles along the flow centreline
computed for a PTT fluid (ε = 0.25, β = 0.01) under creeping flow conditions, for the optimised
geometry with lc = 2wu, lε = wu and CR = 8 for AR = 1 (Fig. 5.11).
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Figure 5.17. Normalised pressure profile along the centreline for the Oldroyd-B model (a), the PTT
model (b) and normalised pressure drop across the contraction/expansion region for both models under
creeping flow conditions (c), when the optimised geometry with lc = 2wu, lε = wu, CR = 8 and AR = 1
is used. The start and the end of the transition region of the contraction/expansion is indicated by the
vertical dashed lines in (a) and (b). The horizontal dashed line in (c) corresponds to the normalised
pressure drop for the Newtonian fluid under creeping flow conditions.

to the Newtonian fluid flow. These differences are more pronounced for the PTT fluid

as a result of its shear-thinning behaviour. Moreover, the normalised pressure drop

between the start and the end of the transition region is decreased for increasing Wi

as shown in Fig. 5.17c. Similar behaviour was reported by Binding et al. [211], for the

flow of an Oldroyd-B fluid through a contraction/expansion geometry. In contrast to

numerical findings, experimental measurements for viscoelastic fluid flows in contraction

geometries, show pressure drop enhancement and additional flow resistance with the

increase of fluid elasticity [17,172]. This inability of closed-form viscoelastic models to

predict the correct pressure drop is a well known drawback of viscoelastic numerical

studies [35,71]. These constitutive models do not contain sufficient information related

to the micro-structure of the polymer chains, and it is believed that possible inclusions
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at this level will assist in capturing the physics of polymer flows with greater accuracy

[212].

5.4.3 Designs for other contraction ratios

For single-stream designs the applied strain-rate can change either by applying a dif-

ferent flow rate at the inlet of the design, or by changing the contraction ratio of the

device. The first one is important because the same device can be used, however as it

was shown in Section 5.4.2, a limitation exists in terms of Re. This limitation can be

surpassed by employing a different design, characterised by another contraction ratio

which is also limited by the specific application intended. For example if one desires to

investigate the deformation of red blood cells, should take in account the characteristic

cell sizes, and decide upon the minimum acceptable CR using this information. There-

fore, it was decided to perform a similar investigation for two additional geometries

characterised by CR = 3 and CR = 20 and for an aspect ratio of AR = 1. Figure 5.18

illustrates the expected/desired profiles for the normalised velocity and the nominal

strain-rates in comparison with the case of CR = 8 studied previously.

The configurations here are set to have the same contraction length, lc = 2wu, and

as previously the more realistic target velocity profile is considered, where a smooth

transition region of length lε = wu is employed. Following the optimisation procedure

presented in Section 5.2, the performance of the optimised shape is shown in Fig. 5.19a,
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Figure 5.18. Target normalised velocity profiles (a) and nominal strain-rates (b) expected to be
produced by the geometries with CR = 3, 8 and 20.
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Figure 5.19. Strain-rate profiles along the centreline of the flow for the optimised geometry and the
ideal hyperbolic design computed for creeping flow conditions (a) and normalised velocity contours for
the optimised shape (CR = 3, lc = 2wu, lε = wu for AR = 1).

where the evaluated strain-rate profile along the centreline of the flow is given in contrast

with the equivalent performance of the hyperbolic design. Figure 5.19b, demonstrates

the three dimensional optimised geometry and the evolution of the normalised stream-

wise velocity. Similarly in Fig. 5.20a the performance of the design with CR = 20

is given, with the developed strain-rate along the centreline of the flow approaching

very well the desired target profile, and in Fig. 5.20b the contours of the normalised

developed streamwise velocity field are shown.
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Figure 5.20. Strain-rate profiles along the centreline of the flow for the optimised geometry and the
ideal hyperbolic design computed for creeping flow conditions (a) and normalised velocity contours for
the optimised shape (CR = 20, lc = 2wu, lε = wu for AR = 1).
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Table 5.3. Mesh characteristics for the 3D optimisations for the geometries with lc = 2wu, lε = wu
and AR = 1.

Mesh δxmin/wc δymin/wc δzmin/wc #Computational Cells

CR = 3
M0 0.045 0.045 0.273 55902

M1 0.023 0.023 0.136 447216

CR = 20
M0 0.045 0.045 1.818 66066

M1 0.023 0.023 0.909 528528

During the optimisation procedure the M0 mesh was employed and its characteris-

tics are given in Table 5.3. Therefore, in order to assess the validity of the optimised

shapes a more refined mesh M1 was employed (cf.Table 5.3). The deviation in the eval-

uation of the strain-rates along the centreline was found to be less than 1% for the

case of CR = 3 and approximately 1.2% for the case of CR = 20. Regarding the final

optimised shapes, for the case of CR = 20 a boundary shift applied at the transition

region extends the boundary approximately 44% compared to the hyperbolic boundary.

On the other hand, for the case of CR = 3 no significant shift is reported as in all the

cases seen so far, but rather the boundary is corrected in order to produce the desired

strain-rate profile.

5.4.4 Pressure-driven flow vs Electro-osmotic flow

An attractive advantage of microfluidic devices is that fluid flow forcing can be achieved

efficiently in different ways. Arguably, the most common are pressure-driven and electro-

osmotic flows [213]. For a pressure-driven flow considered in this thesis the fluid motion

is frequently imposed using syringe pumps. This way, a variety of fully-developed ve-

locity profiles are generated, which depend on the cross-sectional aspect ratio as a

consequence of fluid-wall interactions, and on the rheology of the fluid. Pressure-driven

flows in converging flow configurations, as considered previously, exhibit mixed kine-

matics: close to the walls, the flow is shear dominated due to the no-slip conditions;

along the centreline it is strongly extensional; and the intermediate regions exhibit com-

plex flow kinematics. The shear effects are particularly relevant in the narrow region
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of the channel in the middle of the contraction. This physical drawback may affect

experimental studies when controlled flow kinematics are required, and thus it is of

great importance for experimentalists to know the level of these interactions. In a re-

cent study by the author (Zografos et al. [30]) electro-osmotic flow (EOF) conditions

have also been considered1 in the optimisations. This type of flow forcing has found

many applications in engineering, biomedicine and chemistry [215]. More specifically,

for EOF the charged walls of the microfluidic channel attract the counter ions of the

fluid and form an electric double layer (EDL) near the interface. By applying an electric

field between the inlet and the outlet of the microchannel, the electrically neutral bulk

is set in motion due to the electric force acting on the EDL, generating a plug-like

velocity profile. The importance of this flows is that they can overcome the dependence

of the velocity profile on the AR, a common characteristic for the pressure-driven flows

which can be undesirable for some applications [192]. Furthermore, the characteristic

plug-like velocity profile results in reduced shearing effects in the vicinity of the walls,

generating a wider region of extensional flow.

When considering EOF the electrical body force per unit volume, FFF, is added as an

extra term in the momentum equation and is responsible for the motion of the system:

ρ

(
∂uuu

∂t
+ uuu · ∇uuu

)
= −∇p+∇ · τ + FFF (5.11)

For the optimisation studies using EOF, the configuration presented in Section 5.4.2

for pressure-driven flow is considered (lc = 2wu, lε = wu and CR = 8). It was found

that the 2D optimised shape exhibits minor changes relative to the hyperbolic channel,

with the latter demonstrating an efficient performance. Moreover, it was shown that in

contrast to the pressure-driven cases, where various different shapes have been produced

for each aspect ratio considered, the 2D optimised shape could operate with very good

performance even when applied to 3D geometries with aspect ratios in the range of

1 The numerical solver used for the optimisation study with EOF was implemented in OpenFOAM®

and follows the method described by Afonso et al. [214]. The results have been produced by F. Pimenta
(FEUP).
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1 ≤ AR ≤ 8. The good performance of the hyperbolic shape reported for electro-

osmosis is not surprising, since that shape is the analytical solution for a constant strain-

rate region assuming potential flow [166]. Although the electric field is irrotational,

the velocity is not due to internal pressure gradients and the no-slip conditions at

the walls, therefore the similitude between the electric field and the velocity field is

broken [216–218]. However, a quasi-potential flow can still be considered, since the

added dynamic pressure due to changes in the cross-sectional area of the channel,

which reflect on a velocity variation, is relatively small and the electric double layers

are thin. This was proved by the reported quasi-linearity of the electric field along the

centreline of the contraction/expansion region.

The advantage of having a linear electric field profile at the channel centreline is

also a desired feature when considering extensional flows driven by electrophoresis,

since electrophoretic motion follows the electric field lines and a constant strain-rate

will be imposed. This is further supported by the fact that electrophoretic extension of

long molecules, such as λ-DNA, was already performed in hyperbolic micro-contraction

devices [219–221].

5.5 Multi-stream designs

In this section two multi-stream configurations are optimised in order to generate ho-

mogeneous extensional flow. More specifically, the case of a T-Junction (Section 5.5.1)

and the case of a flow-focusing device (Section 5.5.2) are investigated. The first geom-

etry has the ability to generate a stagnation point flow, which has been found very

useful for performing elongational studies. The latter geometry relies on the presence

of lubricating streams to shape a main stream and generate strong extension in which

the shearing effects of fluid-wall interactions are reduced near the region of interest.

5.5.1 T-Junction configuration

Here, the flow in a T-junction is considered as shown in Fig. 5.21, with the two hori-

zontal, opposing, channels being used as flow inlets and the vertical channel as the flow
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Figure 5.21. Configuration a T-shaped channel. The dot illustrates the position of the stagnation
point and the dashed-dotted line the flow centreline of the channel.

outlet. The same average velocity is imposed on both inlets.

The T-shaped channel considered here is defined by the upstream width, wu, the

downstream width of the vertical segment, w⊥, and the desired length L⊥ which defines

the region to be optimised for homogeneous extension. The length L⊥ is correlated to

the upstream width as L⊥ = n1wu, and for all the cases studied here the dimensionless

factor n1 is set as n1 = 4. The ratio between the two characteristic widths is called

width ratio and is set to be WR = wu/w⊥ = 1.

The target profile along the flow centreline, starts from a zero velocity located

exactly at the stagnation point and increases over a length L⊥ up to its maximum

value, which corresponds to the fully developed velocity expected at the centreline of

the outlet segment:

ṽ =

 f1ỹ if 0 ≤ ỹ ≤ n1

ṽd if ỹ ≥ n1

(5.12)

where f1 = ṽd/n1. As for the single-stream study, considered in the previous section,

all symbols with tilde represent normalised variables such that ỹ = y/wu, ṽ = v/Uu

and ṽd = vd/Uu, where vd corresponds to the maximum expected downstream fully-

developed velocity and Uu is the average upstream velocity imposed at the inlets.

Therefore, the resulting normalised strain-rate profile expected along the flow centreline
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is given by (ε̇ = ∂v/∂y):

ε̇/(Uu/wu) =

 f1 if 0 ≤ ỹ ≤ n1

0 if ỹ ≥ n1

(5.13)

and has the form of a step profile, as presented in Fig. 5.22b. The target linear velocity

profile and the resulting strain-rate profile along the outlet flow centreline is shown in

Fig. 5.22. For this configuration the flow centreline coincides with the axis of symmetry,

as indicated in Fig. 5.21 and therefore only the half geometry is considered in the 2D

optimisations and a quarter of the geometry for the examined 3D case.

The optimisation procedure presented in Section 5.2 is followed here in order to

find the most appropriate shape, and all CFD evaluations are performed considering

creeping flow conditions. The main difference relative to the optimisations performed

for the single-stream designs, is that a sequence of joined lattices is employed here

instead of one single lattice considered previously. An example is given in Fig. 5.23.

More specifically, Fig. 5.23a illustrates a shape designed by the moving control points.

All points considered for generating the evaluated shape are moving along a specified

radius R in x, y directions. This choice was made for avoiding possible clashes during the

movements of the points of all lattices. The three latices used need to cooperate in order

to maintain the continuity of the boundary shape. Each of the lattices applies a local

deformation to the region it embeds. Therefore, if the latices are not “communicating”
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Figure 5.22. Velocity (a) and strain-rate (b) target profiles along the centreline of the flow for WR = 1,
L⊥ = 4wu.
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with each other, the possibility of generating cusps at the joint is high. As discussed in

Rogers [99], the only way to overcome this problem and transfer information between

joint lattices is by generating parallel and collinear segments between them. For the

problem studied here position B, which contains three control points for each lattice, is

critical. Latices L1 and L3 are mainly responsible for the boundary deformation, while

L2 controls only a single point on this curve. However, as it can be seen in Fig. 5.23, L2

is required since it controls the inner body correlations between the horizontal and the

vertical parts of the domain. The most important choice that helps achieve boundary

continuity is the existence of the collinear segments AB and BC, as shown in Fig. 5.23b.

This arrangement helps to transfer the appropriate information between L1 and L3.

The communication of the three lattices is finally enforced with the use of the parallel

segments AE and BD which correlate L1 with L2 and L3 (BD is shared between L2 and

L3), and BE with CD which correlate L3 with L1 and L2 (BE is shared between L1 and

L2). That way the shape continuity at the joints of the NURBS lattices is achieved.

Figure 5.23. Movement of control points for the sequence of the three NURBS lattices used for
optimising the T-junction (a) and the merging arrangement of the lattices (L1,L2 and L3) in order to
maintain the continuity of the curve (b).
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i) Common configurations

Initially and before performing the optimisation study, three cases of T-shaped chan-

nels commonly used are investigated, considering the flow of a Newtonian fluid under

creeping flow conditions: a 90° bend configuration, a rounded configuration and a hy-

perbolic configuration. Figure 5.24 illustrates the performance of the 90° bend T-shaped

channel. It can be seen in Fig. 5.24a that the velocity rapidly increases to its maximum

upstream value, due to the short transition length of this configuration. The corre-

sponding strain-rate profile along the flow centreline is therefore not constant, as can

be seen from Fig. 5.24b.

The boundary of the rounded geometry is constructed by considering a radius R = 3

as shown in Fig. 5.25a. For designing the hyperbolic shape the equivalent of the single-

stream configuration is considered, assuming that its upstream maximum velocity has

the same value with the maximum normalised velocity at ỹ = 1 obtained from the target

velocity profile of Fig. 5.26a. Then the upstream width is evaluated and a function

similar to Eq. (5.9) is employed for constructing the hyperbolic-shaped T-junction.

Figure 5.26 compares the performance of both configurations. For the rounded ge-

ometry the velocity profile is initially underestimated, explaining the absence of the

overshoot in the strain-rates since the velocity gradients are smoother compared to

the hyperbolic and the abrupt. The hyperbolic configuration exhibits a better perfor-

mance, but there is still an overshoot in the strain-rates and the developed velocity
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Figure 5.24. Velocity (a) and strain-rate (b) profiles along the centreline of the flow at the outlet of
the 2D, 90° bend T-shaped channel with WR = 1, under creeping flow conditions.
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Figure 5.25. Contour-plots of the normalised y-component of the velocity of the rounded (a) and the
hyperbolic (b) shaped T-channels in 2D with WR = 1 and L⊥ = 4wu, under creeping flow conditions.
The dashed straight line illustrates the position of the symmetry plane.
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Figure 5.26. Velocity (a) and strain-rate (b) profiles along the centreline of the flow at the outlet of the
2D, rounded and hyperbolic T-channels with WR = 1 and L⊥ = 4wu, under creeping flow conditions.

profile along the flow centreline fluctuates around the desired target, significantly af-

fecting the strain-rates which cannot be considered constant as shown in Fig. 5.24b.

ii) Optimised T-junction in 2D

Two cases have been considered: the case of a standard T-junction (with a straight

and unchanged bottom boundary see Fig. 5.28a) and the case of a T-junction with a

cavity, where the shape of the bottom boundary is allow to change, generating a cavity

region (see Fig. 5.28b for an example). For the standard case, 9 control points are
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Figure 5.27. Velocity (a) and strain-rate (b) profiles along the centreline of the flow at the outlet
channel of the 2D, optimised geometries with straight bottom and an optimised bottom for WR = 1
and L⊥ = 4wu, under creeping flow conditions.

allowed to move along a radius with R = 3, whereas for the T-junction with a cavity,

8 control points are used together with two additional in-line control points located at

the bottom boundary are considered for generating the cavity. The optimisations have

been performed for a Newtonian fluid when Re = 0.

The target velocity profile given by Eq. (5.12) imposes an instantaneous step change

in the strain-rate at the end of the desired region, the ability of the optimiser to reduce

the inherent strain-rate overshoot is initially examined. Figure 5.27a presents the nor-

malised velocity profiles along the centreline of the flow at the outlet channel, for both

optimised cases. It can be seen that in both configurations the existence of a transition

length is required, in order for the velocity to start increasing in a continuous manner.

The standard case presents a similar behaviour to that produced by the hyperbolic

shape (Fig. 5.26), exhibiting a strain-rate overshoot (cf. Fig. 5.27b), since the veloc-

ity cannot increase suddenly to the desired value. However, in the present case of the

optimised standard T-junction the overshoot decays faster in a smaller span. Further-

more, as illustrated in Fig. 5.28a the optimised geometry exhibits salient corners in the

transition boundaries between the inlet and the outlet similar to those in the OSCER

(Haward et al. [77]). The presence of the salient corners that widen the device locally

minimise the developed velocity and shear effects in the region of interest yielding a

better approach to the desired kinematics.

The velocity profile considered as the target is inherently challenging both at the
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Figure 5.28. Contour-plots of the normalised y-component of the velocity of the optimised T-junction
geometries for the optimised standard T-junction (a) and T-junction with cavity (b), in 2D with WR = 1
and L⊥ = 4wu, under creeping flow conditions. The dashed straight line illustrates the position of the
symmetry plane.

beginning and at the end of the desired constant strain-rate region. To tackle the

challenges associated with the non-continuous velocity gradient at both ends of the

homogeneous strain-rate region two approaches have been followed: using a T-junction

with a cavity (Fig. 5.28b) or changing the target velocity profile using a smoothing

approach similar to that used for the optimisations for the single-stream designs (cf.

Section 5.4.1). In the case of the T-junction with a cavity, the optimised shape gener-

ated at the transition region between inlet and outlet is similar to the standard case

(Fig. 5.28b), but the presence of the bottom cavity significantly reduces the strength of

the overshoot (cf. Fig. 5.27a), since the velocity is allowed to develop smoothly along

the transition region. This smoother development of the velocity affects the generated

shape and the boundary deformations are less steep. Additionally, the generated veloc-

ity along the centreline of the flow exhibits less fluctuations around the target profile,

compared to the standard geometry. This can also be verified by examining the be-

haviour of the developed strain-rates shown in Fig. 5.27b. The generation of a cavity

however can be undesired for some applications. The reason is that the stagnation point

is no longer fixed at the wall but rather is free to move [20]. Thus, as an alternative

an appropriate smoothed profile is constructed for optimising geometries that require
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a fixed stagnation point.

The desired part of the linear velocity increment is shifted along ỹ in such a way that

a transition region lε is employed at the beginning of the velocity profile. The velocity

will then start increasing smoothly following a second-order polynomial function as

shown in Fig. 5.29a. The length of the transition region is correlated to the upstream

width by the use of a factor n2, such that lε = n2wu and is set as n2 = 0.5. In the same

way, a smoother transition region of the same span is also considered at the end of

desired linear increase. The modified smoothed velocity profile is expressed in a general

form as

ṽ =



f2ỹ
2 if 0 ≤ ỹ < n2

f1(ỹ − n2
2 ) if n2 ≤ ỹ ≤ n1

−f2

[
ỹ − (n1 + n2)

]2
+ ṽd if n1 < ỹ < n1 + n2

ṽd if n1 + n2 ≤ ỹ

(5.14)

where, f2 = ṽd/2n1n2. When no smoothing is desired (n2 = 0; lε = 0), the intervals

of the smoothed function will drop to zero reproducing the linear velocity profile of

Eq. (5.12). The resulting normalised strain-rate profile which corresponds to Eq. (5.14)
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Figure 5.29. Comparison between the original abrupt and the smooth target velocity profiles (a) and
corresponding strain-rate profiles (b) along the centreline of the flow at the outlet channel.
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is shown in Fig. 5.29b and is expressed by

ε̇/(Uu/wu) =



2f2ỹ if 0 ≤ ỹ < n2

f1 if n2 ≤ ỹ ≤ n1

−2f2

[
ỹ − (n1 + n2)

]
if n1 < ỹ < n1 + n2

0 if n1 + n2 ≤ ỹ

(5.15)

Employing the mesh M0 (cf. Table 5.4), the same optimisation procedure is per-

formed considering the modified target velocity profile of Eq. (5.14). In this case 11

control points are responsible for the deformation and the radius is set to be R = 3.5

(due to the profile shifting). Figure 5.30 illustrates the performance of the optimised

shape, where it can be clearly seen that both the evaluated normalised velocity and the

normalised strain-rate profiles approximate very well the desired modified target pro-

files. The shape that is generated by the optimisation procedure is shown in Fig. 5.31. It

is obvious that compared to the shape obtained from the abrupt/linear profile shown in

Fig. 5.28a, for this case a smoother boundary with smaller salient corners is obtained.

As previously for the case of the converging/diverging channel, the dependence of the

optimised solution was done by comparing the results obtained with the mesh M0 used

in the optimisation procedure, and those obtained employing a more refined mesh M1

for each of the configurations. The characteristics of both numerical meshes are given in
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Figure 5.30. Velocity (a) and strain-rate (b) profiles along the centreline of the flow at the outlet
channel of the 2D, optimised standard geometry for WR = 1, L⊥ = 4wu and lε = 0.5wu, considering
the modified target velocity profile of Eq. (5.14) under creeping flow conditions.
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Figure 5.31. Contour-plots of the normalised y-component of the velocity of the optimised standard
T-junction in 2D with WR = 1, L⊥ = 4wu and lε = 0.5wu, under creeping flow conditions when the
modified target velocity profile of Eq. (5.14) is used. The dashed straight line illustrates the position of
the symmetry plane.

Table 5.4. Mesh characteristics for 2D optimised geometries when WR = 1 and L⊥ = 4wu.

Mesh δxmin/wu δymin/wu #Computational Cells

M0 0.020 0.029 7980

M1 0.010 0.022 14700

Table 5.4 and it was found that for the two optimised geometries, the solution deviates

less than 1%.

iii) Optimised T-junctions in 3D

The optimised shapes presented so far are valid for 2D fluid flows and are not necessarily

the best choice for 3D devices with moderate values of depth. In order to investigate

the three-dimensional effects due to fluid-wall interactions on the optimised shape of

the T-junction configuration, a typical case of a geometry with AR = 1 (AR = wu/d)

is examined. Using the optimised shape obtained from the 2D optimisation (shown in

Fig. 5.31) to design the 3D geometry with AR = 1 results in an under-prediction of

the target velocities along the majority of the flow centreline, managing to reach the

desired centreline velocity value only for a small region near the end of the desired

region (displayed in Fig. 5.32a). This obviously affects the strain-rate (cf. Fig. 5.32a)
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Figure 5.32. Velocity (a) and strain-rate (b) profiles along the centreline of the flow at the outlet
channel of the 3D, optimised geometry with straight bottom in and for the 3D geometry designed with
the 2D optimised solution for AR = 1, WR = 1, L⊥ = 4wu and lε = 0.5wu, considering the modified
target velocity profile of Eq. (5.14) under creeping flow conditions.

as the velocity gradient does not remain constant along the flow centreline. In order

to obtain a better approximation to the desired behaviour, optimisations need to be

performed for this specific aspect ratio under consideration (AR = 1). For an additional

study aiming to assess the limiting AR for which the 2D-shape still performs efficiently

when applied to 3D geometries please refer to Appendix B.4.

Following the findings from the 2D optimisation study, the velocity profile used as

a target in order to evaluate the objective function (cf. Eq. (5.1)) is expressed by the

modified smoothed profile given in Eq. (5.14). Similarly to the discussion for the 3D

optimisation study performed for the single-stream designs, presented in Section 5.4.2,

the target profile is constructed by evaluating the maximum velocity from the fully-

developed velocity profiles downstream of region of interest in the outlet channel, using

the analytical expression given from Eq. (5.10). For the optimisations only a quarter

of the geometry was considered by applying symmetry conditions along xy- and yz-

flow centreplanes, in order to reduce the computational cost for each three dimensional

CFD evaluation performed by the optimiser. Figures 5.32a and 5.32b display the per-

formance of the optimised design in contrast to the performance of the 2D-solution

design applied to the case of AR = 1. After optimising the geometry for the specific

AR under study, the desired profiles for the velocity and consequently for the strain-

rate along the flow centreline, are better approximated. The generated T-junction is
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Figure 5.33. Normalised y-component of the velocity contour-plot of the optimised T-junction geom-
etry (a) and comparison with the 2D optimised shape (b), with AR = 1, WR = 1, L⊥ = 4wu and
lε = 0.5wu under creeping flow conditions.The dashed straight line illustrates the position of centreline
of the flow and the symmetry axis.

shown in Fig. 5.33a together with the normalised contours of the y-component of the

velocity, and in Fig. 5.33b a comparison between the 3D and the 2D optimised shapes

is presented.

The dependence of the numerical solution on the mesh refinement is evaluated with

the use of the more refined mesh M1 (cf. Fig. 5.34b and Table 5.5), where it was

found that the maximum deviation in the evaluation of the strain-rates between the

two meshes is less than 1%. For the optimisations the numerical mesh M0 shown in

Figure 5.34. Meshes M0 (a) and M1 (b) for the optimised geometry with AR = 1, WR = 1, L⊥ = 4wu
and lε = 0.5wu.
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Table 5.5. Mesh characteristics for the 3D optimised geometry when AR = 1, WR = 1, L⊥ = 4wu
and lε = 0.5wu.

Mesh δxmin/wu δymin/wu δzmin/wu #Computational Cells

M0 0.024 0.040 0.042 59400

M1 0.012 0.020 0.021 475200

Fig. 5.34a was used and its characteristics are given in Table 5.5.

iv) Viscoelastic fluid flow in 3D optimised T-junctions

The performance of the optimised T-junction with AR = 1 when considering the flow

of a viscoelastic fluid is investigated here, employing the M0 mesh. The Weissenberg

number used to characterise the viscoelastic fluid flow is defined as Wi = λU2/w⊥, where

U2 is the average velocity at the outlet, perpendicular, channel. The behaviour of the

viscoelastic fluids with the same parameters considered in Section 5.4.2 is examined

here. Figure 5.35 shows the computed velocity and strain-rate profiles for the Oldroyd-

B model (ε = 0) with β = 0.5. It can be seen that the evaluated velocity along the

centreline of the flow, shown in Fig. 5.35a follows the desired behaviour of the target

profile in the majority of the optimised region. At the end of the optimised region a small

strain-rate overshoot is formed for increasing Weissenberg numbers. The optimised

design can perform well up to Wi = 0.20, while at Wi = 0.40 the strain-rate overshoot
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Figure 5.35. Effect of Wi on the velocity (a) and strain-rate (b) profiles along the flow centreline
computed for the Oldroyd-B model (β = 0.5) under creeping flow conditions, for the optimised T-
junction with AR = 1, WR = 1, L⊥ = 4wu and lε = 0.5wu.
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starts to become more pronounced and above this value care must be taken.

Figure 5.36 illustrates the behaviour of the viscoelastic fluids described by the PTT

model with ε = 0.25 and β = 0.01. Similarly to the case of the PTT fluids in the

converging/diverging geometries, here the velocity profiles are shown normalised using

the maximum value of the fully developed velocity downstream of the outlet channel,

v2,fd, in order to be able to use the same target profile for all shear-thinning fluids in the

representation. The velocities along the flow centreline for all the PTT fluids, shown in

Fig. 5.36a, start to deviate from the target profile almost at the beginning of the desired

region overpredicting the target profile, and resulting in the deviation of the strain-

rate as shown in Fig. 5.36b. As the fluids approach the end of the optimised region,

where the two streams meet, the strain-rate along the flow centreline underpredicts the

desired behaviour. In addition to that, a non-monotonic behaviour of the strain-rates

for increasing Wi is observed around ỹ ' 4. This can be explained by the formation

of a velocity overshoot around this location, as a consequence of the fluid’s elasticity.

The inset figure of Fig. 5.36a, shows the obtained velocity profile using the standard

normalisation used previously, where the shear-thinning effect upon the velocity profile

is now obvious for increasing Weissenberg numbers.
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Figure 5.36. Effect of Wi on the velocity (a) and strain-rate (b) profiles along the flow centreline
computed for the PTT model (β = 0.01, ε = 0.25) under creeping flow conditions, for the optimised
T-junction with AR = 1, WR = 1, L⊥ = 4wu and lε = 0.5wu.
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5.5.2 Flow-focusing configuration

The last multi-stream configuration studied is the flow-focusing set-up with three inlets

and one outlet as illustrated in Fig. 5.37. The fluids of interest are imposed from

the two opposing horizontal channels and one perpendicular channel, which is exactly

opposite to the only outlet channel of the device. In addition to geometrical parameters

considered for the case of the T-junction, here the width of the vertical inlet was set

to be the same as the horizontal inlets (w⊥ = wu). This is arguably the most common

design used in literature [201, 202], but geometries with varying values of width ratios

have also been considered [200]. Finally, another important ratio for this design is the

velocity ratio, VR, defined as the ratio between the imposed average velocity from the

horizontal segments, U1, and the average velocity at the vertical inlet, U2, expressed as

VR = U1/U2.

Figure 5.38 illustrates the contour-plots of the magnitude of the velocity, together

with the corresponding flow streamlines for three different velocity ratios, VR = 10, 20

and 100. For all cases, it can be seen that the fluid entering through the horizontal

streams shape the vertical stream into a narrower region to a level that depends on

Figure 5.37. Configuration a flow-focusing channel with the dashed-dotted line indicating the flow
centreline of the channel.
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Figure 5.38. Contours of the normalised magnitude of the velocity in a 2D flow-focusing design with
WR = 1 for VR = 10 (a), VR = 20 (b) and VR = 100 (c) under creeping flow conditions. The vertical
dashed line indicates the flow field centreline, coinciding with the symmetry axis employed.

the imposed velocity ratio. The higher the velocity ratio, the higher the confinement

on the vertical fluid stream. It is interesting to note that the streamlines in the cen-

tral region of the channel where the vertical and the horizontal flows meet, resemble

the converging region of the single-stream designs considered in Section 5.4. One can

consider that depending on VR different Hencky strains can be applied to the fluid of

interest (imposed through the vertical inlet), generating strong extensional flows with

different characteristics using a single device [21–23]. The qualitative difference of the

kinematics relative to single-stream designs is that the converging region is produced

174



Designs for extensional flow

0 1 2 3 4 5

0

1

2

3

(a)

 

 VR = 10
 VR = 20
 VR = 100

v~

~y
-1 0 1 2 3 4 5

-0.5

0.0

0.5

1.0

1.5

2.0

2.5

3.0

3.5

 VR = 10
 VR = 20
 VR = 100

 

 

(b)

/(U
1/
w
u)

~y

Figure 5.39. Velocity (a) and strain-rate (b) profiles for the abrupt, 2D, flow-focusing geometry with
WR = 1 considering three different velocity ratios, VR = 10, 20 and 100.

by moving streams and not by converging walls, reducing in this way the effect of shear

in the vicinity of the centreline. Furthermore the use of a single geometry to generate

various Hencky strains is very attractive from an experimental point of view.

Considering the simplest flow-focusing configuration which is designed by two inter-

secting segments at 90° (cf. Fig. 5.38), and examining the developed normalised velocity

profile and its gradient along the flow centreline for the cases of VR = 10, 20 and 100,

shown in Fig. 5.39, a similar behaviour to the case of the T-Junction is displayed.

Although the velocity quickly increases to the upstream developed value, the applied

strain-rate does not remain constant, peaking just downstream of the centre of the

geometry but decaying very rapidly. Therefore, shape optimisations were performed for

finding more suitable geometries that can generate homogeneous extensional flow along

a defined length L⊥.

i) Optimised flow-focusing design in 2D

The desired target velocity profile employed is similar to the modified smoothed velocity

profile considered in the T-junction optimisations with some minor modifications as
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shown in Eq. (5.16) to take into account the third inlet stream:

ṽ =



f2

[
ỹ + n2

]2
+ ṽ2 if − n2 ≤ ỹ < 0

f1(ỹ + n2
2 ) + ṽ2 if 0 ≤ ỹ ≤ n1 − n2

−f2

[
ỹ − n1

]2
+ ṽ3 if n1 − n2 < ỹ < n1

ṽ3 if n1 ≤ ỹ

(5.16)

where, f1 = (ṽ3−ṽ2)/n1 and f2 = (ṽ3−ṽ2)/2n1n2. The resulting normalised strain-rate

profile which corresponds to Eq. (5.16) is then expressed by

ε̇/(U1/wu) =



f2

(
ỹ + n2

)
if − n2 ≤ ỹ < 0

f1 if 0 ≤ ỹ ≤ n1 − n2

−2f2

(
ỹ − n1

)
if n1 − n2 < ỹ < n1

0 if n1 ≤ ỹ

(5.17)

Based on the findings of previous optimisations, a transition region of the target profiles

where the velocity is let to increase smoothly defined by a second order polynomial at

the beginning, and is let to decrease smoothly in similar way at the end of the desired

region L⊥ is considered. For all the cases studied here the desired constant strain-rate

region was set as L⊥ = 3wu, while the same sequence of NURBS lattices as in the

T-junction optimisation was employed, using 9 control points.

Three different velocity ratios (VR = 10, 20 and 100) have been investigated for the

same geometrical set-up in 2D (WR = 1, L⊥ = 3wu and lε = 0.5wu), and optimisations

have been performed considering creeping flow conditions. Figure 5.40 shows the veloc-

ity and strain-rate profiles generated by the optimised shapes for each velocity ratio.

It can be seen that the optimised geometries perform well, with both the velocity and

the strain-rate profiles being well approximated. The corresponding optimised channels

are presented in Fig. 5.41. It is clear that for the cases with higher velocity ratios, the

resulting shape at the start of the transition region is wider and smoother overall than

in the case with the smaller velocity ratio (VR = 10), in which the fluid going through

the central inlet is submitted to a smaller strain. It is interesting to note here that for
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Figure 5.40. Normalised velocity (left hand side column) and strain-rate (right hand side column)
profiles along the centreline of the flow for the optimised geometries with WR = 1, L⊥ = 3wu and
lε = 0.5wu for VR = 10, 20 and 100.

higher VR the flow can be considered equivalent to the case of a T-junction with a

cavity of infinite length.

All the optimisations were performed with the use of the numerical mesh M0, with

mesh M1 being employed to investigate the dependency of the solution on the mesh

177



Designs for extensional flow

Figure 5.41. Contour-plots of the normalised velocity magnitude and streamlines obtained for the op-
timised flow focusing geometries under creeping flow conditions with VR=10 (a), VR=20 (b), VR=100
(c) and comparison of the optimised shapes obtained (d) when WR = 1, L⊥ = 3wu and lε = 0.5wu.

refinement (details given in Table 5.6). It was found that the maximum deviation

between the two meshes is approximately 1.2% for the cases of VR = 10 and 20 and

Table 5.6. Mesh characteristics for the 2D optimised geometry when WR = 1, L⊥ = 3wu and
lε = 0.5wu.

Mesh δxmin/wu δymin/wu #Computational Cells

M0 0.040 0.029 16960

M1 0.020 0.015 67840
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less than 1% for the case of VR = 100.

ii) Optimised flow-focusing design in 3D

As done for all the configurations investigated previously, 3D effects are considered

for the case of a flow-focusing device. This study was performed for an aspect ratio

of AR = 1 considering a velocity ratio of VR = 20. Symmetry conditions are applied

along xy- and yz-centreplanes to minimise the computational costs and all evaluations

are performed for creeping flow conditions.

The 3D optimised shape for AR = 1 is shown in Fig. 5.42a together with contour-

plot of the normalised velocity magnitude and in Fig. 5.42b a comparison with the op-

timised shape in 2D is given. Clearly for this aspect ratio (AR = 1), three-dimensional

effects need to be considered and the transition region needs modifications relative to

the 2D case in order to obtain the desired kinematics. As shown in Fig. 5.43, the

new optimised shape for the 3D configuration performs much better than when the

2D-shape is used for a 3D flow with AR = 1. The velocity profile in the region of inter-

est is well approximated for the new design in contrast to the 2D-shape which slightly

underestimates the target profile, as shown in Fig. 5.43a. This obviously affects the

Figure 5.42. Normalised velocity magnitude contour-plot of the 3D optimised, flow-focusing geometry
(a) and comparison with the 2D optimised shape (b), with AR = 1, WR = 1, VR = 20, L⊥ = 3wu and
lε = 0.5wu.The dashed straight line illustrates the position of centreline of the flow and the symmetry
axis.
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Figure 5.43. Velocity (a) and strain-rate (b) profiles along the centreline of the flow for the 3D, flow-
focusing, optimised geometry and for the 3D flow-focusing geometry designed with the shape of the
2D optimised solution for AR = 1, WR = 1, VR = 20, L⊥ = 4wu and lε = 0.5wu, under creeping flow
conditions.

Table 5.7. Mesh characteristics for the 3D optimised geometry with AR = 1, WR = 1, L⊥ = 3wu
and lε = 0.5wu

Mesh δxmin/wu δymin/wu δzmin/wu #Computational Cells

M0 0.053 0.042 0.091 93786

M1 0.026 0.021 0.045 750288

streamwise velocity gradient, and therefore the homogeneity of the strain-rate in the

region of interest (cf. Fig. 5.43b) is substantially improved with the optimised geome-

try for the specific AR considered. The numerical results and therefore the produced

Figure 5.44. Meshes M0 (a) and M1 (b) for the optimised geometry with AR = 1, WR = 1, VR = 20,
L⊥ = 3wu and lε = 0.5wu.
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optimised shape for this case have found to be independent from mesh resolution, since

the maximum deviation at the strain-rates between meshes M0 and M1 (cf. Table 5.7

and Fig. 5.44b) which was employed for this purpose is less than 1%.

iii) Different velocity ratios in the 3D optimised flow-focusing design

One of the advantages of using this more complex configuration is to be able to test

different Hencky strains using a single device by changing the flow rates in the different

branches (equivalent to imposing different contraction ratios [21–23]). As such, ideally

one would like to make use of the same optimised configuration for various VR.

To test the limits of the 3D configuration optimised for VR = 20 (shown in

Fig. 5.42), the strain-rate profiles along the flow centreline for various velocity ratios

were compared (cf. Fig. 5.45). It can be seen that the optimised geometry works well for

VR ≥ 10, generating a region of approximately constant strain-rate. When VR > 20,

there is a small under-prediction for increasing VR, which eventually reaches a plateau.

On the other hand, when VR < 20 and particularly for the case of VR = 10 there is

a slight over-prediction of the strain-rates. For low velocity ratios (VR = 1) the design

fails to produce the desired behaviour. This behaviour can be explained by examining
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Figure 5.45. Strain-rate profiles along the flow centreline of the 3D optimised flow-focusing geometry
with AR = 1, WR = 1, L⊥ = 3wu, lε = 0.5wu, optimised for VR = 20 under creeping flow conditions,
when imposing different velocity ratios.
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Figure 5.46. Contour-plots of the normalised velocity magnitude and streamlines obtained for the
3D optimised flow focusing geometry with AR = 1, WR = 1, L⊥ = 3wu, lε = 0.5wu, optimised for
VR = 20 under creeping flow conditions, when imposing VR = 1 (a), VR = 10 (b), VR = 40 (c),
VR = 60 (d), VR = 80 (e), VR = 100 (f).
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the flow field shown Fig. 5.46, which illustrates the normalised velocity magnitudes and

the streamlines for the different velocity ratios considered.

For the cases with VR > 20 shown in Fig. 5.46(c)-(f) the generated velocities are

not affected significantly by the presence of the vertical, third stream, but are mostly

influenced by the horizontal streams. As VR increases, the centreline velocity nearly

plateaus as the contribution of the vertical stream to the outlet flow rate becomes

negligible, explaining the behaviour of the strain-rates. On the other hand, for VR = 10

the slight over-prediction is due to the fact that the third stream influences more the

velocity field (cf. Fig. 5.46(b)), and this becomes more notorious for VR = 1. Moreover,

the diverging streamlines seen for VR = 1 when the vertical stream enters the junction

result in a decrease of the centreline velocity, which in turn results in the large deviations

of strain-rate observed in Fig. 5.45.

It should be noted here, that although the deviations in the strain-rate profiles are

small for VR ≥ 10, the optimiser is expected to generate slightly different shapes for

each VR to reduce these deviations, similarly to what is seen for the 2D case.

iv) Viscoelastic fluid flow in 3D optimised flow-focusing design

The performance of the 3D optimised device for a velocity ratio of VR = 20 when

viscoelastic fluid flows are considered, is investigated using M0. Figure 5.47 shows the

performance predicted for an Oldroyd-B fluid with β = 0.50, as considered in all pre-

vious cases. Although a direct comparison with the case of the optimised T-junction

is not possible because the optimised lengths considered (L⊥) are different, a simi-

lar behaviour is observed. As noticed previously, a strain-rate overshoot is formed at

the end of the optimised region for progressively increasing Weissenberg numbers (cf.

Fig. 5.47b). However, in contrast to the T-junction, it can be seen here that as Wi

is increased the existence of the vertical stream starts to affect slightly the generated

strain-rate profile also at the beginning. These effects produced from the existence of

the vertical stream on the flow field are expected and as reported in Oliveira et al. [21],

an instability is expected to occur in this region above a critical Weissenberg number.

From the results presented it can be seen that the optimised design can perform well
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Figure 5.47. Effect of Wi on the velocity (a) and strain-rate (b) profiles along the flow centreline com-
puted for the Oldroyd-B model (β = 0.50) under creeping flow conditions, for the optimised geometry
with AR = 1, WR = 1, VR = 20, L⊥ = 3wu and lε = 0.5wu.

up to Wi = 0.20, but after this value the velocity overshoot becomes more pronounced.

For the case of the PTT fluid, shear-thinning effects affect both the velocity and

the strain-rate profiles along the flow centreline, resulting in the profiles shown in

Fig. 5.48. Both profiles are normalised considering the maximum evaluated velocity

in downstream of the optimised region in the outlet channel, while the inset figure

in Fig. 5.48a considers the previous normalisation where the shear-thinning effects are

obvious (ε̇ would reduce due to shear thinning if normalised by (U1/wu)). The behaviour

for the PTT fluid is similar to what is seen for the T-Junction case. The velocity profile

overpredicts the desired target, forming an overshoot around ỹ = 2.5 for increasing Wi,
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Figure 5.48. Effect of Wi on the velocity (a) and strain-rate (b) profiles along the flow centreline
computed for the PTT model (ε = 0.25 and β = 0.50) under creeping flow conditions, for the optimised
geometry with AR = 1, WR = 1, VR = 20, L⊥ = 3wu and lε = 0.5wu.
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which is verified by the non-monotonic behaviour of the strain-rate around this point,

and is then followed by a strain-rate undershoot.

5.6 Synopsis

The study of complex fluid systems, under extensional flow conditions can provide a

variety of important information, both in terms of the characterisation of viscoelastic

fluids and the individual behaviour of particles, such as cells, fibres, proteins and DNA,

but often require flows with well defined and known characteristics, to allow or sim-

plify their analysis. The optimised geometries in this work give the ability to generate

a wide region of homogeneous strain-rate and can be interesting platforms for studies

of cell and droplet deformation, or stretching of single molecules (e.g. DNA, proteins)

under uniform controlled extensional flows. In addition, these optimised configurations

have the potential to be used for performing measurements of the extensional prop-

erties of complex fluids. All geometries have advantages and disadvantages, and the

choice of the geometry to be used depends strongly on the application. Single-stream,

converging/diverging designs with their inherent simplicity require the control of only

one stream, whereas for multi-stream designs the control of more than two streams is

mandatory but they provide more flexibility.

The major purpose of this study was the generation of optimised configurations

that are able to generate flows with region of homogeneous extension. In this chapter,

various configurations able to handle one or more fluid streams were investigated and

optimised designs have been proposed for this purpose. It was shown that commonly

used shapes, defined by known geometrical functions, such as hyperbolic, rounded and

90° intersections, will not necessarily present the ideal desired behaviour. It was shown

that CFD calculations associated with an optimisation methodology have great poten-

tial to overcome the typical trial-and-error approach, saving time and reducing costs

by improving designs prior to fabrication.

In this chapter, converging-diverging geometries, T-junctions and flow-focusing de-

vices have been considerer. The shape of various single-stream, converging/diverging
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geometries defined by different aspect ratios and different contraction ratios has been

optimised in order to generate a region of constant strain-rate along the centreline,

under creeping flow conditions. It was shown that for the case of CR = 8 in the 2D

limit when the contraction region is long enough, the optimised geometries approach

an ideal hyperbolic shape. In this case, the optimisation procedure is only useful to

control the strain-rate profile of the transition region at the contraction entrance and

expansion exit. However, such limits are seldom used in practice in lab-on-a-chip de-

vices, for which the well-known hyperbolic shape is not the most suitable configuration

for producing homogeneous extensional flows. As the contraction becomes shorter, en-

trance and exit effects of the contraction affect the strain-rate profile, an issue also

shown experimentally by Oliveira et al. [74] and Ober et al. [166]. This drawback is

surpassed with the optimised geometry exhibiting transition regions at the start and

at the end of the contraction/expansion, which become larger for short lengths.

For three dimensional converging/diverging configurations in which a variable as-

pect ratio along the contraction is introduced, the effects on the velocity development

are even more intense. It was shown that for all 3D devices with different contraction

ratios (3 ≤ CR ≤ 20) and different aspect ratios (1 ≤ AR ≤ 32), different optimised

shapes are generated which significantly improve the performance relative to the ideal

hyperbolic shape, and are unique for each contraction and aspect ratio. This outcome

is important and may be useful as a guideline to help experimentalists better decide

upon the appropriate shape to be used depending on the application.

All 3D configurations obtained for CR = 8 and 1 ≤ AR ≤ 32 were found to per-

form well up to Re ≈ 5 for Newtonian fluids. Additionally, for the viscoelastic fluids

studied using the design of AR = 1, it was demonstrated that when they exhibit sig-

nificant shear-thinning (PTT model), the configuration optimised for Newtonian fluid

flow needs to be used with care, especially in what concerns the diverging region,

where it fails to produce a constant strain-rate along the flow centreline even for low

Weissenberg numbers. On the other hand, for a constant viscosity viscoelastic fluid

(Oldroyd-B) the design can be used accurately in the full converging/diverging region

up to Wi = 0.02 (remember Wi was defined based on the apparent strain rate), or
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even higher if interested in the converging region alone. Use beyond these limits would

require optimisations for the particular fluid/flow condition under consideration.

Another type of design that can be used for performing studies related to extensional

properties are the multi-stream configurations. Two different arrangements have been

investigated: a T-junction and a flow-focusing design. For both cases it was shown that

the simplest 90° configurations cannot be used for extensional studies, since the velocity

gradient peaks and rapidly decays along the intersecting regions. Additionally, for the

T-junction it was shown that a rounded and a hyperbolic boundary shape also do not

perform ideally.

The study of the T-Junction geometry was performed considering two different ob-

jective functions. The first was characterised by a sudden increase of the velocity right

after the stagnation point, and the second was employing a smoother transition region

both at the start and at the end of the desired constant strain-rate region. It was shown

that the first case could be approximated well only if a cavity is generated, indicating

that the existence of a transition region for the velocity development is mandatory.

However due to the fact that in T-junctions with cavities the stagnation point is free,

the modified profile was employed in order to optimise effectively a geometry with

an unchanged boundary and a fixed stagnation point at the wall. Using the modified

smoothed profile, both 2D and 3D arrangements have been optimised. For moderate

depths of the device, the 2D optimal shape cannot be used and optimisations need to

be performed in order to obtain a more liable design. The 3D optimised configuration

demonstrated good performance for Newtonian fluids and for constant viscosity vis-

coelastic fluids (Oldroyd-B model) up to a Wi = 0.20. After this value and for higher

Weissenberg numbers, the formation of the overshoot in the strain-rate profiles at the

end of the optimised region needs to be taken into consideration. On the contrary, for

shear-thinning viscoelastic fluids (PTT model) it was shown that the strain-rates along

the flow centreline do not remain constant and different optimisation strategy should

be employed.

Moving to the flow-focusing configuration, three cases with different velocity ratios,

VR = 10, 20 and 100, have been studied in 2D and it was shown that each one of them
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requires a slightly different boundary shape for obtaining a constant strain-rate along

the centreline of the prescribed region. The case with VR = 20 was also investigated

in 3D, and similarly to the T-Junction it was found that the 2D shape cannot be used

for a geometry with AR = 1 and shape optimisations are needed. Moreover, the same

3D design was used for investigating its limits in terms of different velocity ratios.

It was shown that the configuration can operate efficiently for VR ≥ 10, exhibiting

only small deviations in the strain rates. Therefore the optimised geometry can be

employed for generating homogeneous extensional flows of different Hencky strains.

On the other hand, for small velocity ratios (VR = 1) the design fails to produce the

desired behaviour. The examination of the viscoelastic fluids described by the Oldroyd-

B model showed a similar response with the one observed in the 3D optimised T-

junction, with the design operating well up to Wi = 0.20. After this value the overshoot

in the strain-rates at the end of the optimised region becomes more pronounced and in

addition, the incoming stream from the perpendicular inlet channel starts to affect the

desired behaviour at the beginning of the optimised region. For the viscoelastic fluids

described by the PTT model, the shear-thinning behaviour of the fluid does not allow

the generation of the desired behaviour, resulting in a response similar to that observed

for the flow of the same fluid in the 3D optimised T-junction.

Although these single- and multi-stream geometries discussed have in common the

generation of homogeneous extension along the flow centreline, the flow within the

designs exhibits significant differences. The simplest design of the converging/diverging

configurations has the advantage of controlling only one stream in order to produce

the desired flow conditions. Therefore the ease with which one can control the flow

conditions, makes these channels well suited for example in analysing the stretch of

molecules. For the T-Junctions one needs to control two streams and has the ability to

generate a stagnation point flow, where molecules can be trapped in, exhibiting infinite

stretch. Moreover, the use of two streams can be exploited to further investigate mixing

techniques. Finally, with the use of a flow-focusing device, one can resemble flows of

converging/diverging geometries with various Hencky strain values, by controlling the

three imposed streams in different ways [21–23]. As shown the two horizontal streams
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shape the third, vertical stream and in this way a region with strong extension can be

generated where shear effects are reduced relative to the converging/diverging designs.
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“Any method which simultaneously possess accuracy, stability

algorithmic simplicity, and an easily comprehended physical inter-

pretation would seem to be optimal.”

B.P. Leonard

Chapter 6

From single-phase to two-phase

In this chapter, the implementation of a two-phase solver on top of the single-

phase solver discussed in Chapter 3 exploiting the already established capabilities

of the single-phase solver for the simulation of viscoelastic fluid flows is presented.

The Phase Field method is employed and the Cahn-Hilliard equation is considered

for describing the transport of a binary fluid system. The ultimate aim is to be able

to study three dimensional flow problems using two-phase systems, with either

Newtonian and non-Newtonian phases or a combination of both. Although the

two phase solver is implemented in such a way to allow problems with viscoelastic

fluids for flow in three dimensions, in this thesis it has only been validated for

two-dimensional binary fluid flows with Newtonian phases, employing appropri-

ate test-cases.

6.1 Introduction

In order to investigate and analyse the complex dynamics of a multiphase system,

various numerical techniques have been proposed and used effectively. They are dis-

tinguished in two major categories [56, 222], the interface tracking methods and the

interface capturing methods. Tracking methods such as front-tracking [223], immersed

190



From single-phase to two-phase

boundary [224, 225] and boundary integral methods [226], consider a moving bound-

ary which tracks and defines a sharp interface between the different fluids. Thus, the

interface is explicitly described by a moving computational boundary with the in-

terfacial conditions used as boundary conditions. These methods are very accurate

since they model the surface directly, however, they usually require a large amount of

computational resources for storing and processing the appropriate information. Fur-

thermore, because of mesh movement-reconstruction these methods present singularity

issues and fail to capture morphological changes such as droplet breakup and coales-

cence [227–229].

On the other hand, when interface capturing techniques are employed, the numerical

mesh is static (fixed-grid methods) and the interface is captured based on the variation

of an artificial scalar field, which is used for distinguishing between the different phases.

These methods instead of analysing the flow of two fluid systems separated by an inter-

face, they consider the system as one single fluid with variable properties, overcoming

the discontinuity across fluid-fluid interface, and treat the interfacial tension as a body

force. The Volume of Fluid (VOF) [230, 231], the Level Set (LS) [232, 233] and the

Phase Field (PF) [234, 235] are all examples of the interface capturing methods. The

scalar quantity used as a phase indicator in all these methods, here represented by the

generic variable C, is commonly allowed to vary in the range 0 ≤ C ≤ 1 (or sometimes

−1 ≤ C ≤ 1) at the interface between the two fluids. Away from the interface, in the

bulk phases, the phase indicator remains constant, with 0 denoting the bulk of fluid-A

and 1 indicating the bulk of fluid-B. For VOF and PF, this scalar quantity is usually

related to a volume fraction or a mass concentration, whereas for LS it is a purely

geometrical variable defined as the signed distance function from the interface contour.

Here, the Phase Field method is considered for simulating two-phase flows and is

implemented on top of the single phase CFD solver used, described in Section 3.3.

The birth of PF theory goes back to 1893, when the first model and the basic ideas

were introduced by van der Waals [236]. In his studies, van der Waals presented a new

approach for the investigation of liquid-liquid interfaces, arguing that the molecules

which compose both phases are in rapid movement both in the bulk of each fluid and
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their boundary layer. Thus, in contrast to Gibbs theory [237], in which the interface

between two fluids is considered as a “property-barrier”, resulting in a discontinuity

between the different fluid properties, van der Waals suggested that alternatively the

interface should be treated as a transition region where the properties are allowed to

vary continuously, resulting in a diffuse-interface. The profile of this transition region

was determined by the minimisation of the free energy of the interface as discussed

later in Section 6.2. Following this approach, Cahn and Hilliard [238,239] extended the

diffuse-interface theory and proposed a time-dependent evolution equation for inves-

tigating problems with pure diffusion. Following that, Hohenberg and Halperin [240]

introduced the convective Cahn-Hilliard equation known as Model H for binary liquids

with equal densities.

In contrast to other approaches for simulating multiphase systems, diffuse-interface

models become attractive for three main reasons. Their continuum approach of the

interface smooths the inherent discontinuities of sharp interface models [227,228], facil-

itating studies that are related to morphological changes of the interface, such as droplet

breakup and coalescence. In addition, they consist of a “friendlier” numerical environ-

ment able to handle and simulate demanding cases that are related to non-Newtonian

fluids, in which the use of rheological models increases the challenges from a numerical

point of view. Finally, their greater advantage is arguably the fact that interface track-

ing can be completely avoided and the evaluation of interface curvature and interface

normals are not required [241], resulting also in an easier numerical implementation in

three dimensions.

Various Phase Field models have been proposed for studying interfacial phenomena

and morphological changes [227, 242–244]. Anderson et al. [234] reviewed the applica-

tions of the diffuse-interface models and examined the physical phenomena to which

they can be applied successfully. Later, Kim [235] reviewed recent development of the

phase fields models for multi-component flows and discussed their coupling with the

Navier-Stokes equations.

This chapter is arranged as follows. In Section 6.2 the theory of the Phase Field

method is presented, leading to the Cahn-Hilliard differential equation which accounts
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for the existence of the second phase. In Section 6.3, the numerical implementation of all

the terms of the Cahn-Hilliard equation is presented and in Section 6.4 the efficiency

of the implementation is investigated, considering various test-cases appropriate for

two-phase flows code validations.

6.2 Phase Field theory

6.2.1 Phase field approach

The majority of the continuum surface methods (i.e. VOF, LS) are based on the perfor-

mance of each appropriate surface tension model used. On the contrary, PF models are

based on the free energy of the fluid, first introduced and modelled by van der Waals.

For an isothermal and immiscible two-phase system, the free energy density f can be

expressed by [236]:

f = ε−1σαψ(C) +
1

2
εσα|∇C|2 (6.1)

where C is allowed to vary in the range 0 < C < 1 and represents the mass concentration

of the system, ε, is the surface thickness, σ, is the surface tension coefficient and α, is

a constant parameter that will be defined below and depends on the chosen range of

the variation of C. Finally, ψ(C) is a double well function of the mass concentration

defined as

ψ(C) =
1

4
C2(1− C)2 (6.2)

and has two energy minima located in the vicinity of each phase, as shown in Fig. 6.1.

The double well function is the simplest non-singular function [245] of the mass concen-

tration and is arguably one of the most frequently considered expressions in PF mod-

els [227], as it reduces the numerical difficulties associated with common approaches

that exhibit a singular behaviour [246,247].

The two terms on the right hand side of Eq. (6.1) represent two counteracting

processes. The bulk energy density, ε−1σαψ(C), influenced by the double well function,

corresponds to a “phobic” behaviour which forces the system to remain separated in two

domains with pure components corresponding to C = 0 and C = 1. On the contrary, the

193



From single-phase to two-phase

-0.5 0.0 0.5 1.0 1.5

0.00

0.02

0.04

C

 (C
)

Figure 6.1. Double well function for the free energy density model in Eq. (6.1).

energy of the system due to phase gradients, 1
2εσα|∇C|2, represents the interactions

between the two components, restraining the “phobic” behaviour and enhancing a

“philic” response. In other words, the first term enhances the immiscibility of the two

components and the second promotes their mixing [227,228].

The rate of change of the free energy of the system enclosed in a domain V ,

F =
∫
V fdV , with respect to the mass concentration C, defines the chemical poten-

tial, φ [239]:

φ =
δF

δC
= ε−1σαψ′(C)− εσα∇C2 (6.3)

Considering that the diffuse interface is at equilibrium (equal counteracting effects), the

chemical potential is zero and thus for a one dimensional, simple flat interface profile,

Eq. (6.3) yields the solution profile for C [58,243]:

C(x) = 0.5 + 0.5 tanh

(
x

2
√

2ε

)
(6.4)

In this way the concentration is allowed to vary smoothly across the interface as is shown

in Fig. 6.2. Considering the profile of Eq. (6.4) a concentration variation from 0.05 to

0.95 results in a width δ = 4
√

2ε tanh−1(0.9) [235, 243]. For all numerical simulations

with the PF method, δ is related to the desired number of cells, k, used for discretising

the interface thickness [235,245]. For a numerical (uniform) grid with characteristic cell
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Figure 6.2. Concentration profile at the interface of the two fluids given from Eq. (6.4). The dashed-red
lines indicate the width of the interface and the

size h 1, the interface width is defined as δ = hk and thus, the interface thickness is

correlated to the numerical mesh as ε = hk/(4
√

2 tanh−1(0.9)).

For an isothermal fluid system, the surface tension can be expressed as the integral

of the free energy density through the interface per unit area [228, 248]. Considering

the simplest form of a flat interface, the surface tension is then given by

σ = εσα

∫ +∞

−∞

(
∂C

∂x

)2

dx (6.6)

yielding that

εα

∫ +∞

−∞

(
∂C

∂x

)2

dx = 1 (6.7)

As mentioned previously, the constant parameter α is defined by the choice of the range

which, C, is allowed to vary [235]. Here, C ∈ [0, 1] and the solution of Eq. (6.7) using

Eq. (6.4) results in α = 6
√

2.

1 The grid size on each direction is defined as

hx = Lx/Nx ; hy = Ly/Ny ; hz = Lz/Nz (6.5)

where Lx, Ly, Lz are the desired domain lengths on each direction and Nx, Ny, Nz the number of cells
used for discretising the domain in each direction.
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6.2.2 Governing equations

The extension of Van der Waals approach to time dependent diffusional problems was

proposed by Cahn and Hilliard [238, 239] in their studies for a binary fluid. They

proposed that the rate of change of the concentration, C, depends on the gradients of

the chemical potential (defined in Eq. (6.3)):

∂C

∂t
= ∇ · (M∇φ) (6.8)

where M is the mobility, a parameter that controls the magnitude of the diffusion

term and naturally takes place at the molecular level. Furthermore, Eq. (6.8) has been

extended in order to model advection problems for incompressible, immiscible flows,

introducing the convective Cahn-Hilliard equation [242,249]:

∂C

∂t
+ u · ∇C = ∇ · (M∇φ) (6.9)

where u is the velocity vector. Clearly, the rate of change of the concentration was

replaced by its material derivative, taking into account the convection of the con-

centration. The convective Cahn-Hilliard equation models the creation, evolution and

dissolution of phase field interfaces, which are controlled by diffusion [227, 250] and is

implemented here given its ability to deal with systems composed by more than one

phase. Additionally, for solving the partial differential equation, Eq. (6.9), the boundary

conditions considered are zero-gradient at the walls of the domain [58,243]:

n · ∇C = 0 (6.10)

n ·M∇φ = 0 (6.11)

where n is the unit vector normal to the domain boundary.

Considering a two-phase (binary) fluid system the continuity and the incompressible

Navier-Stokes equation are:

∇ · u = 0 (6.12)
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ρ

(
∂u

∂t
+ u · ∇u

)
= −∇p+∇ · τ + ρg + fst (6.13)

where ρ is the density, p the pressure, τ the extra stress tensor, g the gravitational

acceleration and the last term, fst, is added to account for the forces due to surface

tension.

The modelling of the surface tension in the Navier-Stokes equation is key to a

successful numerical code, and various models have been proposed for that reason

[227, 228, 241, 244, 245]. Here, the work of Badalassi et al. [243] and Ding et al. [58] is

adopted and the surface tension is evaluated based on the gradients of the concentration

across the interface:

fst = φ∇C (6.14)

The advantage of this approach is that it is easier to implement since there is no need

to evaluate gradient normals and additionally it has shown very good performance

compared to the LS method [251].

To summarise, the concentration is set to take values in the range [0, 1], indicating

either the bulk of each phase (when C = 0 or C = 1) or the interface between them for

intermediate values of C. For a binary fluid composed of fluids A and B, the physical

properties of each fluid such as the density, ρ, and the viscosity, η, should remain

constant in the bulk of each phase and vary across the interface. Here, both properties

are considered as a linear function of the concentration and are expressed by

ρ(C) = ρAC + ρB(1− C) (6.15)

η(C) = ηAC + ηB(1− C) (6.16)

6.2.3 Considerations for the Cahn-Hilliard equation

Before presenting the numerical implementation and the way the Cahn-Hilliard equa-

tion is discretised, it is interesting to discuss some features of the method, which distin-

guish PF from other methods such as VOF and LS, and are important for the accuracy

and the final outcome. It is clear that the key for a successful use of the PF method
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relies greatly in the treatment of two important parameters, the interface thickness and

the mobility. Both ε and M are physical properties and their choice will affect the final

outcome significantly. More specifically, the thickness can be estimated experimentally

and is typically of the order ε ∼ 10−9 m [229], whereas a magnitude of the mobility is

estimated to vary in the range 10−17 .M . 10−13 m5s−1J−1, from liquid to gas phases

respectively [248,252].

Currently it is unrealistic for a numerical mesh used in CFD calculations to have a

grid size, h, of the same order of magnitude of ε or smaller, and to use values of M of the

order of physical mobility as these approach the machine accuracy. Thus, it becomes

clear that these quantities can only be considered under a numerical point of view rather

than physical and their choice is crucial for the accuracy of the method. In the literature,

the interface thickness is usually related to the numerical grid by the Cahn number,

Cn = ε/L, where L is a characteristic length. A basic disadvantage of PF methods

is the relatively wide interfaces they produce [227]. Thus, ideally one should consider

small Cahn numbers (for Cn � 1, the sharp interface limit is approached). However,

this dramatically increases the computational cost and therefore other techniques, such

as adaptive mesh refinement would be ideal to employ [57].

Considering the dimensionless space, r∗ = r/L, the dimensionless velocity, u∗ = u/U ,

and the dimensionless time, t∗ = t/Tc, where Tc = L/U is a characteristic time, and U

a characteristic velocity, Eq. (6.9) can be expressed in a dimensionless form as

U

L

∂C

∂t∗
+
U

L
u∗ · ∇C =

Mcφc∗
L2

∇2φ∗ (6.17)

or
∂C

∂t∗
+ u∗ · ∇C =

1

Pe
∇2φ∗ (6.18)

where, φ∗ = φ/φc is a dimensionless chemical potential, Mc, is a characteristic value

for the mobility and φc is a characteristic chemical potential, that can be defined by

rearranging Eq. (6.3) to write:

φ = φc(αψ
′(C)− ε2α∇C2) (6.19)

198



From single-phase to two-phase

resulting to φc = σε−1, which has units of Nm−2. Furthermore, Eq. (6.17) illustrates the

existence of two characteristic times, a convective time tconv = L
U and a diffusive time

tdiff = L2

Mcφc
. The ratio of the diffusive to the convective time yields the characteristic

Peclet number, Pe, defined as Pe = LUε
Mcσ

. In Section 6.4, when presenting the various

test cases, the effect of these parameters are considered in detail, since they evidently

affect the characteristic time scales of the problem.

6.3 Numerical Implementation

The collocated grid approach described in Ferzinger and Peric [59], for the Finite Vol-

ume method is adopted here, consistent with the in-house single-phase solver. The

following sections describe the discretisation procedure followed for implementing the

terms of Cahn-Hilliard equation (Eq. (6.9)), the force term added in the momentum

equation to account for surface tension effects and the boundary conditions considered.

6.3.1 The Cahn-Hilliard equation

Using Eq. (6.2) in Eq. (6.3), the expression of the chemical potential that needs to be

discretised is

φ = ε−1σα
[
C3 − 1.5C2 + 0.5C

]
− εσα∇2C (6.20)

Evidently, the combination of Eq. (6.20) and Eq. (6.9) will produce a gradient of fourth

order, which makes the discretisation of Eq. (6.9) very complex. In order to surpass

this difficulty, the chemical potential is explicitly evaluated at each computational cell

of the discretised domain using Eq. (6.20) and the current concentration values. Then,

together with the mobility they are used for the evaluation of a general diffusive flow

rate of Eq. (6.9). It should be mentioned that mobility is either considered as a constant,

M = Mc, similarly to Yue et al. [228] and Yue et al. [57], or as a second order function

of the concentration M = McC(1− C) as in Kim [244] and Ding et al. [58]. Here it is

implemented as M = Mc[C(1− C)]γ , where γ can only take values of 0 or 1, to be able

to examine both problems with constant or variable mobility respectively. The diffusive

199



From single-phase to two-phase

flow rate of the Cahn-Hilliard equation is expressed as

q = M∇φ (6.21)

and is considered as a source term in equation Eq. (6.9). For a Cartesian coordinate

system it is expressed in terms of its components for each of the three directions as

q = q1e1 + q2e2 + q3e3 = M
∂φ

∂xi
ei (6.22)

with ei representing the normal vector in each direction. Hence the diffusion term of the

Cahn-Hilliard equation can be written in Cartesian coordinates using Einstein notation

as

∇ · q =
∂qi
∂xi

(6.23)

Following that, the complete form of Eq. (6.9), using Einstein notation, can be written

as
∂C

∂t
+ ui

∂C

∂xi
=
∂qi
∂xi

(6.24)

Employing the coordinate transformation rules for expressing the time and spatial

derivatives in generalised coordinates [59], each term of Eq. (6.24) is transformed as

follows:

• Inertia term
∂C

∂t
=

1

J

∂

∂t
(CJ) (6.25)

• Convection term
∂

∂xi
(uiC) =

1

J

∂

∂ξl

(
Cuiβ

li
)

(6.26)

• Diffusion term
∂qi
∂xi

=
1

J

∂

∂ξl

(
qiβ

li
)

(6.27)

where, J is the Jacobian and βli the cofactors of the coordinate transformation matrix,

introduced in Section 3.2. Hence, Eq. (6.24) is written for a generalised coordinate
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system as
∂

∂t
(CJ) +

∂

∂ξl

(
Cuiβ

li
)

=
∂

∂ξl

(
qiβ

lj
)

(6.28)

Additionally, the components of the diffusive flow rate from Eq. (6.22) in each

direction are transformed in generalised coordinates and expressed in Einstein notation

for a Cartesian coordinate system as

qi = M
∂φ

∂xi
=
M

J

∂φ

∂ξl
βli (6.29)

and in expanded form for each one of the components as

q1 =
M

J

[
∂φ

∂ξ1
β11 +

∂φ

∂ξ2
β21 +

∂φ

∂ξ3
β31

]
q2 =

M

J

[
∂φ

∂ξ1
β12 +

∂φ

∂ξ2
β22 +

∂φ

∂ξ3
β32

]
(6.30)

q3 =
M

J

[
∂φ

∂ξ1
β13 +

∂φ

∂ξ2
β23 +

∂φ

∂ξ3
β33

]

Each component q1, q2 and q3 of the diffusive flow rate contains a product of the rate

of change of the chemical potential along each direction with the appropriate cofactor.

Since the finite volume approach is adopted and in order to discretise the Cahn-

Hilliard equation, Eq. (6.28) is integrated over each numerical cell of volume VP:

∫
VP

∂

∂t
(CJ) dVP +

∫
VP

∂

∂ξl

(
Cuiβ

li
)
dVP =

∫
VP

∂

∂ξl

(
qiβ

li
)
dVP (6.31)

or alternatively:

∫
VP

∂

∂t
(CJ) dVP +

∫
VP

∂

∂ξl

(
Cuiβ

li − qiβli
)
dVP = 0 (6.32)

Using Gauss theorem, which transforms the volume integral of a vector divergence to

a surface integral, the convection-diffusion integral of Eq. (6.32) (underline term) can

be approximated by the sum of the six integrals evaluated on the cell faces, given in a

general form:

IVP = Ie + Iw + In + Is + It + Ib (6.33)
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where e, w, n, s, t and b indicate each of the six-faces of the computational cell P. These

face integrals represent the flux of the transporting quantity, C, through the control

volume surfaces and all of them can be approximated similarly to the case of the east

surface as

Ie =

∫
Ae

C · ndAe ' CeAe (6.34)

resulting to the approximation of the total flux as

IVP ' CeAe − CwAw + CnAn − CsAs + CtAt − CbAb (6.35)

Examining a single control volume cell, P, as the one shown if Fig. 6.3 in two

dimensions, based on mass conservation, the outward flux through its east face, Ie,P,

will be the same as the inward flux from the west face of its east neighbour, Iw,E. This is

important in terms of numerical implementation since only three integrals of Eq. (6.33)

need to be evaluated at each computational cell, particularly Ie, In and Is, therefore

reducing the computational needs [59,86].

Figure 6.3. Two dimensional representation of a control volume.
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Similarly to the majority of textbooks considering finite volume techniques [59,60,

64], the convection-diffusion integral is considered as a sum of the convection term and

the diffusion term as

I = IC + ID (6.36)

and treated separately. Substituting the integrals of Eq. (6.33) with its counterparts

from Eq. (6.36) the desired descretisation of the Cahn-Hilliard partial differential equa-

tion will be produced, and are examined separately below.

• Inertia term ∫
VP

∂

∂t
(CJ) dVP =

(
Cn − Cn−1

∆t

)
P

VP (6.37)

where, Cn and Cn−1, are the cell-centred solutions of the concentration at the current

and previous time step respectively. For all the following discretisations, both the con-

vective and the diffusive terms are using concentration values computed at the current

time, following the fully-implicit considerations of the single-phase solver. For that rea-

son, the index n is dropped to avoid confusion and only the previous time step level

will be indicated if needed.

• Convection term

IC =

∫
VP

∂

∂ξl

(
Cuiβ

li
)
dVP (6.38)

Analysing the convection term inside the integral to its components:

∂

∂ξl

(
Cuiβ

li
)

=
∂

∂ξ1

(
Cu1β

11 + Cu2β
12 + Cu3β

13
)

+
∂

∂ξ2

(
Cu1β

21+Cu2β
22 + Cu3β

23
)

+
∂

∂ξ3

(
Cu1β

31 + Cu2β
32 + Cu3β

33
) (6.39)
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Then integrating over the control volume, each one of the first order derivatives is

expressed as

∫
VP

∂

∂ξ1

(
Cuiβ

li
)
dVP = (Cuiβ

1iA)e − (Cuiβ
1iA)w∫

VP

∂

∂ξ2

(
Cuiβ

li
)
dVP = (Cuiβ

2iA)n − (Cuiβ
2iA)s (6.40)∫

VP

∂

∂ξ3

(
Cuiβ

li
)
dVP = (Cuiβ

3iA)t − (Cuiβ
3iA)b

resulting to the total contribution of the convective terms:

IC =
(
Cuib

1i
)e
w

+
(
Cuib

2i
)n
s

+
(
Cuib

3i
)t
b

=
6∑

f=1

(∑
i

Ĉfuib
li

)
(6.41)

where as discussed in Section 3.3.2, the convected variable Ĉf indicates that a differ-

ent approach is employed for evaluating the convective variable at the cell face. The

evaluation of the convective terms is done in the same way as presented in Section 3.3.3.

• Diffusion term

The diffusion term of the generalised Cahn-Hilliard Eq. (6.31) is

ID =

∫
VP

∂

∂ξl
(
qiβ

li
)
dVP (6.42)

Expanding the diffusion term inside the integral to its components:

∂

∂ξl
(
qiβ

li
)

=
∂

∂ξ1

(
q1β

11+q2β
12 + q3β

13
)

+
∂

∂ξ2

(
q1β

21 + q2β
22 + q3β

23
)

+
∂

∂ξ3

(
q1β

31 + q2β
32 + q3β

33
) (6.43)

Then by integrating the expanded differential equation for the diffusion terms over a

control volume, the diffusion component of Eq. (6.36) will be

ID =

[(
q1β

11+q2β
12 + q3β

13
)
A

]e
w

+

[(
q1β

21 + q2β
22 + q3β

23
)
A

]n
s

+

[(
q1β

31 + q2β
32 + q3β

33
)
A

]t
b

(6.44)
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Following the notation of Oliveira et al. [27] and similarly to the form of the discretised

equations in Section 3.3.2, the diffusion term of the Cahn-Hilliard equation is treated

as a source term and is expressed in a generalised discretised form as

∫
VP

∂

∂ξl
(
qiβ

li
)
dVP =

6∑
f=1

bfif qi = SC−diffusion (6.45)

For the reasons discussed previously only the integrals on east (IDe ), north (IDn ) and top

(IDt ) faces need to be calculated numerically and their evaluation is described below.

The integral on the east face is expressed as

IDe =
(
q1b

11
)
e

+
(
q2b

12
)
e

+
(
q3b

13
)
e

(6.46)

with each one of the components q1, q2 and q3 given in Eq. (6.30) need to be evaluated

on the east surface. As mentioned previously, for all three components, ql, the first-

order derivatives of φ are the same and therefore need to be evaluated only once, and

then multiplied by the appropriate cofactor bli. Considering initially the derivative in

the direction normal to the surface, the use of central differencing scheme will give (cf.

Fig. 6.4) (
∂φ

∂ξ1

)
e

=
φE − φP

δξ1
e

(6.47)

where the quantities φP and φE required are taken directly form the stored values

on the cell centre (P) and its east neighbour (E) with δξ1
e corresponding to the grid

spacing along the direction ξ1. On the other hand, the evaluation of the cross-diffusion

components ∂φ/∂ξ2 and ∂φ/∂ξ3 of Eq. (6.30) on the east face, is not as straight-forward

as in the case of the normal derivatives. They are approximated on the east surface as

(
∂φ

∂ξ2

)
e

=

(
φn − φs
δξ2

)
e

=
φne − φse

δξ2
e

(6.48)

and (
∂φ

∂ξ3

)
e

=

(
φt − φb
δξ3

)
e

=
φte − φbe
δξ3
e

(6.49)
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Figure 6.4. Three dimensional representation of a control volume. Cell centres are indicated by black-
dots, cell faces by blue-dots and edge centres by red-dots

where the values φne, φse, φte and φbe, located at the centres of each edge (cf. red-dots

on the edges in Fig. 6.4) are unknown and they will be approximated using interpolation

between known neighbouring values. Using Eqs. (6.47) to (6.49) inside Eq. (6.30) all

three components of the diffusive flow rate needed for the evaluation of the diffusion

component of the total east-face integral Eq. (6.34), are discretised as

q1,e =

(
M

δV

)
e

[
(φE − φP)b11

e + (φne − φse)b21
e + (φte − φbe)b31

e

]
q2,e =

(
M

δV

)
e

[
(φE − φP)b12

e + (φne − φse)b22
e + (φte − φbe)b32

e

]
(6.50)

q3,e =

(
M

δV

)
e

[
(φE − φP)b13

e + (φne − φse)b23
e + (φte − φbe)b33

e

]

where δV e, is a pseudo differential volume 2 at the face of the cell [27, 59].

2The relationship results from the product of the Jacobian and the grid spacings along each direc-
tion:

Jδξ1ξ2ξ3 = δV
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Starting from the evaluation of the cross-diffusion term along the second direction,

∂φ/∂ξ2, the numerator of Eq. (6.48) can be evaluated using linear interpolation between

the two neighbouring computational cells along direction-1 (cf. Fig. 6.4):

(φn − φs)e = (φn − φs)P(1− FX,P) + (φn − φs)EFX,P (6.51)

where FX is the appropriate interpolation factor related to grid spacing3. Clearly the

value of φ, needs to be evaluated on the north and south sides of cell P and its east

neighbour, cell E. By performing again linear interpolation between the P-cell and

the one that shares the side under consideration (N or S), the values of the chemical

potential are evaluated as

(φn)P = φNFY,P + φP(1− FY,P)

(φs)P = φPFY,S + φS(1− FY,S)
(6.52)

and similarly for the E-cell (using the value stored in NE and SE cells)

(φn)E = φNEFY,E + φE(1− FY,E)

(φs)E = φEFY,SE + φSE(1− FY,SE)
(6.53)

Substituting Eqs. (6.52) and (6.53) inside Eq. (6.51) the final discretised form of the

the cross-diffusion term along the second direction ξ2 is

(φn − φs)e =

[
φP(1− FY,P − FY,S) + φNFY,P − φS(1− FY,S)

]
(1− FX,P)+[

φE(1− FY,E − FY,SE) + φNEFY,E − φSE(1− FY,SE)

]
FX,P

(6.54)

3The interpolation factors for each direction are:

FX,P =
Pe

Pe+ eE
; FY,P =

Pn

Pn+ nN
; FZ,P =

Pt

P t+ tT
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For the evaluation of the cross-diffusion term along the third direction, ∂φ/∂ξ3, the

same procedure is followed with the numerator of Eq. (6.49) evaluated as

(φt − φb)e = (φt − φb)P(1− FX,P) + (φt − φb)EFX,P (6.55)

Where now the value of φ needs to be evaluated on the top and bottom sides of P and

its east neighbour, E. For the P-cell, they are evaluated as

(φt)P = φTFZ,P + φP(1− FZ,P)

(φb)P = φPFZ,B + φB(1− FZ,B)
(6.56)

and in the same manner for the E-cell as

(φt)E = φTEFZ,E + φE(1− FZ,E)

(φb)E = φEFZ,BE + φBE(1− FZ,BE)
(6.57)

Substituting Eqs. (6.56) and (6.57) inside Eq. (6.55) the final discretised form of the

the cross-diffusion term along the third direction ξ3 is defined as

(φt − φb)e =

[
φP(1− FZ,P − FZ,B) + φTFZ,P − φB(1− FZ,B)

]
(1− FX,P)+[

φE(1− FZ,E − FZ,BE) + φTEFZ,E − φBE(1− FZ,BE)

]
FX,P

(6.58)

Substituting the discretised Eqs. (6.54) and (6.58) for the cross-diffusion terms inside

Eq. (6.50), all three components are now consisted by known values of the chemical

potential φ and the diffusive flow rate components on the east side are able to calculated

numerically.

The same procedure should be followed for having the discretised expressions for

the diffusion integrals on the north (n) and top (t) faces, resulting in equivalent rela-

tionships. For completeness, only the important relationships are given below. Starting

from the n-face integral:

IDn =
(
q1b

21
)
n

+
(
q2b

22
)
n

+
(
q3b

23
)
n

(6.59)
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where the first order derivatives are expressed as

(
∂φ

∂ξ1

)
n

=

(
φe − φw
δξ1

)
n

;

(
∂φ

∂ξ2

)
n

=
φN − φP

δξ2
n

;

(
∂φ

∂ξ3

)
n

=

(
φt − φb
δξ3

)
n

(6.60)

with each component of the diffusion flow rate expressed as

q1,n =

(
M

δV

)
n

[
(φne − φnw)b11

n + (φN − φP)b21
n + (φtn − φbn)b31

n

]
q2,n =

(
M

δV

)
n

[
(φne − φnw)b12

n + (φN − φP)b22
n + (φtn − φbn)b32

n

]
(6.61)

q3,n =

(
M

δV

)
n

[
(φne − φnw)b13

n + (φN − φP)b23
n + (φtn − φbn)b33

n

]

where the cross-derivatives are discretised as

(φe − φw)n =

[
φP(1− FX,P − FX,W) + φEFX,P − φW(1− FX,W)

]
(1− FY,P)+[

φN(1− FX,N − FX,NW) + φNEFX,N − φNW (1− FX,NW)

]
FY,P

(6.62)

(φt − φb)n =

[
φP(1− FZ,P − FZ,B) + φTFZ,P − φB(1− FZ,B)

]
(1− FY,P)+[

φN(1− FZ,N − FZ,BN) + φTNFZ,N − φBN (1− FZ,BN)

]
FY,P

(6.63)

Similarly for the t-face integral:

IDt =
(
q1b

31
)
t
+
(
q2b

32
)
t
+
(
q3b

33
)
t

(6.64)

the first order derivatives are expressed as

(
∂φ

∂ξ1

)
t

=

(
φe − φw
δξ1

)
t

;

(
∂φ

∂ξ2

)
t

=

(
φn − φs
δξ2

)
t

;

(
∂φ

∂ξ3

)
t

=
φT − φP

δξ3
t

(6.65)
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with the discretised terms:

q1,t =

(
M

δV

)
t

[
(φte − φtw)b11

t + (φtn − φts)b21
t + (φT − φP)b31

t

]
q2,t =

(
M

δV

)
t

[
(φte − φtw)b12

t + (φtn − φts)b22
t + (φT − φP)b32

t

]
(6.66)

q3,t =

(
M

δV

)
t

[
(φte − φtw)b13

t + (φtn − φts)b23
t + (φT − φP)b33

t

]

and the cross-derivatives expressed as

(φe − φw)t =

[
φP(1− FX,P − FX,W) + φEFX,P − φW(1− FX,W)

]
(1− FZ,P)+[

φT(1− FX,T − FX,TW) + φTEFX,T − φTW (1− FX,TW)

]
FZ,P

(6.67)

(φn − φs)t =

[
φP(1− FY,P − FY,S) + φNFY,P − φS(1− FY,S)

]
(1− FZ,P)+[

φT(1− FY,T − FY,TS) + φTNFY,T − φTS(1− FY,TS)

]
FZ,P

(6.68)

The linear interpolations performed assist in discretising Eq. (6.44) and additionally

express all unknown terms of the cross-derivatives to already evaluated values of the

cell centres. The interpolations between the two nearest computational cells results in

a scheme that is second order accurate [59,60].

A general diffusive flow rate (Eq. (6.21)) was considered in order to overcome the

inherent difficulty of the Cahn-Hilliard equation to treat numerically the fourth or-

der derivatives of the concentration. For completing this section, the discretisation of

the Laplacian term of the concentration in Eq. (6.20) is addressed. The values of the

chemical potential are evaluated on each cell-centre P:

φP =

(
ε−1σα

[
C3 − 1.5C2 + 0.5C

]
− εσα∇2C

)
P

(6.69)

The concentration is straight-forward to calculate using the stored values on each con-

trol volume centre, CP. On the contrary the Laplacian term is calculated based on a
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second order approximation 4 using neighbouring nodal values:

(
∇2C

)
P

=

(
∂2C

∂x2
i

)
P

=
CE + CW + CN + CS + CT + CB − 6CP

∆h2
(6.70)

where ∆h, is the grid size of the uniform mesh along all three directions. By contrast

to the previous analysis, the Laplacian term is discretised considering a Cartesian co-

ordinate system. This choice is not affecting the results of the test cases performed in

order to validate the two-phase solver implementation. The reason is due to the fact

that all numerical tests performed in Section 6.4 are based on orthogonal meshes, and

thus the generalised coordinate system will reproduce the Cartesian system. However,

for studies that consider more complex geometries (cf. Chapter 5) the second order

derivatives at each direction should be expressed in generalised coordinates so as to

be applicable for non-orthogonal meshes. For doing this, 27 terms that represent the

Laplacian in the generalised coordinate system need to be discretised [253].

Arranging all discretised terms together, and similarly to the approach described in

Chapter 3, the linear algebraic system solved numerically is:

aPCP −
∑

F

aFCF = Sui +
VP

∆t
Cn−1

P (6.71)

As discussed in Section 3.3.6, once the velocity field is corrected based on the SIMPLEC

algorithm procedure then the transport of any other property is evaluated. Therefore,

the discretised Cahn-Hilliard equation is solved directly after the correction of pres-

sures and velocities. Similarly to the momentum algebraic equations, the matrices of

Eq. (6.71) are pre-conditioned by an incomplete LU decomposition and solved with the

bi-conjugate gradient method.

4As an example, for the x1-direction:

(
∂2C

∂x21

)
P

=

(
∂C
∂x1

)
e

−
(
∂C
∂x1

)
w

∆x1
=

CE + CW − 2CP

∆x21
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6.3.2 The force term

In continuum surface modelling, the surface tension is usually evaluated by a product

of an interface gradient and the surface curvature [254]. For all approaches of this

kind, the effects of the surface force are taken into account by considering a form of a

volume force, fst, which is added in the momentum equation (cf. Eq. (6.13)). For the

PF method, various different approaches have been proposed for evaluating the effects

of the surface forces [58, 227, 241, 244]. Here, the product of the chemical potential, φ,

and the gradient of the concentration, C, is used (given by Eq. (6.14)).

Following the same concepts as in Section 6.3.1, the expression of the surface tension

force is transformed in generalised coordinates as

fst = φ
∂C

∂xi
= φ

1

J

∂C

∂ξl
βli (6.72)

Each of the force term components acting along each one of the three directions will

be added as a source term in the appropriate component of the momentum equation,

in a similar fashion as the pressure gradients were treated. Moreover, the Jacobian

appearing in Eq. (6.72) is dropped out, since it is cancelled out from the remaining

terms in the generalised momentum equation and is only evaluated together with the

gravity terms. Hence, the contribution of the surface tension force along direction i = 1

corresponding to the u-component of the momentum equation, is written:

φ
∂C

∂ξl
βl1 = φ

[
∂C

∂ξ1
β11 +

∂C

∂ξ2
β21 +

∂C

∂ξ3
β31

]
(6.73)

After integrating over the finite control volume P, the discretised form of Eq. (6.73) is:

∫
VP

φ
∂C

∂ξl
βl1dVP = φP

[
(Ce − Cw)b11

P + (Cn − Cs)b
21
P + (Ct − Cb)b

31
P

]
(6.74)

The concentration values on each face of the control volume, e, w, n, s, t and b, are

estimated by the same interpolation practice mentioned before, using the known values
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of the cell centres. For example on the west and east faces it reads:

Ce = FX,PCE + (1− FX,P)CP

Cw = FX,WCP + (1− FX,W)CW

(6.75)

Similarly, the discretised components of the surface force which act along the re-

maining two directions, added to the v−momentum (i = 2) and w−momentum (i = 3)

sources respectively, are presented below for completeness:

∫
VP

φ
∂C

∂ξl
βl2dVP = φP

[
(Ce − Cw)b12

P + (Cn − Cs)b
22
P + (Ct − Cb)b

32
P

]
(6.76)

∫
VP

φ
∂C

∂ξl
βl3dVP = φP

[
(Ce − Cw)b13

P + (Cn − Cs)b
23
P + (Ct − Cb)b

33
P

]
(6.77)

Hence, it is clear that the values of the chemical potential are known, and for all three

directions the evaluation is done on the cell centres P. Following the notation of Oliveira

et al. [27] and similarly to the form of the discretised equations in Section 3.3.2, the

discretised term related to the surface forces is added in the momentum sources and

expressed in a generalised form as

∫
VP

φ
∂C

∂ξl
βlidVP =

3∑
l=1

φPb
li[∆C]Pl = Sui−st (6.78)

Moreover the total sources in the momentum equation presented in Section 3.3.2 (see

Eq. (3.32)) are updated as

Sui = Sui−pressure + Sui−stress + Sui−gravity + Sui−st + Sui−diffusion (6.79)

6.3.3 The boundary conditions

The numerical implementation of the Cahn-Hilliard equation is concluded with the

implementation of the boundary conditions. The boundaries are considered as numerical

cells with zero width and thus, the boundary faces of each boundary cell should be

addressed with the appropriate boundary values for each variable. As mentioned in
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Section 6.2.2, the wall boundary conditions considered for the Cahn-Hilliard equations

are zero gradients for the concentration and the chemical potential (cf. Eqs. (6.10)

and (6.11)) on the boundary normal direction. The same treatment was adopted for all

four different types of boundaries (inlet, outlet, wall and symmetry). Following that, it

suffices to declare explicitly that the face centre has the same value as the boundary

cell centre:

Cf = CP,bnd

φf = φP,bnd

(6.80)

where f indicates the boundary face centre along the appropriate direction (e, w, n, s, t

or b). Having said that, the evaluation of the concentration gradients at the boundaries,

resulting from the surface force as discussed in the previous section, are explicitly taken

as being equal to zero, obeying directly Eq. (6.80).

Concluding, since for all the following validation cases the mobility was considered

as a function of the concentration (M = Mc[C(1 − C)], γ = 1), the same practice was

followed, with the boundary face having the same value as the boundary cell centre.

6.4 Validation

In this section, the implementation of the Cahn-Hilliard equation for considering two-

phase flows is validated. Two main categories of test cases are considered. In Sec-

tion 6.4.1 the implementation for cases with zero surface tension is examined, where

the convective terms are solely investigated. Then, in Section 6.4.2 the effects of the

surface tension are included and the complete discretisation is examined. It should be

noted that although the discretisation is accomplished for three dimensions (3D), all

subsequent validation cases performed consider a two-dimensional (2D) system.

6.4.1 Test-cases with non-active surface tension

In this section, the implementation and the accuracy of the discretisation schemes for

the convective terms is examined when the surface tension coefficient is set to zero

(σ = 0). For this case, the chemical potential turns to zero everywhere (cf. Eq. (6.20))
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and thus, only the term for the advection of the concentration remains in Eq. (6.9) (or

in Eq. (6.28) for the generalised coordinate system). Moreover, the values of the char-

acteristic mobility, Mc, and the interface thickness ε, have no impact in the calculations

since there is no diffusion term. Physically, a value of zero surface tension means that

effectively the fluids of interest are the same.

i) Stretching Element

The validation of the two-phase solver begins with the investigation of the accuracy

of the discretisation schemes used for the convective terms of the CH equation. The

numerical schemes considered and tested are the third order accurate schemes discussed

in Section 3.3.3, the QUICK by Leonard [87], the SMART by Gaskell and Lau [92] and

CUBISTA by Alves et al. [93]. Their performance is investigated considering the test-

case of the stretching element [55]. This test-case is very well known in validations of

two-phase solvers and has been used in various studies [241,255–258]

A circular element placed inside a square domain, is deformed by a velocity field

defined by the stream function:

Ψ =
1

π
sin2(πx) sin2(πy) cos(πt/Tf ) (6.81)

where Tf corresponds to the total time of the numerical experiment. The velocity field

generated by the stream function will initially stretch the circular element at t = 0 s,

while the Leveque temporal cosine term cos(πt/Tf ) [259] will progressively decrease its

intensity until the velocity field is completely reversed, and the element is forced back

to its initial position. The velocity vector is related to the stream function by

u(u, v) =

(
− ∂Ψ

∂y
,
∂Ψ

∂x

)
(6.82)

and thus, the velocities along each direction x, y, are given by

u = −2 sin2(πx) sin(πy) cos(πy) cos(πt/Tf )

v = 2 sin2(πy) sin(πx) cos(πx) cos(πt/Tf )
(6.83)
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Figure 6.5. Domain initialisation for the stretching element case. The contour corresponds to the
magnitude of velocity from Eq. (6.83) and the black circle indicates the drop interface based on the
0.5-contour at t = 0 s.

At t = 0 s, the centre of the circular drop with a radius R = 0.15 m, is positioned at

(x0, y0) = (0.5, 0.75), as shown in Fig. 6.5 together with the magnitude of the velocity

field calculated from Eq. (6.83). The total time of the simulation is Tf = 4 s. For

this study, three uniform numerical meshes are employed M128, M256 and M512 (cf.

Table 6.1), with the interface always resolved by five computational cells (k = 5). The

time steps used are fixed: ∆t = 5.0 × 10−4 s for the M128, ∆t = 2.5 × 10−4 s for the

M256 and ∆t = 1.25× 10−4 s for the M512.

In Fig. 6.6, the results computed with the numerical mesh M128 and the SMART

scheme are examined for various times. The contours correspond to the u−velocity and

the circle is produced by the 0.5-contour of the concentration, indicating the inter-

face location. When 0 s ≤ t ≤ Tf/2, the velocity field is stretching the circular body

and transforms it into a thin filament, forcing it to move spirally to the middle of the

domain. At the same time, the intensity of the field decreases because of the tempo-

ral cosine in Eq. (6.83), reaching a zero-velocity field at t = Tf/2 = 2 s. Then, for

Tf/2 ≤ t ≤ Tf , the velocity field is reversed with its intensity progressively increasing,
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Figure 6.6. Stretching of the 0.5-contour of the circular element in time for the M128 mesh, using the
SMART scheme for convection. The contours correspond to u-velocity calculated from Eq. (6.83).

while the thin filament is expected to shrink back to its initial circular form. At the

final position Tf = 4 s, the shape differences compared to its initial form are evaluated

and the numerical scheme for the advection terms which presents the best performance,

managing to recover the initial shape, is chosen as the most appropriate to be used.

Figure 6.7 illustrates the performance of each numerical scheme for every mesh

used, comparing their behaviour at two different times: t = 2 s, corresponding to the

deformation of the element into a filament at half-time (Figs. 6.7a, 6.7c and 6.7e); and

at the final time at t = 4 s, when the body has shrank back to its initial location

(Figs. 6.7b, 6.7d and 6.7f). It can be seen that as expected, all schemes increase their

accuracy as the mesh size is increased. More specifically, the “tail” of the filament is

better resolved at t = 2 s, when the finer grid is used for all schemes. On the other

hand, when the coarser mesh is used it can be seen that SMART (Fig. 6.7a) and

QUICK (Fig. 6.7e) resolve better the tail compared to CUBISTA. All schemes perform

similarly when the intermediate mesh is considered, M256, and almost identical for the
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Figure 6.7. Performance of all the convective schemes for all numerical meshes at times t = 2 s and
t = 4 s.
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most refined, M512, as it can be seen in Fig. 6.8a.

To quantify the deviation between the actual final shape (at t = 4 s) of the ele-

ment and the initial area it should recover, the areas enclosed by the 0.5-contour are

determined at t = 0 s (S0) and at t = 4 s (STf ) and evaluate the deviation, Es, as

ES =
|STf − S0|

S0
(6.84)

The deviation is reported in Table 6.1 for the various schemes and mesh used. It can be

seen that for the coarser mesh, CUBISTA performs well in terms of preserving the area

inside the 0.5-contour, however the final shape shown in Fig. 6.7d is much more dis-

torted than for the SMART (Fig. 6.7b) and QUICK schemes (Fig. 6.7f). Furthermore,

comparing the results obtained with SMART and CUBISTA, Fig. 6.8b, compares the

final shape for all schemes for the most refined mesh M512. Although the differences

Table 6.1. Performance of all numerical schemes for each computational mesh considered, for the
stretching test of a circular element with R = 0.15 m.

Mesh Cn h/ε E SMART
S E CUBISTA

S E QUICK
S Cells

M128 0.031 0.60 1.66% 0.46% 1.84% 16,384

M256 0.016 0.60 0.54% 0.63% 1.03% 65,536

M512 0.008 0.60 0.35% 0.42% 0.66% 262,144

Figure 6.8. Performance of all the convective schemes for the most refine grid, M512, at times t = 2 s
and t = 4 s.
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are not noticeable and it can be seen that the results obtained with QUICK present the

largest deviations in terms of shape after reversal. It was expected that both SMART

and CUBISTA would perform better than QUICK, since both schemes are upgraded

versions of QUICK and take advantage of its good performance [61], omitting some of

its downsides. For the intermediate and the more refined meshes, the SMART scheme

exhibits the best overall behaviour. This is explained by its less diffusive and more

compressive nature compared to CUBISTA and therefore its enhanced ability to ap-

proximate sharp fronts, by better preserving its inherent third accuracy [93].

Based on these results, the SMART scheme was chosen for evaluating the convective

Figure 6.9. Stretching of the circular element without reversing the velocity field by removing the
cosine term from Eqs. (6.81) and (6.83) for all grids using the SMART scheme at times t = 1 s, t = 2 s,
t = 3 s and t = 4 s.
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terms in all following test-cases used, for the validation of the two-phase implementa-

tion. However, when it comes to numerical studies of viscoelastic fluids, Alves et al. [93]

showed that CUBISTA is more robust and exhibits faster convergence rates for higher

grid accuracy than the SMART scheme. Therefore, since this numerical implementation

is intended for possible use in studies of two-phase systems that also consider viscoelas-

tic elements, the performance of the numerical schemes for treating the convective

terms, is recommended to be re-evaluated.

Finally, using the SMART scheme the stretching test was repeated for the three

numerical meshes, but this time the temporal cosine term was removed from Eqs. (6.81)

and (6.83), studying therefore the problem of infinite stretching by a non-time varying

velocity field. Figure 6.9, presents the results obtained at four different times, t = 1 s,

t = 2 s, t = 3 s and t = 4 s for all meshes. Mesh refinement is particularly important in

this case as the element becomes more stretched. Large differences are observed between

the various meshes especially at the tail region, and theses differences are accentuated as

the experiment evolves in time and the element thins. For the coarse mesh (M128) some

break-up events of the interface are observed (cf. figs 6.9c and 6.9d) near the filament’s

tail, due to the insufficient number of cells used to resolve the interface. When the

intermediate mesh (M256) is used the differences with the most refined (M512) are

clear only at the filament’s tail at (cf. Fig. 6.9b,c,d).

ii) Rayleigh-Taylor instability

The existence of a perturbation along the interface between two fluids A and B, as

shown in Fig. 6.10, where fluid-A is heavier than fluid-B, will result in an instability

known as the Rayleigh-Taylor instability. Commonly, fluid-A lies above fluid-B and

depending on the density difference between the two fluids, the instability driven by

the effect of the gravitational field will evolve in different ways. The density difference

for this test-case is represented by the Atwood number, At = (ρA − ρB)/(ρA + ρB).

This problem has been extensively studied in two-phase flow studies [58,227,235,258,

260,261], and is now established as one of the benchmarks for examining the capability

of a numerical implementation to track the evolution of the interface. Additionally, the
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ability of the numerical code to capture effectively the occurring instabilities, indicates

its potential use for investigating more complex problems.

Tryggvason [260], investigated numerically and reported the evolution of Rayleigh-

Taylor instability for inviscid, incompressible fluids with zero surface tension for At = 0.5

and At ' 1. Later Guermond et al. [261], considered a viscid and incompressible two-

phase system with variable density, and found good agreement with the previous stud-

ies. Ding et al. [261] and Chiu et al. [258], performed similar investigations using PF

method and they also reported good agreement.

Here, both cases of At = 0.5 and At ' 1 with fluids of the same viscosity are

examined. More specifically this means that for the case of At = 0.5 the density ratio

is set as λρ = ρA/ρB = 3, and for At ' 1, λρ was set to 300 (which is large enough

to yield less than 1% error in the Atwood number). The Reynolds number is fixed at

Re = ρAw
3/2g1/2/η = 3000, where g is the gravitational acceleration, η, is the viscosity

of the fluids (η = ηA = ηB) and w is the width of the domain. At this high value of Re,

is guaranteed that viscous effects are small compared to inertial effects and therefore,

Figure 6.10. Contour-plot of the concentration for the initialisation of the Rayleigh-Taylor instability
problem. The top fluid (A, red) is heavier than the bottom fluid (B, blue).
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the comparison with the results of the inviscid case of Tryggvason [260] is possible,

similarly to what was done in Guermond et al. [261] and Ding et al. [58]. As shown

in Fig. 6.10 the domain is rectangular with the height (hy) equal to four times the

width (w). Symmetry conditions are applied at x = 0 and x = w/w = 1, whereas wall

boundaries are considered for y = 0 and y = hy/w = 4.

At time t = 0 s, the initial state of the interface is described by a perturbation

applied at the concentration field as

C(x, y, 0) = 0.5 + 0.5 tanh

(
y − yint − 0.1 cos(2πx)

2
√

2ε

)
(6.85)

where yint would be the desired position for the 0.5-contour if there was no perturbation,

and here is set as yint = 2. The interface thickness, ε, is resolved using five computational

cells (k = 5) and is evaluated from the expression ε = hk/(4
√

2 tanh−1(0.9)), where h

is the grid spacing.

All previous studies on the problem of Rayleigh-Taylor instability, report their re-

sults using a dimensionless time t̃ = t
√

Atg/w. In order to compare the results from

the simulations performed here with these studies, the same time scale is adopted.

Fig. 6.11 displays the evolution of the Rayleigh-Taylor instability at different dimen-

sionless times for At = 0.5 using the most refined mesh, M200 (cf. Table 6.2 for details).

The contour patterns at each time-frame compare qualitatively well with previous stud-

ies [58, 235, 258, 261]. Initially the heavier fluid falls downwards forming a “spike” or

finger and the lighter fluid rises forming bubble-like fronts. At t̃ = 1.26, the first stage

of the heavier fluid roll-up appears, evolving to two symmetric counter-rotating vortices

at t̃ = 1.51 and t̃ = 1.76. At later times when t̃ > 1.76, these vortices become more

unstable, generating new pairs of vortices, while the front of the heavier fluid keeps

moving downwards. The fact that the instabilities appearing on the left and right side

of the neck of the falling fluid after t̃ = 1.51, are symmetric, indicates the good perfor-

mance of the numerical implementation. Moreover, Fig. 6.12 illustrates the evolution

the interface positions of the 0.5-contour, in terms of the top y-position of the rising

lighter fluid and the lower y-position of the falling heavier fluid. The results are com-
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Figure 6.11. Contour-plots of the concentration at different dimensionless times for the Rayleigh-
Taylor instability when At = 0.5 for the M200.
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Table 6.2. Mesh characteristics for the Rayleigh-Taylor instability study.

Mesh h ε (m) Cn Cells

M064 0.0156 0.0094 0.009 16,384

M128 0.0078 0.0047 0.005 65,536

M200 0.0050 0.0030 0.003 160,000

pared with the numerical study performed by Ding et al. [58] and clearly a very good

agreement exists between the two studies.

Three different uniform meshes have been used (details in Table 6.2) in order to

examine the grid-dependency of the numerical solution with h = δx/Nx = δy/Ny,

where Nx and Ny are the number of cells used in each direction respectively. The

results for all grids are juxtaposed in Fig. 6.12 and it can be seen that the solution is

mesh independent.

For larger Atwood numbers (larger density ratios), the flow patterns differ from the

case of moderate numbers. Figure 6.13 presents the evolution of the pattern for the case

of At ' 1, considering λρ = 300, λη = 1 and Re = 3000. Again the three numerical

meshes detailed in Table 6.2 are considered.

In contrast with the previous case of At = 0.5, when At ' 1, no vortices are

0.0 0.5 1.0 1.5 2.0 2.5 3.0
-1.5

-1.0

-0.5

0.0

0.5

1.0

1.5
 Ding et al.
 M064
 M128
 M200

y i - 
y in

t

t

Figure 6.12. Front positions for the lighter and heavier fluids at different dimensionless times, for the
Rayleigh-Taylor instability when At = 0.5 for all numerical meshes considered (cf. Table 6.2), compared
with the solution from Ding et al. [58].
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Figure 6.13. Contour-plots of the concentration at different dimensionless times for the Rayleigh-
Taylor instability when At = 1 for the M200.

generated and as the heavier fluid is falling downwards, only a narrow spike is formed

[260], while the lighter fluid is rising in a similar way as previously. In Fig. 6.14, the

positions of the fronts of the two fluids are reported. It can be seen that the positions

0.0 0.5 1.0 1.5 2.0
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t
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Figure 6.14. Front positions for the lighter and heavier fluids at different dimensionless times, for the
Rayleigh-Taylor instability when At = 1 for all numerical meshes considered (cf. Table 6.2)
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of the rising light fluid are mesh independent. However, this is not the case for the front

of the heavier fluid. In this case, at the early stages all meshes perform equivalently,

but at late times (t̃ > 1.5) a deviation is observed. A possible reason explaining this

behaviour is the use of a constant time stepping method. As the fluid is falling, its

velocity progressively increases (much faster than in the case of the rising fluid) and

the combination of time step value and low mesh resolution may not be appropriate

for capturing efficiently these last stages.

6.4.2 Test-cases considering active surface tension

In this section the surface tension forces are taken into account (σ 6= 0) and the nu-

merical implementation for both the diffusion and the convection terms is validated.

In contrast with the results presented in Section 6.4.1, where only cases of fluids with

different densities have been discussed, here cases where both fluids have different vis-

cosities are also reported.

i) Young-Laplace equation

One of the most important numerical tests for validating implementations of two-phase

flow solvers is the problem of a quiescent circular drop at rest while surrounded by

a matrix fluid. The aim of this test-case is the satisfactory verification of the Young-

Laplace equation and has been widely used in the past as a benchmark case [56].

According to the Young-Laplace law, when a three-dimensional drop is surrounded by

an immiscible fluid and the system is at equilibrium state, the pressure drop, ∆P ,

across the interface can be estimated by

∆P = σ(
1

R1
+

1

R2
) (6.86)

where R1 and R2 are the principal radii of curvature.

In order to validate the numerical implementation presented in Section 6.3, simu-

lations of a quiescent drop are performed, where only a quarter of a 2D, [0, 1] × [0, 1]

square, domain is considered, as shown in figure Fig. 6.15. All the sides of the square
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Figure 6.15. Domain initialisation for the M064 mesh (cf. Table 6.3) for validating Young-Laplace
formula (Eq. (6.86)).

are treated with symmetry boundary conditions and the centre of the two-dimensional

drop is located at the centre of the square domain. Since this study is for two dimen-

sions, the drop can be considered as an infinite cylinder (R2 → ∞). Thus, Eq. (6.86)

can be modified for predicting the pressure drop in the 2D-case:

∆P =
σ

R1
(6.87)

where R1 is the drop radius.

Since there is no flow in the domain, the convective terms in both the Cahn-Hilliard

(Eq. (6.9)) and the Navier-Stokes equation (Eq. (6.13)) are negligible. Hence with this

case, the efficiency of the discretisation scheme of the diffusion terms of the Cahn-

Hilliard equation is examined. As for the momentum equation, since the velocity field is

zero, the stress-field is also negligible resulting in a problem that is driven by the balance

between the pressure drop, ∆P , and the surface forces, fst. It should be mentioned that

the decreased amount of parameters involved in this test-case, assist in examining the

discretisations of the surface tension in the momentum equation and the diffusion term

of the Cahn-Hilliard equation, without additional effects due to convection.

Initially, a 2D droplet with a radius R = 0.125 m, is surrounded by a matrix fluid

of the same viscosity and same density. Hence the viscosity and density ratios are set
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Table 6.3. Mesh characteristics for the Young-Laplace test-case for R = 0.125 m and σ = 0.1 Nm−1.

Mesh h ε (m) Cn tdiff (s) ∆P ( Pa) Cells

M064 0.0078 0.0047 0.038 108.4 0.796 4,096

M128 0.0039 0.0024 0.019 54.2 0.792 16,384

M256 0.0020 0.0012 0.009 27.1 0.791 65,536

λη = ηd/ηc = 1 and λρ = ρd/ρc = 1 respectively, with ηd and ρd corresponding to

the viscosity and the density of the dispersed phase, and ηc and ρc to the viscosity

and the density of the continuous phase. The surface tension coefficient is set to be

σ = 0.1 Nm−1, resulting in an expected value for the pressure drop from Eq. (6.87),

∆P = 0.8 Pa. Three unifrom meshes (δx = δy) have been employed in order to simulate

this case, with the thickness always defined using five computational cells and a value

for the characteristic mobility of Mc = 6.76 × 10−6 m5s−1J−1. Table 6.3, illustrates

the results of the simulations. It can be seen that the expected pressure drop is well

approximated, with a maximum deviation smaller than 1%.

The majority of surface tension simulation methods which belong in interface cap-

turing techniques, suffer from parasitic velocities, commonly known as spurious cur-

rents [244]. Figure 6.16 illustrates this numerical artefact, and it is clear that the

magnitude of the velocities decreases as the mesh size increases. However, the spurious

velocities developed are very small and do not affect significantly the evaluation of the

pressure drop.

Figure 6.16. Contour plot of the velocity magnitude for the various meshes considered (details in
Table 6.3). The dashed line indicates the position of the interface (0.5-contour).

229



From single-phase to two-phase

As discussed in Section 6.2.3 the existence of a characteristic diffusion time needs to

be considered when using PF methods. Kim [235], suggested that the cells resolving the

interface should be in the range 4 ≤ k ≤ 8; it was pointed out that if k is very small, then

the calculation of higher order derivatives will be difficult and interface gradients will

not be analysed with increased accuracy. On the other hand, if a large number of cells

is used then the interface becomes more diffuse and wider, deviating from its natural

form and the desired sharp interface limit, resulting in unrealistic results. Table 6.3,

reports that by selecting to use always the same resolution of the interface (k = 5) while

the mesh size is increased, the characteristic diffusion time decreases and concurrently,

the Cahn number indicates that the sharp interface limit is approached.

In order to assess the performance of the implemented two-phase for varying ε (and

consequently k) and Mc parameters, the same set-up is considered and a set of test-

cases is conducted. Initially, the variation of the interface resolution (k) is examined,

while the mobility remains constant. Table 6.4 illustrates the numerical results for the

evaluation of Young-Laplace formula.

When the thickness is resolved by three cells (k = 3), clearly the gradients along the

interface are not evaluated correctly, a fact that leads to a large under-prediction of the

expected ∆P . Conversely, as the resolution increases it can be seen that the pressure

drop approximation is improved with the better solution occurring for k = 7. Interest-

ingly, as the mesh size is increased (M256) and the diffusion time remains constant

by controlling ε to be the same (k = 20) with the base mesh (M064), the evaluated

Table 6.4. Variation of the interface resolution, k, for the case of a quiescent drop with R = 0.125 m,
σ = 0.1 Nm−1 and Mc = 6.76× 10−6 m5s−1J−1.

k ε (s) Cn h/ε tdiff (s) ∆P ( Pa) Deviation

M128
3 0.0014 0.011 0.36 32.5 0.673 15.91%

5 0.0024 0.019 0.60 54.2 0.792 0.99%

7 0.0033 0.026 0.84 75.9 0.798 0.23%

10 0.0047 0.038 1.20 108.4 0.804 0.43%

M256
20 0.0047 0.038 2.40 108.4 0.808 0.97%
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Table 6.5. Variation of the characteristic mobility Mc for the case of a quiescent drop with
R = 0.125 m, σ = 0.1 Nm−1 and a constant interface resolution, k = 5.

M∗c (m3sKg−1) ε (m) Cn h/ε tdiff (s) ∆P ( Pa) Deviation

M128
1.69× 10−6 0.0024 0.019 0.60 216.8 0.791 1.10%

3.38× 10−6 0.0024 0.019 0.60 108.4 0.791 1.08%

1.35× 10−5 0.0024 0.019 0.60 27.1 0.792 1.07%

2.70× 10−5 0.0024 0.019 0.60 13.6 0.792 1.01%

pressure drop deviates more. This finding is in accordance with Kim [235], and thus

the suggestion to treat the interface with a limited number of cells.

In order to examine the way the characteristic mobility is affecting the quality of

the results, the interface resolution is kept constant and analysed by 5 cells (k = 5) ,

whereas the mobility varies in the range Mc/4 ≤M∗c ≤ 4Mc. Table 6.5 shows that there

is no significant change in the final result, where for all the cases ∆P is equivalently

approximated. It should be mentioned that for all the cases examined, the same time

step was used, ∆t = 5.0×10−4 s, except from the case of M∗c = 4Mc which produces the

smaller diffusion time and therefore the time step was reduced to half, ∆t = 2.5×10−4 s.

This set of numerical test-cases focusing on the effect of the parameters of the PF

method is concluded with the analysis of the variation of both k and Mc simultaneously.

The aim of this last test-case is to perform the same numerical experiment done so far,

while the characteristic diffusion times for all the cases presented in Table 6.4 are

matched to the characteristic diffusion time of M064. To do this, the characteristic

mobility varies as shown in Table 6.6. Comparing the pressure drop values between

Table 6.6. Variation of the interface resolution, k, and the characteristic mobility, Mc, for the case of
a quiescent drop with R = 0.125 m, σ = 0.1 Nm−1.

k Mc (m3sKg−1) ε (m) Cn h/ε tdiff (s) ∆P ( Pa) Deviation

M128
3 2.03× 10−6 0.0014 0.011 0.36 108.4 0.673 15.90%

5 3.38× 10−6 0.0024 0.019 0.60 108.4 0.791 1.08%

7 4.73× 10−6 0.0033 0.026 0.84 108.4 0.798 0.23%

10 6.76× 10−6 0.0047 0.038 1.20 108.4 0.804 0.43%
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Tables 6.4 and 6.6 for each case, clearly the matching of the diffusion time is not

affecting significantly the final outcome, indicating that the treatment of the resolution

of the interface thickness remains the most important to be taken into account.

The performance of the two-phase implementation was also assessed using the M064

mesh for different values of the surface tension coefficient, while the radius remains

constant (R = 0.125 m). From Eq. (6.87) it is obvious that ∆P is a linear function of

σ. The surface forces acting normal to the interface are forcing the pressure to higher

values inside the circular droplet to balance. Figure 6.17a illustrates that the evaluation

of the pressure drop is very well approximated as σ varies. Conversely, Eq. (6.87)

indicates that if the surface coefficient remains fixed (σ = 0.1 Nm−1) but the radius

increases, the surface curvature decreases and lower pressure is required inside the drop

for balancing the surface forces. This reciprocal relationship between ∆P and R is

shown in Fig. 6.17b together with the results from the numerical simulations.

Another important characteristic of Equation (6.87) is its independence from possi-

ble viscosity and density differences between the two fluids. Hence, the performance of

the two-phase solver is examined for a range of viscosity ratios 1 ≤ λη ≤ 1000 and den-

sity ratios 1 ≤ λρ ≤ 1000, for fixed values of σ and R, as previously. The results shown

in Fig. 6.18 are in very good agreement with the expected theoretical pressure drop for

all the cases examined. More specifically, Fig. 6.18a illustrates the solver performance

when the fluids have the same viscosity (λη = 1), but their density varies. Conversely,
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Figure 6.17. Evaluation of Young-Laplace formula (Eq. (6.87)) for different surface tension coefficient
values for a fixed R = 0.125 m (a) and for different radii for a fixed σ = 0.1 Nm−1 (b).
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Figure 6.18. Evaluation of Young-Laplace formula (Eq. (6.87)) for a range of density ratios, λρ, when
λη = 1 (a) for a range of viscosity ratios, λη, when λρ = 1 (b) and when both λρ and λη vary (c), for
R = 0.125 m and σ = 0.1 Nm−1.

Fig. 6.18b shows the results when λρ = 1, while the fluids have different viscosities.

Finally, in Fig. 6.18c the evaluation of the pressure drop along the interface is shown

when both properties vary in the same way.

Concluding, in order to test any potential errors during the implementation of the

two-phase solver, the case when σ = 0 was also conducted and the simulation converged

immediately without any changes in the initialisation. This behaviour is expected since

σ = 0 corresponds to the same fluid and since the surface forces are zero, the pressure

drop along the interface should also be zero.

ii) Oscillating droplet

The quiescent drop case discussed previously can indicate important coding errors that

may have occurred during the implementation, or even more importantly in the choice

of inaccurate discretisations. However, in this case the evaluation is done in the absence

of convection. In order to investigate also the performance of the convective terms, the

oscillation test-case is employed.

Initially at t̃ = 0, a square 2D drop is set in the middle of a square domain, as shown

in the first contour-plot of Fig. 6.19, and then is let to evolve in time. The dimensionless

time is defined as t̃ = t/Tf where, t is the current time under examination and Tf

is the total time of the simulation. The four corners of the square are described by

higher concentration gradients, coinciding with the demand of locally higher levels of

curvature. Since the surface tension is proportional to the interface curvature, the initial

square-shaped drop will deform due to surface tension imbalance along the interface,
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Figure 6.19. Contour-plots of the concentration of the oscillatory droplet at different dimensionless
times when λρ = λη = 100, σ = 0.01 Nm−1 and Mc = 6.76 × 10−6 m5s−1J−1. The long-dashed line
indicates the 0.5-contour where the interface position is considered.
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which as a result will trigger a pressure imbalance in the momentum equation. As a

consequence an oscillatory behaviour will take place, with the drop changing forms

and its oscillation decaying in time, until it reaches an equilibrium state, obtaining a

circular shape [254,262].

The M064 (cf. Table 6.3) mesh is employed for qualitatively investigating the be-

haviour described above. Only a quarter of the geometry is considered, corresponding

to the top left quarter, indicated in the first contour at t̃ = 0 of Fig. 6.19. The initial

shape of the drop is defined by a square with sides α = 0.5 m. All the boundaries of the

numerical domain are treated with symmetry boundary conditions and the time step

was set to ∆t = 1× 10−3 s. The surface tension coefficient is set as σ = 0.01 Nm−1,

the characteristic mobility as Mc = 6.76× 10−6 m5s−1J−1 and λρ = λη = 100.

The contour-plots of Fig. 6.19 at different dimensionless times illustrate the square-

shaped droplet oscillatory movement in time. It can be seen that the droplet deforms

into various shapes, where for each time frame a new position with higher curvature

is generated, resulting in regions where the pressure has higher values. Figure 6.20 il-

lustrates the generated velocity and pressure field around the droplet for four different

time-frames. The left half-part of each contour-plot shows the distribution of the veloc-

ity magnitude, while the symmetric right half-part presents the pressure variation in

the two-phase system. The contour-plots related to pressure distribution are coloured

based on the pressure maximum value at equilibrium. For the time-frames t̃ = 0.013,

t̃ = 0.053 and t̃ = 0.133, the pressure varies along the interface and generates the ve-

locity field shown in the left-half. It is obvious that, as the experiment evolves in time,

the velocity field exhibits smaller values and the oscillation decays, yielding a circular

droplet at t̃ = 1.00. At equilibrium, the pressure field varies only across the interface,

corroborating the expected behaviour. In the numerical results, the droplet final radius

is R = 0.281 m. For this radius, Eq. (6.87) estimates the pressure drop across the in-

terface is to be ∆P = 0.0356 Pa, while the numerical results indicate ∆P = 0.0352 Pa

representing 1.1% deviation. The above results are satisfactory and, as was reported in

Liu et al. [256], the CH equation reveals a very good performance.
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Figure 6.20. Combined contour-plots of the velocity magnitude (left-part) and the pressure distri-
bution (right-part) for each frame at different dimensionless times λρ = λη = 100, σ = 0.01 Nm−1

and Mc = 6.76 × 10−6 m5s−1J−1. The long-dashed line indicates the 0.5-contour where the interface
position is considered.

iii) Droplet deformation under constant shear

One of the most commonly considered studies for validating two-phase flow implemen-

tations is the study of the droplet deformation under shear. For this test-case, the drop

is placed between two parallel plates that move with constant velocities in opposite

directions as shown in Fig. 6.21a. Thus, the drop is deformed with the deformation

depending on the viscosity ratio, λη, and the capillary number, Ca, which represents
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Figure 6.21. Configuration for the shear deformation test-case. The drop is positioned in between the
two parallel plates (y = 0) that move in opposite directions with the same velocity (a), and deforms
under constant shear obtaining an ellipsoidal form (b).

a measure of the viscous to surface tension effects. Taylor [180] found that for a liquid

drop surrounded by a matrix liquid of equal viscosity (λη = 1), its deformation un-

der constant shear takes an ellipsoidal form and can be expressed by the deformation

parameter:

D =
L− S
L+ S

(6.88)

where L is the longest and S the shortest axes of the ellipsoidal deformation (cf.

Fig. 6.21b). Additionally he expressed the deformation parameter as a function of the

capillary number as

D =
35

32
Ca (6.89)

However, Eq. (6.89) is applicable for real dimensions (3D), which is not the case exam-

ined here since only the 2D equivalent problem is studied.

Figure 6.21, illustrates the problem configuration. The distance between the two

plates is 2H and in between, at y = 0, a drop of radius R is placed. The fully developed

velocity field, generated by the opposite movement of the two plates, is applied as an

initial condition. The analytical velocity profile along y-direction is given by

u =
uw

H
y (6.90)

where the characteristic shear-rate is γ̇ = uw/H.

The case examined in order to validate the performance of the solver is similar to

the case studied by Chinyoka et al. [263]. The Newtonian drop is set with an initial
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radius 2H/R = 8, while the Newtonian matrix fluid has the same viscosity and the

same density as the drop (λη, λρ = 1). The capillary number is defined as Ca = ηcγR/σ,

whereas the Reynolds number is defined as Re = ρcγR
2/ηc. Both dimensionless numbers

are defined based on the viscosity ηc, and the density, ρc, of the matrix fluid; for this case

are Ca = 0.6 and Re = 0.3. The boundary walls at y = H and y = −H, are moving with

equal but opposite velocities of magnitude uw = 0.5 ms−1 (cf. Fig. 6.21). The right and

left boundaries of the domain are treated with symmetry boundary conditions. The

choice of these conditions will generate a flow field that rotates clockwise inside the

numerical domain and for that reason the domain is chosen long enough, to avoid any

disturbances from the boundaries to affect the region of interest.

For this study, three meshes have been employed for each of the two different ap-

proaches considered. For the first approach, the interfacial thickness is always defined

by five cells, k = 5, resulting in decreasing Cahn numbers (Cn = ε/R) and different

diffusion times. For the second approach, the thickness is maintained, resulting in a

constant Cn number and the same diffusion times for the three meshes. For all the

cases studied, the characteristic mobility was defined as Mc = 6.76 × 10−6 m5s−1J−1,

unless stated otherwise.

Table 6.7 presents the relevant information for each mesh considered in the con-

stant resolution approach. Figure 6.22 shows the history of the deformation for the

0.5-contour, applied by the generated velocity field in dimensionless time, defined as

t̃ = tγ̇. The deforming drop follows the behaviour reported by Chinyoka et al. [263],

with the deformation increasing in time similarly for all meshes tested (the solution ob-

tained for the most refined mesh deviates approximately 1% from Chinyoka et al. [263]).

Figure 6.23a, illustrates the drop deformation based on the 0.5-contour at four dimen-

Table 6.7. Mesh characteristics for the study of the droplet deformation under constant shear with
k = 5.

Mesh ε (s) Cn h/ε tdiff (s) Cells

M128 0.0047 0.038 0.60 108.4 50,688

M180 0.0034 0.027 0.60 77.1 90,000

M256 0.0024 0.019 0.60 54.2 166,912
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Figure 6.22. Drop deformation in dimensionless time, evaluated using Eq. (6.88), for all numerical
grids of Table 6.7, compared with the solution from Chinyoka et al. [263].

sionless times t̃ = 0, t̃ = 3, t̃ = 7 and t̃ = 10, and Fig. 6.23b shows the development of

the velocity streamlines around the deformed drop at t̃ = 10. Obviously, the presence of

the drop changes the velocity field which is no longer uniform (Eq. (6.90)): the matrix

fluid flowing towards the poles of the drop is forced to change direction and flow back-

wards, whereas the rest flows around the deformed interface and constantly increases

the deformation. The development of the stresses along the interface is responsible for

Figure 6.23. Drop deformation indicated by the 0.5-contour for various dimensionless times (a), and
contour-plot of concentration together with the streamlines at t̃ = 10 (b), for Ca = 0.6 and Re = 0.3
when k = 5 for M256.
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Figure 6.24. Drop deformation in dimensionless time, evaluated using Eq. (6.88), for all numerical
grids of Table 6.7, compared with the solution from Chinyoka et al. [263].

the history and the trend of the deformation. Therefore, this deformation is expected to

vary differently in time depending on the viscosity ratio λη, Ca and Re, which directly

impact the stress field.

The case in which ε is set to be constant for all numerical meshes, resulting in the

same tdiff and Cn number, is evaluated next. Table 6.8 presents the relevant informa-

tion for each mesh. Considering the same conditions as in the previous approach, the

evolution of the drop deformation in time is shown in Figure 6.24. Although the history

of the deformation follows a similar trend, the deformation presented by Chinyoka et

al. [263] is under-predicted for increasing mesh size. Furthermore increasing the mesh

size does not improve the results, with the deformation deviating approximately 4%

at t̃ = 10 for M256. Figure 6.25a illustrates the deformation of the droplet in time,

based on the deformation of the 0.5-contour and Fig. 6.25b displays the variation of

Table 6.8. Mesh characteristics for the study of the droplet deformation under constant shear with
constant interface thickness, ε.

Mesh ε (s) Cn h/ε tdiff (s) Cells

M128 0.0047 0.038 0.60 108.4 50,688

M180 0.0047 0.038 0.85 108.4 90,000

M256 0.0047 0.038 1.20 108.4 166,912
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Figure 6.25. Drop deformation indicated by the 0.5-contour in dimensionless times with the arrow
pointing the direction of the deformation (a), and contour-plot of concentration together with the
streamlines at t̃ = 10 (b), for Ca = 0.6 and Re = 0.3 when ε is constant (k = 20) for the M256. The
red shape in (a) corresponds to the case of k = 5 at t̃ = 10.

the concentration together with the streamlines. The point to highlight in this case is

that for larger thickness resolution of the interface (for static and uniform meshes), the

contours are more diffusive. This behaviour has been mentioned by Kim [235], suggest-

ing that the interface for static (non-adaptive) meshes should not be resolved by a large

number of cells, and by Komrakova et al. [264], reporting that the thicker the interface

the larger the “contamination” of the area around the drop. Similar findings were re-

ported by Akhlaghi et al. [251] for the developed velocity profiles of the phases for a

one directional stratified flow. Both PF and LS could not approach the correct values

as long as Cn was fixed and h was increasing, but they showed increased accuracy as

Cn→ 0, where the sharp interface limit is approached.

The deformations presented in Figs. 6.22 and 6.24, indicate that depending on

the choice of the interface thickness resolution, k, different results will be produced.

More specifically, for the results produced by M256 for the two cases presented above,

a relative difference of approximately 5% exists between the solutions for the final

deformation at t̃ = 10. This behaviour was expected and has first pointed out in

Section 6.2.3 and the non-dimensionalisation of the CH equation. As the mesh size h

is decreased (more fine mesh) and the interfacial resolution, k, remains the same, the
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diffusion time is also decreased. Additionally, since the interface thickness ε for PF is

related to a physical property, it should not change during the numerical experiments,

as it would not during a real experiment. Figure 6.26 illustrates the contour variation

along the interface for each approach. In Fig. 6.26a it can be seen that for each mesh

the contour variation is different as the interface thickness becomes progressively small,

with the 0.5-contour for the more refined meshes M180 and M256 displaying a similar

deformation history. Conversely, in Fig. 6.26b it can be seen that as the mesh refinement

increases, a solution independent of the numerical grid is obtained (M256), with the

variation of all contours being similar and progressively better since gradients along

the interface are better analysed.

An important fact is that the cases of Fig. 6.26b are characterised by a thickness

value which is unrealistically large (see concentration contour in Fig. 6.25b). Conversely,

the approach of the fine mesh M256 shown in Fig. 6.26a corresponds to a small Cahn

number and therefore is the only one of all the discussed cases that approaches the de-

sired sharp interface limits. That way, the major disadvantage of PF methods compared

to its counterparts, LS and VOF, is evident. Either large interfaces are generated, devi-

ating from real dimensions, or high computational demands are required for adequately

analysing the thickness by considering small Cn numbers.

Figure 6.26. Behaviour of the contour-lines at t̃ = 10 for all three meshes when k = 5 (a) and for
constant ε (b), for Ca = 0.6, Re = 0.3.
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6.5 Synopsis

The implementation of a two-phase solver built on top of an in-house single-phase solver

was examined, considering a range of different test-cases for validation purposes. The

solver adopts the Phase Field method presented in Section 6.2, and the Cahn-Hilliard

equation (Eq. (6.9)) was employed for adding the elements related to the second phase.

When the surface tension coefficient is set to zero (σ = 0), the diffusion term in

the Cahn-Hilliard equation is dropped out and the PF method is similar to VOF and

LS. Additionally, the force term, fst, in the momentum equation (cf. Eq. (6.13)) is

vanishing and therefore, the implementation should perform equally for all methods.

The advantage of examining test-cases with σ = 0 is the evaluation of the convection

terms alone, without any additional effects. More importantly, and as illustrated in

Section 6.4, the efficiency and the accuracy of PF method depends on the best pos-

sible treatment of the interface [227]. Unlike VOF and LS methods, here the relevant

parameter has physical significance (cf. Section 6.2.3). In Section 6.4.1, the case of the

element stretching was studied. The outcome of this numerical experiment was the use

of the SMART scheme for the convective terms in all the remaining test-cases, since it

illustrated the best performance in terms of accuracy and mass-loss. It was shown that

the best performances were reported for SMART and CUBISTA, with the later being

more diffusive. However, Alves et al. [93], showed that when considering viscoelastic

simulations, CUBISTA performs better in terms of convergence comparing to SMART,

and therefore, it is recommended to re-evaluate their performance when viscoelastic el-

ements are considered. Furthermore, it was shown that the two phase solver is capable

of capturing interesting two phase phenomena, such as the Rayleigh-Taylor instability

for different Atwood numbers. It would be interesting to expand the investigation of

this problem to cases where one or both phases are characterised by viscoelastic fluids.

When σ 6= 0, the diffusion term and the surface forces are active and the imple-

mentation was tested for three test-cases in Section 6.4.2. For these cases the interface

thickness, ε, and the variable mobility, M(C), are taken into consideration and affect

the final outcome. The Young-Laplace equation was evaluated, a test-case that can in-
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dicate various possible mistakes and drawbacks in the implementation. The advantage

is that the drop is quiescent, meaning that there is no influence in the system from

convection. Therefore, this problem offers the ability to investigate solely the interac-

tions between the pressure gradient and the surface forces. For all interface capturing

methods, the convective terms near the interface are not exactly zero because of spuri-

ous velocities [244]. Their existence may produce fluid motion near the surface that is

not negligible, but rather affects the quality of the results and needs to be investigated.

For this implementation however, it was seen that their presence at the interface is not

affecting the final result. Moreover, a set of different initialisations was studied, illus-

trating how the use of different values of ε, can influence significantly the final outcome.

The best approximations were accomplished for k = 5 or k = 7, satisfying at the same

time the need for a “thin” interface. On the other hand, when ε is analysed by a small

number of cells it was shown that the gradients are not calculated correctly, leading to

large deviations and additionally, when k is large the interface is non-physically large

leading to unreliable results as reported in Kim [235]. Moreover, the evaluated pressure

drops where found to be less affected by the variations in the characteristic value of

mobility, Mc, and the Young-Laplace formula was well approximated. Finally, for a

range of different viscosity ratios, 1 < λµ < 1000, and density ratios, 1 < λρ < 1000, as

well as for other combinations of R and σ, the performance was found to be very good.

When effects from convection are also accounted for (oscillating droplet and droplet

deformation), the solver performs satisfactory, illustrating adequate capturing of the

expected physics. Initially, for the case of the oscillating droplet the square-shaped

droplet was successfully driven to an equilibrium state, obtaining a circular shape and

at the same time the correct pressure difference, expected from the Young-Laplace

formula, at this final state was developed. During the intermediate stages, the drop

changed shape, obtaining an oscillatory movement towards the equilibrium state as

expected [254,256,262].

The final test-case conducted for validation purposes was the case of the droplet

deformation under constant shear. The study of this case revealed some characteristics

of the PF method that should be treated carefully. As the grid becomes more refined
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(h → 0) and the interfacial resolution, k, is resolved by the same number of cells,

the diffusion time is decreased (ε decreases) and raises the question whether the same

problem is being investigated. On the other hand, keeping k constant while h → 0,

large interfaces are generated. Hence, since the interface thickness used in PF methods

is related to a physical quantity, unlike the case of VOF and LS methods, is it realistic

to treat it as such? Two different approaches were presented: the same numbers of

cells were used, resulting in decreasing Cahn numbers; Cn was fixed for all meshes (k

increases). Both approaches resulted in a drop deformation which followed the expected

trend, with the case of constant k producing more realistic contours of concentration

across the interface, since in this way the sharp interface limit is approached (Cn→ 0).

The problems occurring from the interface definition can be minimised in two ways.

The use of an adaptive meshing method could assist in better resolving the interface

without changing the actual and desired value of ε, providing simultaneously a better

resolution for the gradients of each quantity along the interface. Another way, is the

modification of the serial two-phase solver into a parallel version, which will improve the

ability to run more computationally demanding problems and thus, make it possible to

reach smaller Cn numbers even when using a uniform mesh. In fact, when studying two-

phase flows, code parallelisation seems mandatory due to the increased computational

needs. This is even more important for effectively studying 3D two-phase flows, where

the additional third direction further increases the complexity and the problem becomes

more time demanding.
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“..The water flowing

The endless river

Forever and ever..”

High Hopes - Pink Floyd

Chapter 7

Conclusions & Future work

7.1 Thesis conclusions

The work developed in this thesis aims to contribute to the investigation and develop-

ment of complex fluid flow systems related in Lab-on-a-chip devices. It was conceptu-

ally divided in two main topics: the numerical design of geometrical configurations for

studying flows of Newtonian and non-Newtonian fluids under specific and well defined

conditions required for different applications; the implementation of a two-phase solver

integrated into an already available in-house single-phase CFD solver for viscoelastic

fluid flows.

7.1.1 Design of microfluidic components

Two different techniques were employed in this thesis for designing microfluidic com-

ponents. The first was inspired by biomimetic principles for generating bifurcating

networks, that are able to provide good control of the shear-stress gradients and the

flow resistance in various generations. The second utilised shape optimisation tech-

niques aiming to produce the appropriate configurations for generating homogeneous

extensional flows.
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i) Biomimetic design for shear flow networks

A biomimetic design rule appropriate for designing planar microfluidic bifurcating net-

works of rectangular cross-section with constant depth for investigating the flow of

power-law fluids was proposed. Based on the biomimetic principle proposed by Emer-

son et al. [139] and Barber and Emerson [140], the corresponding theory was further

extended here to consider power-law fluids. The design rule produces the appropriate

dimensions for each generation of the microfluidic network depending on the fluid to

be used, on the desired aspect ratio and the branching parameter. The branching pa-

rameter provides extra flexibility and allows one to control how the wall shear-stress

varies along the branching network. In addition, when the design follows the length

proportionality, the biomimetic rule is able to provide additional information related

to the hydraulic resistance along the network.

The theoretical rule proposed was tested numerically considering three different

values of the branching parameter for generating networks with four consecutive gener-

ations and an inlet aspect ratio of α = 0.5. Initially, the branching parameter value was

set equal to unity (X = 1), yielding bifurcating configurations able to maintain uniform

shear-stress gradients (equal average wall shear-stresses at each generation), while the

hydraulic resistance is expected to increase linearly along the network. Initially the flow

of a Newtonian fluid was investigated under creeping flow conditions, demonstrating a

very good agreement with the expected behaviour. Next, a range of power-law fluids was

examined, varying from shear-thinning to shear-thickening behaviour (n = [0.2, 2.0]).

The customised networks for each power-law fluid were found to exhibit small dif-

ferences relative to the proposed Newtonian-designed geometry. Therefore, the latter

could be employed to investigate the response of the power-law fluids. This universality

introduces an important advantage of the design for experimental measurements, since

the same configuration can be used for the Newtonian and all power-law fluids tested.

The ability of the biomimetic design rule to produce channels with specific shear-

stress gradients has also been examined for a case of positive gradients (X = 1.25)

and a case with negative gradients (X = 0.75), both under creeping flow conditions.
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Considering three fluids, a Newtonian (n = 1), a shear-thinning (n = 0.6) and a

shear-thickening (n = 1.6) fluid, it was shown that a universal configuration does not

exist and the design of each network is unique. Thus, when contemplating to employ

configurations of this type, experimentalists should design bifurcating networks with

the appropriate customised widths for the fluids to be used. As an alternative, under

creeping flow conditions one can use these channels as dual-performance networks,

where by reversing the flow field the gradients are also reversed.

The assumption of creeping flow conditions is generally a good approximation for

lab-on-a-chip devices, however since “truly” creeping conditions cannot be attained in

reality, the limits of the universal design in terms of Reynolds numbers were also inves-

tigated. For a Newtonian (n = 1), a shear-thinning (n = 0.6) and a shear-thickening

(n = 1.6) fluid it was found that when Re∗0 & 30 the numerical results start to deviate

from the expected behaviour and the associated errors should be taken into account.

ii) Microchannel shape optimisation for homogeneous extensional flow

Shape optimisation techniques have been employed to design microfluidic devices able

to generate a region of homogeneous extensional flow. The investigated configurations

were classified in two categories depending on the number of inlet fluid streams: the

single-stream and the multi-stream designs. The optimisation procedure considered

creeping flow conditions and relies on the combination of the single-phase solver, a

mesh deformation procedure and a derivative free optimiser.

The fact that contraction-expansion geometries are ubiquitous and able to gen-

erate strong extensional flows motivated the studies related to shape optimisation of

this single-stream configuration, where for all geometries of different contraction ratios

examined their efficiency has been significantly improved. Particularly for the case of

CR = 8, 2D and 3D channels of different aspect ratios have been optimised. It was

shown that when considering 2D fluid flows, the optimised shape performance is equiv-

alent to the well known hyperbolic design, being improved only at the transition region

(entrance and exit of the contraction-expansion region). On the contrary, for 3D flows

the optimised shapes exhibit a significantly improved performance for all the aspect
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ratios considered (1 ≤ AR ≤ 32) when compared to the hyperbolic shape, resulting in

a larger region of constant strain-rate along the flow centreline.

All designs proposed have been examined numerically regarding their operational

limits in terms of Reynolds numbers for Newtonian fluids, and it was found that they

operate well for Re . 5. Additionally, for viscoelastic fluids where the design with

AR = 1 was employed, it was shown that for increasing Weissenberg numbers a ve-

locity overshoot is observed in the throat of the design. The design illustrated good

performance in the whole contraction-expansion region up to Wi = 0.02 for constant

viscosity viscoelastic fluids. For higher Wi the strain-rate profile deviates from the de-

sired performance in the diverging part, being clearly affected by the strain history.

Moreover, these configurations fail to operate efficiently for highly shear-thinning vis-

coelastic fluids, where the strain-rate profiles were found to deviate from the desired

performance for all Wi examined and this shear dependent viscosity would need to be

considered in the optimisation.

The different features introduced by the usage of multi-stream designs and their

ability to generate homogeneous extensional flows motivated the optimisation of T-

shaped and flow-focusing channels. When standard designs of these channels are used

they do not provide the desired performance. Improved designs have been proposed

based on the optimisation procedure both for 2D and 3D flows. For 2D flows in T-

junctions it was shown that good solutions which result in constant strain-rate along the

flow centreline can be obtained, either by generating a cavity and a free stagnation flow

or by modifying the considered objective function. For a 3D T-junction with AR = 1,

optimised with a modified objective function, it was shown that the optimised design

can be used up to Wi = 0.2 for constant viscosity viscoelastic fluids. For increasing

values of Weissenberg number a velocity overshoot was seen to be formed at the end of

the optimised region where a contraction flow is resembled. On the contrary, for shear-

thinning viscoelastic fluids the design was not operating efficiently, and similarly to the

single-stream design, this characteristic needs to be accounted in the optimisation.

Good solutions were achievable both for 2D and 3D flow-focusing designs using

a modified velocity target profile similarly to the T-junction optimisations. For the

249



Conclusions & Future work

2D case, three different velocity ratios between the vertical and the horizontal inlets

(VR = 10, VR = 20 and VR = 100) were investigated, and it was shown that slightly

different shapes are produced for each velocity ratio in order to obtain a constant

strain-rate along the flow centreline. In addition, a 3D configuration was optimised for

AR = 1 and VR = 20. The design was able to generate constant strain-rate along the

flow centreline for Newtonian fluids under creeping flow conditions. Different velocity

ratios were considered in order to investigate the limits of the design for exploiting

the ability to test different Hencky strains using the same configuration. It was shown

that for VR ≥ 10 the design manages to generate the desired behaviour, which can be

very interesting for practical applications. However, for the case with VR = 1 it was

shown that the design fails to generate constant or nearly constant strain-rate profile

along the flow centreline and shape optimisation should be considered. Moreover, when

viscoelastic fluid flows are examined, the 3D design presented a good performance for

constant viscosity viscoelastic fluids up to Wi = 0.2, but, similar to the behaviour ob-

served for the T-junction, is not illustrating the desired performance for shear-thinning

fluids viscoelastic fluids.

In all single- and multi-stream cases considered the shapes obtained exhibit lo-

cal salient corners similarly to what has been found for the cross-slot configuration

[190, 192]. Close to the walls, shear effects reduce the stretching of fluid elements and

the presence of stagnant regions of the salient corners help “self-lubricate” the flow [77].

However, important differences exist between these designs. Single-stream designs are

simpler to use and this makes them more flexible configurations for extensional flow

applications. The nominal strain-rate can be easily controlled by adjusting the volu-

metric flow rate at the desired levels. On the contrary, attaining a constant strain-rate

along the flow centreline in a multi-stream design, depends on the accurate control

of the entangled streams. However, multi-stream configurations provide features that

single-streams designs are unable to offer. Employing a T-junction one can generate a

stagnation point flow, providing the advantage of producing strong extension around

the stagnation region. If one chooses to use a flow-focusing design, may exploit the

two important features of this set-up: the two opposed jets can act as lubricant fluids,
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minimising the shear effect due to fluid-wall interactions on the vertically imposed,

third stream; they can resemble a variety of single-stream, converging flows described

by different Hencky strain values by only adjusting in an appropriate way the imposed

streams [21–23].

7.1.2 Two-phase solver

A two phase solver based on the Phase Field method has been implemented on top of an

in-house single phase CFD solver appropriate for studying viscoelastic fluid flows. The

appropriate elements describing the second phase based on the Cahn-Hilliard equation

[238, 239] have been adapted in the context of the single-phase solver, following the

finite volume method, and were implemented to consider three dimensional problems.

The solver has so far only been validated for two dimensional problems, illustrating a

very good performance for all cases considered. The test-cases chosen were subdivided

in two categories, those in which the surface forces are negligible and those in which

surface forces influence the dynamics of the investigated system.

The cases with non-active surface forces provided significant information both in

terms of numerical and performance aspects, e.g. based on these test cases the most

appropriate higher order numerical scheme used to discretise the convective terms of the

Cahn-Hilliard equations was selected. The purely numerical test-case of the stretching

element was used, in which only the convective CH equation is solved for a prescribed

velocity field. It was found that the SMART scheme is the most accurate and thus,

it was used in all the remaining test-cases. Using this finding, the investigation of the

test-case of the Rayleigh-Taylor instability, for which the momentum, the continuity

and the Cahn-Hilliard equations were solved, demonstrated a very good agreement with

previous studies in literature.

A number of other test cases where the surface forces were included in the mecha-

nisms of the two-phase system have been employed for the validation of the two-phase

solver. Starting from the simplest case of a quiescent drop, the solution of the problem

showed a good balance between the pressure forces and the surface forces. Moreover,

a good estimation of the Young-Laplace formula was found for various radius and sur-
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face tension coefficients, viscosity and density ratios. The simplicity of this test-case

assisted further in the investigation of the influence of the PF parameters, illustrating

the significance of a good evaluation of the interface thickness. This feature was further

investigated in the drop deformation under shear, where the importance of the physical

interpretation of this quantity on the results was discussed. The validity of the numeri-

cal implementation was further supported by the fact that the square drop experiences

the expected oscillating behaviour, attaining a circular shape and predicting correctly

the expected pressure drop from the Young - Laplace equation.

7.2 Future work

The numerical studies performed in this thesis and the microfluidic designs proposed

can assist in a range of future studies to investigate the behaviour of Newtonian and

complex fluid systems. The given details for a number of geometries, focusing either

on shear or extensional characteristics, can be used in order to fabricate the desired

microchannels and perform interesting experiments. More specifically, it would be of

great importance to validate experimentally the applicability of bifurcating networks

for power-law fluids that are designed using the biomimetic rule. The preliminary ex-

perimental investigation is encouraging, and various things that should be attended

to have been indicated. In particular, it would be worth to consider the use of the

customised bifurcating networks as sensors for testing shear sensitive materials such

as cells, vesicles and individual polymers molecules as the design allows for testing a

range of shear-stresses in the same device. This characteristic would be particularly

interesting in cases where the cumulative effect of shear is important. Moreover, ex-

ploiting the advantage of generating different conditions in the same network by just

splitting differently the flow in the first junction, allows one to examine simultaneously

the behaviour of the same sample under different flow conditions. Studies related to

mixing or separation of species using this type of configurations could be interesting.

For example examination of the capability of these networks to perform blood-plasma

separation. A combination of the appropriate branching parameter, together with the
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imposition of different flow rates at the branches of the network may result a desired

level of separation. Moreover, the study of viscoelastic fluid flow should be examined

both numerically and experimentally. For example, imposing the viscoelastic fluid from

the last generations and driving it to the parent segment, may result instabilities due to

the shear-stress gradients and the streamline curvature, that can be exploited in order

for the channel to act as a passive micro-mixer.

The performance of the optimised shapes for single-stream and multi-stream ge-

ometries as possible platforms to investigate homogeneous extensional flows, should be

evaluated experimentally. These geometries can be useful for further studies related

to cell/droplet responses and as possible micro-rheometers. However, before this hap-

pens it is crucial to analyse in detail the pressure and stress fields. Additionally, in

the case of multi-stream configurations the operational limits for the T-Junction and

the flow-focusing designs have not yet been investigated and should be considered in

terms of increasing Re for Newtonian fluids. This is needed since the dynamics in these

geometries are more complex than the single-stream designs and thus, their perfor-

mance should be tested in detail. Additionally, performing optimisations in order to

find shapes for different width ratios, but more importantly for different aspect ratios

would be beneficial.

The implementation of the two-phase solver was motivated by the need to inves-

tigate numerically two-phase problems that are related to non-Newtonian fluids. The

solver has been validated so far only for Newtonian fluids, whereas its performance

when handling cases where at least one of the phases is non-Newtonian should be con-

sidered. Furthermore, the two phase solver was implemented in three dimensions but

its performance has only been validated for 2D cases. The interest in 3D two-phase

flows is great (e.g. for simulations of microfluidic devices) and this validation should be

performed.

Before the 3D validation, the performance of the current version should be inves-

tigated when non-uniform meshes are employed, since refinement in regions with large

changes are highly needed and so far only uniform meshes have been considered. This,

together with the inclusion of adaptive meshing techniques is expected to improve the
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performance of the current solver. However, the most important upgrade of the current

version would be the translation of the computationally serial version of the code, to a

version that performs parallel computations. The 3D validation in serial will consume

many computational resources1, since the requirements for high grid resolution will be

increased. Moreover, this upgrade will benefit further the study of two-phase flows that

include a non-Newtonian phase, where the inclusion of the additional constitutive re-

lation increases further the needs for accuracy and thus grid resolution. It would be of

great interest to investigate two-phase flows considering the biomimetic networks or the

optimised geometries. Obviously, improvements of the type mentioned in the two-phase

solver will permit numerical studies related to these and other geometries.

1The required calculations for a 3D geometry will be N3D = (n + 1)N2D, where N2D are those
required for the 2D case, and n corresponds to each new cell that is added along the third direction.
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Biomimetic Design

A.1 Biomimetic design other aspect ratios

The following tables present the geometrical parameters of planar bifurcating networks

computed after solving the set of Eqs. (4.24), (4.25) and (4.31) for the biomimetic

design rule presented in Section 4.3, considering power-law indices of n = 0.6, 1.0 and

Table A.1. Geometrical parameters and dimensions of planar bifurcating networks with inlet aspect
ratio α0 = 0.2 obtained for Newtonian (n = 1.0) and power-law fluids (n = 0.6, 1.6) for X = 1.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

n = 1.0

0 625.0 125.0 0.200 208.3 0.3475 0.8444
1 312.9 125.0 0.399 178.6 0.2661 0.7573
2 171.5 125.0 0.729 144.6 0.2189 0.6890
3 106.3 125.0 1.176 114.9 0.2139 0.6803

n = 0.6
0 625.0 125.0 0.200 208.3 0.3475 0.8444
1 307.5 125.0 0.407 177.8 0.2642 0.7549
2 167.7 125.0 0.745 143.3 0.2180 0.6874
3 104.4 125.0 1.198 113.8 0.2143 0.6811

n = 1.6
0 625.0 125.0 0.200 208.3 0.3475 0.8444
1 316.8 125.0 0.395 179.3 0.2674 0.7589
2 174.3 125.0 0.717 145.6 0.2196 0.6902
3 107.7 125.0 1.160 115.7 0.2136 0.6798
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Table A.2. Geometrical parameters and dimensions of planar bifurcating networks with inlet aspect
ratio α0 = 0.3 obtained for Newtonian (n = 1.0) and power-law fluids (n = 0.6, 1.6) for X = 1.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

n = 1.0

0 416.7 125.0 0.300 192.3 0.2991 0.7954
1 217.6 125.0 0.574 158.8 0.2328 0.7113
2 128.5 125.0 0.973 126.7 0.2121 0.6772
3 83.8 125.0 1.492 100.3 0.2230 0.6957

n = 0.6
0 416.7 125.0 0.300 192.3 0.2991 0.7954
1 214.8 125.0 0.582 158.0 0.2318 0.7098
2 126.8 125.0 0.986 125.9 0.2121 0.6771
3 83.0 125.0 1.507 99.7 0.2235 0.6966

n = 1.6
0 416.7 125.0 0.300 192.3 0.2991 0.7954
1 219.7 125.0 0.569 159.3 0.2335 0.7124
2 129.7 125.0 0.964 127.3 0.2122 0.6773
3 84.4 125.0 1.481 100.8 0.2226 0.6951

1.6 for a branching parameter X = 1. Table A.1 shows the geometrical parameters for

Table A.3. Geometrical parameters and dimensions of planar bifurcating networks with inlet aspect
ratio α0 = 1.0 obtained for Newtonian (n = 1.0) and power-law fluids (n = 0.6, 1.6) for X = 1.

i wi (µm) di (µm) αi Dhi (µm) a∗ b∗

n = 1.0

0 125.0 125.0 1.000 125.0 0.2121 0.6771
1 81.9 125.0 1.527 98.9 0.2243 0.6978
2 56.3 125.0 2.220 77.6 0.2537 0.7413
3 39.5 125.0 3.162 60.1 0.2928 0.7885

n = 0.6
0 125.0 125.0 1.000 125.0 0.2121 0.6771
1 82.0 125.0 1.524 99.0 0.2242 0.6977
2 56.6 125.0 2.209 77.9 0.2532 0.7406
3 39.9 125.0 3.133 60.5 0.2917 0.7873

n = 1.6
0 125.0 125.0 1.000 125.0 0.2121 0.6771
1 81.8 125.0 1.528 98.9 0.2243 0.6979
2 56.1 125.0 2.228 77.4 0.2540 0.7417
3 39.3 125.0 3.183 59.8 0.2936 0.7894
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an inlet aspect ratio α0 = 0.2, Table A.2 for α0 = 0.3 and Table A.3 for α0 = 1.0.
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Appendix B

Optimised designs

B.1 Converging/diverging geometry compared to converg-

ing/abrupt

The study presented in Section 5.4 is entirely focused on symmetric contraction/expan-

sion geometries. As mentioned in the main text, the reason of this choice is based

on the fact that this configuration provides a constant strain-rate along the entire

length of the contraction/expansion with a positive strain-rate in the converging region

and a negative value in the expansion region, where the stretching and relaxation

processes can be analysed under homogeneous flow conditions. On the other hand,
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Figure B.1.1. Velocity (a) and strain-rate (b) profiles along the centreline of the flow for the optimised
converging-diverging (solid line) and converging-abrupt geometries (dashed line) for AR = 1, CR = 8,
lc = 2wu, lε = wu at Re = 1.
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Figure B.1.2. Normalised velocity contour-plots for the optimised converging-abrupt (top-figure) and
converging-diverging (bottom-figure) geometries at Re = 1.

a smooth contraction/abrupt expansion configuration similar to Oliveira et al.. [74],

would generate a large undershoot of the strain-rate in the vicinity of the expansion

plane (as shown in Figure B.1.1b), due to the sudden decrease of the velocity along

the centreline as shown in Figure B.1.1a. This behaviour would not be ideal for devices

intended to produce homogeneous extension. Figure B.1.2 demonstrates the contour-

plots of the normalised velocity on the streamwise direction for both designs.

B.2 Linear target profile

The study presented in Section 5.4.1 was performed considering a smoothed velocity

profile at the transition region at the start and at the end of the contraction/expansion

region. Here, the effect of the use of an abrupt transition profile at the start of the

contraction and at the end of the expansion region on the shape of the optimised design

and its performance is presented. The optimised solution when the abrupt transition

is used as target, obtained for n2 = 0 in Eq. (5.7), is shown in Fig. B.2.1a and the

computed strain-rate profiles along the flow centreline are presented in Fig. B.2.1b.

The zoomed inset of Fig. B.2.1a shows that the fluid velocity at the entrance of the

converging region, and similarly at the end of the diverging part of the contraction, has

higher values than the desired target. Therefore, the optimiser is searching for a solution

to decrease their difference, in order to approximate the abrupt transition of the velocity
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Figure B.2.1. Velocity (a) and strain-rate (b) profiles computed for creeping flow conditions along
the centreline of the flow for the optimised geometry considering an abrupt transition profile and the
ideal hyperbolic design (2D, CR = 8, lc = 2wu, lε = 0). The target velocity profile is represented as a
continuous line.

profile in the best possible way, and thus minimise the value of the objective function

Eq. (5.1). In this case, the boundary of the optimised device is shifted generating

a bump, as shown in Fig. B.2.2. It is clear that even for the optimised geometry the

instantaneous step changes in the strain-rate profile are difficult to attain (Fig. B.2.1b).

As expected, the choice of the smoothed velocity profile used as target has a significant

impact on the final shape of the optimised geometry, where the boundary shifting is

significantly reduced as shown in Fig. B.2.2.
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Figure B.2.2. Comparison between the optimised shapes obtained considering the abrupt transition
profile (2D, CR = 8, lc = 2wu, lε = 0), the smoothed transition profile (2D, CR = 8, lc = 2wu, lε = wu)
and the ideal hyperbolic function.
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B.3 Velocity profiles for increasing Re for other aspect

ratios

The performance of the remaining, three dimensional, optimised converging/diverging

geometries, discussed in Section 5.4.2, in terms of velocity and strain profiles along

the flow centreline for increasing Reynolds numbers, are shown in Figs. B.3.1 to B.3.4.

More specifically, Fig. B.3.1 corresponds to the design with AR = 2, Fig. B.3.2 to the

design with AR = 4, Fig. B.3.3 to the design with AR = 8 and Fig. B.3.4 to the design

with AR = 32.
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Figure B.3.1. Effect of Re on the velocity (a) and strain-rate (b) profiles computed along the flow
centreline, for the optimised geometry with lc = 2wu, lε = wu, CR = 8 for AR = 2 (Fig. 5.11c),
considering Newtonian fluid flow.
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Figure B.3.2. Effect of Re on the velocity (a) and strain-rate (b) profiles computed along the flow
centreline, for the optimised geometry with lc = 2wu, lε = wu, CR = 8 for AR = 4 (Fig. 5.11d),
considering Newtonian fluid flow.
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Figure B.3.3. Effect of Re on the velocity (a) and strain-rate (b) profiles computed along the flow
centreline, for the optimised geometry with lc = 2wu, lε = wu, CR = 8 for AR = 8 (Fig. 5.11e),
considering Newtonian fluid flow.
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Figure B.3.4. Effect of Re on the velocity (a) and strain-rate (b) profiles computed along the flow
centreline, for the optimised geometry with lc = 2wu, lε = wu, CR = 8 for AR = 32 (Fig. 5.11f),
considering Newtonian fluid flow.

B.4 Other aspect ratios for the 2D optimised shape for a

T-junction

The optimised shape for a 2D T-junction geometry when the modified smooth velocity

profile is used (Eq. (5.14)), presented in Section 5.5.1, will not necessarily perform

ideally for 3D geometries since the kinematics of each geometry strongly depend from

the value of the aspect ratio used. Figure B.4.1 illustrates the performance of the 2D

shape for various aspect ratios in the range 0.1 ≤ AR ≤ 2. It can be seen that for the

case of AR = 0.1 the strain-rate profile is well approximated. However, when the depth

of the device starts to decrease and becomes smaller than the width, the strain-rate
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Figure B.4.1. Effect of the aspect ratio (AR = wu/d) on the strain-rate profile computed along the flow
centreline. The 3D geometries are designed using the 2D optimised shape for AR = 0.1, 0.2, 0.5 and 2
with WR = 1, L⊥ = 4wu and lε = 0.5wu considering creeping flow conditions.

profile will not obtain the desired behaviour and therefore, the 2D shape should not

be used. Additionally this primary investigation is for the specific case of WR = 1,

L⊥ = 4wu and lε = 0.5wu and therefore the limits for other configurations will be

different.
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