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ABSTRACT 

Cyber-Physical Systems (CPSs) represent a systems category expected to enhance the safety and 

improve the efficiency of maritime operations. However, new challenges due to the CPSs complexity 

are also anticipated leading to an unpredictable system behaviour, thus jeopardising safety. 

This thesis aims at developing a novel safety analysis method and system for enhancing the safety of 

the marine CPSs considering both their design and operation. Based on a comprehensive literature 

review, the safety-related properties for CPSs are identified. Then, the different hazard identification 

methods are analysed on their effectiveness to identify scenarios linked to the CPSs safety related 

properties. As the existing literature demonstrates, the existing hazard identification methods such as 

Fault Tree Analysis (FTA), Failure Modes and Effects Analysis and System-Theoretic Process Analysis 

(STPA) applications to the CPSs have been criticised for not capturing either the software-intensive 

character of CPSs or not allowing for quantitative safety analysis. 

To address these limitations, a novel Combinatorial Approach for Safety Analysis (CASA) is developed 

by integrating STPA, Events Sequence Identification (ESI) method and FTA. The method initiates with 

STPA, then employs ESI using input from STPA to identify the different scenarios and develops a Fault 

Tree based on ESI results. This Fault Tree is populated with STPA results, further refined, and enriched 

with the FTA results. The final Fault Tree can be used for estimation of the top-event failure rate and 

frequency, importance measures estimation and uncertainty analysis.  

The novel method is applied for estimating the failure rate and importance measures estimation of two 

types of marine CPSs: exhaust gas open-loop scrubber system and a reference cruise ship Diesel-

Electric Propulsion (DEP). Failure rate for 12 DEP system alternatives blackout is also estimated. The 

derived results for the scrubber system and DEP system demonstrate that the developed Fault Tree is 

much richer than for the previous studies. Moreover, it is demonstrated that the increase of the DEP 

system reliability/availability does not always result in DEP system blackout frequency reduction, as 

other system parameters have significant influence on blackout.  

Based on the CASA method results for the DEP reference system, a novel automated blackout 

monitoring concept for the DEP system is proposed. This concept is used to estimate the blackout 

probability variation in time in a virtual environment for the reference DEP system by integrating a 

number of measured system parameters, historical data and the CASA developed Fault Tree by 

providing a functional alarm to the crew and allowing better system monitoring and control. 

The novel CASA method is expected to support the system safety analysis and enhancement during the 

system design, whilst the proposed blackout monitoring concept is expected to enhance the safety of 

the DEP system operations. 

Keywords: Cyber-Physical Systems, Safety analysis, Diesel-Electric Propulsion system, Exhaust gas 

open loop scrubber system, Blackout, Cruise ships, Blackout monitoring system.   
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RESEARCH OUTPUT 

The research output in terms of conference papers and journal publications from the present PhD 

research is demonstrated graphically in Figure 1. 

 

Figure 1 Research output 
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�� Failure rate for component [h-1] 

���  The overall top event failure rate [h-1] 

�� Mean failure rate for component as per uncertainty analysis [h-1] 

��
�  Mean value of �  estimated from simulations [event/hours] or [event/years] 

��
�����

 The upper limit of the failure rate [h-1] 

��
�����  The lower limit of the failure rate [h-1] 

�i,m Failure rate for component estimated using sensor measurements [h-1] 

�� Repair rate for component [h-1] 

� Standard deviation [h-1] 

English symbols 
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Symbol Explanation 

�� Basic event in Fault Tree 

��� Error factor [-] 

��� Achieved accuracy [-] 

������ Target accuracy [-]  

��  Feature [variable units] 

��
���� Normal feature value [variable units] 

��
���

 Feature degradation slope [variable units/h] 

� Frequency of the top event [events per year] 

�� Frequency of the top event in specific system configuration [events per year] 

��� Health index for component i 

��
� Birnbaum’s importance measure [-] 

��
�� An averaged over time ��

�metric [-] 

��
�� Fussell-Vesely importance measure [-] 

��
��� An averaged over time ��

�� metric [-] 

��� Maximum Continuous Rating power [kW] 

�� Number of simulations [-] 

�� Number of criticality assessments implemented [-] 

�� Time system is working in specific operating mode [%] 

�� Operational parameters [depending on parameter] 

��� Time system is working in a specific configuration [%] 

�� Operational time [h]  

�
�,�

 Aggregated probability [-] 

��,�
��  Probability of failure for operating component [-]  

��,�
�� Probability of failure of safety system [-] 

��,�
��� Probability of specific system states [-] 

����  The probability of failure on demand [-] 

�� Probability of top event in specific system configuration [-] 

���  Probability of top event [-] 

���  Pearson correlation coefficient [-] 
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� Number of identical components 

� Time [h] 

��
� Time of last maintenance [h] 

��  Inspection or maintenance interval [h]  

� Weight depicting which information is selected. w=1, sensors are used to estimate 

failure rate, w=0 failure rate from database is used. 

��/� is critical value of a normal distribution with zero mean value, standard deviation 

equal to one for (1-�) confidence interval [-] 

Subscripts 

Symbol Explanation 

�� Importance measure estimation number in dynamic simulation 

� Component 

j Basic event in Fault Tree 

� Specific system configuration 

� Number of specific system configuration 

� Simulation number in uncertainty analysis 

�� Operating mode 
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TERMINOLOGY 

The different terms along with their definition are provided in Table 3. 
 

Table 3 PhD used terms with their definitions and sources. 

Term Definition 

Accident ‘An unintended event involving fatality, injury, ship loss or damage, 

other property loss or damage, or environmental damage’ (International Maritime 

Organisation (IMO), (2018) 

Accident model ‘The theory of accident causation used to analyse or design a system’(Thomas, 2013) 

Accident scenario  ‘A sequence of events from the initiating event to one of the final 

stages’ (IMO, 2018) 

Consequence ‘Outcome of an accident’(IMO, 2018) 

Criticality analysis ‘A procedure by which each potential failure mode is ranked according to the combined 

influence of severity and probability of occurrence’ (US Department of Defence, 1980) 

Frequency ‘The number of occurrences per unit time (e.g. per year)’ (IMO, 2018) 

Hazard ‘A potential to threaten human life, health, property or the environment’ or equivalently 

‘the system states or the set of conditions that together with a worst-case set of 

environmental conditions will lead to an accident’ (Leveson and Thomas, 2018)  

Hazards 

identification 

analysis 

‘Structured process for identifying fault conditions that lead to hazards reducing the 

chance of missing hazardous events’(Glossop et al., 2000) 

Hazardous scenario An accidental scenario which terminates at hazard (not accident or consequence) 

Importance measure Metric for assessing the contribution of a component, basic event or cut set to risk 

analysis result (Gomez, 1996) 

Probability ‘The relative frequency that an event will occur, as expressed by the ratio of the number 

of occurrences to the total number of possible occurrences’(IMO, 2018) 

Risk ‘The answer to three questions 1) What can happen (Accident scenarios), 2) How likely 

is it, and 3) What are the consequences?’(Kaplan and Garrick, 1981) 

Risk analysis ‘The process to comprehend the nature of risk and to determine the level of risk’ 

(International Standardisation Organisation, (2018)) 

Risk assessment ‘Overall process of risk identification, risk analysis and risk evaluation’ (ISO, 2018) 

Risk identification Process of finding, recognising and describing risks (ISO, 2018) 

Risk metric ‘A quantitative expression that can be used to answer an aspect of the three questions of 

risk.’ (Johansen and Rausand, 2014b) 

Safety ‘Freedom from unacceptable risk’ (ISO, 2010) 

Safety analysis Equivalent to risk analysis (ISO, 2010) 

Safety assessment Equivalent to risk assessment (ISO, 2010) 

Scenario See above accident scenario 
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1 INTRODUCTION 

1.1 Chapter outline 

In this chapter, the PhD background and motivation are provided. Based on the PhD background and 

motivation, the selected scope, the aim, objectives and research methodology are presented. These 

sections then are followed by the thesis outline and the chapter summary. 

1.2 Background 

The continuous research and innovative projects developments have resulted in new types of systems 

implementing functionalities unforeseen in the past, thus requiring the development of new methods to 

ensure their safety (Leveson, 2011a). One category of such systems is the Cyber-Physical Systems 

(Leveson, 2011a, Sinha, 2014). 

The term Cyber-Physical Systems (CPSs) was first introduced through a series of discussions between 

the members of academic staff at Berkeley University in 2006 (Gunes et al., 2014). The CPSs can be 

defined as ‘systems which collect the information from the physical environment using sensors and 

communication channels, analyse it using controllers and affect the physical environment and relevant 

processes through actuators to achieve specific goal during their operation’ as show in Figure 2 (Gunes 

et al., 2014). Compared with the mechatronic systems of the past, the CPSs consist of integrated 

components/subsystems and can be also interconnected with other CPSs (Hehenberger et al., 2016). 

Figure 2 The structure of CPS (Steffen, 2017) 

Figure 3 The CPSs of the ship (DNV GL, 2015). 
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The CPSs have been used and advanced in a number of application areas including automotive systems, 

avionics systems, defence systems, manufacturing systems, process control systems, traffic control 

systems, robots, smart medical devices, smart home applications and marine systems (Möller, 2016, 

Gunes et al., 2014, Engell et al., 2015, Hehenberger et al., 2016). The list of the CPSs across the ship 

systems includes the Power Management System (PMS), the Diesel-electric Propulsion (DEP) system, 

the Safety Monitoring and Control System, the Dynamic Positioning System, and the Heat Ventilation 

Air Conditioning systems (DNV GL, 2015) (Figure 3). The list of the CPSs will be expanded further in 

autonomous ships, while the existing CPSs are being constantly evolving, obtaining new features and 

functions. The CPSs could be classified into three large categories (Figure 4), although there may be 

overlaps between these categories: 

 Autonomous CPSs (ACPSs), which include the industrial and advanced robots and 

autonomous navigation systems (Guiochet et al., 2017).  

 Networked CPSs or Cyber-Physical Systems of Systems (CPSoSs), which are large, 

distributed systems, for example, the smart grids and the railway systems (Engell et al., 

2015). 

 Industrial automation and Control Systems (ICSs), which are used to control the physical 

processes in the oil and gas industry, nuclear industry, etc. (Flaus, 2019, Kriaa et al., 2015). 

Figure 4 Types of CPSs. 
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1.3 Motivation 

Safety is a key requirement for the CPSs, where safety can be comprehended as ‘the freedom from those 

conditions that can cause death, injury, occupational illness and damage or loss of equipment or 

property’ (US Department of Defence, 2012) or as ‘the freedom from unacceptable risk of physical 

injury or damage to the health of people, either directly, or indirectly as a result of damage to the 

property or to the environment’ (ISO, 2010).  

In this respect, it can be a special challenge to design safe CPSs as they belong to the category of 

complex systems (Sinha, 2014, Gunes et al., 2014), where complexity expresses the increased 

unpredictability of the system behaviour, which may jeopardize its safe and reliable operation (Sinha, 

2014, Johansen and Rausand, 2014a). The CPSs complexity leads to new unknown failure mechanisms, 

new unknown functional and structural dependencies, new hazards and risks (Zio, 2016b). The 

unpredictability in CPSs coexists with tight interactions between their components, especially between 

the cyber and the physical parts, allowing little “slack” or deviation in their functions/response (Qureshi, 

2007, Sierla et al., 2013, Bagade et al., 2017). The combination of tight interactions with complexity is 

the perfect recipe for accidents, as small deviations, due to a component degradation or unpredicted 

environmental disturbances can lead to a new emergent behaviour (Perrow, 1999). In this respect, 

complexity negatively affects CPSs, rendering them vulnerable, where vulnerability is a ‘weakness of 

a product or a system that may lead to the destruction if exposed to a threat’ (Zio, 2016a). 

Renown accidents in CPSs include the Ariane 5, the Mars Polar Lander (Leveson, 2004, Leveson, 

2011a) and the Boeing 737-8 (MAX) accident (Komite Nasional Keselamatan Transportasi, 2019). 

During the landing of the Mars Polar Lander additional unexpected noise was generated. The system 

interpreted this as the fact that the landing had occurred and gave the order to shut down the descent 

engines causing the spacecraft to crash into the Mars surface. Similarly, in the Ariane 5 accident, the 

inertial reference software of the Ariane 5 was the same as for the Ariane 4, but the followed trajectory 

had been changed. This small difference led to the loss of the spacecraft. In case of the Boeing 737-8 

(MAX) accident that occurred in Indonesia, a wrong sensor measurement in the manoeuvring 

characteristics augmentation system in combination with other factors lead to the loss of 189 passengers 

and crew (Komite Nasional Keselamatan Transportasi, 2019). These accidents and many others have 

led to a conclusion that the safety in general, and especially, for the CPSs must be viewed as an emergent 

property (Leveson, 2011a, Thompson et al., 2015) and has to be addressed at the system level (Asare 

et al., 2013, Reimann et al., 2017). 

The maritime safety has achieved significant improvement within the last century, with the annual loss 

rate declining from 3% to 0.25% in the beginning of the 21st century (Kristiansen, 2013). However, this 

number is several of orders of magnitude higher than similar numbers in aviation (IATA (International 

Air Transport Association), 2018, Eloranta and Whitehead, 2016). As the majority of accidents in the 
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maritime industry have been attributed to the human factor (80%) (Hetherington et al., 2006, Eloranta 

and Whitehead, 2016), it is expected that increased automation will drive to a better safety level 

(Kretschmann et al., 2012, Eloranta and Whitehead, 2016) and cost-effectiveness (Jokioinen et al., 

2016). However, considering all the issues discussed above, it can be a special challenge to design safe 

CPSs. Furthermore, accidents in modern complex systems including CPSs may have more severe 

consequences in terms of financial loss, human losses and environmental damage compared to systems 

used in past (Leveson, 2011a). In addition, the present public’s tolerance to accidents today is much 

lower, especially when it comes to autonomous systems, thus increasing the pressure on the involved 

authorities as well as the CPSs designers and operators (Leveson, 2011a). All this renders requisite 

further advancement and enhancement of CPSs safety assurance methods and techniques ensuring their 

cost-efficient design and operation. 

At the same time, the ship propulsion and electric power generating functions of modern cruise ships 

are realised using the DEP system (Geertsma et al., 2017). The loss of the electric power (blackout) on 

a cruise ship during the sailing or manoeuvring modes may result into a number of accidents such as 

collision, contact and grounding, which, in turn, may cause considerable human losses of passenger and 

crew (Nilsen et al., 2005). As the cruise ship industry has been rapidly developing, with both the vessels 

size and number constantly growing (Cruise Lines International Association (CLIA), 2016), ensuring 

the passengers, crew and ship safety is a paramount necessity. Despite the redundancy incorporated in 

each DEP system design, a number of blackout incidences were reported for cruise ships with DEP or 

ships with similar power plants (Hossain et al., 2013, MAIB, 2011, Rokseth et al., 2017). The recent 

total blackout incident on-board a cruise ship (Ullah et al., 2019), where all the generator sets in both 

engine rooms shut down due to a low lubrication oil alarm, provides a representative example of the 

potential safety, financial and social implications associated with blackout events. In this respect, it is 

important to minimise the blackout probability of the cruise ships power plant designs as well as to 

ascertain that adequate power will be available when required (DNV GL, 2016). 

Another critical parameter is the significant cognitive load imposed by the ship systems on the cruise 

ships crew and operators. As referred previously, the DEP system belongs to the category of complex 

and cyber-physical systems (DNV GL, 2015) consisting from a significant number of heterogeneous 

components, interacting with each other in multiple ways. Such complexity leads to significant amount 

of alarms that the crew has to deal constantly (Stefani, 2013) and impeding the distinction of one critical 

alarm from the another. This type of cognitive operator overload has been identified as one of the 

contributory factors to Three Mile Island nuclear reactor accident (Malone et al., 1980). In the recent 

blackout case on a cruise ship, whilst it still unclear why the crew accepted and cleared low lubrication 

oil alarms, this in combination with heavy roll and pitch led to loss of 3 Diesel Generators (DGs) out of 

4 (AIBN (Accident Investigation Board Norway), 2019). Therefore, there is a need to support the human 

operator in decision-making during critical operations.  
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1.4 The PhD scope 

1.4.1 Investigated methods 

As CPSs can be viewed as complex systems, with respect to safety, it is important to push the available 

system information as far as possible from the area of unknown unknowns to the area of known knowns 

as shown in Figure 5 (Hafver et al., 2017). Consequently, the safety of a CPS can be ensured if its 

behaviour is handled and well understood during its development. The more it is known about 

interactions and how to control them effectively, the more it is possible to intervene into the design and 

develop a safer system. 

Although all the safety related activities are important, the hazard identification and risk analysis can 

be viewed as having higher importance for the safe system design. Hazard identification allow the 

identification of scenarios, which if not dealt properly will lead to an accident (Park et al., 2018). Hazard 

identification and analysis is undertaken at an earlier stage and is used to derive the system 

requirements, guiding the system design and verification process (Leveson, 2011a). In addition, it is 

widely acknowledged that the earlier potential issues are identified, the lower will be the cost to fix 

them (INCOSE, 2015). Risk analysis is also widely used for verification and approval process as in 

automotive industry; however, it is heavily dependent on the hazard identification and analysis methods, 

as it is an important part of risk identification. Omitting a specific scenario can be more dangerous than 

improper ranking (Kaplan and Garrick, 1981). 

For this reason, the discussion and developments in this thesis will focus on the hazard identification 

and analysis methods, excluding methods used for human reliability analysis, as it is out of the scope 

of the present research. Whilst the thesis will also discuss some issues related to cybersecurity issues, 

the detailed analysis and enhancement of systems resilience/safety against cyberattacks is out of the 

scope of the present research. Methods addressing the autonomous functions of CPSs will be also partly 

addressed, but the primary scope will be on internal system properties rather than interactions with 

surrounding environment. 

1.4.2 The investigated systems 

As referred in the introduction, CPSs represent a class of systems advancing in a number of application 

areas including the maritime industry (DNV GL, 2015). At the same time the ship propulsion and 

Figure 5 The problem of complexity handling. Adapted from (Luft and Ingham, 1961).  
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electric power generating functions of modern cruise ships are realised using the DEP system, which 

implements a function critical for the ship safety (Nilsen et al., 2005). A blackout on a cruise ship may 

lead to significant safety and financial consequences. Therefore, the discussion and developments in 

this thesis will concentrate on the DEP system and blackout, with focus on the left side of the Bow Tie, 

without estimating the potential blackout consequences. The analysis will also not consider blackout 

due to human errors, flooding and cyberattacks. Fire will be considered on a very high level. 

In addition to that, the open loop exhaust gases scrubber systems use has become popular due to recent 

regulatory restrictions on SOx emissions from ships (Panasiuk and Turkina, 2015). Open loop exhaust 

gas scrubber can be considered as a simple example of a CPS system, which is used for reducing the 

SOx emissions from ships engines. Its failure can lead to noncompliance with SOx emissions 

regulations which in turn may lead to SOx emissions deteriorating the air quality in the local area with 

negative effects on humans health (International Agency for Research on Cancer, 2012) and the 

environment as SOx emissions contribute to acid rains (United States Environmental Protection 

Agency, 2019). In addition, noncompliance with the SOx emissions regulations can result in significant 

financial sanctions against the ship owner/operator. Therefore, this system is worth of attention and its 

analyses can support the discussion and developments with respect to the DEP system. 

The new developments in the safety area include the use of sensors measurements for better safety 

management (Knegtering and Pasman, 2013) based on Industry 4 revolution advancements. This 

include development of systems which integrate safety models with condition based monitoring data 

and existing monitoring systems(Aizpurua et al., 2017a). It is expected that such systems will reduce 

the operator cognitive load (Papadopoulos and McDermid, 2001). At the same time DEP system proper 

management is important. Therefore, the discussion in this thesis will focus on developments in that 

directions in connection to the DEP system. 

The investigation will focus on the systems, excluding the system interactions with humans, human 

operators and management systems. 

1.4.3 The targeted audience 

This PhD thesis will address issues of interest for the following public categories: 

 Researchers conducting research in safety of CPSs. 

 Safety engineers applying the hazard identification and risk analysis methods. 

 Marine system designers and specifically the DEP and scrubber system designers. 

 Classification society’s experts focusing on the above system and methods. 

 DEPs and scrubber systems operators.  
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1.5 Aim, objectives and research methodology 

The aim of this research thus is to enhance the safety of marine Cyber-Physical Systems by developing 

a novel safety analysis method and safety monitoring system. The specific objectives, related to the 

above-mentioned aim, are provided below. The research methodology and the objectives in connection 

with different Chapters are graphically depicted in the flowchart of Figure 6. 

The set objectives are the following: 

1. To investigate and critically review the challenges with related to the CPSs safety and how the 

hazard identification methods address them. (Addressed in Chapters 2 and 3). 

2. To propose and develop a novel safety analysis method by addressing gaps in existing methods. 

(Addressed in Chapter 4). 

3. To demonstrate the effectiveness of the developed novel safety analysis method by applying it 

to modern marine CPSs (DEP system, open loop scrubber). (Addressed in Chapters 5, 6 and 

7). 

4. To develop an automated blackout monitoring system supporting decision-making during a 

marine CPS operation based on the new method results and recent CPSs developments with 

application to the DEP system. (Addressed in Chapter 8). 

5. To summarise the main findings, conclusions and contribution of this research and to propose 

new directions for further research. (Addressed in Chapters 9-10). 

 

  

Figure 6 Research methodology flowchart. 
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For the objective 1, the results are realised by conducting an extensive and systematic literature review 

on the CPS safety related properties and advantages/disadvantages of existing hazard identification and 

analysis methods on Google Scholar, Science Direct and Scopus using relevant keywords. The quality 

of the literature review results in ensured by reviewed by the experts in the area of CPSs safety during 

the journal review process and by safety experts at DNV GL and relevant feedback is provided and 

incorporated (Figure 6). These results and insights are used to develop the novel method in the objective 

2. 

For the objective 2, the novel method rationale, steps, used equations, method assumptions and 

consistency are ensured by the feedback provided during the relevant conferences, through article 

review process and by safety experts at DNV GL. The novel method is used then for the safety analysis 

of the relevant systems. 

For the objective 3, the relevant input is gathered from a number of available sources, including 

manufacturer drawings, available publications, reliability databases based on the method needs. The 

results of the novel safety analysis method are reviewed by the partners at DNV GL and by the relevant 

journal/conference reviewers. In addition to that, the quality of results for the reference DEP system is 

enhanced by implementing sensitivity analysis with respect to some model parameters, applying 

uncertainty analysis and comparing results with relevant accident investigation data. The results of the 

objective 3 are used to enhance the novel method, to identify its advantages/disadvantages and derive 

safety recommendations for the investigated systems. 

For the objective 4, the quality is ensured by receiving the relevant feedback from the safety experts at 

DNV GL. However, the results of this analysis were heavily based on the quality of results for objectives 

2 and 3, so the quality was ensured before that. 

For the objective 5, the quality is ensured through feedback provided by examining committee. 
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1.6 Thesis structure and overview 

The thesis structure with respect to aim and objectives was provided in Figure 6. In this section, the 

contents of each Chapter are elaborated in more detail. 

This thesis commences with the background, the motivation and generic aim and objectives of the 

conducted research in the Introduction (Chapter 1). 

In Chapter 2, a general review of challenges and the CPSs safety related properties is provided. 

Subsequently, the focus of this chapter shifts to the review of hazard identification and analysis 

methods, where the different methods are compared and analysed for their suitability to the CPSs. 

The literature review becomes more focused in Chapter 3, where literature related to the STPA, DEP 

propulsion systems and intelligent safety monitoring systems are further analysed and compared. Based 

on the results of this analysis, the literature review gaps and proposal for PhD research are provided. 

In Chapter 4, the proposed novel safety analysis method is described and elaborated. This method steps 

are explained in detail and the assumptions required for the application of the method are also provided. 

In Chapter 5, the investigated open loop scrubber system with relevant input is provided. Then the 

results of applying the novel method to the specific system are provided. 

In Chapter 6, the reference and alternative DEP systems main parameters, functions and assumptions 

with respect to their operation are provided. Subsequently, the analysis input is also delineated. 

In Chapter 7, the results of applying the CASA method to a number of DEP systems are provided and 

discussed. 

In Chapter 8, the new safety monitoring system concept related to the operation of the DEP system is 

demonstrated. The method followed to simulate the DEP and estimate the safety metrics time variations 

as well as the method application are provided. In addition, the main functionalities of the novel concept 

are demonstrated through the presented application study. 

In Chapter 9, the novelty, method advantages, main contributions and limitations of the present research 

are provided. 

In Chapter 10, the main conclusions and findings of this research are summarised. Finally, suggestions 

for future research and reflection on research objectives are provided. 
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1.7 Chapter summary 

The maritime industry has been developing rapidly employing new systems and technologies. In 

specific, Cyber-Physical Systems have been introduced to implement safety critical ship functions; 

therefore, ensuring their safe design and operation is of a paramount necessity. This thesis focuses on 

the hazard analysis methods, DEP and scrubber system and development of novel monitoring systems 

by targeting both industry and academia readers. The aim of this thesis is to enhance the safety analysis 

methods and suggest new systems for safety monitoring in CPSs. To ensure the results quality feedback 

from industry and academia, comparison with available studies and accident statistics are used. 
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2 BACKGROUND LITERATURE REVIEW 

2.1 Chapter outline 

The purpose of this chapter is to provide the necessary theoretical background required to justify the 

novelty and the rationale of the developed method. For this purpose, some safety-related properties of 

the CPSs are first identified based on the available literature. Then, the hazard identification and analysis 

methods are critically reviewed for comparing their effectiveness in identifying hazardous scenarios in 

the CPSs based on the relevant CPSs properties and previous research studies conclusions. Finally, the 

chapter findings are summarised. 

2.2 CPSs safety related properties 

A CPS, as can be inferred from the term, consists of two parts, the physical and the cyber. The cyber 

part represents the associated controller, whilst the physical part represents the controlled physical 

process and the components required to control the process. Both the physical and the cyber parts 

implement some assigned functions by transforming input into specific output (Buede and Miller, 

2016). These functions are supported by components, which carry out some smaller functions at a lower 

level. To achieve a desired high-level function, these components are connected into an architecture 

(Buede and Miller, 2016). Compared to the typical systems though, CPSs react to the physical 

processes, thus it is important to understand their response; or in other words to understand the type 

and implemented sequence of functions and the reactions of the system to the environmental stimuli 

resulting into system transfer from a specific state to another (Banerjee et al., 2012, Bujorianu and 

Piterman, 2015). Last, the overall system performance is affected by the management procedures and 

the associated socio-technical system (Leveson, 2012). These are provided schematically in Figure 7. 

The internal complexity of systems can be classified as structural, dynamic and organisational 

according to pertinent literature in the context of the system design and development (Sinha, 2014, Zio, 

2016a). Structural complexity is a characteristic of the systems that consist of a large components 

number and have unpredictable interactions among their components (Zio, 2016a, Sinha, 2014). 

Dynamic complexity exists when the comprehension of the system behaviour and system dynamics in 

time, including interactions with environment, is impeded (Sinha, 2014). Organisational complexity 

refers to the organisation of the group responsible for the design and the operation of the complex 

system (Sinha, 2014). Other CPSs safety related sources of complexity have been provided in Table 4. 

They are provided and are elaborated in the following paragraphs. 
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Table 4 Sources of complexity in CPSs. 

Complexity 

dimension 

Source ACPSs CPSoSs ICSs 

Structural  

(Sinha, 2014) 

Heterogeneity (Rajhans et al., 2014, Petnga and Austin, 2013, 

Marwedel and Engel, 2016) 

 
˅ 

˅ 

Interoperability (Gunes et al., 2014, Möller, 2016)  ˅ ˅ 

Connectivity (Marwedel and Engel, 2016, Wolf and 

Serpanos, 2018, Delange et al., 2009, Schmittner et al., 2015) 

˅ ˅ ˅ 

Software-intensiveness (Bures et al., 2015, Safety of 

Autonomous Systems Working Group (SASWG), 2020) 

˅ ˅ ˅ 

Humans in the loop (Leveson, 2011a, Engell et al., 2015, 

Reimann et al., 2017) 

˅ ˅ ˅ 

Dynamic  

(Sinha, 2014) 

Evolution in time (Engell et al., 2015) ˅ ˅ ˅ 

Dynamic reconfiguration (Gunes et al., 2014) 
 

˅ ˅ 

Autonomous decision making (Murashov et al., 2016) ˅   

Organisational  

(Sinha, 2014) 

The complexity of design and operation team ˅ ˅ ˅ 

 

 

Figure 7 Description of logical elements of CPSs. 
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The complexity in CPSs can be attributed to the fact, that many CPSs are heterogeneous systems 

consisting of a considerable number of different components, such as mechanical, electrical, control 

and networking, which cooperate for an achievement of the desired system goal (Rajhans et al., 2014, 

Petnga and Austin, 2013, Marwedel and Engel, 2016). The heterogeneity contributes to complexity, as 

it impedes an understanding of the system interactions, especially between the cyber and physical part, 

leading to subsequent unpredicted interactions (Sampigethaya and Poovendran, 2013, Liu et al., 2017). 

The CPS design requires the involvement of engineers from different disciplines, which also contributes 

to organisational complexity. 

The interoperability can be described as the ability of systems/components to work together for the 

achievement of the common goal in a System of Systems (SoS)/System (Gunes et al., 2014, Möller, 

2016). The interoperability in the CPSs can be viewed at a component level, as a result of 

interconnecting mechatronic systems and at a system level as a result of interconnecting a number of 

CPSs (Hehenberger et al., 2016). Although this adds new functionalities to the systems, it enhances the 

complexity of CPSs due to the fact that the networking elements of CPSs obtain data from other CPSs 

or mechatronic systems, thus increasing the number and types of interactions (Johansen and Rausand, 

2014a, Placke et al., 2015, Reimann et al., 2017, Kim and Kumar, 2012). Delays in delivery of 

information and loss of information from one computing element to other can lead to the realisation of 

significant hazards (Wolf and Serpanos, 2018, Kim and Kumar, 2012). Hidden defects of a component 

may expose the interconnected systems to cascading failures (Zio, 2016a, Jaskolka and Villasenor, 

2017). In this respect, it is important to ensure that CPSs and their components are safely integrated 

(Lee et al., 2012). 

The interoperability of the systems very often comes along with their interconnection, but this leads to 

problems related to cybersecurity (Marwedel and Engel, 2016, Wolf and Serpanos, 2018, Delange et 

al., 2009, Schmittner et al., 2015). The relationship between safety and security in CPSs can be 

characterised as a relationship of conditional dependence, as cyberattacks can exploit deficiencies in 

the defence systems, protocols or human recklessness and directly affect the integrity or availability of 

the data and control systems (Wolf and Serpanos, 2018, Kriaa et al., 2015). An example of 

compromising the system safety because of a breach of the cybersecurity was the case of the Stuxnet 

worm, which successfully destroyed the centrifuges pumps at Iranian nuclear facilities, impeding the 

process of uranium enrichment (Axelrod, 2013). Another example was a targeted attack on a steel mill 

in Germany, where attackers managed to destroy a blast furnace (Federal Office for Information 

Security, 2014). 

CPSs are software-intensive systems, as the algorithms, software and hardware is a primary entity of 

the CPSs cyber part (Bures et al., 2015, Safety of Autonomous Systems Working Group (SASWG), 

2020). However, errors in algorithms, software and hardware are of a great concern for the designer 

(Lee et al., 2012). As the functionalities of the CPSs increase, the number of interactions and potential 



48 
 

errors in software also increases and the more likely a software error may lead to an undesired behaviour 

(Wolf and Serpanos, 2018). An accident can be also caused by a fully functional software, due to 

improper handling of the system requirements (Thomas, 2013). An outcome of a statistical study on 

medical safety-critical CPSs showed that about 33.7% of recalls of medical CPSs during 1999-2006 

occurred due to a problem with the software (Bliznakov et al., 2007). It was also observed that this 

trend was increasing reaching almost 50% between 2004 and 2005 (Bliznakov et al., 2007). Another 

noticeable example of accidents caused by the software flaws is an accident with a radiation therapy 

machine Therac-25, which led six patients to death due to the radiation overexposure (Baier and Katoen, 

2008). 

Many of the CPSs involve humans in charge of the decision-making at a high level of control (Leveson, 

2011a, Engell et al., 2015, Reimann et al., 2017). Inadequate communication between people and 

machines, due to the lack of proper situational awareness can lead to an accident (Leveson, 2011a, Allen 

et al., 2018). The problem can also come from overreliance on the technology, as was revealed from 

the crash of Turkish Airlines flight in 2009 (Kevin Anthony and Masooda, 2014) and during the 

collision of a Tesla Model car in 2016 (National Transportation Safety Board (NTSB), 2017). Other 

problems include the loss of the short-term and long-term situational awareness due to the lack of 

system understanding and the deterioration of the skills required in critical situations (Stefani, 2013). 

The human factors can be seen as an additional component to CPSs adding interactions and non-

linearity. 

Several classes of CPSs are planned to operate for a very long period and during their operation, it may 

be required to add new functionalities or to improve their performance. Some CPSs also follow an 

evolutionary design process with new updated versions being launched constantly to the market. 

Practically it means that some of the CPSs components and functionalities can be changed (Engell et 

al., 2015). In addition, the system components health deteriorates over time. Yet, it may lead to 

hazardous situations, as an improper software or hardware update or component degradation, through 

tight interactions may lead to an inappropriate behaviour of these systems. A typical example of such 

an accident was the Ariane 5 crash, where the inertial reference software that was installed on Ariane 4 

was also installed on Ariane 5, but as the trajectory of Ariane 5 was changed it led to new inappropriate 

interactions (Leveson, 2011a). 

Dynamic reconfiguration and adaptability can be defined as ‘the capability of a system to change its 

state by adjusting its own configuration in response to different circumstances in the environment’ 

(Gunes et al., 2014). The dynamic reconfiguration and adaptability can be also expressed in terms of 

fault tolerance (Engell et al., 2015, Yang et al., 2010). This ability of CPSs is, to a great extent, 

supported by intelligent prognosis and diagnosis techniques and allows CPSs to fail safely, avoiding 

accidents (Engell et al., 2015, Guillén et al., 2016). Such initiatives exist in a number of application 

areas (Xu and Xu, 2017). Therefore, it is required to ensure that these reconfiguration functions, 
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diagnostics and prognostics work properly taking into account the complexities of the physical 

processes and the system evolution in time (Lee et al., 2012, SafeCOP, 2016, Goebel et al., 2017, 

Reimann et al., 2017). 

Autonomous decision-making is robotic systems or autonomous CPSs property and can be defined as 

an ability to undertake decisions and to perform simple and complex tasks by considering the changes 

in the environment without human intervention (Murashov et al., 2016). It is absolutely necessary to 

ensure that the autonomous CPSs can make decisions not leading to accidents (Reimann et al., 2017). 

Such was the cause of an accident with an industrial robot that resulted in the death of a worker 

(Guiochet et al., 2017). In addition, as the autonomous decision-making CPSs may rely on artificial 

intelligence and machine learning algorithms, their behaviour can be quite unpredictable, like in the 

case of the human-like robot Sophia, which “promised” to destroy humanity (Sputnik, 2016). This is 

attributed to the fact that these algorithms verification using available methods is quite challenging 

(Ghosh et al., 2016, Huang et al., 2017, Van Wesel and Goodloe, 2017). 

Concluding the section, the CPSs can be viewed as complex systems. As it was demonstrated in the 

preceding paragraphs, the CPSs complexity leads to unpredicted interactions in CPSs and can be 

attributed to: 

 Heterogeneity 

 Interoperability 

 Interconnectivity 

 Software-intensiveness 

 Interactions with humans 

 Evolution in time 

 Dynamic reconfiguration 

 Autonomous decision making 

 The complexity of design and operation team 

The next section discusses the available hazard identification and analysis methods tackling the problem 

of complexity in the CPSs. The discussion will exclude the interactions with humans and organisational 

complexity, as it is out of the scope (Section 1.4.2). 

2.3 Hazard identification and analysis methods limitations 

Hazard identification and analysis is the process of defining all possible scenarios, which can lead to an 

accident. Hazard identification is a process dependent on the understanding of the safety engineer on 

how the accident can occur or, as otherwise stated, based on the accident models (Thomas, 2013, 

Johansen and Rausand, 2014a, Qureshi, 2007). A sequential accident model describes an accident as a 

chain of discrete events that occur in a particular order (Qureshi, 2007). The epidemiological accident 
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models including the Swiss Cheese Model, view an accident as a result of a combination of inadvertent 

latent and manifest factors, addressing in this way the multi-point failures (Qureshi, 2007). The thinking 

according to epidemiological accident models has set the background for development of hazard 

analysis techniques as the Event Tree Analysis (ETA), the Failure Mode and Effect Analysis (FMEA) 

and the Fault Tree Analysis (FTA) (Qureshi, 2007). Systemic accident models describe the accident as 

an outcome of dysfunctional interactions between the system components (Qureshi, 2007, Johansen and 

Rausand, 2014a). Based on the systemic accident models, methods including the System-Theoretic 

Process Analysis (STPA) and the Functional Resonance Accident Model (FRAM) have been emerged. 

Failure Logic Synthesis and Analysis (FLSA) methods are mainly based on the idea of compositionality 

or that the system behaviour can be captured through a localised form of an FMEA. Fault Injection (FI) 

is a dependability technique, in which the system behaviour is analysed under the presence of faults and 

can be applied to a system abstraction, detailed system model or built system. Some of the fault injection 

methods, using model abstractions can be used for development of Fault Trees and consequent risk 

analysis. 

A short description of the most commonly used methods according to literature such as in (IMO, 2018) 

is provided in the subsequent paragraphs. As there are at least 800 techniques, methods, databases or 

models for safety assessment (Everdij and Blom, 2016) and it would be impossible to provide an 

overwhelming picture for all the methods, the focus will be on few methods. An overview of the 

investigated methods effectiveness is provided in the form of a heat map in Table 5. The methods are 

assessed using qualitative ranking for their effectiveness in capturing specific CPSs complexity sources 

based on information in the identified and cited publications. 
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Table 5 Heat map on hazard identification methods for CPSs. 
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2009). In relation to autonomous CPSs, the PHA and SWIFT require appropriate modification to be 

able to identify more efficiently scenarios (Dogramadzi et al., 2014). Hence, these methods 

effectiveness for tackling CPSs has been ranked as low. 

Failure Modes and Effects Analysis (FMEA) is among the oldest methods used for safety assessment 

(BSI, 2006). FMEA is bottom-up or inductive hazard identification and analysis method. The method 

identifies the system components, the effects that components failure may have on the system, the 

potential causes for the system components failure and the proposed safeguards against their failures. 

FMEA is used for system design and manufacturing processes analysis. FMEA can be enhanced with 

ranking named Criticality Analysis (CA) to identify the most safety-critical scenarios. For its 

implementation, FMEA usually require system detailed information and is labour intensive (BSI, 2006, 

Thomas, 2013). Whilst FMEA is among the oldest methods used for safety assessment (BSI, 2006), it 

is not structured (Peeters et al., 2018) but can be assisted by failure mode checklists (Raspotnig and 

Opdahl, 2013); therefore, FMEA can be efficient for hazard identification in heterogeneous systems. 

However, it captures the architecture only implicitly, which has an impact on identification of scenarios 

related to dependencies between components. Furthermore, FMEA was proved to support analyst to 

identify less interactions and software related failure modes than STPA (Sulaman et al., 2017), which 

implies that FMEA is less efficient in addressing the software failures and raises concerns about 

addressing the common cause failures. It is widely acknowledged that FMEA is not supportive for 

tackling multi-point failure modes (Glossop et al., 2000) and less suitable for describing complex logic 

(Khan and Abbasi, 1998). Modified FMEA versions were used for cybersecurity vulnerability 

assessment in systems (Schmittner et al., 2015). However, FMEA tables number can be huge, which 

implies difficulty in handling the results of analysis and updating them (Thomas, 2013). Traditional 

methods including FMEA have been criticised for identifying failure related to autonomous functions 

implemented in robots and advanced CPSs (Dogramadzi et al., 2014, Guiochet, 2016). 

HAZard and OPerability studies (HAZOP) is a general method for identification of system deviations 

from the expected performance that lead to hazards (ISO, 2009). In this respect, HAZOP is more general 

than FMEA, although share similarities with this method. A major difference of HAZOP from FMEA 

is that it starts with the outcome, which is undesired deviation and proceeds to the identification of their 

causes. HAZOP is conducted by a group of experts, using a set of guidewords. Control HaZOP is a 

specific type of HAZOP, which is applied to safety critical instruments and control systems. As referred 

previously, HAZOP is among the most rigour methods for the hazard identification, as it is supported 

by a number of guide words (Raspotnig and Opdahl, 2013). Thus, properly selected guidewords can 

support the identification of heterogeneous failure modes. However, similarly with FMEA in HAZOP, 

multiple point deviations are not properly addressed (Glossop et al., 2000). Furthermore, no specific 

guidance is given for the assessing how the deviations will impact the system. As a result capturing the 

event sequences and dynamic reconfiguration can be a specific challenge in HAZOP. Considering 
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software, HAZOP has been criticised for ambiguity, incompleteness, nonsensicality and redundancy 

(Hulin and Tschachtli, 2011). A modified HAZOP has been applied for cybersecurity risk assessment 

purposes (Winther et al., 2001). Similar with PHA enhancement is required for HAZOP when applied 

to ACPSs (Guiochet, 2016). 

Fault Tree Analysis (FTA) is a top-down graphical hazard and safety analysis method (ISO, 2009). It 

initiates with an undesired event in system and deductively proceeds to identification of its causes. It 

represents the occurrence of a failure using a logical tree and describes all the conditions necessary for 

its occurrence. FTA can be used both qualitatively and quantitatively during design and operation 

(Kabir et al., 2016). FTA has strong semantics for capturing the heterogeneous character of CPSs (Khan 

and Abbasi, 1998), however it does not provide any specific guidance for identification of 

heterogeneous failures using failures as in FMEA. Whilst FTA can be used to capture dependencies 

between functions and components failures (Thomas, 2013, Raspotnig and Opdahl, 2013), still some 

refinement can be required to incorporate common cause failures (Khan and Abbasi, 1998). FTA is not 

designed to capture the software failures in an explicit manner, which reduces its effectiveness in 

capturing the software and cybersecurity related failures (Dawson et al., 2015). FTA can be used to 

derive failure paths or logical sequences, addressing in this way issues related to multipoint failures 

(Glossop et al., 2000, Khan and Abbasi, 1998) by using some generic questions (Raspotnig and Opdahl, 

2013), but the end criteria in FTA is not defined (Peeters et al., 2018, Thomas, 2013). The FTA also 

struggles to capture some system temporal behaviour properties (Kabir et al., 2016). 

Event Tree Analysis (ETA) is a method used for identification of event sequences leading to specific 

accident scenarios (ISO, 2009). ETA is based on PHA and HAZOP results to identify specific initiating 

events and their propagation into accidents. Together with FTA, ETA can be used for estimation of risk 

in Bow Tie analysis. ETA has also strong semantics allowing inclusion of heterogeneous failures. 

Specific issues may arise due to the incorporation of the common cause failures, which require careful 

consideration (ISO, 2009). As it incorporates explicitly the events sequences, it is an appropriate method 

for capturing the dynamic reconfiguration in CPSs. However, ETA considers only one failure mode per 

event (ISO, 2009), so it can be inappropriate for identification of intricate software failure modes and 

consequently cybersecurity related hazards. Furthermore, ETA is usually dependent on other hazard 

identification techniques as PHA (ISO, 2009), so Event Trees completeness will depend on the 

completeness of the employed techniques. 

Functional Hazard Analysis (FHA) method is used in aviation industry and military industry of the 

United States of America (Joshi et al., 2006). The process is based on the identification of the system 

functions, their inputs and outputs and their failure modes (Scharl et al., 2014). The failure modes with 

their causes are used for developing the relevant safety measures. FHA has been described as a 

structured approach for hazard identification and analysis (Raspotnig and Opdahl, 2013). It is similar 

in effectiveness to FMEA for addressing heterogeneity, but it incorporates more effectively the 
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dependencies between the components and functions (Joshi et al., 2006). Software failures can be also 

incorporated in this manner. However, a smaller number of scenarios were identified compared with 

STPA, when implemented to the same system. (Fleming, 2015). Sequential dependencies are not 

incorporated, whilst the technique does not seem to be addressing the issue of environmental context, 

which both are important in ACPSs. 

In System-Theoretic Process Analysis (STPA), the system is represented by a control structure and the 

hazardous conditions are generated by the lack, the presence or the improper timing of the control 

actions (Leveson, 2011a). After the identification of the Unsafe Control Actions (UCAs), the safety 

engineer duty is to identify the underlying factors causing the occurrence of the unsafe control actions. 

The identified hazards, unsafe control actions and causal factors are used to develop safety related 

requirements. The STPA, as a top-down method, can be used to define more accurately the scope and 

the target of the hazard analysis. Moreover, it is capable of identifying the potential hazardous control 

actions by capturing the system context and in this way addressing sufficiently the software-intensive 

character of CPSs as well as identifying additional scenarios not captured by FMEA (Thomas, 2013, 

Sulaman et al., 2017, Rokseth et al., 2017). A number of studies applied to systems with control 

elements confirmed that some scenarios identified using STPA related to control functions where not 

tackled by using FMEA (Rokseth et al., 2017, Sulaman et al., 2017), PHA at initial design phases 

(Fleming, 2015), FTA (Ishimatsu et al., 2010) or even HAZOP (Teikari et al., 2014). In a controlled 

test study among master and bachelor students, results indicated that the STPA assisted in the 

identification of more software safety requirements than FMEA and FTA (Abdulkhaleq and Wagner, 

2015). STPA can be also used in conjunction with other methods for cyber-security safety assessment 

(Young and Leveson, 2014). However, this method considers the system behaviour phenomena in a 

static way. It may provide information on specific hazardous control actions at different snapshots of 

the system life, but it cannot describe how these hazardous control actions will propagate into an 

accident, incidents or hazards (Abdulkhaleq and Wagner, 2013). Furthermore, the method was proved 

weaker in finding the single cause failures, albeit it has the potential for their identification (Sulaman et 

al., 2017). Moreover, STPA is applied at a functional level, not considering the actual system 

architecture (Rokseth et al., 2017). STPA was also criticised for applications in SoS, as it does not 

support identification of the environmental context variables (Baumgart et al., 2018), which affects its 

applicability to ACPSs. 

Functional Resonance Accident Model (FRAM) is a systemic approach for hazard analysis, according 

to which, accidents occur due to concurrent deviations from the standard performance of the system 

components (Qureshi, 2007, Yang et al., 2017). In FRAM, the potential variabilities in system functions 

are identified and their impact on the overall system behaviour is assessed. In this way, FRAM 

emphasises the interactions between the subsystems and components (Tian et al., 2016). FRAM has 

extensively applied in aviation systems (Tian et al., 2016). It guides the identification of potential 
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interactions between components (Tian et al., 2016), although it may require to be complemented by 

an FMEA checklist to capture the heterogeneous failures of the system. Its efficiency in identifying 

hazards due to software failures is under question (Thomas, 2013). FRAM was applied for cyberattacks 

impact assessment, but it mostly focuses on socio-technical rather technical systems (Tian et al., 2016, 

Patriarca et al., 2017). Some dynamic features seems to be captured by the method (Hollnagel, 2012). 

Failure Logic and Safety Analysis (FLSA) methods are based on system models extended with fault 

models capturing the components malfunctions (Joshi et al., 2006, Lisagor et al., 2006, Adler et al., 

2010, Kong et al., 2017). Two elements are essential for the analysis, the system architecture and the 

component failures (Sharvia et al., 2016). The fault model represents the failure and fault modes of the 

each component, as well as how they can be triggered and how they are propagated to the other 

components (Adler et al., 2010, Li and Li, 2014, Joshi et al., 2006). FLSA methods can be used to 

derive automatically Fault Trees and FMEA tables using appropriate algorithms. Examples of FLSA 

methods include HiP-HOPS, Design Structure Matrices, Architecture Analysis and Design Language 

(AADL) methods. FLSA methods add rigour to the analysis as it is a Model-Based Safety Assessment 

(MBSA) approach (Papadopoulos et al., 2016). In FLSA methods, dependencies between components 

are explicitly captured in model and are used as input in analysis (Joshi et al., 2006). Still the 

consideration of potential software failure mode can be enigmatic, as this approach is dependent on a 

localised FMEA form; thus, it inherits all its limitations. When updated with appropriate semantics, 

FLSA methods can be used for cybersecurity assessment (Delange et al., 2009). However, FLSA 

methods do not effectively represent the system behaviour, as it does not consider system functions in 

time (Sharvia et al., 2016). So, it seems not to be applicable for identification of scenarios in ACPSs. 

Fault Injection is a dependability technique, in which the system behaviour is observed under the 

presence of faults to guarantee that the system behaviour will be sound despite the presence of 

malfunctions in the system (Gamble et al., 2014, Elks, 2012, Adler et al., 2010). A number of fault 

injection methods was based on the system abstraction including the COMPASS toolset, the AADL 

based methods and the Alta Rica language. Fault injections methods can be also used for development 

of Fault Trees and FMEA tables. Fault injection to detailed models and systems, as well as testing 

applied to the models of the systems or real systems is more suitable for addressing the system 

heterogeneity and components dependency (Wolf and Serpanos, 2018). The system behaviour and 

reconfiguration functions can be assessed with the assistance of fault injection methods (Sharvia et al., 

2016), but it is under question if all the multipoint failures can be addressed due to state-explosion 

problem. Several other limitations exist in using these methods as well, like dependence on localised 

form of FMEA method or FMEA, issues with completeness and hardship to represent results in easy 
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and comprehensive way (Sharvia et al., 2016). As an MBSA approach, still it can be very convenient 

for controlling the system modifications and safety assessment updates. 

It is deduced from the preceding analysis that none of the methods is the best for identifying all the 

scenarios in the CPSs. These methods are either incapable or do not provide effective guidance on 

tackling specific safety related CPSs properties. The preceding analysis results are summarised as 

follows. 

 PHA and SWIFT have applicability at initial design stages and may struggle with identifying 

complex accident scenarios. 

 FMEA can be viewed useful in capturing some of the safety properties but may be inappropriate 

for incorporating multipoint failures and software failures. 

 Being a rigour method, HAZOP still may not support analyst identifying multipoint failures 

and software related failures. 

 FTA can be used to identify and model multipoint failures but does not support so effectively 

interaction and software failures identification. 

 ETA can be used to identify failure sequences but may be not suitable for identifying complex 

accident scenarios. 

 FHA can be useful for identifying dependencies among components and system functions but 

does not consider the sequential effects. 

 STPA is capturing complex software interactions in system but is disconnected from the system 

architecture. 

 FRAM is focusing on component interactions but has been applied more to socio-technical than 

technical systems. 

 FLSA methods are suitable for capturing the components interactions and system modifications 

fast hazard identification and analysis. Still they seem to be incapable of confronting complex 

temporal relationships. 

 Fault injection methods can be useful for representing interactions in system, but not for 

multiple failure modes. 

Considering the STPA effectiveness in identifying scenarios compared with other methods, especially 

with respect to interactions and software functions in systems, which are very important in CPSs, it has 

been decided to focus more on this method and associated research studies in the next chapter. FLSA 

seem to be also good methods, but developments in this direction would require significant resources. 

FI methods are applicable at a later design stage, therefore, their use would not support the generation 

of safety requirements. 
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2.4 Chapter summary 

In this chapter, the main CPSs complexity sources were identified and then hazard identification 

methods were assessed for their effectiveness in identifying the scenarios connected to these CPSs 

complexity sources based on available research studies. The results of this analysis suggested that none 

of the main hazard and widely used identification methods is supportive enough for identifying all the 

accident scenarios attributed to different sources of complexity in CPSs. As demonstrated though from 

the previous studies analysis, the STPA supports better the analyst for identifying scenarios compared 

with other methods, especially for interactions and software related functions in CPSs. 
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3 RELATED WORK REVIEW 

3.1 Chapter outline 

The literature review become more focused in this Chapter. First, the System-Theoretic Process 

Analysis (STPA) related research is further elaborated and critically reviewed. Subsequently, a 

literature review results on to the ship power plants reliability, availability, and safety assessment and 

on related automated safety monitoring systems studies are provided. Based on the findings, the 

research gaps with respect to the STPA method, the investigated power plant and safety monitoring 

systems are identified. The selected research gaps also provided. 

3.2 STPA-based research studies 

In this section, a number of previously published studies that were dedicated to improving or 

supplement the STPA are critically reviewed. As the present thesis focuses on CPSs technical related 

properties, the STPA studies focusing on socio-technical aspects were excluded from this review. The 

related research studies are split into the following categories: 

 Enhanced STPA approaches, either implemented in semi-automatic way or facilitating STPA 

application and improving its quality. 

 Automated STPA approaches, where at least one of the STPA steps is implemented fully 

automatically based on a formal system model representation. 

 Group of research studies, where STPA was combined with other hazard identification and 

analysis methods. 

 In other research studies where STPA was integrated with design methods and modelling 

techniques. 

The new methods have been assessed based on the previously identified CPSs safety-related criteria 

(Chapter 2) and based on the available information presented in the published studies. Additionally to 

these criteria, three utility criteria have been added to the assessment retrieved from (Dawson et al., 

2015) and (Papadopoulos and McDermid, 2001) (a) the risk estimation criteria, depicting the ability of 

the method to allow for the comparison of two similar systems safety based on the safety metrics; (b) 

ranking criteria, according to which, it is investigated whether the different failure modes are ranked 

and prioritised in employed approach or importance measures are estimated; (c) suitability of the 

approach for automated safety monitoring of a system function. The additional criteria are added to 

depict new developments in STPA with respect to its use and suitability for safety analysis. The results 

of this review are provided in Table 6, whilst they are further elaborated in the subsequent sections. 

 



 
 

 
 

Table 6 Gap analysis of existing research studies on STPA method. 
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(Missing interactions between 
heterogeneous components) 
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(Common cause failures/ dependencies 
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Connectivity 
(Cyber-security threats) 
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Software-intensive 
(Control failures) 
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Evolution in time 
(Model-based approach/alterations in time) 
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(Multipoint failures/Temporal 
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Autonomous decision-making 
(Environmental context) 
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Risk metrics criteria estimation + + + + + + + + + + + + ++ + +++ ++ + + + + + + 

Scenarios ranking + + + + + + + + + + + + ++ + + ++ + + + + + + 

 Automated safety monitoring system + + + + + + + + + + + + + + + + ++ + + + + + 

High effectiveness: 

The method naturally leads to identification 

of related scenarios / risk metrics estimation 

/ ranking based on importance criteria / 

development of model fit for automated 

safety monitoring including sensors 

measurements 

+++ 

Moderate effectiveness: 

The method leads to identification/capturing 

of some related scenarios / approximate risk 

metrics estimation / qualitative ranking / 

development of model fit for some scenarios 

automated safety monitoring with indication 

of how to integrate with sensors 

++ 

Low effectiveness: 

The method leads to identification of limited 

number of related scenarios /no risk metrics 

estimation / no ranking / model not fit for 

automated safety monitoring or no 

integration with sensor measurements 

+ 
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3.2.1 Enhanced STPA approaches 

Thomas (2013) formalised the STPA application to enhance Unsafe Control Actions (UCAs) 

identification. In this approach, the control actions are assessed for their relation to safety based on the 

system context, expressed using context tables. Based on the context tables, the hazards, source 

controllers, set of control actions, process variables and potential values for each variable are expressed 

using formal language. This is required for the first step of STPA. With the support of some rules, this 

approach allowed facilitation of UCAs identification. The new approach was applied to nuclear power 

plant system. Whilst the context tables can give a broader system context, in which the UCAs can be 

generated, add rigour, and facilitate the analysis, these ignore the actual sequence of UCAs, which will 

be undertaken in the system. The automation is also not complete, which impedes the analysis efficiency 

and completeness. Importance analysis and risk assessment were also out of scope of this work. The 

analysis is implemented on functional level disconnected from actual system architecture and consider 

the dependency between components only implicitly. As all the other method presented in this (3.2.1) 

and next section (3.2.2), this method does not aim to support development of automated safety 

monitoring system. 

Abdulkhaleq and Wagner (2013) proposed the use of STPA along with finite state machines to connect 

the control actions, hazards and controller states. In the suggested method, the process model of each 

controller is used to model the dynamic behaviour and safety constraints of system and to analyse 

whether control actions lead to hazards. The approach was applied to car anti-locking system. Whilst 

finite state machines similarly with context tables can give a broader system context, in which the UCAs 

can be generated, and the finite state machines can be used to comprehend the system dynamics better, 

there is very little automation in the presented approach. The idea seems to require further development 

to demonstrate its applicability to more complex systems and its use in connection with criticality and 

risk analysis. 

Similarly, Asare et al. (2013) suggested a formal framework for the initial STPA steps to ensure 

completeness in the hazard identification process by representing the system using finite-automata. The 

approach was demonstrated on aerospace transport vehicle. However, the approach still required 

significant input from analyst who would have to define, which event sequences are hazardous and 

which not and offered very little automation. No ranking accompanied the study. 

Zhong et al. (2015) have used the Unified Modelling Language (UML) to support STPA steps. The 

UML views were used to establish the object, functional and dynamic system model and each of the 

views was used to support the hazard analysis. The applicability of this approach was demonstrated on 

train door controller example. As previous study, there was no follow up application to complex system 

and no ranking. The use of UML notations was considered the events sequence only for better system 

representation and not for hazard analysis purposes. 
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Procter and Hatcliff (2014) combined STPA with system modelling in the Architecture Analysis and 

Description Language (AADL) to assist the STPA, FMEA and FTA and their results reporting. The 

interaction between the STPA and between failures denoted in AADL model assisted the STPA 

implementation. This approach was applied to a medical patient-controlled analgesia pump. Whilst this 

methodology is in direction to bridging the gap between system models and STPA, it remained at 

concept level and requires reinforcement and improvement. This also offers a platform for identifying 

adequately the physical failures in the system. All the other STPA limitations have not been addressed 

too. 

Gurgel et al. (2015) proposed the use of rules which can be used to derived hazardous combinations of 

context and control actions based on the analysis results for speeding up the STPA. This is a modest 

concept idea and allows automation of some activities. Still, it was applied to train controller, which is 

rather a simple system. The other STPA limitations hence have not been addressed. 

Chen et al. (2018) suggested a formal approach for identifying process variables required for STPA. 

According to that, the process variables can be identified by observing monitored variables, controlled 

variables, input, and output variables of controller. The approach was applied to automatic train door 

controller. This approach seems to be enhancing the STPA, focusing on ACPSs, but not addressing the 

other limitations of the method. 

3.2.2 Automated approaches to STPA 

Wang et al. (2016) proposed a model-based approach for STPA. According to that, a coloured Petri net 

model was used to represent the socio-technical control structure. Whilst STPA guiding failure modes 

were used to identify the UCAs, causal factors for UCAs were identified via state space reachability 

graphs base on the Petri net model of control structure. The approach was applied to Chinese Train 

Control System. However, the UCAs were identified manually, and only their causes and sequence 

could be retrieved in an automated way. 

In order to capture the temporal relationships between the inadequate control actions, which may also 

have an impact on system hazards, Liu et al. (2016) combined the STPA with control action temporal 

logic to identify the combination of control actions that can lead to hazards. According to this approach, 

network control action relation model for system components is developed, depicting the system 

behaviour. Then appropriate search algorithms are used to identify the UCAs. In this study some 

combinations of UCAs at different times leading to hazards were identified in an automated way but, 

there was no further consideration on how to apply them for quantitative safety assessment or analysis. 

In the research studies of Wang et al. (2016) and Liu et al. (2016), there has been no consideration of 

how to analyse further the physical failures and to incorporate the actual system architecture as their 

approaches has been applied to a sociotechnical system. 
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Zhu et al. (2018) were also motivated to use model-based approach for representing and analysing the 

vehicle control systems in line with STPA. The system was represented using Control Logical Petri 

Nets, whilst four types of dysfunctional interactions, leading to conflicts were identified using reachable 

tree. Whilst this approach is automated, it does not consider the temporal relationship between the 

control actions and focuses only on conflicting control actions, so cannot be considered as complete. 

Although, it is applied to a technical system, it does not consider the actual architecture and physical 

failure modes as well. 

3.2.3 STPA combined with other safety methods  

Faiella et al. (2018) combined STPA, Healthcare FMEA and Systematic Human Error Reduction and 

Prediction Analysis for investigating the safety assessment of a socio-technical healthcare system. 

However, they used STPA as supplementary to Health FMEA and Systematic Human Error Reduction 

and Prediction Analysis. Again, the method has its applicability to socio-technical systems. 

Wheeler et al. (2016) used STPA results to update an FTA of a nuclear reactor and combined it with 

cyber-attack graphs to capture more accurately the impact of potential cyber-attacks. Similarly Clark et 

al. (2018) used STPA to update their FTA results for nuclear power plant subsystem in combination 

with ETA for determination of consequences. This approach is better aligned with the needs of safety 

analysis for technical systems with a potential to be applied for scenarios ranking and risk estimation, 

although their application was not demonstrated. It still can be criticised for the use of FTA, as the FTA 

consider only implicitly the events sequence that would occur in the system. It is under question whether 

the method considered appropriate refinement for the common cause failures after updating the Fault 

Tree as well. 

In another developed method (Sabaliauskaite et al., 2018) STPA was integrated with a six-step model 

and attack tree analysis to align safety assessment with cyber-security assessment. Similarly, Triginer 

et al. (2020) suggested the parallel use of ISO 26262 (ISO, 2011), STPA and STPA-sec (Young and 

Leveson, 2014) for deriving safety and security requirements. Glomsrud and Xie (2019) suggested the 

combination of STPA and attack trees for identification of cyber-attacks induced accident scenarios. 

All these approaches contribute to tackling the problem of cybersecurity of the CPSs but do not address 

the rest. 

Zhang et al. (2019) integrated STPA with availability assessment based on stochastic petri nets, which 

is a method widely used for safety analysis. Such analysis supported the estimation of frequency of 

specific accident scenarios identified by STPA. In this way some sequential failures can be addressed 

capturing the dynamic CPSs nature. However, such an approach did not allow an implementation of 

ranking due to significant computational cost for simulations. Hence, it would be challenging to use 

such a model for automated safety monitoring. It would be interesting to see application of this approach 
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to a more complex systems and accident scenarios. A significant advantage of stochastic petri nets is 

that is a model-based approach, which supports the repeatability of analysis. 

Utne et al. (2020) suggested using the STPA results to generate Bayesian Belief Network (BBN). The 

new method was applied for a navigation and collision avoidance system of an unmanned autonomous 

ship. The advantage of this approach is that the STPA results after small refinement can be integrated 

in BBN structure. In this way a top node of the BBN can provide a functional alert for an ACPS. BBN 

can be updated easily to Dynamic BBN and the risk estimation can be updated based on new 

information. Thanks to incorporation of STPA results the method also considers explicitly the potential 

software failures. The method could potentially to be integrated with cybersecurity risk assessment 

methods. However, due to simplicity of application case study, it was not clear how the sequential 

dynamics could be incorporated in such approach. It would be expected that some information with 

respect to the functionality of mitigation/preventative barriers on between UCAs, hazards and accidents 

sequence is provided. No practical demonstration of estimating the risk or importance measures was 

provided as analysis has been implemented on a qualitative level. It is not a model-based approach as 

well, which impedes updating the results of the safety analysis, in case new functions/systems are added. 

3.2.4 STPA combined with other methods 

Dokas et al. (2013) extended the STPA with an additional step aiming at identifying early warning 

signals for causal factors. The approach was applied to drinking water treatment system. Whilst this 

approach is useful for developing an alarm monitoring system for a CPS, it does not allow risks metrics 

estimation and importance measures estimation. The different parameters of safety monitoring system 

are selected independently from each other. No other accident scenarios have been considered as no 

other hazardous methods have been employed. 

Dakwat and Villani (2018) combined STPA and UPAAL model checking in parallel for the purposes 

of safety assessment and system safe design. The approach was applied to an anthropomorphic robot 

used in aviation for training purposes. The STPA results were used to propose system modifications, 

whilst the UPAAL model checking to verify safety and other properties. This approach add rigour to 

the hazard analysis results incorporation but has no direct impact on the STPA results themselves. Still 

the interconnection with models supports the implementation of necessary updates in system after a 

system modification. 

Han et al. (2019) used STAMP framework to complement train control system verification. In this 

study, STPA was used to understand and model the system for hazard analysis. Then the safety 

verification problem was decomposed to into safety verification of smaller control loops. In this case, 

as above, the verification process had little impact on the STPA results but instead supported the 

verification of system requirements. 
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Abdulkhaleq et al. (2015) suggested the use of STPA along with model checking and testing for 

verification of software safety requirements. The approach was demonstrated on software code of an 

adaptive cruise control system, demonstrating that the safety related requirements are satisfied. This 

approach is software oriented and supports the identification of software bugs. It can also support a safe 

system software update. Still it does not support identification of further scenarios, risk metrics and 

ranking. 

Becker (2018) suggested integrating STPA with standard system engineering methods. According to 

this approach, STPA and safety-driven system design modification are implemented one after another, 

as the design proceeds from coarser to more detailed design. Functional and building blocks diagrams 

were used for that, with application to ventilator system. Such approach allows to increase the rigour in 

analysis through greater interconnection between system architecture and STPA results, as they are 

constantly reviewed. Still, it has only indirect impact on quality of hazard analysis results. 

Alemzadeh (2016) implemented hazard identification using STPA and then the identified faults were 

injected to the robotic surgical platform either to software or hardware part of the real system during 

runtime using GNU Project Debugger for Linux. Such approach allows impact assessment of different 

faults in the system by considering all the potential interactions and reconfiguration functions. Still it 

can be applied only at later stages of system design and cannot be used to address multi-point failures. 

Similarly, (Rokseth et al., 2018) suggested using STPA to derive testing requirements in addition to 

functional and FMEA derived requirements. The method allowed to identify new safety-based testing 

scenarios for ship power management system. This approach can be useful for verification and 

validation of system design as well. However, this approach was not tested on a real or virtual system 

and it would be interesting to see its application. 

3.3 Research on reliability, availability, and safety of ships power plants 

According to the existing regulatory framework, a modified version of the FMEA method is required 

for the availability assessment of the cruise ships propulsion and other systems after flooding and fire 

to ensure the vessel safe return to port after an accident (Safe Return to Port regulations) (DNV GL, 

2016). Furthermore, a functional FMEA is implemented for vessels with dynamic positioning 

capabilities to ensure that no single failure will lead to loss of power required for critical systems 

operations (Rokseth et al., 2017). In addition, several recent studies focused on the reliability and 

availability assessment of the ships DEP plants. The assessment of the implemented studies with respect 

to their effectiveness on capturing the safety assessment method requirements for CPSs is provided in 

Table 7. 

Chang et al. (2008) employed Reliability Block Diagrams to estimate and compare the availability of 

various power plant alternatives for an Liquefied Natural Gas carrier using the OREDA database data 

(OREDA, 2002). According to the results of this analysis, the dual fuel electric propulsion system 
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exhibits the lowest availability, followed by dual fuel mechanical propulsion and single fuel diesel-

mechanical propulsion. In addition, a high-level FMEA was implemented for the dual-fuel propulsion 

systems. However, the control failures and availability of the investigated propulsion plants control 

systems were not considered. 

Vedachalam and Ramadass (2017) compared the reliability of different Dynamic Positioning systems, 

also addressing the reliability of ships DEP systems. These systems were analysed using the FTA 

method and the overall reliability of the systems was estimated considering the reliability of their 

components. The results demonstrated that significant improvement in the overall system reliability 

could be achieved by increasing the redundancy in the power plant. Still, the control and software 

functions of the DEP, such as the failure to reduce the propulsion power or unavailability of heavy load 

reducing functions, were not considered. These functions have significant influence on the blackout 

susceptibility. 

Dubey et al. (2015) compared the reliability of a planar and a three-dimensional ship power networks 

using a combination of FTA and Markov models. According to the conclusions of their study, the 

calculated system reliability differences were insignificant. Yet, this study primarily focused on the 

power network components used for electric power distribution; in specific, the circuit breakers, the 

buses and the converters, whilst not considering the reliability of the generator sets or the control 

systems and the impact of these components reliability on the overall system safety. 

Santoso et al. (2015) also compared the reliability of different DEP plants topologies in terms of their 

ability to respond to the system demands, reporting small differences in the reliability of the investigated 

alternatives. Moreover, they applied a qualitative functional Failure Modes and Effects Analysis 

(FMEA) for investigating the interactions between the different sections of the DEP plant. This study 

also did not incorporate the reliability of generators or control systems. 

Rokseth et al. (2017) and (Rokseth et al., 2018) applied the STPA to a generic DEP plant by focusing 

on the identification of factors that can lead to blackouts. With the assistance of STPA, they identified 

new causes and scenarios leading to a blackout. This analysis results also demonstrated that the STPA 

captures more effectively the software-intensive character of the DEP plant than the dynamic-

positioning FMEA, although these two approaches seem to be complimentary according to their study. 

However, prioritisation or ranking of the identified hazardous scenarios was not considered. 

Menis et al. (2012) proposed the simultaneous application of the FTA and the FMEA for a cruise ship 

DEP hazard analysis to define the hazardous scenarios. In their presented study a physical breakdown 

of the system was implemented, which supported the FTA. A modified version of FMEA was used for 

the identification of hazards as well. Still, this study has been applied on a high-level and qualitatively 

without estimating any safety metrics. 
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Jeong et al. (2018) compared the conventional, the diesel-electric and the hybrid propulsion systems 

for a roll-on/roll-off ferry by converting risk into cost. The safety analysis was conducted using FMEA 

estimating some risk priority numbers. It was concluded that the hybrid propulsion cost is less than the 

diesel-electric system cost, whereas the DEP plant cost is lower than the conventional mechanical 

propulsion system cost. Still, the considered failures in the FMEA are high-level failures. The 

contribution of different control failures has not been evaluated, whilst the influence of different failures 

on the blackout probability has not been assessed. 

As it was reported in (Roskilly, 2016), the calculation of availability and reliability of a containership 

power plant with and without power shedding functions was realised by using the Fault Tree derived 

from the HiP-HOPS method (Papadopoulos and McDermid, 1999). The results indicated that the two 

systems have almost identical reliability and availability. However, the frequency (or probability) of 

safety-related events including blackout estimation was roughly approximated and reasoned (Roskilly, 

2016). It is expected though that the safety of the system with power reduction functions would be 

improved. This indicated that the followed method was not adequate to capture the safety enhancement 

due to the alternative systems design. 

Aziz et al. (2019) developed a Fault Tree of the power trip loss based on accident investigation data for 

an ice class bulk carrier. In the developed Fault Tree, they have incorporated some control failures and 

electrical failures. Yet, the developed Fault Tree did not incorporate sequential dependencies. The 

control failures also lacked specificity. Since, it is based on accident investigation data, the developed 

Fault Tree incorporates only the scenarios that had occurred. New hazardous scenarios, which can be 

anticipated and had not occurred, were not incorporated. 
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Table 7 Evaluation of research studies and methods employed for ship power systems hazard and safety 
analysis. 
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Low effectiveness: 
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3.4 Automated safety monitoring systems 

The accidents in complex systems occur due to a combination of factors (Knegtering and Pasman, 2013) 

as complex systems and specifically the CPSs have the ability to reconfigure in response to faults in the 

system components. This increases the complexity of the CPSs operations, and the cognitive load 

imposed on the human operator. This challenge can be tackled by alternative design and operational 

solutions integrating existing sensor measurements and alarms with safety models and automatically 

analysing the monitored data. The idea of using sensor measurements for enhancing the safety during 

operations was introduced during 1980s (Papadopoulos and McDermid, 2001), e.g. used in condition 

monitoring systems (Hafver et al., 2017). Since then, the available research studies number is huge; 

herein the focus is on the most recent ones, discussing the integration of sensor measurements with 

available safety models, and related to the cruise ships power plants. These studies are critically 

reviewed based on the criteria proposed by (Papadopoulos and McDermid, 2001) and some additional 

criteria in Table 8. 

Xing et al. (2019) integrated condition monitoring data and inspection data for assessing the risk of a 

nuclear power plant system. A Hidden Markov Gaussian Mixture Model was developed for modelling 

the health state of bearings. Bayesian networks were employed for combining the data from inspection 

results and sensor measurements. Then, the estimated reliability metrics were used to assess the risk in 

Event Tree. Such an approach allowed more accurate system health estimation compared to approaches 

based on the traditional Event Trees. Whilst this approach allowed for the estimation of a functional 

alarm in the investigated system, still the estimation of criticality/importance metrics for different 

components has not been demonstrated. 

Hu et al. (2010) used a Hazard and Operability study results to develop a Dynamic Bayesian network 

for a gas turbine compressor system. In a follow-up study (Hu et al., 2011), the previously developed 

dynamic Bayesian network was applied to the gas turbine compressor together with an integer algorithm 

for the purposes of risk assessment. In both studies, the HAZOP method was used for the safety 

assessment and the development of the Dynamic Bayesian network structure. Historical data was further 

used for the training of the Dynamic Bayesian network and the concept validation. The developed 

system could estimate the probability of different failures as well as recommending the safety-related 

rectification actions. Still, the system did not consider the impact of inspection intervals and 

maintenance activities. In addition, it has not been integrated with sensor measurements. 

Aizpurua et al. (2017a) and Aizpurua et al. (2017b) integrated the prognostics estimations for a power 

distribution system with Boolean Driven Markov Processes (BDMP) (Bouissou and Bon, 2003) and 

Stochastic Activity Networks. In this approaches, the main idea was to calculate the probability of 

failure based on the Remaining Useful Life estimation carried out by employing prognostics, whilst the 

Stochastic Activity Networks were used to model the system and derive the relevant Boolean Driven 
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Markov Processes. The degradation of transformers was modelled using semi-empirical equations, 

which incorporates some sensors measurements. The advantage of this approach is that it does not 

require the use of experimental or actual data, whilst the developed safety model considers the different 

potential system configurations. Yet, it was applied at a conceptual level and it has not been 

demonstrated how this model could be integrated with the existing alarm and monitoring systems. The 

selected time scale for the modelling of components also did not allow for the timely alarms’ detection. 

Gomes et al. (2013) combined FTA with a prognostic based Remaining Useful Life estimation for an 

aircraft control system. In this approach, a degradation index was estimated for two valves of the 

investigated system based on system pressure measurements. The Remaining Useful Life of each 

component and the whole system was predicted based on a Fault Tree. Although this study is interesting, 

it has been applied to a relatively simple system, therefore its results are not directly transferrable to 

other application studies. As the safety model employed was also relatively simple, there was no 

functional alarm available. In addition, ranking was not been implemented. 

Kim et al. (2015) combined the ETA with condition monitoring data for a nuclear reactor safety system. 

The value and uncertainty of initial crack were estimated based on some historical data and measured 

parameters. The investigated safety systems reliability was estimated based on their thermal loading 

and temperature. This information was used to dynamically update the Event Tree probabilities. The 

developed model allowed for the estimation of the risk metric during the actual system operation. Yet, 

this study focused on a subsystem of the whole power plant, so the developed method could provide 

alarm only for one system function. Diagnosis or prognosis techniques have not been incorporated. The 

developed model was not employed in conjunction with the measured maintenance and inspection data. 

A number of initiatives were undertaken by the industry for the development of condition-based 

monitoring systems (Lipsith, 2019, ABB, 2011b, ABB, 2012, ABB, 2010, ABB, 2011a). Yet, these 

initiatives focused on the different components of the DEP system, rather than the whole system. 

Therefore, the developed condition-based monitoring systems do not provide the support to the human 

operator that is required as the sensors measurements are disconnected from safety models. 

The preceding studies review reveals that rather simple safety models combined with sensor 

measurements. Xing et al. (2019) did not use any complex safety model for bearings, Hu et al. (2010) 

used HAZOP, which does not consider multiple point failures. Aizpurua et al. (2017a) and Aizpurua et 

al. (2017b) used safety models depicting temporal dependencies, which did not consider safety failures 

in the investigated system. Gomes et al. (2013) used FTA based model for a simple system. Kim et al. 

(2015) used ETA. It must be also noted that all these studies were applied to systems different than the 

ships DEP plants. 
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Table 8 Analysis of research studies on automated safety monitoring. 
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Filtering of false and 

unimportant alarms 
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Early detection of 

escalating disturbances 

and prediction of failures 

+++ +++ ++ ++ + +++ + 

Isolation of root failures 

from observed anomalous 

symptoms 

+++ +++ + ++ + +++ + 
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n Assessment, and 

provision to the operator, 

of the effects of failure 

+++ +++ +++ ++ ++ + +++ 

Guidance on corrective 

measures that remove or 

minimize the effects of 

failure 

++ +++ +++ ++ ++ ++ +++ 

Inspection and maintenance data 

incorporation 
+++ + + + + + +++ 

Relevance to the DEP blackout + + ++ + + +++ +++ 

 

 

 

Addressed +++ Moderately addressed ++ Slightly or not addressed + 
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3.5 Identification of research and development directions 

Based on the analysis in the preceding sections, a number research gaps and suggestions for further 

research were identified. They are elaborated in the next paragraphs using bullet points. 

With respect to the hazard identification methods: 

1. Improvement of the available hazard identification methods and usage of advanced hazard 

identification techniques to ensure the completeness of the identified accident scenarios should 

be pursued. 

2. The processes for implementation of hazard analysis could be enhanced through additional 

automation or combination of methods to reduce the dependency on the expert's skills or 

supported by simulation techniques and modelling. 

3. Detailed model simulations could potentially substitute the hazard identification techniques in 

CPSs and can be used to derive the STPA, HAZOP results and Fault Trees. Systemic methods 

like STPA could be potentially automated in a similar manner with FLSA. 

4. The hazard identification techniques could be extended with appropriate checklists for hazard 

identification in CPSoSs. 

5. FLSA methods could be also extended to consider the cyberattacks induced failures and their 

application can be investigated on more complex systems like CPSoSs, with an adapted 

formalism and analysis algorithms.  

6. Applicability of machine learning algorithms for hazard identification in the above cases could 

be also explored. 

With respect to the STPA method (hazard identification method as well): 

7. Development of logical/dynamic models allowing elicitation of UCAs and causal factors in 

automatic way in CPSs could be investigated. 

8. Integration of STPA with several other hazard identification and analysis techniques to ensure 

the completeness of identified scenarios could be pursued. 

9. Adoption of STPA results for implementation of safety analysis in a technical system could be 

explored. 

10. New guidelines for enhancement of STPA with respect to identification of UCAs and causal 

factor could be investigated with focus on autonomous CPSs. 

11. Better incorporation of temporal aspect in STPA or support of STPA with other methods to 

incorporate that could be considered. 

With respect to the DEP system safety assessment: 

12. Application of novel safety analysis methods to DEP plant. 
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13. Estimation of more representative safety metrics for the ship DEP plant in addition to reliability 

and availability such as probability of blackout, duration of blackout, risk of blackout, 

probability, and duration of power reduction, etc. 

14. Comparison of alternative propulsion systems on cruise ships in terms of their safety metrics 

other than reliability or/and availability. 

15. Use of novel safety analysis method in combination with modelling techniques for ensuring the 

safety of DEP system. 

With respect to the DEP system operation: 

16. Integration of safety models with sensor measurements and alarm monitoring system on the 

ship. 

17. Integration of condition-based maintenance results with the safety models for supporting safer 

ship operation. 

3.6 The selection of the investigated research gaps 

In this PhD thesis, the following research gaps from the one presented in Section 3.5 are selected to be 

covered: 

3.6.1 Research gaps 1, 4, 8, 9 and 11 

As it is important to ensure the completeness of identified scenarios and their analysis (1.4.1), so that 

all possible scenarios are properly addressed, the focus will be on enhancement of hazard identification 

methods, in specific STPA, with application to technical system. 

The STPA method has been considered as useful method for identifying new interactions between the 

control and physical parts addressing in this way the software-effective character of CPSs. Furthermore, 

the STPA has the potential to identify ways in which a successful cyberattack can become harmful to a 

CPS. Therefore, it would be beneficial for a new method to incorporate STPA. Still, it would be required 

to enhance STPA and to add to the method quantitative step to allow for proper decision-making 

process. 

On the other hand, FTA can be effective method for capturing the dependencies between components 

and analysing the physical failures. Potentially, FTA could be substituted using other methods, 

however, FTA is rather simple to be applied. The ETA strength is on identifying the event sequences 

of the investigated system. In addition, the ETA exhibits strength in identifying the event sequences of 

the investigated system and identifying multi-point failures (ISO, 2009). This is important in CPSs, as 

CPSs can reconfigure responding to specific fault or control commands. Potentially, Event Sequence 

Diagrams as reported in (Ramos et al., 2020) could be used, but ETA based method was selected herein, 

due its formalism simplicity. 
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Consequently, by combining these three hazard identification and safety analysis methods to develop a 

novel method, it is expected that the rigour of the analysis will be improved through increasing the 

number of identified complex scenarios, capturing the dependencies between different component 

failures, more effectively capturing the software related failures and identifying the temporal 

relationship between different events, as the methods offer different perspectives of the system. The 

combined novel method (Combinatory Approach to Safety Analysis (CASA)) still is required to 

manage and capture the problem of evolution in time, as it will not be model based. However, the 

developed problem-solving algorithm can give insights on how to automate or semi-automate the 

method. In addition, the novel method will not be capable of identifying the different scenarios arising 

in complex environment related to autonomous CPSs, and potential scenarios related to cyberattacks, 

but this can be left as suggestion for future research, since it is out of the scope (Chapter 1.4.1). 

3.6.2 Research gaps 12-14 

The previous research studies on ships DEP system focused on these systems reliability and availability 

assessment. Although, these metrics are valuable for the systems safety comparison, they are not 

representative metrics for the system safety. Experience has shown that reliability can be improved 

without influencing the system safety Leveson (2011a). Therefore, there is a need to estimate metrics, 

which more effectively characterise the safety of ships DEP systems using novel methods. 

Examples of such metrics are the probability or the frequency of blackout, which is a safety related 

event. For this purpose, the CASA method is developed to estimate this metric. Other methods 

potentially could be integrated with the CASA method, to estimate other system safety metrics, such as 

the blackout risk or the blackout duration; however this was excluded from the scope of the present 

study (Chapter 1.4.2). 

3.6.3 Research gap 16 

The focus also will be on integration of safety models with sensor measurements and alarm monitoring 

system on the cruise ship, as potential innovative solution can be developed there. In addition, 

considering the significant cognitive load of the operator/crew considering the modern marine CPSs, it 

can be very important to support him/her by using appropriate automated safety monitoring systems. 

Such a system must incorporate several system parameters and estimate the probability of system 

failure. Therefore, it could be investigated how the CASA results could be used to develop such an 

automated safety monitoring system and how different system parameters could be incorporated in that. 

3.6.4 Excluded research gaps rationale 

Whilst the primary reason for focusing on the above research gaps and excluding others is the limited 

PhD duration, additional reasons are provided below: 

 Research gaps 2 and 7: The development of automated hazard identification tool would demand 

significant effort in investigation of potential tools, algorithms for analysis, graphical user 
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interface development. It would be prudent first to enhance the existing methods and to 

understand the algorithm for problem solving before developing the tool. 

 Research gap 3 and 15: The development of detailed model would require its verification and 

validation using empirical data, resulting in substantial cost in terms of time. In addition, such 

an approach, would be applicable at later stages of design, making the derivation of safety 

requirements challenging at initial design stages. As it was referred in 1.4.1, it is important to 

ensure safe and cost-efficient design process and safety must drive the design as early as 

possible. 

 Research gap 5: The cybersecurity is considered to be out of the scope of this research (Chapter 

1.4.1). 

 Research gap 6: The use of artificial intelligence would require significant amount of data for 

training, which is rather difficult to obtain. It would also require significant resources to review 

and filter the data. 

 Research gap 13: The estimation of risk is excluded as the focus is on the left-side of the Bow 

Tie (Chapter 1.4.2). Other metrics estimation is excluded due to time limitations. 

 Research gap 17: The procurement of reliable data for condition-based monitoring systems 

development is rather challenging. It would require significant resources for its analysis as well. 

3.7 Conclusions 

Based on the preceding discussion, this thesis will develop a novel method for safety analysis based on 

STPA method. This method will be also used to estimate new safety metrics for cruise ships propulsion 

systems. Last, but not least this thesis will demonstrate a new automated safety monitoring system for 

enhancing the safety of cruise ship operations. 

3.8 Chapter summary 

STPA is a method effectively capturing the interactions between software and physical parts in the 

CPSs. The existing body of research focused on how to enhance the method by enriching the different 

steps, combining STPA with other methods or automating the method. Several research studies focused 

on safety and reliability analysis of DEP system and on development of automated safety monitoring 

systems. There still a significant number of research gaps with respect to the STPA method and the 

DEP system safety assessment. By combining STPA with other methods such as ETA and FTA and 

properly integrating the results it is expected that some of STPA limitations will be overcome. This 

integration of methods to develop a novel method can be considered as the main novel contribution of 

the present thesis. Other novel contributions of this thesis that can be considered are the application of 

the novel method to cruise ship DEP system and initial development of automated safety monitoring 

system for cruise ship blackout.  
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4 NOVEL METHOD DESCRIPTION 

4.1 Chapter outline 

In this Chapter, the novel method steps are elaborated in detail. It is explained why the selected methods 

have been combined in specific sequence. Each method steps and how the results are integrated together 

are also discussed. Then, after the final Fault Tree development, it is explained how a quantitative 

analysis can be implemented using the generated Fault Tree. 

4.2 Rationale behind the method steps 

As it was discussed in Chapter 3, the hazard identification methods are not adequate for identifying 

properly the scenarios in CPSs, as specific scenarios can be omitted during hazard identification and 

analysis process. Thus, it is suggested to combine different hazard identification and analysis 

techniques, in specific STPA, FTA and ETA, to form a novel Combinatory Approach to Safety Analysis 

(CASA), which can provide a more comprehensive understanding of a system scenarios. The rationale 

for selection and the expected advantages was provided in Section 3.6.1, but elaborated more below to 

give the rationale for the sequence of applied methods. 

STPA is a top-down (deductive) approach effective in capturing the overall system context. It starts 

with an undesired event for the system and descends deductively to the lower levels for identifying the 

local interactions leading to the top event. In addition, the STPA results can support the identification 

of failures in safety barriers represented by UCAs. STPA does not require a detailed system description 

and can be implemented on a functional level during the initial stages of system design (Fleming, 2015). 

Thus, it is proposed to start the hazard identification of a system using the STPA. Event Sequence 

Identification (ESI) based on ETA is an inductive method, which can be used for identifying the 

sequence of events leading to the unsafe condition or a hazard starting from an undesired event or hazard 

in the system. In this way, the event sequence, system response and multipoint failures leading to an 

accident can be identified. FTA can be used to provide deductively more detailed causation to physical 

failures identified by the STPA. Consequently, by combining STPA, ESI and FTA a more 

comprehensive picture for an undesired event in a CPS can be attained. 

In addition, the results of these methods should be presented in a neat and unified format suitable for 

the implementation of the quantitative system safety analysis. This leads to the consideration that results 

from different ESI “Event Trees” must be combined. The use of a Fault Tree is proposed herein for the 

unification of the analysis results, although the use of other methods such as Bayesian Networks is not 

excluded. Then, the results of the FTA can be allocated to the previously developed Fault Tree and the 

Fault Tree is further refined. 

The preceding considerations lead to the development of the following steps, which are also described 

in Figure 8 and in Table 9. The first four steps are similar to the ones of the classical STPA approach. 
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In subsequence, the ESI “Event Trees” are developed by analysing the system and using input from the 

STPA application. The sixth step is based on the developed ESI “Event Trees” and synthesises them 

into one Fault Tree. In the seventh step, the generated Fault Tree is populated with the results from the 

STPA. In the eight step Fault Tree is further refined to address inconsistencies due to the integration of 

STPA and ESI results. The ninth step expands on some physical failures by expanding some failures 

indicated by STPA (nodes of step 8 Fault Tree). The last step includes the quantitative safety analysis 

that needs to be implemented for the system failure occurrence estimation. The CASA results are used 

to derive the safety recommendations for the system safety enhancement. The method steps have to be 

applied in specified sequence, otherwise the results will differentiate from CASA results. These steps 

are presented in more details in following sections, whilst the followed steps for the investigated case 

studies are provided in Chapter 5 and 7, where a set of the derived results is also provided and discussed.
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Figure 8 The proposed method workflow and input-output relations. 
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Table 9 The proposed method steps overview. 

 

Steps Step description Employed technique Justification Required resources Output Output to 
steps 

In
it

ia
ti

on
 

Step 0: 
Preparation 

Accumulating system data: 
accidents investigations reports, 
previous hazards analyses, 
components failure rates, system 
simulations, etc. 

Publications and accident 
investigation reports 
analysis 

Good understanding of 
system problems 
required for analysis 

Access to data Good understanding of the 
system 

All other 
steps 

S
T

P
A

 

Step 1: Defining 
the scope of 
analysis 

Identification/selection of 
accident, system hazards, sub 
hazards and safety constraints for 
the system 

Hazard review / 
Brainstorming  

Setting the boundaries 
of analysis 

Good understanding of the 
system, potentially team of 
experts 

List of accidents, hazards 
and safety constraints, 
hierarchical control 
structure 

Step 2, 3, 5 

Step 2: 
Hierarchical 
control structure 

Development of the system control 
structure 

Following the STPA 
guidelines 

Developing system 
model for the STPA 

Access to the manuals and 
the drawings 

Hierarchical control 
structure 

Step 3, 4 

Step 3: UCAs 
identification 

UCAs are identified Following the STPA 
guidelines 

To identify control 
failures 

List of the control actions 
and the context variables 

List of UCAs in tabular 
format 

Steps 4, 5 
and 9 

Step 4: Causal 
factors analysis 

For each of the UCAs causal 
factors are identified 

Using a developed 
checklist 

Identification of the  
causal factors for the 
UCAs  

List of the UCAs, control 
structure, checklist 

List of the causal factors 
for the UCAs 

Step 7 

E
S

I 

Step 5: 
Developing event 
sequences 

ESI using hazards/ sub hazards as 
Initiating Events following logic 
similar to Event Tree Analysis 

ESI Connecting UCAs, 
sub hazards and 
hazards 

List of the hazards, safety 
constraints and UCAs 

ESI results for each of the 
hazards 

Step 6 

In
te

gr
at
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n 

o
f 

S
T

P
A

 
an

d
 

E
S

I 
re
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lt

s 

Step 6: Synthesis 
of ESI results 

Unification of the ESI results Applying a number of 
logic rules 

To connect different 
ESI results 

ESI results from the 
previous step 

Combined Fault Tree Step 7 

Step 7: Populating 
the Fault Tree 

Enriching the Fault Tree with 
results of the STPA 

Manually Connecting the UCAs, 
hazards and accidents 

Results of STPA and 
initial Fault Tree 

More detailed Fault Tree Step 8 

Step 8: 
Refinement 

Refinement of already developed 
Fault Tree 

Applying a number of 
logic rules 

Correcting 
inconsistencies  

Fault Tree from the 
previous step 

Refined Fault Tree Step 9 

F
T

A
 

Step 9: Fault Tree 
Analysis 

Fault Tree Analysis Fault Tree Analysis Analysis of the 
physical failures 

Access to the manuals and 
the drawings 

Final Fault Tree Step 10 

Q
A

 Step 10: 
Quantitative 
analysis 

Estimation of the frequency of the 
top event, ranking, etc. 

Fault Tree and equations 
calculations 

Critical components 
identification and 
performance 
prediction 

Failure rates, operational 
data, inspection and 
maintenance intervals 

Safety recommendations Risk 
estimation 
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4.3 Preparatory step (Step 0) 

This step involves the activities required to gather the information about the system and system 

hazards. This includes, if available, the system simulations using detailed models depicting the system 

behaviour and responses, previous hazard identification analyses, the study of the system operation 

and maintenance manuals, development and analysis of system experts’ questionnaires and the 

analysis of previous accident investigation reports, as well as, getting access to the failure rates 

databases for the system components. 

4.4 STPA (Steps 1-4) 

The aim of the first step is to accurately define the targets of the whole analysis. The process starts 

with the accidents identification for the investigated system. Based on the identified accidents, the 

relevant hazards in subsequence can be identified. In the STPA framework hazards are understood as 

‘the system states or the set of conditions that together with a worst-case set of environmental 

conditions will lead to an accident’ (Leveson and Thomas, 2018). The hazard identification can be 

implemented either with the assistance of a hazard review by individual or team or experts team 

brainstorming. According to the STPA, only the hazards related to the accident under consideration 

are taken into account, which can be further broken down in sub hazards (Leveson and Thomas, 

2018). Based on the hazards and the sub hazards, the existing safety constraints and requirements that 

must be implemented in the system design are identified. The list of existing control measures can be 

used to augment the ESI implementation as explained in the next step. 

Step 2 focuses on the development of the investigated system control structure, which is one of the 

differentiating points of the STPA analysis compared with the other methods (Leveson and Thomas, 

2018). As shown in Figure 9, the process commences with a high-level system abstraction and 

proceeds to a more detailed level. The initial control structure consists of the high-level controller, 

the human operator and the controlled process with its basic control, feedback, and communication 

links. A more detailed description incorporates the controllers’ hierarchies. The final refined control 

structure includes the information on responsibilities of each controller, the process model with the 
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process variables and their ranges, the control actions, the actuators behaviour, the information 

provided by sensors and the interactions between the controllers. The development of a hierarchical 

control structure is influenced by the system identified accidents and hazards. This analysis output is 

expected to be in the form shown in the right hand side of Figure 9. 

 

The previous steps are the STPA initial steps. The actual hazard identification process starts in step 3 

as shown in Figure 8, having as an objective to identify the UCAs that lead to hazards. The possible 

UCAs are categorised as follows (Leveson and Thomas, 2018):  

 Not providing the control action that leads to a hazard (Type 1).  

 Providing a control action that leads to a hazard (Type 2). 

 A control action is untimely provided (too late, too early, or out of sequence) (Type 3). 

 A control action duration is not adequate (stopped too soon or applied for too long) (Type 

4). 

According to the STPA, there is also the following type of UCAs: when a safe control action is 

provided but not followed. This is considered equivalent to the Type 1 UCAs (Leveson and Thomas, 

2018). This type of failure mode is analysed during the identification of causal factors in the next 

paragraph. 

Figure 9 Flowchart demonstrating the steps for developing a control structure. 
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For each control action, the potential process variables values are considered, and it is investigated 

whether the control action will lead to a hazard/sub hazard or not. Similarly, with the system hazard 

identification, safety constraints can be derived from the UCAs, aiding the identification of 

appropriate hazard control measures. 

The fourth step includes the causal factors identification and forms an essential step for the STPA 

(Figure 8) as the causal factors explain why an UCA can occur. In this study, the process was 

augmented by the usage of a modified tree structure proposed in Blandine (2013), which was 

enhanced by a list of causal factors from (Becker and Van Eikema Hommes, 2014), and it is shown 

in Figure 10. This allows the easy transition from the STPA results into a Fault Tree structure, as in 

this way the causal factors can be connected to the UCAs by using the OR gate of a Fault Tree. The 

UCAs are considered undeveloped events and their causal factors are connected to these UCAs using 

OR gates. Practically, this step is very similar to the checklist procedures. The list of typical generic 

causal factors is given in Appendix H. Such a provision of this checklist is beneficial, as it supports 

the repeatability and objectiveness of the STPA results. In this thesis, the term “scenario” is not used 

according to STPA framework; instead, scenario is considered in a much wider context, as a generic 

hazardous or accident scenario. 

Figure 10 Causal factors categories. 
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4.5 ESI (Step 5) 

The Events Sequence Identification (ESI) commences after the STPA results have been derived 

(Figure 8). The methodology employed in the ESI is very similar to Event Tree Analysis (ETA) (ISO, 

2009) and all the tools relevant to ETA are also used herein to ensure the identified scenarios 

completeness and to capture potential sequences of events in the investigated system. Each sub 

hazard/hazard is used as an initiating event and the propagation of sub hazards/hazard into a hazard 

or an accident is investigated by considering (a) the protective barriers designed to mitigate the sub 

hazards/hazards consequences, (b) the relevant system states and, (c) the identified UCAs from 

previous step. The “Event Trees” is considered fully developed when all the outcomes end at either 

the safe condition, another sub hazard/hazard, or the investigated hazard/accident. It was assumed 

that the events duration has no effect on the identified event sequences, but it affects the probability 

of each selected branch and consequently the specific states calculation (described in Chapter 4.8). 

Despite the similarities between the ESI and the ETA, the following differences exist (justifying the 

method name): (a) the ESI analysis is completely internal to the system compared to the ETA, which 

can be external to the investigated system; (b) the ESI does not incorporate the calculation of the 

protective barriers failure probability and it is implemented only qualitatively; (c) the ESI outcome is 

not necessary an accident but can be a hazard at the system level (the ESI corresponds to the left side 

of the classical Bow Tie, in comparison to the ETA that corresponds to the bow tie right side); (d) as 

a consequence to the previous point, no estimation of risk is provided by the ESI; (e) the ESI along 

with STPA results are used to develop a Fault Tree as described in the next section. It must be noted 

that the introduction of the ESI term was followed for distinguishing between the two methods (ESI 

and ETA). 

4.6 STPA and ESI results integration (Steps 6-8) 

Since not all sub hazards/hazards lead directly to the system hazard/accident and some interactions 

exist between the various sub hazards/hazards, the developed “Event Trees” are restructured in the 

sixth step of the proposed method (Figure 8), so that the investigated sub hazards/hazards propagation 

is identified. Subsequently, the ESIs are transformed into a Fault Tree by connecting the events in a 

hazardous sequence using AND gates as shown in Figure 11. The different scenarios resulting in the 
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same hazard/accident are connected using the OR gates (Figure 11). The paths from a sub 

hazard/hazard to another sub hazard/hazard are connected using OR gates (Figure 11). As a result, a 

preliminary Fault Tree is developed, which is enriched and refined in the next steps of the proposed 

method. This is an important difference between the proposed approach for employing the ETs to 

develop a FT and the typical approach according to which, FTA is used to model the causes identified 

in ETA. In this way, accident becomes a top event in the Fault Tree, which is rather uncommon. 

However, accidents/hazards were used as the Fault Tree top events or nodes in BBN in the pertinent 

literature, as reported in (Utne et al., 2020, Hamann et al., 2013). ISO 31010 allows using a broader 

outcome of a specific failure as top event (ISO, 2009). 

In the seventh step (Figure 8), the preliminary Fault Tree is enriched by using the derived STPA 

results. This is implemented in two sub steps. First, the UCAs are related to the branches in the ESI 

“Event Trees” (and consequently, the events of the preliminary Fault Tree). These UCAs are 

connected to the event in a Fault Tree using an OR gate. During the second sub step for each UCA, 

the causal factors are developed under the UCAs with an OR gate. An example for the implementation 

of this step is shown in Figure 12. 

The Fault Tree development is not accomplished by populating the Fault Tree with the UCAs and the 

causal factors as inconsistencies may arise since the results from the two different methods are merged 

into one structure. Therefore, the developed Fault Tree further refinement takes place in Step 8 (Figure 

8). This step also considers the system architecture and the common causal factors. The conditions 

and applied refinements are described in Table 10. An applied refinement example is provided in 

Figure 13, where UCA 1 is split into the UCA 1 representing its causal factors and the system state 

(in which UCA 1 occurs); UCA2 is split into UCA 2 representing its causal factors and the system 

fault (with which it occurs), whereas the common causal factor for UCA 3 and UCA 4 is ‘upgraded’ 

to a higher level in Fault Tree. The refinement is required to ensure that the OR and AND gates 

calculation involve non repeated and independent events. 

A refinement for causal factors is also required. Initially, the causal factors for each of the UCAs are 

considered independent and thus connected with the OR gate. Quite often though, UCAs are sharing 

common causal factors; the one causal factor will cause several UCAs to occur. For instance, failure 
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of PMS hardware will lead to failure of multiple functions. This creates a problem, as in a single path 

from hazard or UCA, less UCAs working as barriers will be operational. The path in Fault Tree is 

represented using AND and OR gate. If the connecting gate is OR then the event propagates vertically, 

if the connected gate is AND then the event propagates horizontally. For each of the causal factor, it 

is checked, whether it is repeated on a path. For the events connected with OR gate on the path, the 

check is implemented toward down for basic events, as long as they are connected with OR gate. If 

events are connected with AND gate, the going down procedure stops, and these events are neglected. 

If the basic events are the same, then they are promoted to the same level with the OR gate and 

connected using OR gate. In a similar, but a bit more complicated way, for the events connected with 

AND gate on the path, the check is implemented for basic events, starting from the top event at the 

level of AND gate, as long as they are connected with OR gate. If they relate to AND gate the going 

down procedure stops. If a common causal factor is found, then the two or more events connected 

with AND gate and with common causal factor are demoted to a lower level higher than initial AND 

gate and connected to this common factor using OR gate. Then the new structure is connected to 

initial AND gate using OR gate. The previous refinement is shown in Figure 13. 
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Figure 11 “Event Trees” transformation into Fault Tree 

 

 Figure 12 Fault Tree populated with UCAs and causal factors. 
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Table 10 The conditions for refinement and refinement actions. 

Rule 

number 

Condition Refinement action 

1 An UCA is hazardous in a specific context and 

this is not captured by the ESI “Event Tree” 

An UCA is split into control action and the 

context variable, representing context 

connected using AND gate 

2 An UCA is a causal factor of another UCA Grouping is applied, the UCA is connected 

to the other one using OR gate 

3 UCAs have identical causal factors and are 

located in the same position of the ESI “Event 

Tree”/Fault Tree 

Merging of these UCAs is applied 

4 A common causal factor for the UCAs at different 

points of “Event Tree”/Fault Tree 

Causal factors are promoted to a higher level 

of the Fault Tree 

5 A contradiction in a sequence of events occurs Elimination of the contradictory events 

6 An UCA is caused by a complex physical failure, 

which is refined by a Fault Tree 

Subcases are defined for each physical 

failure 

7 Common cause failures leading to complex 

physical failure 

Subcase is defined for the common cause 

failure in Fault Tree 

Figure 13 Refined Fault Tree example. 
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4.7 FTA (Step 9) 

According to the STPA, some of the hazardous situations are related to a combination of a control 

action and a system state, which in turn is caused by a physical failure. For the cases where this system 

state is attributed to a number of a subsystem physical components failures, a FTA is employed to 

identify these components failures, thus allowing for this state quantification taking place in the tenth 

step of the proposed method (Figure 8). The top event in the FTA is taken as the system state from 

the relevant UCA (a high level physical failure) and the causes are identified by (a) breaking down 

the subsystem into components, (b) assessing which component failure will lead to the top event of 

the local FTA and, (c) considering the functional dependencies between the identified components. 

The identification of components failures leading to the top failure can be supported by considering 

the conditions under which the safety functions in specific components are activated. This step 

requires much more detailed information about the investigated subsystem and its components 

dependencies, as well as the subsystem components specific failures. The different components 

failures are connected using OR gates. If the same components are connected in parallel, their failures 

are connected to other failures using AND gates. If some of the components have identical standby 

components, then these components failures are connected using OR gates, but special treatment is 

provided for estimating its probability of failure as described in next section. The developed Fault 

Tree in this step is connected to the previous steps Fault Tree ( as shown in Figure 13), resulting in a 

more detailed Fault Tree, linked to the investigated system components failures, which can be used 

for the purposes of the Quantitative Analysis (QA) described in the next section. 

4.8 Quantitative Analysis (Step 10) 

The purpose of the QA is to support the decision-making process and the safer systems design (Bjerga 

et al., 2016, Goerlandt et al., 2016). The approach followed in this study is probabilistic based and 

the QA output includes the calculation of top event failure rate (���) based on the top event failure 

rate in a specific operating mode (��). This differentiates the present study from previous studies, 

which employed the system reliability or/and the system availability as metrics for the presented 

quantitative analyses. However, the top event frequency is considered to be a more representative 

metric, as it corresponds to the investigated event and therefore, historical data for its frequency can 
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be retrieved through available accidents data. The top event frequency is a risk metric (Johansen and 

Rausand, 2014b) and therefore it is considered as a metric that represents the system safety. In this 

respect, computationally expensive calculation of the top event frequency (for example by employing 

Markov chains) can be avoided.  

In addition, this step includes a importance measures estimation and a supplementary uncertainty 

analysis to identify the critical failures and the uncertainty in estimated top event frequency 

estimation, as they are required for system safety enhancement. 

The following assumptions were made for the QA purposes: 

 The basic events in the Fault Tree can be grouped to three categories: (a) the operating system 

components failures (��
��); (b) the safety systems failures (��

��) (it must be noted that the 

safety systems function is to control and handle the operating system components failures) 

and; (c) specific system states, for example overloading of the generation sets (��
���). 

 The considered safety systems components failure rates follow an Exponential failure 

probability distribution. 

 The operating system components failure rates follow either an Exponential or a Weibull 

failure probability distribution. The Weibull failure probability distribution has been 

employed in the case of components for which preventive maintenance practices are 

followed.  

 The operating system components follow the Weibull failure probability distribution, whilst 

the standby components follow the Exponential failure probability distribution. 

 When the Weibull probability distributions is used, the respective component employed 

failure rate is averaged considering the corresponding failure rates for the interval periods 

between maintenance/inspection activities. 

 A correction can be applied to components failures rates initially estimated using Exponential 

distribution, to use them as components with Weibull probability distribution using correction 

ratio provided in Table 4 (Denson et al., 1994). 



 

91 
 

 The inspection of the system components is performed according to the manufacturers’ 

guidelines and can effectively detect the system components condition including their failures 

and degradation level. 

 The implemented maintenance practice for the systems components is according to the 

manufacturers’ guidelines and restores the system components to the best possible condition 

(repairing their detected faults and mitigating their degradation). The maintenance intervals 

of the system components are timely as proposed by the respective manufacturers. 

 The probability of failure in one system configuration (or operating mode) is independent 

from probability of failure in other system configurations (or operating modes). 

 The duration of testing and duration of repairs of faults detected during testing have negligible 

impact on the availability of the standby components or the components implementing safety 

functions. 

 The top event probability deferential can be adequately approximated by employing the 

respective difference considering a relatively small-time interval, which was taken as 1 h. 

4.8.1 Top event frequency estimation 

The frequency of the top event (�) is calculated according to the following equation by considering 

the frequency of the top event (��) in each system configuration (operating mode) and the respective 

operating time percentage in each configuration (���): 

� = � ��� ��

�

���

 (1) 

where p denotes the system configuration.  

The ��� values in each specific configuration are estimated by using the investigated ship operating 

profile. For calculating the ��, the specific operational time (��) is considered along with the 

undesired event failure rate in the specific system configuration (��) (Schüller et al., 1997): 

�� =  ����  (2) 
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The �� is estimated using the approximation based on the failure rate definition (Schüller et al., 1997): 

�� =  
�[������� ������ ������� � ��� � +  ��|�� ����� �������]

��
=

���

��
≈

∆��

∆�
 , ∆�

= 1ℎ��� 

(3) 

The overall top event failure rate (���) can be estimated according to the following equation based 

on the �� and the respective operating time percentage in each configuration (���): 

��� = � �����

�

���

 (4) 

For estimating the top event probability in a specific system configuration (��), the derived Fault 

Tree (from Step 9) was employed. For each distinct configuration, the active branches of the finalised 

Fault Tree are identified (whereas a number of branches are deactivated or not considered based on 

the components and subsystems that do not operate or contribute in the operation of the investigated 

system). In subsequence, the �� is calculated by considering the respective Fault Tree (an example is 

shown in Figure 13) by applying the specific calculation rules for the Fault Tree gates. 

The following equation is employed to calculate the probability outcome of an OR gate with z input 

events (��) (Verma et al., 2010): 

� =  1 − �[��
��� ∩ ��

��� ∩ ��
��� ∩ … ∩ ��

���] = 

= ∑ �(��) − ∑ �(�� ∩ ��) + ⋯ + (−1)����(���
�
��� �� ∩ �� ∩ �� ∩ … ∩ ��)       (5) 

The following equation is employed to calculate the probability outcome of an AND gate with z input 

events (��) (Verma et al., 2010): 

� =  �(��)�(��) … �(��)             (6) 

The equations used for the calculation of the basic events probability ����� (for the basic event �� of 

the Fault Tree), which were derived considering the event type and the assumptions presented 

previously, are provided in Table 11. The required input parameters include the number of the 

redundant components, the components maintenance and testing intervals (��), the maintenance repair 

rates (��), the components failure rates (��), the beta factor of the Weibull distribution (��) and the 

probability of failure on demand for the software components (����).  
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Table 11 Equations employed for estimation of probability of basic event �� (based on (Schüller et al., 1997) 

and (Verma et al., 2010)). 

 System components Equation Eq. 

Number 

O
pe

ra
ti

n
g

 c
o

m
po

ne
nt

s 

Software, hardware, communication and 

sensors failures (Schüller et al., 1997) 

(conservative assumption for software) 

��,�
�� = ��� (7) 

Other components with preventative 

maintenance 
��,�

�� = ��
����

�
�

��� (8) 

Parts with preventive maintenance where a 

single component failure out of � identical 

will lead to event occurence (based on 

(Schüller et al., 1997)) 

��,�
�� = � �

�

1
� ���

����
��

���
�

�

�

�1

− ��
����

��
���

���
� 

(9) 

Parts with preventive maintenance where 

all the � identical components must fail for 

event occurrence (based on (Schüller et al., 

1997)) 

��,�
�� = ����

����
��

���
�

+ ���
����

��
�� �

��

�� + ��
�

���

+ �
��

�� + ��
�

�

� � 

(10) 

S
af

et
y 

sy
st

em
s 

Tested standby equipment failure on 

demand (except for software failures) 

(Schüller et al., 1997) 

��,�
�� = 1 +

������� − 1�

����
 (11) 

For safety system/functions with 

continuous monitoring failure on demand 

(Schüller et al., 1997) 

��,�
�� = ��

�����
��������������� (12) 

Safety functions with periodical testing 

failure on demand (Schüller et al., 1997) 
��,�

�� = 1 +
������� − 1�

����
 (13) 

For software failures in safety functions 

(Schüller et al., 1997) 
��,�

�� = ���� (14) 

Unavailability due to periodical 

maintenance of standby equipment where �  

standby equipment are involved (based on 

(Schüller et al., 1997)) 

��,�
�� = �

�
��

�

�
��

� ���

�

�

 (15) 

Table 12 Correction factor for �� ratio as function of �� (Denson et al., 1994). 

��  ��
�����������

��
��������  

1 1.00 

2 1.15 

2.5 1.12 

3 1.10 

4 1.06 
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4.8.2 Importance measures estimation 

The Birnbaum’s importance measure (��
�) (Verma et al., 2010), which is approximated according to 

equation (16), is employed for the basic events criticality analysis. This metric can be used to identify 

the components with a significant impact on the top event failure rate (���), thus requiring an 

improvement of the respective failure rates/probability for reducing the ���. In addition, this metric 

can be used to identify components having a structural importance or occupying important locations 

of the Fault Tree for the investigated system (Fricks and Trivedi, 2003) and therefore, it depends on 

the quality of the developed Fault Tree, which is used for the calculation of the top event failure rate. 

��
� =

����(��)

���
≅

����(��)

���
�� ≈

∆���(��)

∆��
∆� ≈

���(��)����(����)

��
∆� , ∆� = 1 ℎ��� (16) 

The Fussell-Vesely importance measure (��
��), which is approximated according to equation (17), is 

another metric that is employed in this study for facilitating the system criticality analysis (Fricks and 

Trivedi, 2003, Gomez, 1996, Verma et al., 2010). Based on this metric, the system components, the 

failure of which will most probably lead to the undesired event are identified (Chybowski et al., 2014), 

whereas the data quality used for the QA (step 10) is verified. 

4.8.3 Uncertainty analysis 

Taking into account that it may be a specific challenge to acquire the accurate failure rate values for 

all the components and failure modes, an uncertainty analysis can be required for the estimation of 

the Fault Tree top event (Bjerga et al., 2016). However, this can be considered as a voluntary and not 

compulsory method step. The uncertainty of the top event is estimated by using Monte Carlo 

simulations considering the failure rates as random variables with a specific Probability Density 

Function (PDF) based on ��, ��
�����

, ��
����� values and applying random sampling till a 

predetermined accuracy and error level (������) is achieved. The flowchart of the Monte Carlo 

process is shown in Figure 14.  

��
�� =

����(��)

���

��

���(��)
≅

����(��)

���

��

���(��)
≈

∆���(��)

∆��

��

�������
≈  

������� − ������ = 0�

�������
 (17) 
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The obtained accuracy and error (���) is estimated according to the following equation (Oberle, 

2015): 

where ��/� is the critical value of a normal distribution with zero mean value and standard deviation 

equal to one for (1-�) confidence interval; � is standard deviation estimated from simulations; �� 

total number of simulations; and ���
 is the mean value for the failure rate of the top event estimated 

from simulations.  

A Lognormal (LN) distribution is assumed as the basic uncertainty distribution for failure rates, as 

proposed in previous studies (Schüller et al., 1997, Stamatelatos et al., 2011, Durga Rao et al., 2007, 

Verma et al., 2010). The Error Factor (���) parameter of the LN distribution is estimated according 

to eq. (19), whilst the parameters of LN distribution are estimated as in (Schüller et al., 1997). The 

��� is used to depict the uncertainty in the �� estimation. 

��� =
��

�����

��
 (19) 

The contribution of each failure rate uncertainty to the top level failure rate uncertainty is assessed 

according to eq. (20) using the Pearson correlation coefficient (������
) (Verma et al., 2010). 

������
=

∑ (��
� − ��

�)(��
�� − ���)

�� 
���  

�∑ (��
� − ��

�)��� 
���

∑ (��
�� − ���)��� 

���

 (20) 

where ��
� is the failure rate at each estimation for the ith component; ��

� is the mean value of �� 

according to the derived simulation results; and ��
�� is the estimated ��� at the ��� simulation. Thus, 

the ������
 value depends on the  ��,  ��

�����
, ��

����� values and the selected distribution. 

��� = ��/�

�

������ 
 (18) 
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To assess the influence of the distribution on the uncertainty analysis, the uncertainty analysis is 

repeated for triangular (TR) and uniform (UN) distributions. This is necessary to investigate how the 

parameters of the distribution affect the uncertainty of ���. The parameters of a TR distribution (a,c,b) 

were taken as (��
�����, ��, ��

�����
), whilst they considered to be (��

�����, ��
�����

) for the UN (a,b). 

4.9 Chapter summary 

In this chapter, the rationale behind the proposed method steps was presented. The method starts with 

STPA, proceeds with “Event Trees” development based on ESI and continues with Fault Tree 

analysis, integrates the results of different analysis steps at intermediate steps and finishes with 

quantitative analysis. During the quantitative analysis the failure rate for the top event as well as 

importance measures are estimated. Provisionally, uncertainty analysis can be implemented. In the 

next Chapters the different application case studies of the novel method are presented and discussed. 

Figure 14 Flowchart for Monte Carlo simulations. 



 

97 
 

5 APPLICATION CASE STUDY – EXHAUST GAS OPEN 

LOOP SCRUBBER SYSTEM 

5.1 Chapter outline 

In this Chapter, the application of the developed novel method on a relatively simple CPS system, in 

particular for the case of the exhaust gas open loop scrubber system is demonstrated. The system 

description and the analysis input are provided, whereas the derived results are presented in 

subsequent section. Based on these results analysis, the method advantages are discussed. 

5.2 System description and analysis input 

For the application and demonstration of the developed method, a rather simple Industrial automation 

and Control System (ICS) has been selected, in particular the case of an open loop exhaust gas 

scrubber system. This can be considered as a simple example of CPS, as it consists of a Programmable 

Logic Controller, the relevant actuating systems (pumps, scrubber unit, valves, etc.) and the sensors 

for controlling the exhaust gas treatment process. 

The main purpose of the exhaust gas scrubber is to reduce the SOx emissions to air during the ship 

main engine and auxiliary engines operation running on Heavy Fuel Oil, which has high sulphur 

content. The exhaust gases exiting the ship main and auxiliary engines are washed by injecting sea 

water. The sea water has a slightly higher pH (around 8) and it will react with the SOx dissolved in 

water. The main components of the open loop scrubber system are demonstrated in Figure 15 (Alfa 

Laval, 2017b).  

The main functions of the open loop exhaust gas scrubber system components are provided in Table 

13. The exhaust gas scrubber control system can shut-down the scrubber operations by closing the 

valves and turning off the sea pumps. It also regulates the sea water flow rate and the operating status 

of the sea water pumps based on the estimation of the ship main and auxiliary engines fuel flow as 

well as the system pumps health status. The process is supervised by the crew, which can implement 

switching over to a fuel with a low sulphur content if the SOx emissions exceed the acceptable criteria. 

As an optional function, the exhaust gas scrubber control system could monitor the health status of 
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the scrubber unit and predict its failures. In such a case, it is assumed that all the scrubber unit failures 

can be handled by the ship crew by switching over to the low sulphur fuel. For the sake of the case 

study, it is considered that the scrubber and SOx sensor failure are not continuously monitored by the 

alarm monitoring system, so the crew is not aware of the specific failures in order to switch off the 

scrubber system. It is also assumed that the crew can only mitigate the system hazards, but do not 

introduce the new hazards, so crew cannot inadvertently switch off the exhaust gas scrubber system 

when the ship engines operate using HFO. 

The failure rates used as input for this analysis are provided in Table 14. The inspection and testing 

intervals for the SOx sensor and the standby pump are considered to be 5,000 hours (Alfa Laval, 

2017a) and it is assumed that these components maintenance is in line with the manufactures 

guidelines (Alfa Laval, 2017a). 

The analysis in this study investigated the exhaust gas open loop system shown in Figure 15 

considering the following functionalities and alternative configurations: (a) regular testing of the SOx 

emissions sensor (without continuous monitoring); (b) continuous monitoring of the SOx emissions 

sensor (the SOx emissions sensor failure/erroneous measurements are immediately identified using 

advanced diagnostic techniques); (c) when scrubber unit failures (Scrubber body, piping, droplet, 

venturi, injection nozzles) are monitored using diagnostic/prognostic techniques and immediately 

diagnosed, and; (d) with two installed SOx emissions sensors. 

Table 13 Exhaust gas open loop scrubber system main components and their functions. 

Component Function 

Scrubber controller 

Control of the sea water flow to the scrubber unit, monitoring 

of scrubber unit health status (provisional function) 

Inlet sea chest valve Sea water flow control (can be either open or closed) 

Outlet sea chest valve Sea water flow control (can be either open or closed) 

Sea Water Pump Increasing/Decreasing sea water flow 

Scrubber Unit 

(Scrubber body, piping, droplet, venturi, 

injection nozzles) 

Exhaust gases spraying 

Sensors (SOx emissions, pressure, pH, 

conductivity, CO2 emissions) 

Measuring operating parameters  
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Figure 15 The investigated exhaust gas scrubber system layout (based on (Alfa Laval, 2017b)). 

 

Table 14 Components failure and maintenance rates. 

Failure rate description PFD/failure rate 
Commission errors for software functions [h-1] (SINTEF, 2006) 1.00 10-5 
Omission errors for software functions (probability of failure on demand (PFD)) (SINTEF, 
2006) 

5.00 10-5 

PID controller failure to react/ overreaction to changes in system configuration due to 
software errors [h-1] (Aldemir et al., 2007) 

1.00 10-6 

Controller hardware failure rate [h-1] (SINTEF, 2006) 1.50 10-5 
Communication lines failure rate [h-1] (Chai et al., 2016) 2.50 10-8 
Fuel sensor failure rate (for engines and auxiliary generating sets) [h-1] (OREDA, 2015) 2.00 10-6 
Human error probability of failure on demand (British Standards Institution (BSI), 2004) 1.00 10-3 
Pump failure rate [h-1] (OREDA, 2015) 3.02 10-5 
Injection nozzles failure rate [h-1] (Andersen, 2015, Pavlidis, 2018) 4.58 10-6 
Venturi failure rate [h-1] (Andersen, 2015, Pavlidis, 2018) 1.53 10-6 
Droplet separator failure rate [h-1] (Andersen, 2015, Pavlidis, 2018) 1.53 10-6 
Body failure rate [h-1] (Andersen, 2015, Pavlidis, 2018) 1.53 10-6 
Piping failure rate [h-1] (Andersen, 2015, Pavlidis, 2018) 7.88 10-6 
Significant power increase in engine/auxiliary engines load [h-1] 
Approximation of operating profile, based on cruise ship vessel 

1.00 10-1 

SOx sensor failure rate [h-1] (Andersen, 2015, Pavlidis, 2018) 1.76 10-6 
Pressure sensors failure rate (OREDA, 2015) [h-1] 2.00 10-6 
Sensors maintenance rate – Assumption [h-1] it considered that under continuous 
monitoring of sensor failures, their correction is implemented almost immediately 

1 

Inconsistent diagnostic/prognostics model resulting in false negatives (test indicates that 

no failure is observed in the system whilst it is present) – Assumption (PFD) 
Rather conservative 

0.1 

��  for all components (Exponential distribution is assumed) 0 
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5.3 Results and discussion 

5.3.1 STPA results ( CASA Steps 1-4) 

A number of accidents and hazardous scenarios that can arise in the investigated exhaust gas scrubber 

system are provided in Table 15 (results of step 1). The list was identified based on previous research 

studies(Andersen, 2015, Pavlidis, 2018) as well as reviewed by partners from DNV GL. As it can be 

observed, even though the system is simple and non-safety-critical, a number of accidents and hazards 

can occur, which may result in human injury or death, as well as damage to equipment or 

environment. The analysis in the CASA method subsequent steps will focus on the environmental 

pollution [A-3] and specifically on [H-5] (Exhaust gas not complying with regulatory requirements.), 

as this study scope is to demonstrate the functionality of the CASA method. As elaborated in Sections 

1 and 3, the proper spraying of exhaust gas is an important scrubber function and its failure may result 

in environmental pollution and strict financial penalties. The hazard [H-5] is used for the development 

of the hierarchical control structure (step 2) and the identification of the UCAs (step 3). 

The system control structure (results of step 2) is provided in Figure 16. It can be observed that the 

control loop incorporates two controllers, the scrubber control system, and the human operator. The 

scrubber controller uses as input the ship engines fuel flow to control the pumps operating status, the 

sea water flow and the control valves status. The crew can implement the fuel change command and 

switch off the scrubber, in cases where the measured SOx emissions exceed the regulatory threshold. 

In cases where a provisional functionality is available in the scrubber controller for monitoring the 

scrubber body failures based on pressure measurements, then the crew can immediately implement 

the fuel change to a low Sulphur fuel, when scrubber body failure occurs. Measuring the discharged 

sea water pH is also an important measure to ensure that the discharged sea water is in compliance 

with the environmental regulations. But since this measure is not relevant to [H-5], it is not included 

in the hierarchical control system. The hierarchical control structure is used for the identification of 

the UCAs (step 3) and their causal factors (step 4). 

The list of identified Unsafe Control Actions (UCAs) is provided in Table 16 (results of step 3).  In 

total 10 UCAs were identified for the system hazard [H-5]. The 10th identified UCA is applicable 

only if a new functionality performing the exhaust gas scrubber unit health diagnosis/prognosis is 
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employed (case c as described in Section 3). The identified UCAs are found to be of Type 1 (not 

provided), Type 2 (provided) or Type 3 (provided too early/late/out of sequence). This is attributed 

to the fact that mostly discrete control actions, such as start, open or close are considered. So, Type 4 

UCA (stopped too soon/applied for too long) for many of the identified UCAs can be considered as 

equivalent to Type 1 UCAs; for example, a start pump stopped too soon would be equivalent to not 

providing a control action (not starting the pump) in its final effect, leading to the specific hazard. 

Type 4 UCA, instead, is more applicable if the control action exhibits some variation in its effect, as 

in the case of the PID controllers, where overshoots can occur. However, in this case they are either 

covered by other UCAs Type or do not lead to the investigated hazard. Based on the UCAs shown in 

Table 7, their causal factors are identified (step 4). The UCAs are also used to support the “Event 

Trees” development (step 5) as well as in step 7 to enrich the Fault Tree developed in step 6. The 

UCAs are also utilised to indicate which physical failures might need further elaboration in step 9. 

The causal factors list for the identified UCAs is provided in Table 17 (step 4). In total 26 causal 

factors are identified. For the majority of the UCAs, software failures are considered as causal factors. 

In this study, software failure refers to all those conditions, which may lead to the controller inability 

to implement a specific function due to errors in the software design, integer overflows, software 

bugs, communication errors in the controller, etc. They are treated as software failure because the 

available statistical data does not offer their further description. The human error depicts the failure 

of the human operator to act as a protective barrier. The human error was also treated on a high-level 

based on the relevant statistical data reported in IEC 61511 (British Standards Institution (BSI), 2004). 

The identification of human failure causes is out of the scope of this research. The results of this step 

are used in step 7 to enrich the Fault Tree developed in step 6. 
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Table 15 Accidents in the scrubber system. 

Accident Open loop scrubber hazard Risk control measures 

[A-1] Human loss or injury [H-1] Operating personnel touching hot 

surfaces 

[H-2] Exhaust gases leakage depriving 

the engine room from oxygen 

Protective surfaces, 

personnel training, oxygen 

level monitoring in engine 

room 

[A-2] Damage to ship/ship 

systems 

[H-3] Overpressure in scrubber unit 

[H-4] Water ingression 

Diagnosis of system failures 

Use of non-return valves 

[A-3] Environmental pollution [H-5] Exhaust gas not complying with 

regulatory requirements. 

[H-6] Disposed sea water does not 

comply with regulations. 

SOx sensor  

Sea water analysers 

 

Figure 16 Scrubber control structure. 
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Table 16 Identified UCAs. 

Control 
Action 

Type of 
UCA 
causing 
hazard 

UCA 
a/a 

Description 

Close valves 
Providing  1 Closing valves during normal operation/faulty conditions will restrict the 

scrubber functionality [H-5] 

Start pump 

Not 
providing  

2 Not starting the standby sea water pump when the other pump is 
faulty/insufficient will inhibit the scrubber operation due to lack of sea 
water flow [H-5] 

Providing 
with delay 

3 Starting sea water pumps with delay will inhibit the scrubber operation 
due to the lack of sea water flow [H-5] 

Stop pump 
Providing 4 Stopping pump during normal operation will cause unavailability of sea 

water in scrubber [H-5] 

Increase sea 
water flow 

Not 
providing 

5 Not providing sea water flow increase when the auxiliary/engines output 
increase may lead to noncompliance with regulations [H-5] 

Providing 
with delay 

6 Providing sea water flow increase with delay when the auxiliary/engines 
output increase may lead to noncompliance with regulations [H-5] 

Decrease sea 
water flow 

Providing 7 Decreasing sea water flow when the auxiliary/engines output 
increase/stable may lead to noncompliance with regulations [H-5] 

Issue alarm 
Not 
providing 

8 Not issuing alarm, when the system SOx emissions are not in compliance 
will lead to noncompliance with regulations [H-5] 

Implement 
fuel change 
over 

Not 
providing 

9 Not changing fuel during faulty operation of the scrubber will lead to 
noncompliance with regulations [H-5] 

Diagnose 
and predict 
scrubber 
failures 

Not 
providing 

10 Not diagnosing and predicting failures in scrubber may lead to operation 
with faulty scrubber system [H-5] 

Table 17 Causal factors. 

UCA a/a Causal factors 

1 Software failure, engine and auxiliary generator sets fuel sensors failure 

2 Pump failure, controller hardware failure, communication failure, software failure, controller 

hardware failure 

3 Software failure (Wrong software implementation on controller) 

4 Software failure, engine and auxiliary gets load/fuel sensors erroneous measurement 

5 Software failure, controller hardware failure, communication failure, engine and auxiliary gets fuel 

sensors erroneous measurement 

6 Software failure 

7 Software failure, engine and auxiliary generator sets load sensors erroneous measurement 

8 SOx sensor failure 

9 Human error 

10 Software failure, inconsistent physical model, pressure sensor errors 
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5.3.2 ESI results (CASA Step 5) 

The “Event Tree” derived by applying the ESI for the hazard [H-5] is provided in Figure 17, which 

also depicts the relations between the UCAs and the different events of “Event Tree”. As it is deduced 

from this figure, the UCAs support the development of the “Event Tree”. When the exhaust gas 

system operation does not comply with the emission regulations ([H-5]), the SOx emissions sensor 

provides an alarm. This can be used from the crew to switch the engine operation to the low sulphur 

fuel usage and simultaneously to switch off the scrubber system. If crew fails to do that, the first 

hazardous scenario occurs. If the SOx sensor is faulty, then the crew will be unaware of potential 

noncompliance with the emissions regulations (scenario 2). The developed “Event Tree” will be 

converted to a Fault Tree in the next step (step 6). 

Figure 17 ESI results 

5.3.3 STPA and ESI results integration (CASA Steps 6-8), FTA results (CASA Step 9)  

Since the investigated system is simple, there are no interactions between the different developed 

“Event Trees”. By transforming the “Event Tree” (step 6) and enriching it with the results of STPA 

(step 7), the Fault Tree shown in Figure 18 is generated. As the causal factors are given in Table 17, 

the causal factors were not developed further in Figure 18. The developed Fault Tree includes the two 

scenarios leading to environmental pollution, inheriting the structure of the “Event Tree” from Figure 

17. This Fault Tree is refined further in step 8. 
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If we ignore steps (5-6), the Fault would be developed by connecting all the UCAs by OR gate. In the 

hypothetical case all the UCAs (UCAs 1-10) were connected using OR gate, then either ‘Closing 

valves during normal operation/faulty conditions will restrict the scrubber functionality [H-5]’ (UCA 

1) or ‘Not changing fuel during faulty operation of the scrubber [H-5]’ (UCA10) would lead to the 

hazard [H-5], that is noncompliance with regulations. However, it is known from experience that 

these two UCAs must occur at the same time (there is a need for AND gate). Potentially, it would be 

possible to identify this relationship using the safety analyst experience. Nonetheless, using the ESI 

adds rigor to the analysis; hence ESI was included in the CASA method. 

Figure 18 Fault Tree populated with STPA results (Step 6) 

After applying the refinement rules provided in Table 10 (step 8), the Fault Tree shown in Figure 19 

is developed. As shown in Figure 19, the refinement was applied to UCAs 1-3 and 5-7 context 

(refinement rule 1, Table 10) and for the common causal factors to UCA 5 and 7 (erroneous 

measurement of fuel flow) (refinement rule 4, Table 10). The system is rather simple; hence no other 

refinements were required. In more complex systems, such as DEP system, more refinement rules 

would be applicable. The Fault Tree of step 8 is enriched with the results of FTA for physical failures, 

thus providing the finally developed Fault Tree (shown in Figure 18), which is the output of the CASA 

method qualitative analysis. The FTA (step 9) is applied to the scrubber system to identify the 

components that may fail. Only five scrubber unit components have been considered in the analysis. 

The results of the FTA are also provided in Figure 19. The results of FTA are similar to the structural 

breakdown of the scrubber unit. The final Fault Tree depicted in Figure 19 is used for the purpose of 

quantitative analysis (step 10). The results for the cases a-d are almost identical. There is no difference 

in structure for case a and b. The location of the optional functionality for case (c) is also provided in 

the modified Fault Tree in Figure 19. For case (d) instead of one sensor two sensors are provided. 
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Figure 19 Refined Fault Tree developed in Step 9. 
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5.3.4 Quantitative Analysis (CASA Step 10) 

The results of estimating the top event failure rate by considering the different system functionalities 

(cases (a) to (d) as described in Section 5.2) are provided in Table 18. The results of the importance 

metrics estimation (cases (a) to (d) as described in Section 4.8.2) are provided in Table 19. Only the five 

top failures according to each metric and system functionalities are demonstrated. The results of 

importance analysis are presented in a reduced ranking order, proceeding from the most critical to the 

less critical failures according to each importance measure. 

As it can be deduced from the derived Birnbaum metric values for case a, the top event failure is sensitive 

to the scrubber components failures and various software failures in the system with the regular SOx 

sensor testing (case a). The top event failure rate will emanate from the SOx sensor failure and some 

scrubber unit failures as well as the scrubber controller software failure according to Fussell-Vesely 

metric for case a. Therefore, the system safety performance can be improved if safety measures to 

address the SOx emissions sensor failure are implemented.  

As it can be observed from Table 18, the implementation of continuous monitoring and diagnosis of the 

SOx sensor failures (case b) instead of regular testing of SOx sensor will lead to significant decrease in 

top event failure (several orders of magnitude). However, the human error becomes a more critical 

failure according to the calculated Fussell Vesely metric (Table 19). The scrubber and controller failures 

still remain critical failures with this additional system function. Therefore, to enhance the system safety 

performance further, it is required to provide information for the system conditions to support the crew 

in making decisions. 

Instead, the application of diagnosis/prognosis techniques for the scrubber failure leads to approximately 

27% reduction in the top event failure rate as depicted in Table 18 (case c). In case c, the system top 

failure rate becomes also sensitive to failures of the sensors used to control the sea water flow (Table 

19). The most probable cause of the system failure according to the Fussell-Vesely metric remains the 

SOx sensor failure and various scrubber components failures (Table 19). So, with this system 

functionality, system safety enhancement will occur when redundancy to the SOx emissions sensor 

measurements is provided. 

Installation of two SOx sensors (instead of one) also results in a significant reduction of the top event 

failure rate (an order of magnitude) (Table 18). In case d, the failure of the SOx sensors (both fail) still 

remain critical, but their importance is reduced compared to the case with the regular SOx sensor failure 

(Table 19). The other importance analysis results are similar with the previous cases importance analysis 

results. Thus, the system safety in case c can be enhanced by closely monitoring the scrubber unit 

components for detecting failures. 

Based on the presented results, it can be concluded that the exhaust gas open loop scrubber system 

compliance with the SOx emission regulations can be enhanced when functionality of the SOx emissions 
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sensor is continuously monitored or two SOx emissions sensors (redundancy) are installed. The scrubber 

unit components failures seem to be critical for the normal system operation. The installation of 

diagnosis/prognosis technologies will lead to the system design improvement, however not as 

effectively as the installation of continuous monitoring system for the SOx sensor failures or an 

additional SOx emissions sensor. If diagnosis/prognosis techniques are employed, then the top event 

failure rate will become sensitive to other failures such as in fuel flow sensors, so redundancy in fuel 

measurements would be recommended. However the cost-effectiveness of the suggested measures is 

outside the scope of present study. 

Table 18 Top event failure rate for different system functionalities. 

Case (a) 
With regular testing of 
SOx sensor (without 
continuous monitoring) 

Case (b) 
With continuous 
monitoring of SOx 
sensor failures 

Case (c) 
With application of 
diagnosis/prognosis for 
scrubber unit failures and 
with regular testing of SOx 
sensor 

Case (d) 
With two SOx 
sensors installed 

1.99 10-6 [h-1] 5.68 10-8 [h-1] 1.44 10-6 [h-1] 1.23 10-7 

Table 19 Importance metrics estimation results. 

No With regular testing of 
SOx sensor (without 
continuous monitoring) 

With continuous 
monitoring of SOx 
sensor failures 

With application of 
diagnosis/prognosis for 
scrubber unit failures 
and with regular testing 
of SOx sensor 

With two SOx sensors 
installed 

 Birnbaum 
[-] 

Fussell-
Vesely  
[-] 

Birnbaum 
[-] 

Fussell-
Vesely  
[-] 

Birnbaum 
[-] 

Fussell-
Vesely  
[-] 

Birnbaum 
[-] 

Fussell-
Vesely  
[-] 

1 Injection 
nozzles 
failure 
0.070 

SOx 
sensor 
failure 
0.972 

Injection 
nozzles 
failure 
0.002 

Human 
error 
0.986 

Injection 
nozzles 
failure 
0.039 

SOx 
sensor 
failure 
0.972 

Injection 
nozzles 
failure 
0.004 

SOx 
sensor 
failure 
0.543 

2 Venturi 
failure 
0.070 

Controller 
software 
closing 
valves 
0.178 

Venturi 
failure 
0.002 

Controller 
software 
closing 
valves 
0.178 

Venturi 
failure 
0.039 

Controller 
software 
closing 
valves 
0.247 

Venturi 
failure 
0.004 

Human 
error 
0.457 

3 Controller 
software 
closing 
valves 
0.035 

Controller 
software 
stopping 
pump 
0.178 

Controller 
software 
closing 
valves 
0.001 

Controller 
software 
stopping 
pump 
0.178 

Controller 
software 
closing 
valves 
0.035 

Controller 
software 
stopping 
pump 
0.247 

Controller 
software 
closing 
valves 
0.002 

Controller 
software 
closing 
valves 
0.178 

4 Controller 
software 
stopping 
pump 
0.035 

Injection 
nozzles 
failure 
0.163 

Controller 
software 
stopping 
pump 
0.001 

Piping 
failure 
0.140 

Controller 
software 
stopping 
pump 
0.035 

Injection 
nozzles 
failure 
0.124 

Controller 
software 
stopping 
pump 
0.002 

Controller 
software 
stopping 
pump 
0.178 

5 Piping 
failure 
0.035  

Piping 
failure 
0.140 

Piping 
failure 
0.001 

Venturi 
failure 
0.054 

Auxiliary 
engine 
fuel 
sensor 
failure  
0.035 

Auxiliary 
engine 
fuel 
sensor 
failure  
0.074 

Piping 
failure 
0.002 

Injection 
nozzles 
failure 
0.163 
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5.4 Discussion on the method 

To the best knowledge of the authors, no article or conference paper which demonstrates results of 

scrubber safety analysis, is currently available. Only two master thesis have been identified focusing on 

this type of system safety analysis (Andersen, 2015, Pavlidis, 2018). Comparing these studies with the 

present is challenging due to some differences in the considered systems, the experience level of the 

involved safety analysts and used input data. A more robust comparison would be based on 

implementing a FTA for the same system, using the same data and similar expertise level teams of safety 

experts. Still it could be argued that the FTA guided in both cases the students to specific results, and 

inference about the method can be made. 

It can be observed that the considered top events in the systems in these studies (Andersen, 2015, 

Pavlidis, 2018) are rather slightly different from the top event of the present study. In the present study, 

the top event was the noncompliance with the regulations, whilst in the investigated master theses one 

of the Fault Trees top event was improper treatment of exhaust gases (Figure 19). However, it can be 

observed that the Fault Tree derived by the CASA method incorporated the SOx emissions sensor failure 

at much higher level connected to other events using an AND gate, highlighting its importance. In the 

other studies Fault Trees (Andersen, 2015, Pavlidis, 2018), the SOx sensor failure was not included. 

Therefore, the present analysis considered more failures related to the top event. This can be attributed 

to the inclusion of the STPA and ESI results. STPA is a top-down approach, which guides the analysis 

of specific undesired events (called accidents in the STPA framework) and system states (hazards) rather 

than of system component failures. The ESI results can be used to demonstrate how the hazards 

propagate to accidents; the SOx sensors failure appeared in the Fault Tree (Figure 17) based on this 

approach. Human failure was also incorporated in the present analysis. However, it was out of the 

analyses scope analyses reported in (Andersen, 2015, Pavlidis, 2018). 

In addition, several software failures were not considered in theses analyses, whereas they are considered 

in the present study, such as ‘scrubber control system not increasing sea water flow/ decreasing sea 

water flow in the system’ or ‘scrubber control system shutting down the system’. This needs to be 

included in the analysis, as they contribute to the improper treatment of the exhaust gases. Based on 

that, it can be argued that thanks to incorporation of the STPA results, new scenarios are considered in 

the Fault Tree structure. Therefore, it could be claimed that the proposed CASA method guides a more 

accurate safety analysis, which incorporates software failures, addressing the software-intensive 

character of the modern ICS and CPSs. 

In addition, the refinement, which was applied to the identified UCAs, allowed for the better 

consideration of the temporal system behaviour. In specific, the consideration of probability of UCA 

context, such as ‘significant power increase’ allowed for the incorporation of cases where a specific 
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UCA can become hazardous and their consideration in the analysis quantitative step. This is often a case 

for ICS, as specific control actions become hazardous only in specific system context (Leveson, 2011b). 

The structure of the final Fault Tree developed in step 9 of this study is different from the Fault Trees 

presented in other studies FTA (Andersen, 2015, Pavlidis, 2018), which can be considered as the open-

loop scrubber system breakdown. In addition, they also incorporated the failures during the system start-

up. In this way, failures that can occur at different operating phases without any relation were 

incorporated in one Fault Tree (Andersen, 2015, Pavlidis, 2018). This is not true in the actual system 

operation, as several factors must occur simultaneously or in a sequence, in order for a top event to occur 

in modern CPSs. In the present study Fault Tree, there is a logical sequence of events, which is depicted 

using AND gates as connectors. For instance, a failure in scrubber system together with the SOx 

emissions sensor failure must occur, so that the system is noncompliant with the existing SOx 

regulations. Therefore, it can be argued that the presented Fault Tree, thanks to the ESI, more effectively 

considered the system multi-points failures and temporal character. 

The method allowed for the comparison of the system behaviour using quantitate metrics in cases where 

advances monitoring/diagnostics functionalities were considered. It was demonstrated that when 

including diagnosis/prognosis techniques or the SOx emissions sensor failures continuous monitoring 

settings changes the system safety performance significantly, overcoming this STPA limitation. This 

can be useful when considering the implementation of new functions in system or design alternatives 

during the system design phase. 
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Based on the preceding discussion, the expected advantages of the method are shown in Table 20. 

Table 20 Expected advantages/disadvantages of new method with respect to effectiveness versus constituent 
methods 
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a 

Heterogeneity 
(Missing interactions between 
heterogeneous components) 

++ ++ ++ ++ ++ +++ 

Interoperability 
(Common cause failures/ dependencies 
between components/architecture) 

+ ++ ++ +++ ++ +++ 

Connectivity 
(Cyber-security threats) 

++ + + ++ ++ ++ 

Software-intensive 
(Control failures) 

+++ + + ++ ++ +++ 

Evolution in time 
(Model-based approach/alterations in time) 

+ + + +++ +++ + 

Dynamic reconfiguration 
(Multipoint failures/Temporal 
relationships) 

+ ++ +++ + +++ +++ 

Autonomous decision-making 
(Environmental context) 

+ + + + ++ + 

U
ti

li
ty
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ri

te
ri

a Risk metrics estimation criteria + +++ +++ +++ 
++ 

+++ 

Ranking criteria + +++ +++ +++ 
++ 

+++ 

Automated safety monitoring system + ++ ++ +++ 
++ 

+++ 

 

5.5 Summary 

In this chapter, a novel method was applied for the safety analysis of the open loop exhaust gas scrubber 

system. The developed method guided and resulted in a more accurate safety analysis, compared with 

previous studies for the same system by incorporating the system software failures represented by the 

UCAs, considering the system states, probabilities, and temporal relationships. The CASA method also 

allowed for the investigation of the system behaviour for cases where new functions are added to the 

system, as was demonstrated with the diagnosis/prognosis techniques applied to the SOx sensor and 

scrubber. The proposed method allowed for the estimation of the top event failure rate and the 

identification of the most important factors and failures affecting the safety-related event guiding the 

safety enhancement. The implementation of diagnosis techniques for the SOx sensor failures or two 

SOx sensors is expected to significantly reduce the system noncompliance frequency with regulations. 

Implementation of diagnosis/prognosis techniques for the scrubber unit failures is expected to reduce 

the frequency of noncompliance, but to a much lesser extent. 

High effectiveness: 
The method/study naturally leads to 

identification of related scenarios / risk 
metrics estimation / ranking based on 
importance criteria / development of 

model fit for automated safety 
monitoring including sensors 

measurements 

+
+
+ 

Moderate effectiveness: 
The method/study leads to 

identification/capturing of some related 
scenarios / approximate risk metrics 

estimation / qualitative ranking / 
development of model fit for some 

scenarios automated safety monitoring 
with indication of how to integrate with 

sensors 

+
+ 

Low effectiveness: 
The method/study leads to identification 
of limited number of related scenarios / 
no risk metrics estimation / no ranking / 

model not fit for automated safety 
monitoring or no integration with sensor 

measurements 

+ 
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6 APPLICATION CASE STUDIES - CRUISE SHIP POWER 

SYSTEMS DESCRIPTION 

6.1 Chapter outline 

In this Chapter the investigated DEP systems information is provided. First, a generic DEP system 

information, main subsystems, their functionalities, and main design parameters are provided. Then ship 

operating data, failure rates inspection and testing intervals are disclosed in the subsequent section and 

relevant appendices. The system and analysis assumptions are also presented. Finally, the rationale for 

selected investigation case studies is explained.  

6.2 Cruise ship power plant subsystems description 

The primary objective of the DEP plant is the generation of electrical power, the distribution of the 

power and its transformation in another useful form of function (propulsion, hotel load etc.). Smooth 

power generation, distribution and transformation requires its proper control. Based on these basic 

functions, the DEP system break down into subsystems, assemblies and components is given in Figure 

20, whereas its detailed description is provided in Appendix A. The control structure for the main 

subsystems of the DEP plant is also provided in Figure 21. The main design parameters of the 

investigated power plants are also reported in Table 21. 

In this study, a DEP system consisting of 6 diesel-generator sets was selected as the reference system 

for investigation. In addition, a number of alternatives considering different fuels, different number of 

generator sets, and various options for the energy recovery are also investigated. The investigated 

reference system and the list of alternatives is provided in Table 22, whilst the systems layout is 

illustrated in Figure 22. The investigated DEP plants require for their operation a number of auxiliary 

systems including the fuel system, the lubricating oil system and the cooling water systems. These 

auxiliary systems layouts are provided in Appendix B. The necessary information was retrieved from 

manufacturer drawings and where the information in drawings was inconclusive, the system description 

was enhanced using data from the available literature (Ådnanes, 2003, Kongsberg, 2007, Radan, 2008, 

MAN, 2012, Krogseth, 2013, Meyle, 2015). The alternative DEP systems have been selected on the 

basis of their cost-effectiveness compared to others as identified in a previous research optimisation 

study (Bolbot et al., 2020) or on the basis of interest for their applicability to the cruise-ship DEP system 

as in case of batteries. 
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Figure 20 The main cruise ship power plant subsystems. 
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Figure 21 Cruise ship power plants network control structure. 

Legend 
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Table 21 Used cruise ship propulsion system design parameters. 

 Design feature Design parameters 
G

en
er

ic
 Network architecture Ring 

Current type Alternate Current 

Type of DG sets speed control Droop 

P
ow

er
 p

la
nt

 c
o

m
p

on
en

ts
 n

um
be

r 

Diesel Generator (DG) sets As per investigated 
system 

Azipods propulsion motors 3 

Transformers per propulsion motor 2 

Switchboards 3 

Air Conditioning system compressors motors 5 

Bow thrusters 4 

Circuit breakers per DG sets and consumers 1  

Bus-Tie Breakers 6 (2 per each 
connection) 

Power Management System (PMS) 2 

C
om

p
on

en
ts

 n
um

b
er

 f
o

r 
D

G
 

se
ts

 a
n

d 
pr

o
pu

ls
io

n
 m

o
to

rs
 DG sets controller, Automatic Voltage Regulator (AVR), Fuel governor per 

DG set 
1  

Speed sensors per DG set for speed control 2 

AVR sensors per DG set for voltage control 1 

Application controller per propulsion motor 1 

Drive controller per propulsion motor 1 

A
zi

p
o

d
s,

 B
ow

-t
hr

u
st

er
s 

an
d

 
D

G
 s

et
s 

m
ax

im
u

m
 l

oa
d

s 

Maximum Continuous Rating (MCR) of DG sets As per investigated 
system 

Azipods propulsion motors maximum load 14 [MW] 

Bow thrusters maximum load 3 [MW] 

Maximum electrical load that can be tripped to avoid the operating DG sets 
overload 

3 [MW] 

Maximum DG set overload limit (DNV GL, 2017) 110% of MCR 

Maximum Step Load (Radan, 2008) 33% of MCR 

B
at

te
ri

es
 

pa
ra

m
et

er
s 

Batteries capacity and type (Räsänen, 2017) 1 [MWh] NMC type 

Depth of Discharge (Dimakopoulos et al., 2017) 80% 

Maximum Discharge/Charge Rate (Corvus-Energy, 2019) 10C/3C 

Time required to start and connect a DG set 5 min 

Cell capacity (PV magazine, 2016) 500 [Wh] 
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Table 22 Investigated systems basic parameters. 

a/a Fuel type /  
Energy storage type 

1st Engine Type 
 

2nd Engine Type 
 

Engine room layout 

  DGT* ERT* No UNP* DGT* ERT* No UNP*  
No1 HFO or LSHFO DG 

sets 
Not 
included 

3 12 MW DG sets Not 
included 

3 12 MW Engine room No 1: 3 units  
Engine room No 2: 3 units 

No2 HFO or LSHFO 
Batteries included 

DG 
sets 

Not 
included 

3 12 MW DG sets Not 
included 

3 12 MW Engine room No 1: 3 units  
Engine room No 2: 3 units 

No3 HFO or LSHFO DG 
sets 

 SCR & 
Scrubber 

4 10 MW DG sets SCR & 
Scrubber 

4 8 MW Engine room No 1: 2 units for each engine type 
Engine room No 2: 2 units for each engine type 

No4 Methanol & MDO DFG 
sets 

Not 
included 

4 11 MW DFG 
sets 

Not 
included  

4 7 MW Engine room No 1: 2 units for each engine type 
Engine room No 2: 2 units for each engine type 

No5 HFO & Natural Gas 
& MDO 

DFG 
sets 

Not 
include 

4 12 MW DG sets SCR  2 12 MW Engine room No 1: 2 units of type 1 & 1 unit of type 2 
Engine room No 2: 2 units of type 1 & 1 unit of type 2 

No6 Natural gas & MDO DFG 
sets 

Not 
included 

4 11 MW DFG 
sets 

Not 
included 

4 7 MW Engine room No 1: 2 units for each engine type 
Engine room No 2: 2 units for each engine type 

No7 HFO or LSHFO DG 
sets 

 SCR & 
Scrubber 

4 16 MW DG sets SCR  4 2 MW Engine room No 1: 2 units for each engine type 
Engine room No 2: 2 units for each engine type 

No8 Methanol & MDO DFG 
sets 

Not 
included 

4 12 MW DFG 
sets 

Not 
included 

4 6 MW Engine room No 1: 2 units for each engine type 
Engine room No 2: 2 units for each engine type 

No9 HFO & Natural Gas 
& MDO 

DFG 
sets 

 Not 
included 

4 13 MW DG sets SCR 4 5 MW Engine room No 1: 2 units for each engine type 
Engine room No 2: 2 units for each engine type 

No10 Natural gas & MDO DFG 
sets 

Not 
included 

4 11 MW DFG 
sets 

Not 
included 

4 7 MW Engine room No 1: 2 units for each engine type 
Engine room No 2: 2 units for each engine type 

No11 HFO & Natural Gas 
& MDO 

DFG 
sets 

not 
included 

3 16 MW DG sets not 
included 

3 8 MW Engine room No 1: 3 units of first engine type 
Engine room No 2: 3 units for second engine type 

No12 HFO & Natural gas DFG 
sets 

not 
included 

3 18 MW DFG 
sets 

not 
included 

3 6 MW Engine room No 1: 3 units of first engine type 
Engine room No 2: 3 units for second engine type 

No13 HFO & Natural gas DFG 
sets 

Carbon 
capture 

4 14 MW DFG 
sets 

Carbon 
capture 

4 4 MW Engine room No 1: 4 units of first engine type 
Engine room No 2: 4 units for second engine type 

DGT=Diesel Generator Type; ERT=Emission reduction technology; UNP=Unit Nominal Power 
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Figure 22 The investigated  systems layouts. 
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6.3 Analysis input 

6.3.1 General description of the data required 

The required input for the CASA method implementation in the cases of the investigated systems is 

provided in Table 23. The following five types of input parameters are required: (1) the system layout 

and functions, the number and type of the power plant components, as well as the control structure; (2) 

operating data for the system and components; (3) the system components failure rates; (4) the system 

components maintenance and inspection intervals, and; (5) the system components maintenance 

duration. Whilst the system layout, functions and components number have been presented previously 

in the previous section as well as and in Appendices A and B, the rest of analysis input is provided in 

the next sections. 

Table 23 Required input parameters for the implementation of the CASA method. 

Type of data used for input Maximum number of required parameters 
(depending on number of DG sets and type of 
propulsion system) 

Example 

Design data 61 Number of speed sensors 
installed on each DG set 

Operating data 19  Percentage of vessel 
operation in the sailing 
mode 

Maintenance inspection 
intervals 

33 Testing of circuit breaker 
capability 

Maintenance duration 18 Maintenance duration of 
each DG set 

Failure rates for components 180 Failure rate for the PMS 
hardware 

 

6.3.2 Maintenance inspection and duration data 

The maintenance inspection intervals were retrieved from the manufacturers maintenance manuals, 

whilst the maintenance duration was estimated based on the data provided in (Allal et al., 2017, Mennis 

and Platis, 2013, Reddy et al., 2016), the OREDA database (OREDA, 2015) and the actual operational 

data. For the safety functions sensors, it was assumed that their maintenance duration is equal to 1 hour 

(it is expected that their failure will be immediately observed by the crew), whilst for the hardware and 

communication lines maintenance duration was assumed to be 20 hours (based on OREDA, 2015). The 

whole list of maintenance activities data is provided in Appendix F. 

6.3.3 Failure rates data 

The failure rates for the investigated system components were derived primary from the OREDA 

database (OREDA, 2015), a number of previous publications (as provided in Table 8) and the blackout 

accident investigation reports (provided by anonymous cruise ship operating company). The accident 

investigation reports (confidential data) and the Protection & Indemnity (P&I) insurance (UK P&I 

CLUB, 2015) clubs results were used for high level comparison of the importance metrics estimation 
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with the results calculated for the investigated system. The PDS Data Handbook [45] and the Ohio State 

University report (Aldemir et al., 2007) were used to identify the failure rates for the system software 

supported functions. The �� values  (from Section 4.8.1) for components with preventive maintenance 

where retrieved from a number of publications listed in Table 24. Whenever it was possible, the upper 

(��
�����

) and lower (��
�����) failure rate values were estimated using the OREDA database confidence 

intervals (OREDA, 2015). Whenever this estimation was not available, an ��� value of 15 was assumed 

for the software related failures to indicate low confidence (Schüller et al., 1997), whereas an ��� value 

of 7 has been assumed for the rest. A detailed list of failure rates is provided in Appendix C. 

Table 24 List of sources for quantitative analysis. 

Source Estimated parameters 

(Chai et al., 2016) Transformer failure rates, communication lines failure 

rates 

(Aquilino, 1983) Information on insulation failure rates in transformers 

(ABB, 2005) The current sensors failure rate 

(Allal et al., 2017) Sea chest failure rate 

(Anantharaman et al., 2015) The failure rate for fuel system 

(Berghmans et al., 2008) The failure rate for optical sensors 

(Chybowski et al., 2014) Shaft sealing system failure 

(IMO, 2008, Nilsen et al., 2005) Fire failure rate in the engine room 

(Menis et al., 2012) Fuel filters failure rate 

(OREDA, 2015) DG sets and electrical components failure rates 

(SINTEF, 2006) Software failure rates 

(Siemens, 2013) Arc in switchboards failure rate 

(Schüller et al., 1997) Circuit breaker failure rate 

(Van Ta et al., 2017) Failure rate for marine engine pistons 

(Jin et al., 1999, Bloch and Geitner, 2012, Mihanović et al., 

2016, Ossai et al., 2015, Dolas and Deshmukh, 2015, Bukša et 

al., 2009, Reliability Analytics Toolkit, 2018) 

Information on �� factors of Weibull distribution 

6.3.4 Ship operating data 

Based on the actual operating data collected during period of 46 months for the reference cruise ship the 

operational profile in Figure 23(a) has been deduced. Two different ship operating profiles were 

considered during analysis: (a) the original one shown in Figure 23(a), which is based on the actual 

operating data; (b) the operating profile shown in Figure 23(b), which was generated from the first one 

considering a 10% greater propulsion power demand. The port operation, which corresponds to a power 
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range lower than 12 MW, was kept the same as the original operating profile, whereas for the remaining 

power range (above 12 MW), an increase of the power of 10% was applied retaining the same frequency 

of occurrence. The frequency of the plant operating modes (harbour, manoeuvring, sailing) and the 

specific system configurations (different number of DG sets operating) along with the operating 

Propulsion Motors (PM) and Bow Thrusters (BT) in each configuration and operating mode were 

estimated (Appendix D). The general mode has been also used to represent the overall, averaged plant 

operation. 

Based on the available data, the probability density functions for the DG sets load were estimated and 

used as input in this analysis. They are provided in Appendix E. The switchboards and control hardware 

were in a continuous use. From the available operational data, the following observations were also 

made: (a) a request to connect an additional DG set with the ship electric network is implemented every 

10 hours; (b) change over between DG sets is implemented every 20 hours; (c) the change from the 

harbour mode to the manoeuvring mode is implemented every 40 hours.  

Figure 23 Considered Operational profile for the cruise ship (a) original profile; (b) operating profile with 10% 
higher propulsion power demand in comparison to (a) 

a) 

b) 
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6.4 System and analysis input assumptions 

The following assumptions were considered for the purposes of the safety analysis: 

Assumptions for system functions. These assumptions have a direct influence on the structure of the 

developed Fault Tree and practically depict the investigated system properties. They are largely based 

on drawings, system description in other publications and class society rules. 

 The Diesel Generator (DG) sets start and connect to the ship electric network based on the ship 

electric power demand. 

 The DG sets switchover is implemented based on the running hours of each DG set. 

 The system has also the capability of changing over to another DG set in response to faults in 

operating DG sets. 

 In cases where only one type of DG sets is considered and DG sets of different size are installed, 

the DG set with the smallest nominal power will be operated first. 

 The load is evenly shared in proportion to the nominal power output of the generator sets among 

the operating generator sets. 

 Each DG set can be loaded till operating at 90% of its nominal power. Above this load level 

(Sfakianakis and Vassalos, 2015), an additional available DG set will start and get connected to 

the ship electric network for covering the power demand. Only if all the DG sets are already 

connected, then this limit can be exceeded. 

 The system includes functions for fast propulsion motors load reduction and preferential 

tripping of the air compressors of the Heat Ventilation Air Conditioning system (fast load 

reduction). 

 In case of a fault in the Liquefied Natural Gas (LNG) or methanol system, the system can 

reconfigure, so that the generator sets engines operate by using Marine Diesel Oil (MDO) or 

Low Sulphur Heavy Fuel Oil (LSHFO). 

Assumption for system operation. They were derived based on the operational data. Some of them have 

influence on the results. 

 The power plant operates with the bus-tie circuit breaker connected in all operational modes. 

Consequently, the short circuit and load imbalance failures can be transferred between the two 

power sections. As the investigated vessel is cruise ship, it is not expected, that the vessel will 

be operated with disconnected bus-tie circuit breaker. It is a requirement for vessels with 

dynamic positioning capabilities. 

 In the harbour mode, the propulsion motors and the bow thrusters do not operate. This is an 

assumption made based on operating data. 
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 In the manoeuvring mode, both the bow thrusters and the propulsion motors are considered to 

be fully operational, whereas in the sailing mode only the propulsion motors operate. This is 

also an assumption made based on data. 

 When more than one type of fuels are considered for the power plants, the generator sets with 

the most environmentally friendly fuels like natural gas and methanol will be operated first. 

This is an operational assumption. As a result, lower blackout frequency is expected with 

reduced number of operating generators, due to the additional redundancy in fuel system for 

dual fuel generators. 

 It should be noted that the system operation with 6 DG sets is very rare for the reference system 

(less than 1% of the total ship operational time) so it was set 1% to assess the influence of the 

system configuration with 6 DG set operating on the overall blackout frequency. This might 

slightly influence the generated results, depending though on blackout frequency/failure rate 

when 6 DG sets are operating. 

 In addition, in general mode it was assumed that one BT and 3 PMs are operational to assess 

the influences of these components on frequency of blackout. As a result, more short circuits 

and components failures will be considered resulting in slightly increased blackout failure rate. 

Safety analysis assumptions: 

 The failure rates were assumed to be zero for all the STPA causal factors related to the flawed 

process model, except for the failure rates depicting errors related to the intelligent DG sets 

diagnosis responsible for identification of system load imbalances. As a result, only software 

failures related to software implementation are considered. It is expected, that since the system 

is well known and the physical problem is well understood, that this is rather a realistic 

approximation. If not, then slightly higher blackout frequency can be expected. 

 It was assumed that any electrical load sharing imbalance can be corrected by the PMS in 90% 

of the cases, whereas if intelligent generator diagnosis is provided in the system, this system 

manages all the electrical load sharing imbalances by tripping the faulty DG set. A change in 

the assumption will lead to slightly higher or lower importance of failures related to load 

imbalance depending on its values change. This will also significantly influence the 

effectiveness of intelligent diagnosis system on controlling blackouts. 

 It was also assumed that an uncontrolled electrical load sharing imbalance will lead to a blackout 

in half of the cases, whilst only one DG set will be lost for the other half. This is rather 

conservative assumption, as generator set safety system is likely to trip a faulty generator, which 

unlikely will cause a blackout. So, if more realistic assumption is made, then the load imbalance 

will lead to lower number of blackouts. Still it depends on the settings and functionalities of 

each safety system, which were unknown in the case. This assumption will influence the 

importance of electrical faults for the system. 
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 Furthermore, it was assumed that prewarning functions will allow the safe switch over to 

another DG set in 50% of the cases when lubrication oil low-pressure alarm, high exhaust gas 

temperature alarm and high cooling water temperature alarm are present in one of the operating 

DG sets. This is rather conservative assumption, as the effectiveness is expected to be higher. It 

will increase the importance of mechanical failures and blackout number due to single generator 

failure. This assumption will also have significant influence on results, especially when one 

generator is operating. 

 Only short circuits that occur in bow thrusters, air conditioning compressor motors, propulsion 

motors, switchboards and DG sets contribute to the system blackout. This is rather realistic 

assumption, as the short circuits from other consumers are expected to be accepted by the power 

generation system due to their lower value. However, if more strong short circuits are expected 

to be observed in the system, it will lead to slightly higher blackout frequency. 

 Any short circuit not cleared by the protection system will lead to the DG sets overcurrent and 

a consequent blackout. This is also a realistic assumption, as the generators safety systems are 

expected to shut down the engine if overcurrent is observed. 

 Tripping of air conditioning motors bow thrusters and other loads causes insignificant electrical 

transients. Significant electrical transients are caused by the loss of operating propulsion motors 

and DG sets. This is also a realistic approximation as the load taken by air conditioning motors 

and bow thrusters is rather small, so their sudden loss will cause small transient. So, it is not 

expected to affect the results. 

 An uncontrolled arc failure in the switchboard will cause a loss of one electric power section of 

the DEP plant. This is a realistic assumption, as an uncontrolled arc may result in switchboard 

destruction. 

 Any fire in an engine room will lead to the loss of all the generator sets in this engine room. 

This is rather a conservative assumption, as during fire it is expected that some generators might 

remain operation for short period of time. However, during firefighting, it will be necessary to 

switch off the fuel to these generators by using the quick fuel closing valve. So, this assumption 

is not far away from the reality. This assumption is expected to have small influence on results. 

 The failure rates for tanks (HFO tank, fuel buffer tank, lubricating oil tank, LNG fuel tank and 

methanol fuel tank) have been considered as zero, as the unavailability of fuel will come from 

wrong operational measures which has been considered to be out of the scope of present study. 

It is not expected that a crack in a tank and loss of fuel due that will be unnoticed by the crew. 

Concluding, it can be observed, that most assumptions are either close to reality, or more conservative, 

so more conservative results will be estimated during the analysis. 
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6.5 The investigated case studies 

From the functions mentioned previously, it would be worthy to investigate how the prewarning alarms 

effectiveness would affect the system susceptibility to blackout, as it seems to be an influencing 

assumption. In case their effectiveness has an impact on blackout frequency/probability, then it would 

be appropriate to consider the application of prognostic/diagnostic techniques for DG sets. The DG set 

loading is also expected to affect the potential DG overload conditions (Radan, 2008). So, for the current 

system, it would be interesting to investigate what will be the impact of potential increase in DG sets 

loading. If it is not critical, then potentially DG set size could be reduced without compromising safety.  

Except that, it is well known that maintenance affects the system safety, so it would be necessary to 

investigate its periodicity impact on the system safety. Intelligent diagnosis is a novel concept, so it 

would be also noteworthy to investigate how it would affect the blackout frequency. Finally, the system 

is expected to trip some unnecessary consumers during blackout. It is not known though how the amount 

of tripped load would affect the system susceptibility to blackout. As the total number of operating DG 

sets varies, it would be essential to consider the variation in blackout frequency in these conditions. 

In addition to the considerations above, the cruise ship is expected to operate in a number of operating 

modes: sailing in open sea, manoeuvring close to harbours and in harbour mode (at berth). It is therefore 

important to estimate the susceptibility to blackout under different operating conditions as this has direct 

impact on collision/contact/grounding risk. It would be also important to contemplate which are the 

system critical failures in each operating mode. To account though for the variation in previously 

functions/capabilities a general operating mode would be useful, so that fewer cases are applied, without 

analysing a specific operating mode separately. 

Taking into account that it may be a specific challenge to acquire the accurate failure rate values for all 

the components and failure modes, an uncertainty analysis is required for the estimation of the Fault 

Tree top event (Bjerga et al., 2016). It is absolutely required to estimate which is the uncertainty and 

which are the most uncertain failures. The most uncertain failure identification together with importance 

measure can support the detection of most critical failures and therefore the DEP safety enhancement. 

For the uncertainty analysis three different distributions for input failure rates are considered. A 

Lognormal (LN) distribution is assumed as the basic uncertainty distribution for failure rates, as 

proposed in previous studies (Schüller et al., 1997, Stamatelatos et al., 2011, Durga Rao et al., 2007, 

Verma et al., 2010). To assess the influence of the distribution on the uncertainty analysis of the blackout 

failure rate, the uncertainty analysis is repeated for triangular (TR) and uniform (UN) distributions. 

At the last stage, the alternative systems blackout failure rate is estimated and insights in system design 

are obtained. The alternatives are used to investigate the variation in blackout frequency if some of the 

design parameters such as number of generators or fuel type, changes. Based on the results of the whole 

analysis, safety recommendations are derived. 
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Based on the considerations above, the case studies that were investigated in this thesis are provided in 

Table 25. 

Table 25 The Investigated case studies. 

Phase Case 
study No  

System 
No*  

OM Target /  

Implemented calculations 

Details 

1,2,3,4 

i. 

No1 

G 

Undesired event failure 
rate  �� and ���  

estimation in different 
system configurations 
with different DG set 
number operating 

No prewarning alarms effective 
allowing a DG set switch over to a 
healthy DG set, when lubrication oil 
low-pressure alarm, high exhaust gas 
temperature alarm and high cooling 
water temperature alarm are present in 
every one of the operating DG sets. 

ii. 

No1 Full prewarning alarms effectiveness 
allowing DG set switch over to health 
DG set when lubrication oil low-
pressure alarm, high exhaust gas 
temperature alarm and high cooling 
water temperature alarm are present in 
one of the operating DG sets. 

iii. 
No1 3 % MCR increase to the operating 

DG sets loading profile 

iv. No1 10% more frequent maintenance 

v. No1 Intelligent diagnosis added to system 

vi. 
No1 50% reduced tripped load (load of air 

conditioning compressor motors) 

vii. No1 Initial system design 

viii. No1 H 
Undesired event failure 
rate  �� and ���  

estimation 
Initial system design ix. No1 S 

x. No1 M 

5,6 

xi. No1 G 

Importance metrics 
estimation 

Estimation of ��
� and ��

�� metrics 
xii. No1 H 

xiii. No1 S 

xiv. No1 M 

7 

xv. No1 G 

Uncertainty analysis 

Uncertainty assessment using 
Lognormal, Triangular and Uniform 
Probability Density Function 
Distribution - Estimation of ���  and 
������

 

xvi. No1 H 

xvii. No1 S 

xviii. No1 M 

1,2,8 
xix–xxx. No2-

13 
G Undesired event failure 

rate  ��, ���estimation 
Investigation in  �� and ���  variation 

in different systems 

OM= Operating Mode / G= General / S= Sailing / M= Manoeuvring / H= Harbour 

* The system number corresponds to the details provided in Table 25. 
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6.6 Chapter summary 

In this chapter the reference and alternative systems description, the analysis input and assumptions 

were provided. The investigated reference system has 6 DG sets with 2 separate engine room. Several 

alternative systems with varying generator set number (12 in total) were also selected. The reference to 

the used databases (OREDA, accident investigation reports, etc.) was made available. A number of case 

studies were described, the results of which allow for a progressive development, demonstration and 

verification of the developed method characteristics. 
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7 APPLICATION CASE STUDIES - CRUISE SHIP POWER 

SYSTEMS CASA RESULTS AND DISCUSSION 

7.1 Chapter outline 

In the chapter, the safety analysis results for the investigated cruise ship propulsion plants by applying 

the method presented in the Chapter 4 are provided. First, the results of developing the Fault Trees are 

provided and compared with other studies. Then, the results of quantitative analysis are provided and 

discussed. Based on the analysis results, the relevant safety recommendations for the cruise ship 

propulsion system design and operation are provided. 

7.2 Fault Trees development 

7.2.1 STPA results (CASA Steps 1-4) 

The list of the generated sub hazards from the STPA for the investigated DEP systems that can lead to 

a blackout event along with the safety constraints and the existing safety measures are presented in Table 

25. These hazards were identified based on publications such as (Krogseth, 2013, Karakitsos and 

Theotokatos, 2016, MAIB, 2011, Sfakianakis and Vassalos, 2015, Radan, 2008). The focus of this study 

is on the sub hazards H-1 to H-5, as the other sub hazards are external to the investigated system 

presented in Figure 21 and, therefore, would require significant effort and use of additional methods for 

safety analysis as reported in (Wheeler et al., 2016). The sub hazards H-1 to H-5 are not related to the 

system components failures and thus their analysis would focus on the general system states. This is an 

advantage of this study compared to the previous studies (Chang et al., 2008, Vedachalam and 

Ramadass, 2017, Roskilly, 2016, Menis et al., 2012) that consider only the DG sets availability. The 

presented sub hazards are of the high-level type, and they most likely could be identified using a 

Preliminary Hazard Analysis (PHA) method. However, the PHA would not support the UCAs and their 

related causal factors identification. 

The investigated DEP system control structure (CASA step 2) was developed based on the information 

available from the manufacturers’ manuals. The developed overall control structure is presented in 

Figure 24(a), whereas the typical detailed description of the engine governor control structure is 

provided in Figure 24(b). 

The STPA investigated system UCAs (CASA step 3) were derived with the support of the open source 

software XSTAMPP (Abdulkhaleq and Wagner, 2016), by considering all the possible failure modes of 

the control actions. Typical UCAs example is provided in Table 26. The list of identified UCAs is 

provided in Appendix G. For the investigated system No1, 78 UCAs were found. Additional 11 UCAs 

were found for system No2 related to Battery Management System. The results clearly demonstrate that 
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the introduction of batteries rises the scenarios number leading to blackout due to increased number of 

interactions between the control part and physical part in the system N2, depicting higher system 

complexity. This does not necessary demonstrate that the system risk is higher. Then for systems with 

dual fuel supply, additional UCA has been considered referring to the reconfiguration to an alternative 

fuel, if failure is observed in the operating fuel system. Only one additional UCA was considered as the 

fuel amount control in DG sets and the safety control in fuel systems is the same no matter the fuel used.  

For the investigated system No1 a large number of UCAs (19/78 or 24%) were related to the PMS 

functions. Proceeding from the higher to the lower controller hierarchical levels, the number of UCAs 

decreases, as the controller’s functionalities reduce in number. The greater percentage of the UCAs 

(56%) was related to the DG sets overload hazard [H-3]. The incorporation of the UCAs leading to 

blackout for the DEP systems is one of the differentiating elements of the developed Fault Tree 

compared to Fault Trees presented in previous studies (Chang et al., 2008, Vedachalam and Ramadass, 

2017, Roskilly, 2016, Menis et al., 2012). In this respect, the presented analysis more effectively 

captures the software intensive character of the investigated DEP system.  

Table 26 The identified list of sub hazards, safety requirements and existing safety measures for the investigated 
system. 

a/a Sub hazards Safety requirement Existing safety measures 

[H-1] Unavailability of the DG 

sets or related 

equipment such as 

batteries and auxiliaries 

DG sets/Batteries shall be always available to 

be connected when requested by the system 

Redundancy in DG sets 

[H-2] Imbalanced power 

generation 

The system shall always avoid imbalance in 

power generation 

Intelligent generator diagnosis 

system by tripping a faulty DG set 

[H-3] Operating DG sets 

overload 

The system must always avoid operating at 

conditions with overload 

Fast electrical load reduction, DG 

sets size selection 

[H-4] Electrical load transients 

in the network 

The system must be resilient to the presence of 

the transients in the network and prevent their 

existence in the system 

Tripping functions settings proper 

selection, design parameters of DG 

sets, control over propulsion motors 

during the start 

[H-5] Electrical disturbances 

like short circuits 

The system must prevent the occurrence of 

short circuits and do not allow the short circuit 

and arc fault to be uncontrolled  

Protection relays, arc detection 

systems 

[H-6] Inappropriate 

interactions between 

humans and power 

network 

The system must prevent the inappropriate 

interactions between the humans and power 

network 

Training, operational procedures, 

human-machinery interface design 

[H-7] Fire in engine room The system must prevent and extinguish fire in 

the engine room 

Fuel quick closing valves proper 

operation, fire detection systems, 

fire-fighting systems 

[H-8] Cybersecurity attacks The system must be protected from cyber 

attacks 

Firewall, control and 

communication networks 

segregation 

[H-9] Flooding in engine 

compartments 

The ship must prevent flooding from 

occurrence and eliminate its propagation 

A wide spectrum of safety measures 
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Table 27 Example of UCAs in the investigated DEP systems. 

Control 

Action 

Type of UCA Description 

Start a DG 
set (given 
by PMS) 

Not providing 
causes hazard 

If the command to start a DG set is not given/followed when there is a request for 
higher power demand, the operating DG sets will be overloaded.  
[H-3] 

Providing causes 
hazard 

Command to start a DG set, when it has specific faults or failure, may cause 
disturbances to the network and will lead to failure in starting a DG set, with 
potential overload of the operating DG sets. 
[H-3] [H-4] 
Trying to start-up an already running DG set will result in the unavailability of 
produced electric power when the power demand is high and failure to implement 
a switchover from a faulty DG set to a healthy DG set. 
[H-1] [H-3] 

Wrong timing or 
order causes a 
hazard 

A delayed order to start a DG set will cause a delay in change over when there is a 
faulty DG set. This will result in the tripping of the DG set. 
[H-3] 
A delayed order to start a DG set when the power demand is higher than provided 
safely by other DG sets will result in overloading of the operating DG sets. 
[H-3] 

(a) 

(b) 

Figure 24 Investigated DEP plants control structure (a) Analysed system overall control structure; (b) Refined 
engine governor control structure. 
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The fourth CASA step includes identification of the causal factors contributing to the DEP systems 

UCAs. For each UCA, 1 to 10 causal factors were identified. The causal factors identification was 

supported using the guiding words available in Appendix H. This task was repeated for all the 90 UCAs. 

On overage, 3.9 causal factors per UCA were identified (299 for system N1, 344 for system N2, 350 in 

total considering all the systems). The results were similar for all the investigated systems. The 

distribution of all causal factors per category is shown in Figure 25. As it may be observed the dominant 

factors were related to: (a) the flawed control algorithm implementation; (b), the inconsistent process 

models; (c), the flawed process model input from sensors to controller and; (d) inappropriate 

transmission of the control signal to actuators. In addition, failures in actuators leading to flawed 

execution of control action were identified as important causal factors. Fewer causal factors were 

identified related to conflicting control actions, missing output from controllers due to their failure and 

inappropriate control input. These results can be attributed to the fact that the STPA more effectively 

highlights the importance of the software functions for the system, thus supporting the identification of 

the causal factors related to the control hardware and software including flawed control algorithms, 

flawed process models and flawed process model input parameters. 

Figure 25 Distribution of causal factors. 
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7.2.2 ESI results (CASA Step 5)  

The sub hazards H-1 to H-5 that were identified for the investigated system were used as initiating events 

during the ESI “Event Trees” development phase. A resultant example ESI “Event Tree” showing the 

propagation of two of the sub hazards for the investigated DEP system No1, namely the DG sets 

unavailability and the operating DG sets overload into blackout is presented in Figure 26. The other 

developed “Event Trees” are provided in Appendix I. As it can be observed, the DG sets and other 

generator sets overload will occur when the system will fail to trip hotel load and reduce the load of 

propulsion motors. 

7.2.3 STPA and ESI results integration (CASA Steps 6-8) 

The process of synthesis of the ESI results is done in this step (CASA step 6). The developed Fault Tree 

for system No1 is quite extensive and includes 13 levels, 21 AND gates, 9 OR gates and 57 undeveloped 

events; hence it was not possible to present it in its full extent.  

After the STPA results were integrated into the developed Fault Tree (CASA step 7), its size became 

extremely large, as for each event of the initial “Event Trees” and consequently to the Fault Tree, two 

levels were added increasing exponentially the number of gates and undeveloped events corresponding 

to the UCAs and the causal factors, respectively. The initial mapping of the identified UCAs to different 

events of Event Tree is provided in Appendix J. 

Refinement for the UCAs context was applied for 40 out of 78 UCAs in system No1 (CASA Step8). 

Similar refinement was applied for the other investigated systems. Typical examples include the UCAs 

for starting the DG sets and controlling the position of the bus-tie breaker. Grouping of the 

interconnected UCAs was applied for the UCAs related to the DG sets starting, controlling the propeller 

speed, and thus, the load of the electric propulsion motors as well as the UCAs for controlling the bus-

tie circuit breaker position. The electrical load transients may be caused by different events (fast increase 

in propulsion power or sudden loss of a heavy electrical consumer), which will increase or decrease the 

operating DG sets power output leading to potential imbalanced load sharing between the connected 

DG sets. The causal factors for the occurrence of the UCAs leading to imbalanced load sharing between 

the DG sets in both cases are the same, so their merging can be applied. The PMS hardware failure and 

Figure 26 ESI’s “Event Tree” for first and third sub hazards. 
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the DG sets speed and voltage sensors erroneous measurements were identified as common causal 

factors to many UCAs and were promoted to a higher level. Similar refinement was applied for other 

systems.  

Contradiction were found in the UCAs related to the PMS functions. The PMS cannot start a DG set 

and cannot handle a load imbalance or overload when the PMS hardware failure occurs. An additional 

refinement was applied to UCAs related to the DG sets physical failures. An extract from the refined 

Fault Tree describing the conditions leading to blackout due to operating DG sets overload based on the 

“Event Tree” of Figure 26 is presented in Figure 27. As it is observed from this figure, the refinement 

was applied in case of (a) not starting a DG set when a DG set has a failure; (b) not starting a DG set 

when the load demand is high and (c) for the PMS hardware failure. The DG sets and other failures are 

further analysed using the FTA as described in the next section. 

7.2.4 FTA results (CASA Step 9) 

The FTA is used to develop further some events in the refined Fault Tree of previous step; in specific, 

FTA was applied for the analysis of the failures in one DG set, its auxiliary systems and propulsion 

electric motors. The Fault Tree results are provided in Appendix K. The Fault Tree derived for the main 

engine failures leading to the engine shut down is presented in Figure 28. This Fault Tree was developed 

based on information provided in (Li et al., 2010, Arcidiacono and Campatelli, 2004, Chybowski, 2002, 

Laskowski, 2015, Rasoulzadeh Khorasani, 2015, Garyfallos, 2016, Lazakis et al., 2018). However, it 

differentiates from the information provided in the mentioned resources in the way the failures are 

organised and presented, as attention was given to the conditions leading to the engine shutdown with 

alarm. In this Fault Tree, the failures of the air starting system are not incorporated, as the air supply 

Figure 27 An extract from the refined Fault Tree. 
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system is engaged only during engine starting procedure. In addition, failures leading to the deterioration 

of the system performance are not considered as a cause of the engine shutdown. The critical alarms of 

the system leading to the system shut down are activated by: (a) failures of the DG set control hardware; 

(b) high cylinder liner temperature; (c) high cooling water temperature; (d) high thrust bearing 

temperature; (e) high main bearing temperature; (f) low lubrication oil pressure; (g) increased oil mist 

concentration and; (h) other failures affecting the engine output. 

 

Figure 28 DG set failures leading to loss with alarm allowing reconfiguration to another DG set. 

7.2.5 The finalised Fault Tree 

The Fault Tree of the Figure 29 is a high–level depiction of the final Fault Tree that incorporates all the 

important intermediate events of the investigated reference and alternative systems. It demonstrates the 

complexity in the interactions between the different sub hazards in the investigated system. The 

operating DG sets overload leading to blackout event is also represented to show the relationship 

between the Fault Trees shown in Figure 29 and Figure 27. It can be also observed that the developed 

Fault Tree has a structure different from the Fault Trees presented in previous safety studies on DEP 

systems (Chang et al., 2008, Vedachalam and Ramadass, 2017). The depicted Fault Tree may create an 

illusion, that all the events are connected using OR gate. However, in the reality, the final Fault Tree 

consist of a mixture of AND and OR gates. To account for common cause failures, the methodology 

includes a number of rules for refinement, provided in Section 4.6. The finally developed Fault Tree 

(not shown) here is quite extensive and therefore not presented in the thesis.  
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7.3 Comparison of the derived Fault Tree results with Fault Trees from 

previous studies 

As it was discussed in Section 3.3, a number of previous studies has focused on DEP or similar systems. 

However, as elaborated below, their Fault Tree structure compared to the structure of the FT in Figure 

29 is not as suitable for description of a blackout event; they also do not consider all the potential 

scenarios that lead to this event.  

The Fault Tree derived by Menis et al. (2012) is demonstrated in Figure 30. The top event of this Fault 

tree is different from the investigated top event in this thesis (the blackout event). Still, for the propulsion 

system failure it is considered that a failure of all the DG set is required. However, a single DG operating 

set failure can automatically lead to a blackout. Furthermore, it is known from experience that a single 

DG set failure under specific loading conditions may lead to a blackout (Radan, 2008). In addition, a 

failure of a single Integrated Automation System (IAS) does not automatically lead to blackout, as the 

system has the ability to use a redundant IAS system if required. Finally, only physical failures were 

considered in this FT structure. Other hazardous systems events, such as short circuits events were 

neglected. The failure of the control functions of the subsystems were not considered as well. Therefore, 

the depicted Fault Tree lacks significant information related to hazard analysis and hence, it can be 

considered suitable only for reliability analysis. Similar criticism can be applied to the Fault Tree derived 

by (Vedachalam and Ramadass, 2017) that is presented in Figure 31. 

 

Figure 29 Fault Tree showing the interconnection between hazards. 
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Figure 31 Fault Tree derived by (Vedachalam and Ramadass, 2017). 

Another Fault Tree for the blackout event of on ice class bulk carrier was developed by Aziz et al. 

(2019); this is presented in Figure 32. This approach differentiates from the approach followed in this 

thesis, as it is more experiential and is based on data from accident investigations. The depicted Fault 

Tree incorporates some scenarios in the analysis related to the involved software failures, such as the 

load controller failure or the preferential trip device failure. Still, these failures are described on a high 

level. Potential overload conditions are not considered. The major limitation of this approach is that it 

does not incorporate scenarios that have never occurred before, which implies that potential future 

Figure 30 Fault Tree for Integrated Propulsion System (IPS) derived by Menis et al. (2012) 
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hazardous scenarios are not considered. In addition, the DG set blower failure will not necessarily lead 

to a blackout event, as a number of other conditions should simultaneously occur in order for a blackout 

to be encountered. So experiential approach of the developing Fault Tree leads to omitting potential 

hazardous scenarios. 

 

Figure 32 Blackout Fault Tree according to Aziz et al. (2019). 

7.4 Top event frequency estimation and verification for the reference cruise ship 

DEP system (CASA Step 10) 

For all the investigated case studies, the calculations were performed in Matlab/Simulink environment 

(MATLAB User’s Guide, 1998) by using the developed Fault Trees and the equations (1)-(15) provided 

in Section 4.8.1. 

The blackout failure rate (��) where the reference DEP system (consisting of 6 DG sets, system No1) 

employs a different number of simultaneously operating DG sets for the general mode are presented in 

Figure 33(a-c). The derived results for the following cases are provided by considering variation in both 

design and operational measures: (i) No prewarning alarms; (ii) all prewarning alarms effective; (iii) 3% 

MCR increase to the operating DG sets loading profile; (iv) 10% more frequent maintenance; (v) 

Intelligent diagnosis added to system; (vi) 50% reduced tripped load; (vii) initial system design. 



 

139 
 

It can be deduced from this figure that the �� is significantly higher when only one DG set operates, as 

a single point failure in the operating DG set or its auxiliary systems will lead to a blackout. In addition, 

due to the operational profile of the cruise ship and the DG sets loading conditions, DG sets overload 

conditions will occur more frequently when running with two or three DG sets (in comparison with the 

cases where more DG sets operate), which leads to greater ��values in these cases. Furthermore, it can 

be also observed that operating with five operating DG sets provided a slightly greater �� in comparison 

with the ��when operating with four DG sets. This is primarily owing to the DG sets loading profile 

and secondarily to the fact that more components are used in the system, so it is more probable that a 

failure will occur. 

From Figure 33, it can be also inferred that a substantial reduction in �� value can be achieved for a 

specific system configuration for the cases where prewarning functions are fully operational allowing 

for the switching over to a different engine in case of any critical alarm activation. This implies that the 

implementation of advanced prognostic and diagnostic techniques will improve the investigated DEP 

system safety for the case where one DG set operates, as it will allow for a reliable fault prediction and 

a timely system reconfiguration. In addition, it can be deduced that the �� is sensitive to the DG sets 

loading profile, since a small increase in loading (3% of Maximum Continuous Rating (MCR)) for each 

specific configuration leads to a considerable �� increase. The inspection and maintenance intervals 

seem to only slightly affect the ��, as the maintenance and inspection of some critical components is 

already frequent and the influence of maintenance intervals can be investigated only for a number of the 

system components. The addition of intelligent diagnosis for handling load sharing errors has a positive 

effect on �� in the cases where a greater number of DG sets than three operates. According to the used 

operational profile, this is less frequent though, applicable to 25% of the plant operational time 

(Appendix D). Finally, the preferential tripping functions parameters have a direct impact on the �� 

similarly with the DG sets loading profile; the less load is tripped, the higher the ��. 

The derived results for the case studies (viii)-(xi) (as described in Table 24) are presented in Table 28. 

The estimated frequency of blackout (���) in the general mode is higher than but relevantly close to 

the value of 0.1 events per ship-year, which was also reported in Friis-Hansen et al. (Friis-Hansen et al., 

2008). However, in the harbour mode, the ��� is significantly higher than the ��� in the general mode. 

This is due to the fact that the system often operates with a single DG set connected to the ship power 

network. In the manoeuvring mode, a number of DG sets operate at lower loads, which leads to a lower 

��� value. In the sailing mode, due to the increased number of the operating DG sets, the ��� is found 

to be approximately 0.003 events per ship-year and is much smaller than the respective values for the 

other modes. However, it must be noted that human error induced blackouts as well as blackouts caused 

by disconnection from the port network in the harbour mode are not considered in the blackout frequency 

calculations. Furthermore, the estimation of 0.1 average events per ship year and accident investigation 

statistics refer to the cruise ships and passenger vessels fleet and does not consider the specific 
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differences between the different cruise ships propulsion systems, which have an important influence 

on the FOB calculation as discussed above. 

Table 28 Comparison of ��in different operating modes. 

Operating Modes �� [ℎ�����] ��� [������/����] 

General (Case study (vii)) 4.515 10-5 0.396 

Harbour (Case study (viii)) 1.691 10-4 1.481 

Sailing (Case study (ix)) 3.225 10-7 0.003 

Manoeuvring (Case study (x)) 3.646 10-5 0.319 

Sailing Friis-Hansen et al. (2008) 1.141 10-5 0.100 

Accident investigation reports (General) 9.704 10-5 0.850 

 

It must be noted that whilst the ��� in the harbour mode is relatively high, there is no risk of 

collision/contact/grounding in the harbour due to blackout on the cruise ship itself. In the manoeuvring 

and sailing modes, the blackout duration can be short, and another DG set will be started up and 

connected to the ship electric network to supply the necessary power, unless there is a significant system 

failure. Furthermore, whilst the �� in the manoeuvring mode is higher than the one in the sailing mode, 

the percentage of time ship in manoeuvring is relatively small, which reduces the risk of collision, 

contact, grounding. In addition, the ship crew can apply drastic measures, such dropping anchor, if 

blackout occurs during manoeuvring. The detailed estimation of blackout risk is outside the scope of 

this study, however the blackout risk has been ranked as small by experts (Nilsen et al., 2005). 
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Figure 33 �� for different total number of DG sets operating (a) 1-6 DG 
sets operating; (b) 2-6 DG sets operating; (c) 4-6 DG sets operating. 

(b) 

(a) 

(c) 
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7.5 Importance measures estimation and verification (CASA Step 10) 

The calculated ��
�� values for the general (case study xi) and the sailing (case study xiii) operating modes 

are presented in Table 29. The ��
�� is used to represent the most probable failure leading to a blackout; 

higher ��
�� values denote a higher probability that these failures will lead to a blackout. The results for 

the harbour (case study xii) and the manoeuvring operating (case study xiv) modes were similar to the 

results for the general operating mode. As it can be inferred from Table 29, the mechanical failures 

leading to loss of one DG set have a greater importance in the general operating mode than in the sailing 

mode. These include the failures in the cooling water and the lubricating oil systems as well as the 

engine failures leading to an erroneous/missing output. The blackout failure rate is adversely affected 

by errors in the control systems including the PMS command leading to (a) a running DG set stopping, 

(b) fuel quick closing valve faulty operation, (c) faulty DG set tripping by the safety systems and (d) 

erroneous sensor measurements of the engine bearing temperature. Failures leading to a DG set tripping 

without prewarning including failures in the control system hardware or shaft failures leading to a DG 

set stop were also identified as important. In the sailing mode, anomalies in the load sharing and control 

have a greater importance than in other modes. Such failures include erroneous DG set speed 

measurements, failures in fuel racks and failure in the propulsion motors fast load reduction. Fuel 

leakages and control hardware failures were also identified as important contributors to the �� increase. 

As the ��
�� metric can be used to identify the top event most probable cause, ��

�� can be compared with 

available data from accident investigation reports and Protection & Indemnity (P&I) insurance club 

categories (UK P&I CLUB, 2015) by aggregating the ��
�� values for the different failure categories 

leading to a blackout and analysing the overall contribution of each category (��
��

��
). The comparison 

of the calculated parameters with other data sources is shown in Table 30. The derived results, in general, 

are in line with the results derived from accident investigation reports provided by a cruise ship operator 

as well as the results from a published P&I club study (UK P&I CLUB, 2015). Differences in the 

estimated causal factors percentage in the various operating modes can be attributed to the fact that the 

importance of the mechanical failures changes from one operating mode to another as the mechanical 

failures are of greater importance when fewer DG sets operate. According to this analysis results, the 

mechanical, electrical and control failures have higher contribution to the �� value, whilst failures in the 

fuel system are found to contribute less to the �� value, in comparison to the respective contribution 

estimated according to the P&I results and the available accident investigation results. The observed 

deviations are justified by the fact that both the P&I clubs and accident investigation report results have 

been derived based on blackout analyses from a number of ships with different functionalities and design 

redundancy level, which, as it was explained in Section 4.5.1, contribute to the system performance 

variation. In addition, often these reports do not capture the actual accident causes. In this respect, they 

can be used only for a high-level comparison with the calculated results of the present study. 
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Table 29 Top critical failures in the investigated system. 

 

Table 30 Comparison of the calculated results with results from P&I clubs and accident investigation reports for 
the distribution of causal factors. 

 ��
��

��
 estimated from external sources Operating modes 

Failure 

category 

UK P&I 

CLUB 

(2015) 

Accident Investigation 

reports 

General Harbour Manoeuvring Sailing 

Mechanical 8% 35% 49% 46% 49% 5% 

Automation 22% 7% 5% 5% 5% 0% 

Electrical 22% 13% 6% 6% 6% 46% 

Fuel 22% 13% 7% 8% 7% 5% 

Control 26% 32% 33% 35% 33% 44% 

 Failures ��
�� [-] 

G
en

er
al

 m
o

de
 

Lubricating oil pump failure 

High temperature water cooling pump failure 

Low temperature water cooling pump failure 

Shaft failure leading to engine stop 

Thrust bearings temperature sensors failure 

AVR hardware system failure leading to the DG set tripping 

Fuel quick closing valve faulty operation 

Generator safety faulty tripping the DG set  

Engine safety faulty tripping the DG set 

Failure in automation system – PMS stopping DG set without other set allocation 

0.136 

0.086 

0.086 

0.054 

0.052 

0.051 

0.046 

0.046 

0.046 

0.046 

S
ai

li
ng

 m
o

d
e 

DG set fuel racks failure 

Failure to reduce the propulsion motors load by the PMS 

Failure to reduce the propulsion motors load in time by PMS 

Failure to reduce the propulsion motors load by application controller 

Failure to reduce the propulsion motors load in time by application controller 

Governor speed sensors erroneous measurement 

Leakages in fuel pipes 

Load (current and voltage) sensors on azipods propulsion motors failure 

Engine safety system tripping engine with delay during failure occurrence 

AVR hardware system failure 

0.540 

0.219 

0.219 

0.219 

0.219 

0.133 

0.085 

0.041 

0.027 

0.026 
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The ten failures with the greater estimated ��
� values for the general and the sailing operating modes, 

indicating their ‘structural’ importance, are given in Table 31. The results for the harbour and the 

manoeuvring operating modes were similar to the results of the general operating mode. As it can be 

inferred from the general operating mode results, the blackout failure rate is sensitive to: (a) failures in 

sensors used for the DG sets tripping in case of a short circuit, and; (b) failures in the thrust bearings 

sensors due to multiple sensors employed. In the general mode, the blackout failure rate is also sensitive 

to failures leading to a sudden tripping of DG sets without prewarning, such as failure in hardware used 

for DG sets control, piston failures, lubricating oil pressure and fresh water cooling system temperature 

sensors failure. In addition, the �� was found sensitive to short circuits and differential current failures 

due to the fact that: (a) 3-phase Alternate Current electric system is used, and; (b) the short circuits 

occurrence leads to a DG set tripping without prewarning. In the sailing operating mode, the �� is 

sensitive to failures related to the system power reduction functions such as failures in the DG set and 

the propulsion motor power sensors as well as failures in sensors and actuator used for the power control 

in the DG sets. High �� sensitivity was identified with respect to design errors including overwhelming 

electrical transients in the system and DG sets circuit breaker failures. The proper operation of the DG 

set circuit breaker is important to ensure the DG set tripping when a number of failures in the DG set 

occurs, as otherwise it will lead to prolonged DG set maintenance. 

Table 31 Calculated ��
� indicating the system top sensitive failures. 

 Failures ��
� [-] 

G
en

er
al

 m
o

d
e 

Generator safety system current sensors failure 

Thrust bearings temperature sensors failure 

Catastrophic engine piston failure 

Short circuit in DG sets 

AVR hardware system failure 

Fresh water-cooling system temperature sensors failure 

DG set controller hardware failure 

Governor hardware failure 

Lubricating oil pressure sensors failure 

Differential current fault in DG set 

0.630 

0.630 

0.332 

0.212 

0.212 

0.212 

0.212 

0.212 

0.212 

0.212 

S
ai

li
n
g

 m
od

e 

Load (current and voltage) sensors on azipods propulsion motors failure 

Erroneous electrical power measurement on DG sets (current and voltage sensors failure) 

DG set fuel racks failure 

Governor speed sensors erroneous measurement 

Electrical transient is not acceptable by the system 

DG set circuit breaker not operating 

Erroneous speed measurement on propulsion motors 

Failure to reduce the propulsion motors load by the PMS 

Failure to reduce the propulsion motors load in time by the PMS 

0.047 

0.011 

0.007 

0.004 

0.003 

0.002 

0.001 

0.001 

0.001 
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7.6 Uncertainty assessment (CASA Step 10) 

The results of uncertainty analysis for case studies (xvi)-(xix) (described in Table 25) are presented in 

Figure 34 and Table 32. The uncertainty analysis was implemented for four operating modes (general, 

harbour, manoeuvring and sailing) employing the Uniform (UN), the Triangular (TR) and the 

Lognormal (LN) PDF distributions with a target accuracy ������ of 0.02. It can be inferred from the 

presented results that the �� mean values for the UN and the TR distributions are higher than the �� 

mean values estimated using the LN distribution and the derived �� values reported in Section 7.4. 

These differences are attributed to the different distribution types. The �� values dispersion is much 

closer to ��
�����

 values for the UN distribution, less  closer to ��
�����

 values for the TR distribution and 

even less closer to ��
�����

 values for the LN distribution. As there is also a scale difference between the 

��
�����

 and �� values due to selected ��� values, the ��
� value of distribution will be close to the ��

�����
 

value in the UN distribution, less closer to the ��
�����

 value in the TR distribution, and even less to the 

��
�����

 value in the LN distribution than the case of the UN distribution. For the same reasons, the 

variance of �� value is also higher for the cases of UN and the TR distributions, whereas it is much 

smaller for the LN distribution. Concluding, the results demonstrate that there is significant variation in 

estimated �� and the uncertainty in the system components failure rates �� has significant impact on the 

estimated �� value. 

Table 32 Uncertainty analysis results for various operating modes using different PDF distributions. 

  mean �� ± 3� for different PDF distributins [ℎ�����] 

Operating Modes �� [ℎ�����] 

(initial) 

Uniform Triangular Lognormal 

General 4.515 10-5 1.464±0.607 10-4 1.107±0.485 10-5 4.672±1.389 10-5 

Harbour 1.691 10-4 5.302±2.350 10-4 3.967±1.900 10-4 1.725±0.570 10-4 

Sailing 3.225 10-7 4.018±4.114 10-6 2.404±2.425 10-6 3.255±4.435 10-6 

Manoeuvring 3.646 10-5 1.193±0.525 10-4 8.861±4.191 10-5 3.761±1.430 10-5 

Sailing  

Friis-Hansen et al. (2008) 

1.141 10-5 Not Available Not Available Not Available 

Accident investigation 

reports (General) 

9.704 10-5 Not Available Not Available Not Available 
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The failures with the highest contribution to the �� calculation uncertainty is given in Table 16. As a 

basis for the analysis, the Pearson correlation coefficient (� ����
) from the LN distribution were selected 

since it is the most preferred PDF distribution as referred in 4.8.3 whilst the TR and the UN distributions 

were used for comparative purposes. It can be observed from the presented results that there is a 

difference in the � ����
 estimated using different distributions. The derived results are similar for the 

general, the harbour and manoeuvring operating modes. For this reason, only results for the general and 

sailing operating modes are presented. In the general operating mode, the failure rates uncertainty used 

for the failures leading to a loss of DG sets in one engine room (fuel quick closing valve faulty operation, 

clogged sea chests) and the failures leading to a DG set tripping (tripping due to oil mist fault alarm) 

significantly contribute to the �� uncertainty. For the sailing mode, the failures in the propulsion motor 

load reduction and the power generation control considerably affect the �� uncertainty. In the general 

and the sailing operating modes, the �� uncertainty increases due to components failures, which have 

been already identified as critical using the ��
� and ��

�� metrics (fuel quick closing valve faulty operation, 

failure to reduce the propulsion motors load by the PMS, DG set fuel racks failure). It can be also inferred 

that the software failures are a significant contributory cause to the system uncertainty, which is 

attributed to the selected ��� . Some of the failures were identified as important when the LN distribution 

Figure 34 Uncertainty distribution for �� in (a) General (b) Harbour (c) Sailing (d) Manouvering Mode. 

(c – Case study xvii) 

(a – Case study xv) (b – Case study xvi) 

(d – Case study xviii) 
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is used, however, the correlation coefficient � ����
 was found to be weak (close to 0.1 or even negative) 

or inconsistent with the uncertainty analysis results using other distributions, so these results cannot be 

considered as reliable. 

Table 33 Uncertainty analysis results for the lognormal (LN), triangular (TR) and uniform (UN) distributions. 

 
Failures 

� ����
 [-]  

LN TR UN 

G
en

er
al

 m
o

de
 

Fuel quick closing valve faulty operation 

Generator safety current sensor failure 

Sea chest clogged  

Earth fault in DG sets 

Engine safety system faulty tripping the engine due to alleged high oil mist 

concentration 

0.668 

0.371 

0.340 

0.267 

0.256 

0.263 

0.023 

0.287 

0.073 

0.302 

0.433 

0.043 

0.332 

0.098 

0.141 

S
ai

li
ng

 m
od

e 

Failure to reduce propulsion motors load by PMS 

Failure to reduce propulsion motors load by PMS in time 

Failure to reduce the propulsion motors load by application controller 

Delayed propulsion motors load reduction done by application controller 

DG sets fuel racks failure 

0.521 

0.500 

0.478 

0.463 

0.236 

0.433 

0.452 

0.417 

0.444 

0.339 

0.413 

0.489 

0.455 

0.364 

0.390 

 

7.7 Top event frequency estimation for alternative systems. 

The estimation of top frequency and failure rate are provided in Table 34, Figure 36 and Figure 35. As 

it can be observed in Figure 35, the blackout failure rate with a single DG set operating in cruise ship 

propulsion system with batteries is lower than in the reference DEP system. Batteries increase the overall 

propulsion plant redundancy and allow for the system reconfiguration to include a healthy DG set in 

case where a fault in the operating DG set occurs. With 2 and 3 operating (connected) DG, the propulsion 

plant with batteries exhibit a �� reduced by 18 and 14 times, respectively. This is less than when one 

DG set operates (26 times compared to reference DEP system No1). This is because of: (a) common 

cause failures leading to simultaneous loss of multiple DG sets are more important when many DG sets 

are operating than in configuration mode with one DG set operating and they cannot be controlled by 

batteries; (b) due to the specific DG sets loading profile in the particular system, and; (c) the relevant 

(in %) batteries power contribution is reduced when more DG sets are engaged. Eventually, when more 

than three DG sets operate, the �� is quite similar with the �� for the case where four, five and six DG 

set operate due to the following reasons: (a) control failures leading to load imbalance become more 

important; (b) overload conditions more rarely occur due to the adequate redundancy in the system DG 

set, and; (c) DG sets specific loading conditions as the one provided in Appendix E. Concluding, this 

analysis results demonstrate that the introduction of batteries modules in an existing DEP system whilst 
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lead to higher complexity in the system, also will lead to lower overall ��, thus enhancing the plant 

safety. However, this result must be also considered together with plant fire risk assessment (Bolbot et 

al., 2019a), which has not been implemented in the present study. 

For all the systems, as it can be deduced from Figure 35, the �� values for the case where one generator 

set operates are several orders of magnitude greater than the respective �� values when more generator 

sets operate. This is attributed to the additional redundancy in generator number in other modes. In the 

cases where one generator set operates, the �� for the various investigated solutions exhibited similar 

values (except the solution No2). Small �� variations can be attributed to the variation in failure rates 

for the physical components, as different fuel systems are employed in each one of the considered 

propulsion systems. When more than two generator sets are connected to the operating power plant, the 

variation in �� values between the different solutions are attributed to the generator sets loading 

conditions in each solution, which in turn is dependent on the generator sets size and the considered 

cruise ship operational profile. The �� values slightly increase when more than five generators are 

operating due to the fact that more components can fail in the system and there the number of operating 

generator sets is too limited, thus operating generator sets tripping is more prone to lead to a blackout. 

Furthermore, it can be observed that when running with one DG set, the �� is slightly lower in systems 

with additional fuel systems. This is due to the higher redundancy in fuel supply system, as except for 

the normal fuel system, there is also LNG/methanol fuel supply system. In case where fault/failure in 

LNG/methanol fuel supply system occurs, the necessary fuel is taken from the normal diesel fuel supply 

system. Thus, slight improvements in system �� value can be attributed to the additional redundancy in 

fuel supply system. 

As it can be observed from the Table 34, the incorporation of batteries reduces significantly the 

susceptibility to the blackout (results for system No2). The �� for the other systems significantly varies. 

However, the �� values lie within two ranges: one in the order of magnitude of 10-1 events per hour and 

another in the order of magnitude of 10-3 events per hour. The primarily parameter that influences these 

values is the frequency of operations with one DG set connected. In systems N7-8, 10, 12-13 the 

frequency of operating with one DG set is 0, which, as explained in the previous paragraph, naturally 

leads to a significantly reduced �� value. 

Interesting conclusions can be derived from Figure 36 ((a) 1-8 total number of generators: (b) 2-8 total 

number of generators). As it can be observed from Figure 36, the dispersion of ��values among designs 

with 6 and 8 generator sets is significant and similar. Designs with 6 DG sets can achieve an �� value 

similar with the system consisting of 8 DG sets and vice versa, designs with 8 DG sets can have as bad 

performance as systems with 6 DG sets. Thus, practically means that the increase in redundancy do not 

necessary leads to a significant �� improvement. Therefore, increased redundancy (and reliability) does 
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not naturally translates into increased safety for power plants as other parameters can be critical, as 

explained previously. 

Figure 35 �� for different total number of operating DG sets: (a) 1-8 total number of generator sets operating; (b) 
2-8 total number of generator sets operating. 

 

 

(a) 

(b) 
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Table 34 Blackout frequency estimations for different configurations 

Case 

study No  

System 

No 

Total 

DG No 

Fuel type /  

Energy storage type 

OM ��  

[ℎ�����] 

���  

[������/����] 

vii. 1 6 HFO or LSHFO G 4.515 10-5 0.3955 

xix. 2 6 HFO or LSHFO Batteries included G 1.759 10-6 0.0154 

xx. 3 8 HFO or LSHFO G 3.133 10-5 0.2744 

xxi. 4 8 Methanol & MDO G 4.260 10-5 0.3732 

xxii. 5 8 HFO & Natural Gas & MDO G 5.151 10-5 0.4512 

xxiii. 6 8 Natural gas & MDO G 4.297 10-5 0.3765 

xxiv. 7 8 HFO or LSHFO G 2.286 10-7 2.003 10-3 

xxv. 8 8 Methanol & MDO G 8.569 10-8 7.506 10-4 

xxvi. 9 8 HFO & Natural Gas & MDO G 5.383 10-5 0.4716 

xxvii. 10 8 Natural gas & MDO G 1.022 10-7 8.957 10-4 

xxviii. 11 6 HFO & Natural Gas & MDO G 6.645 10-5 0.5821 

xxix. 12 6 HFO & Natural gas G 1.770 10-7 1.555 10-3 

xxx. 13 8 HFO & Natural gas G 1.010 10-7 8.847 10-4 

NA Generic NA Friis-Hansen et al. (2008) S 1.141 10-5 0.1000 

OM=Operating Mode / G = General / S = Sailing 

 

Figure 36 Blackout failure rate �� versus total DG number in systems N1-N13. 
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7.8 Safety recommendations 

Overall the derived results for the employed importance and uncertainty metrics indicate that the failures 

of the generator sets, failures without pre-warning alarms (such as controller hardware failure, or shaft 

failures) and the failures that can lead to simultaneous loss of a number of generator sets are the most 

significant for the blackout failure occurrence rate calculation. These findings indicate that the engine 

room redundancy required by Safe Return to Port regulations prevents a number of scenarios leading to 

blackout, but it cannot address all the hazardous scenarios as explained below. 

Additionally, blackout prevention requires a reliable operation of the preferential tripping and the 

propulsion motors load reduction functions. On the other hand, failures of the propulsion motors except 

for those related to the power reduction functions and failures in the electrical power network seem to 

be of less importance for the �� in the investigated DEP systems. The analysis results also indicate that 

the operational conditions and the generator set sizing influences significantly the generator sets loading 

conditions, which have a significant influence on the blackout frequency. Instead, the fuel selection has 

little influence on the selected systems susceptibility to blackout. 

Based on this analysis results, the following safety recommendations can be provided for the design and 

operation for investigated system power plant, which can also be taken into consideration for other ship 

power plants. These are some existing and novel design and operational control measures which can 

reduce the blackout frequency: 

 Ship operation with one generator set should be avoided as it results in considerably higher 

��values. 

 The propulsion motors fast electrical power reduction function, the power increase control 

function and the preferential tripping function should be thoroughly examined during the system 

design phase and extensively tested during the ship sea trials. These software supported system 

functions must be also thoroughly tested after a software update. 

 The employed generator sets size, loading profile and overload limits should be carefully 

selected to avoid overload conditions in case of one or more generator sets tripping.  

 Prevention of failures leading to simultaneous loss of a number of generators sets such as a fuel 

quick closing valve faulty operation, a fire in engine room and clogged sea chests should be 

ensured. 

 Meticulous design and testing of the components/subsystems with multiplicities such as piston 

assemblies must be ensured for generator sets. 

 The systems design parameters shall be properly selected, as increased redundancy not 

necessary results in increased safety. 
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 Adequate redundancy in speed and voltage sensors should be provided or intelligent monitoring 

techniques should be employed to avoid failures in the electrical power control system leading 

to a load imbalance and a blackout. 

 The condition of the generator sets fuel racks need to be closely monitored by using advanced 

diagnosis and prognosis techniques as it is important failure. 

 Tripping of generator sets due to sensors failures can be reduced by employing relevant fault 

tolerance techniques allowing diagnosis and by-passing of relevant sensor failures.  

 Sudden tripping of generator sets due to failures in the control system hardware can be reduced 

by closer monitoring of the generator set hardware health. 

 Battery pack use could be considered for reducing probability of blackout in operations with 

one generator set. 

7.9 Chapter summary 

In this chapter, the results of applying the developed CASA method to several systems were provided. 

In total, 13 systems were investigated, and 30 case studies were implemented. The developed method 

guided and resulted in a more accurate safety analysis, compared with previous studies for the same 

system by incorporating the system software failures represented by the UCAs and considering 

hazardous states such as DG sets overloads, electrical transients and electrical disturbances. The method 

also allowed for the investigation of the system behaviour for cases where novel functions are added to 

the system, as was demonstrated with the prewarning functions for the DG sets in the investigated DEP 

plant. The STPA results demonstrated that the incorporation of batteries contributes to an increased 

number of hazardous scenarios. However, reduced blackout failure rate for the system with batteries 

was found. The importance measure estimation results demonstrated that different components and 

functions can be considered as critical in different operating modes. Significant variation of the blackout 

failure rate was also identified for the investigated systems, depending on the number of operating DG 

sets, the DG sets loading conditions, the tripped electrical load and the DG set overload limits. The 

results also demonstrated that increased redundancy does not necessary result in a reduced blackout 

frequency. 
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8 AUTOMATED BLACKOUT MONITORING SYSTEM 

INITIAL DEVELOPMENT 

8.1 Chapter outline 

In this chapter, the last major contribution of this thesis is presented – the methodology for developing 

an automated blackout monitoring system for enhancing the safety of cruise ship operations. Initially, 

the rationale for the development this system along with its basic architecture are provided. Then, the 

methodology that has been followed for its development and concept validation is described. The case 

studies that has been used to validate the concept are also demonstrated. Based on the derived results, 

the system advantages, disadvantages, and developmental cost are discussed. 

8.2 Introduction 

As it was commented in the Introduction (Chapter 0), there is a need to support the human operator in 

decision-making during safety-critical operations of complex systems. A potential solution regarding 

this challenge is the employment of new design and operational solutions, which integrate safety models, 

measured parameters (acquired from sensors) and the alarm monitoring system data. 

This concept for the DEP automated blackout monitoring system is formulated in Figure 37. For the 

DEP plant, it would be possible to use sensor measurements for estimating the health indices for the 

plant subsystems/components, to integrate them with the available OREDA database information and 

to use Health Index (HI) and OREDA to update the component failure probability. The estimation of 

the power demand and the actual DG sets loading conditions could be used to estimate whether a DG 

sets overload will occur under specific system failure (in DG sets, in fuel system, etc.). The components 

that are presently operating and their history of maintenance from the Planned Maintenance System 

could be also incorporated in the safety analysis. All this information could be used to update the Fault 

Tree basic events probability of occurrence in time giving a real-time estimation of probability of 

blackout. Such an approach would allow implementation of risk assessment in time and integration of 

different bits of information into one metric representing the function reliability. It would be also 

possible to implement a dynamic importance measures estimation and support the selection of proper 

rectification actions enhancing the safety of ship operations. 

The aim of this chapter is to demonstrate the validity of this concept and to verify its applicability to the 

selected cruise ship propulsion system. Its development along with the derived results are presented in 

the next sections. 
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8.3 Methodology 

8.3.1 The general overview 

The new technology development usually goes through different phases according to the Technology 

Readiness Levels (TRL) presented in Figure 38 (European Space Agency (ESA), 2009, EARTO, 2014). 

The development usually starts with observation of the basic principles at TRL 1, proceeds with 

technology concept/application formulation at TRL 2, and the concept validation at TRL 3 (European 

Space Agency (ESA), 2009, EARTO, 2014). The basic principles have been provided in the introduction 

(Section 1.3) and in literature review section (Section 3.4). The technology concept has been formulated 

in the previous section (Section 8.2). In this section, the methodology that was followed to validate the 

proposed concept according to TRL2-3 is described. 

 

Figure 38 TRL levels adopted by European Commission (EARTO, 2014). 

The general overview of the followed methodology for the development and validation of the proposed 

automated blackout monitoring system is provided in Figure 39. The first step includes the development 

of a safety model suitable for the automated safety monitoring for the investigated DEP system. In the 

second step, the parameters that can be monitored using sensors and data acquisition systems for the 

investigated cruise ship DEP system components are identified. During the third step, the failure rate is 

Figure 37 The information flow for the blackout probability estimation. 
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estimated based on sensor measurements. In the fourth step, the selected system parameters/sensor 

measurements are fused with the developed safety models. In the fifth step, the suggested safety 

enhancement actions for each failure/hazardous scenario are identified. In the sixth step, the system is 

simulated in a virtual environment and the concept is validated. 

 

Figure 39 The flowchart followed for the development of safety monitoring system. 

8.3.2 Development of the safety model (step 1) 

The first step of the methodology includes the development of a suitable safety model. In general, a 

number of safety analysis methods can be employed for this purpose. This includes the FTA, HAZOP 

with Bayesian Network, BDMP as demonstrated by literature review in Section 3.4, but other methods 

could be also used such as Hip-HOPs for automatically deriving the Fault Tree or Dynamic Fault Trees. 

As shown, however, in the previous sections, the CASA method offers much more effective and 

comprehensive representation of the safety related events in the investigated system, thus, the CASA 

method has been preferred and selected for this analysis. The CASA method description was presented 

in Chapter 4, whereas the results derived by applying the method in two different investigated systems 

are discussed in Chapters 5 and 7. As this Chapter focuses on the reference cruise ship DEP system 

presented in Chapter 6, the Fault Tree developed at step 9 of CASA method (Figure 29) from Section 

7.2.5 is used in the subsequent sections. 

8.3.3 Selection of the monitored parameters and reliability data (step 2) 

The following criteria are employed for selecting measured parameters for their integration 

with/inclusion to the developed automated safety monitoring system: 
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 Measured parameters that sufficiently and effectively depict/represent the actual system health 

based on the pertinent literature. 

 Measured parameters that represent the system configuration and power demand e.g. which DG 

set is operating. 

 Measured parameters monitored in the existing ship alarm and monitoring system.  

 Measured parameters from the ship plant critical components, as identified from previous safety 

analyses or accident investigation data. 

In addition to the required measured parameters, a number of failure rates is also required based on their 

availability and the relevant databases. These failure rates are used in conjunction with the sensor 

measurements to estimate the components failure rate. The databases such as OREDA database are 

selected based on their relevance to the system, availability, their trustworthiness, and publication date. 

As described in the introduction of this Chapter (Section 8.2), the proposed automated safety monitoring 

system also incorporates the maintenance inspection intervals and the actual inspection implemented for 

the components. Therefore, the information from Planned Maintenance System is incorporated as well. 

It is desired to obtain the required input parameters for all the system components, to the focus is put on 

the most critical components of the investigated DEP system. 

8.3.4 Estimation of failure rates using sensors measurements (step 3) 

For the components, whose safety is monitored using sensor measurements, Health Indexes (���) can 

be estimated. The ��� are used to depict the performance and health status of component (Knutsen et 

al., 2014, Jürgensen et al., 2017, Bohatyrewicz et al., 2019, Aizpurua et al., 2019). The ��� is estimated 

in this study as follows: 

��� =
|���������|

|������������|
          (21) 

Where �� represents a feature of for the system ith component, ������ is feature value when the 

component is failed (this can be the �� value after which the component failure alarm is given to the 

crew) and ����� is feature value under normal conditions. Features are variables indicative of 

component health state (Goebel et al., 2017). The considered features (��) can be the component 

temperature and/or the pressure, a parameter estimated based on vibration analysis, or a combination of 

physical parameters, which can be considered as a reliable representation of component health state. �� 

can be estimated based on the physical parameters monitored for a system component in real-time or at 

periodic times. Preferably �� is a physical parameter monitored by the existing alarm and monitoring 

system. Based on eq. 21, when, ���=1, the component is fully functional, when ���=0, the components 

is failed, whilst intermediate values e.g. indicate degrading performance conditions of component. 
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Based on the estimation of the components ���, in absence of any other information, it is assumed that 

the components failure rates (retrieved from used database) (��) can be updated, according to the 

following equation: 

��,� = ��
���           (22) 

The working assumption behind eq. (22) is that the closer the feature is to the alarm or failure threshold, 

the higher is the probability that failure will occur in the next period of time as depicted in Figure 40. It 

is also expected that the relationship between time and ��� shall be of an exponential nature, as lower 

values of the component health index correspond to much lower component remaining useful life 

(Figure 40) (Hafver et al., 2017, Mutunga et al., 2019). This can be viewed as rather a conservative 

approximation for the component fault growth curve. By using the ��� as the exponent in eq. (22), 

smoothness and exponential relationship in transition is ensured. In addition, the boundary conditions 

are satisfied. When ��� equals to 1, the ��,� equals to the original component failure rate (��) which is 

only available estimation of the component probability of failure at the beginning, with no other 

information available. When the alarm limit is reached (��� = 0), the component failure rate obviously 

equals to 1 h-1 and the therefore this component is considered faulty. 

 

Figure 40 HI evolution in time. 

8.3.5 Integration of sensor measurements estimation and database data (step 4) 

For integrating the component failure rate with the health state estimated from the measured data, the 

following equation is used that employs the weight (�) assigned by the user or expert to different 

information sources in similar way as in (Aizpurua et al., 2019):  

��,� = 10�� ��� ��,��(���) ��� ��,��         (23) 

The logic behind eq. (23) is that the expert/user can have different trust in the information available from 

the various measurements (sensors) and different trust to the information available from historical 
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databases. w=1 denotes full reliance on the measured parameters, whereas w=0 denotes independence 

from measured parameters.  

8.3.6 Identification of safety enhancement actions (Step 5) 

For the safety enhancement during operations, the importance metrics are used to identify the critical 

failures and prioritise the rectification actions. The use of Birnbaum ��
�(�) and Fussel-Vesely ��

��(�) 

importance metrics is suggested herein. The Birnbaum importance metric depicts the most sensitive 

component failure or components whose probability of failure slight change will impose significant 

changes in the Fault Tree top event probability. Therefore, these components degradation must be 

carefully monitored. ��
�(�) is also used to assess the top event sensitivity to some operating parameters 

such as number of operating DG sets or DG sets load. The Fussel-Vesely importance metric is used to 

identify the components whose failure most probably will occur and will lead to the blackout.  

The Birnbaum importance measure is estimated according to the following equation: 

��
�(�) =

����

���,�
≈

∆������,��

∆��,�
≈

������,���������,����

��,�
       (24) 

Where ��,� is probability of the basic event calculated by using ��,�. 

For operating parameters, such as engine load or number of connected DG sets similar equation has 

been employed: 

��
�(�) =

����

���,�
≈

∆���(��)

∆��
≈

���(�� �������)����(�� �����)

����� ������ �� �� ����������
      (25) 

As small change in the operating parameters value (∆��) could be considered the following: reducing 

the number of operating DG by 1 unit, or slightly increasing the DG set load, or reducing the number of 

connected electrical power consumers. This metric is used to identify if specific reconfiguration is 

required in the system to reduce the probability of the top event. 

An averaged over time ��
�metric is used to estimate the importance of each basic event in the Fault Tree 

based on the ��
�(�) value at different times and is estimated as follows: 

��
�� =

�

�����
∑ ��

�(�)
��������
����          (26) 

Where �� denotes a importance estimation number and ����� denotes the maximum number of 

implemented importance estimations. 

The Fussel-Vesely importance measure is estimated by using the following equation: 

��
��(�) =

���� ���⁄

���,� ��,�⁄
=

��,�

���

����

���,�
≈

��,�

���

∆������
���

�

��,�
≈

������,���������,����

���     (27) 

An averaged over time ��
��� metric is used to estimate the importance of each basic event based on the 

��
��(�) value at different times and is estimated as follows: 
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��
��� =

�

�����
∑ ��

��(�)
��������
����          (28) 

The importance measures indicate which components failures /operational parameters are critical. Based 

on that, suggestions for system enhancement are generated. This can be the changeover to a healthier 

DG set to allow maintenance and repair actions to occur or increasing the number of operating DG sets 

or reducing the propulsion motors load (speed). 

8.3.7 Simulation in the virtual environment (Step 6) 

To allow simulation of the system top event and dynamic importance measures estimation, the 

developed Fault Tree basic events are transformed into the suitable Markovian process. This makes the 

developed Fault Tree structure similar with the Boolean logic Driven Markovian Process (BDMP) 

(Bouissou and Bon, 2003). The use of BDMP has been considered as necessary to depict some dynamic 

features of the systems, which are not available in the Fault Tree. This is explained in detail below. 

The BDMP model can be defined by the following quadruple 〈�, �, �, ��〉 (Bouissou and Bon, 2003, 

Aizpurua et al., 2017b), where: 

 � =  {��} is the set of basic leaves (equivalent for basic events in the fault tree), where each leaf 

is represented using a Markov process �� and can have two states Working (��) or Faulty (��). 

 � = {��} is the set of Fault Tree gates, which can be of two types: OR and AND. 

 � = {��} is the set of triggers of a BDMP model. The triggers are used to model the dynamic 

dependencies, i.e. the triggers are used to model the switch of one mode to another in a leaf 

according to the set of the selected Boolean variables in another leaf. 

 �� is the modelled top event for the system. 

An example of a BDMP model is provided in Figure 41. 

Wi=working state, Fi=faulty state 

Figure 41 A BDMP example. 
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To allow for the simulation, some basic events of the developed Fault Tree are transformed into 

Markovian process, whilst the probability of failure for basic events is also modified by employing the 

equation provided in Table 35. For the prediction of the top event probability of occurrence in the next 

time step (∆� in hours), probabilities are used for calculations. However, in parallel a random function 

is involved to simulate probabilistically whether the component is faulty. So, in the case of a failure 

occurrence, the probability value of this specific basic event becomes 1. In this way, the used Fault Tree 

constitutes the simplest form of BDMP, as there are no triggers {��} involved. The Fault Tree uses OR 

and AND gates for calculations, whereas different branches of the Fault Tree are activated or deactivated 

based on the operating status of components. Therefore, the probability of the top event is estimated as 

function of the combination of basic leaves following the rules for the AND and OR gates. 

For the simulation of the system in the virtual environment, the investigated plant operating parameters, 

such as the DG sets load, the number of connected DG sets, were taken from actual historical data, 

which were used in the form of time series. 

For the simulation purposes only, it has been assumed that the �� is evolving according to the following 

equation: 

�� = ��
���� + ��

���(� − ��
�) + �����         (29) 

Where ��
���� is the normal feature value, whilst ��

���
 is degradation parameter, ��

� is the time of the 

last maintenance for the component �. A noise term is introduced in the analysis to account for the 

sensor’s measurement uncertainty. However, the actual fault growth curve can differ significantly from 

the suggested curve and depends on the component operating conditions. These assumptions are used 

only for the simulation purposes. 

The ��
���

 was assumed to be equivalent to the half of the inverse of the maintenance inspection interval. 

This assumption was made based on the observation that the preventative maintenance scheme in 

maintenance manuals quite often is implemented every half of the component useful life. 
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Table 35 Probabilities of basic events in the developed Fault Tree 

 System components Original Fault Tree 
probability estimation 

Modified Fault Tree 
probability estimation 
(BDMP model) 

Eq. Number 
O

p
er

at
in

g 
co

m
po

n
en

ts
 

Software, hardware, 
communication and 
sensors failures 
(Schüller et al., 1997) 

��,�
�� = ��t ��,�

�� = ��∆� (30) 

Other components 
with preventative 
maintenance 

��,�
�� = ��

����
�

�

��
� 

��,�
�� = ���

�

��
��

����
∆� 

(31) 

Parts with preventive 
maintenance where a 
single component 
failure out of � 
identical will lead to 
event occurence 
(based on (Schüller et 
al., 1997)) 

��,�
��

= � �
�

1
� ���

����
�

�

��
�

�
�

�

�1

− ��
����

��
���

���

� 

Replaced with OR gate 
connecting components 
failures. Each component 
failure rate is modelled as in 
(4) 

(32) 

Parts with preventive 
maintenance where all 
the � identical 
components must fail 
for event occurrence 
(based on (Schüller et 
al., 1997)) 

��,�
��

= ����
����

��
���

�

+ ���
����

��
�� �

��

�� + ��

�
���

+ �
��

�� + ��

�
�

� � 

Replaced with AND gate 
connecting components 
failures. Each component 
failure rate is estimated as in 
(4) and each component state 
is modelled as a Markov 
process. 

(33) 

S
af

et
y 

sy
st

em
s 

Tested standby 
equipment failure on 
demand (except for 
software failures) 
(Schüller et al., 1997) 

��,�
�� = 1 +

������� − 1�

����

 

��,�
�� = 1 +

������� − 1�

����

 

(34) 

For safety 
system/functions with 
continuous monitoring 
failure on demand 
(Schüller et al., 1997) 

��,�
�� = ��

�����
��������������� 

Modelled as Markov process 

(35) 

Safety functions with 
periodical testing 
failure on demand 
(Schüller et al., 1997) 

��,�
�� = 1 +

������� − 1�

����

 
��,�

�� = 1 +
������� − 1�

����

 
(36) 

For software failures in 
safety functions 
(Schüller et al., 1997) 

��,�
�� = ����  

��,�
�� = ����  

(37) 

Unavailability due to 
periodical 
maintenance of 
standby equipment 
where � standby 
equipment are 
involved (based on 
(Schüller et al., 1997)) 

��,�
�� = �

�
��

�

�
��

� ���
�

�

 

Replaced with AND gate 
connecting components 
failures. Each component 
failure rate is estimated as in 
(8) and each component state 
is modelled as a Markov 
process. 

(38) 
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8.4 Case studies and analysis input description 

The analysis has been implemented for the reference DEP system (system N1) described in Chapter 6. 

The Fault Tree developed in Chapter 7 is used as input. The actual operational profile time series of load 

and connected DG sets has been used to simulate the DEP system: The DG sets load in time, connected 

DG sets number, propulsion motors number, etc. The simulated case studies are provided in Table 36. 

The simulation run is implemented for approximately a week, whilst the blackout probability is 

predicted using horizon of 24 hours considering that operating conditions are stable (not changing). 

Considering some computational limitations, the importance measures is implemented every 24 hours 

at case study 4. As reference value, the annual failure rate of 0.1 blackout per year (Friis-Hansen et al., 

2008) has been used, which is translated now in probability. Probabilities are estimated now, as the 

interest in estimation of likelihood of at least one blackout occurring in the predicted horizon, not 

number of predicted blackouts. Except PoB the probability of a DG set loss in active system is estimated 

(PoDGloss) 

Table 36 Simulated case studies. 

a/a Selected 
w [-] 

Analysis conducted 

1 0 Time step: Δt = 0.5 h Simulation run duration 175 Horizon prediction of 24 hours 
2 0.5 As above 
3 1 As above 
4 0.5 As above + Importance measures estimation implemented every 24 hours. 

Figure 42 The developed model for blackout monitoring system simulation. 
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8.5 Results 

8.5.1 The development of safety model for simulations (step 1) 

The model that has been developed for blackout monitoring system simulation in Matlab/Simulink 

environment is provided in Figure 42. The Fault Tree developed by CASA in Chapter 7 can be observed 

there, as well the major DEP subsystems: DG sets, Propulsion Motors (PM), Engine Room (ER) 

components, Bow Thrusters (BTs), Switchboards (SW). The Fault Tree structure is not shown further 

as it is too extensive. The basic event probability for each component as well as operating status are 

used in the Fault Tree calculations. 

8.5.2 Selection of the monitored parameters and other data (Step 2) 

The features �� that have been selected for health monitoring for some components and the maintenance 

intervals used to estimate ��
���

 are given in the Table 37. These features have been selected, since the 

respective measured parameters are available in the ship alarm and monitoring system and these 

measurements are used for monitoring of safety critical components based on the results of Section 7.5. 

Table 37 Selected features for the identified critical components of the investigated cruise ship DEP system. 

a/a Component Feature Normal 

value 

Alarm 

value 

Maintenance interval 

1 Engine Thrust bearings Temperature 80oC 100oC 18000 hours 

2 Engine Main bearings Temperature 80oC 100oC 18000 hours 

3 Engine high temperature cooling 

water pump 

Pressure 4 bar 2 bar 10000 hours 

4 Engine low temperature cooling 

water pump 

Pressure 3.6 bar 2 bar 10000 hours 

5 Generator low temperature cooling 

water pump 

Pressure 3.6 bar 2 bar 10000 hours 

6 Exhaust gases valve Temperature 450 490 6000 hours 

7 Turbocharger (TC) Temperature 450 490 12000 hours 

8 Engine lubricating oil cooler Temperature 70 80 10000 hours 

9 Lubricating oil pump Pressure 4 3 5000 hours 

 

Other parameters that are used as input to the system are: 

 DG sets operating status. 

 DG sets load. 

 Engine room operating status (whether in use or not) 

 Number of operating DG sets in each engine room 

 Hotel load 
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 Propulsion motors operating status and load 

 Bow thrusters status and load 

 Whether a DG set is starting 

 Whether a propulsion motor is starting 

Reliability and maintenance intervals data has been selected for the DEP system simulation as well. 

However this data has been already presented in Section 6.3.2 and 6.3.3 and for reasons of brevity their 

description has been omitted. 

8.5.3 Simulation in the virtual environment (application of Steps 3-6) 

The simulation results of simulation for the case studies 1 to 3 are provided in Figure 43. As it can be 

observed the Probability of Blackout (PoB) is higher than the reference value (0.1 blackout per year) in 

case when only one DG set is operating. For this reason the same results are presented in Figure 43 (b), 

excluding the conditions with operation with one DG set. At the same time it can be observed that at 

these conditions the propulsion motors are disconnected, which indicates that the vessel is in harbour 

mode. Therefore, the PoB increases significantly in harbour mode, which is in line with previous 

sections results (Section 7.4). 

The reference value is also exceeded when no propulsion motors are connected and the ship is propelled 

using bow thrusters. This can be attributed to the fact that power reduction functions for the propulsion 

motors are not available during this operation, and hence less safety barriers are active in the system. 

This occurs despite the low DG set load and the significant number of DG sets engaged. From this it 

can be inferred that according to this analysis the power reductions functions have a critical role for the 

ship safety. This is also in line with the findings from the previous Chapter 7. A potential way to improve 

the ship safety would be by including the power reduction functions for the bow thrusters as well. 

The probability of sudden loss of a DG set (PoDGloss) in the system is also presented in Figure 43. As 

it can be observed, the PoDGloss follows the same pattern with the number of connected DG sets. This 

can be attributed to the fact that the more DG sets are connected to the system, the higher the probability 

that one of them will fail. However the PoB seems to be little correlated to the PoDGloss. This indicates 

that a number of other parameters is more critical for PoB than number of connected DG sets, except 

condition when only one DG set is connected. 

Additionally, a variation in the PoB value can be observed if the sensor measurements are excluded 

from the analysis, partly included, or are included. This indicates that the incorporation of sensor 

measurements in this case will have a significant influence on the result of the automated blackout 

monitoring system. 

The importance measures estimation results from the case study 4 for the selected components are 

provided in Table 38 and Figure 44. The importance measures estimation is implemented only every 24 

hours, so the actual variation of these importance metrics is unknown between these points. However, 
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the provision of lines offers better visibility and therefore has been preserved. The importance metrics 

in Table 38 is in line with results generated previously in Section 7.5. These importance measures 

estimation results demonstrate that not only physical failures but also failures in software functions 

demonstrated in Table 38 can be considered as critical for system safety during operations. Additionally, 

the investigation demonstrates the importance of other hazardous events e.g. arc in switchboards. Based 

on that consideration and ranking the system operator must pay attention to variation in sensor 

values/degradation of these specific components and failures, as small change in their value can have 

significant influence on PoB. 

As it can be observed from Figure 44, the importance of each DG set varies with time. Obviously, the 

importance depends if the DG set is connected to the system or not. A disconnected DG set has an 

importance of 0. The importance variation can be observed due to the different degradation, usage of 

the DG sets, system configuration and system loads. The importance metric ��
��(�) for DG2, DG5 and 

DG6 is reduced at t=120 hours as three DG sets are operating at a low load, so it is unlikely that a failure 

in DG sets will result in blackout. So potentially at this condition it would be possible to operate with 

only two DG sets with better DG load conditions, improving the energy efficiency of power plant, 

without sacrificing safety. The importance metric ��
�(�) increases for DG1, DG5 and DG6 at t=144 

hours because instead the load is relatively high, so the sensitivity to failures increases. It is a situation 

where the crew must be on alert on potential failures / degradation of DG sets health index. 

The importance metric ��
��(�) for different components of the DG1 is provided in Figure 45. As it can 

be observed the importance of components varies with time. This relates to the configuration parameters 

as explained previously. In addition, the importance of each component with respect to the other varies 

in time e.g. Low Temperature (LT) water pump importance is less than High Temperature (HT) water 

pump importance at 72 hours but higher at 144 hours. 

Table 38 Importance measures estimation results. 

Component or software function failure ��
��[-] Type of failure 

PMS failure to reduce load of propulsion motors 0.0047 Software 

Arc protection software failure 1.21E-09 Software 

Arc in switchboards N1 and N2 0.0072 Physical 

DG 1 water cooler failure 0.0004 Physical 

DG 1 Engine lubricating oil cooler 0.0004 Physical 
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Figure 43 Estimated PoB and probability of DG loss values a) Normal b) Filtered (excluding the conditions with 
one DG set operating). 

 

b) 

a) 
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Figure 44 ��
�(�) and ��

��(�) for the connected DG sets (x axis is hours). 

*lines between importance measures estimation points have been added for better visibility. 

Figure 45 ��
��(�) for different components for DG1 (x axis is in hours). 

*lines between importance measures estimation points have been added for better visibility. 
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8.6 Discussion 

The presented blackout monitoring system satisfies some of the automated safety monitoring system 

criteria (Papadopoulos and McDermid, 2001). It provides high-level functional alarm for the tested 

cruise ship power system based on the prevailing system operating conditions. It also allows for the 

organisation of the alarms/failures to reflect their present importance in the investigated DEP system. 

Furthermore, in this way it allows the operator to assess indirectly the impact of different failures on the 

ship functions and to select the components that need to be maintained or disconnected from the DEP 

system. Therefore, it can be inferred that this concept facilitates the cruise ship DEP management. 

However, the suggested blackout safety monitoring system does not incorporate the on-line fault 

diagnosis including the early detection of escalating disturbances and isolation of root failures from 

observed anomalous symptoms. This development would require gathering significant amount of 

historical data related to the subsystems of the cruise ship power system or development of detailed 

simulation models. The use of the features �� based on the available critical alarms contributes to the 

simplicity of the developed model, but at the same time it can have a number of false positive, as it does 

not incorporate the features values variation due to variation of the plant power demand or/and the 

environmental conditions. Prognostic algorithms have not been incorporated in the system, as this would 

require significant amount of well-treated data to be analysed and used for the design of the required 

relevant algorithms. The blackout monitoring system does not consider the errors in sensor 

measurements. In this respect, its reliability depends on the reliability of the sensors measurements and 

alarms used as input. Still, this constitutes the first essential step to the development of this automated 

blackout monitoring system. 

The development and validation of this blackout monitoring system required significant resources. One 

man-year was required to implement the CASA analysis for the reference DEP system. Additionally, 

around 3 man-months were required to develop the model for dynamic simulation and validation. Extra 

resources would be required to address the above-mentioned drawbacks. Further time would be required 

to implement and verify this approach and system in the industrial environment. However, the high 

development cost can be attributed to the fact that novel method has been employed for Fault Tree 

development. Furthermore, the lack of proper system information contributed to the delays to this 

project. Therefore, further work or reapplication of the method to other systems would be more efficient 

than presented herein. 

8.7 Chapter summary 

In this chapter, a methodology for the development of an automated safety monitoring system for 

enhancing the safety of a cruise ship DEP system operations was presented. The rationale and the main 

steps of this methodology as well as the concept validation up to TRL2/3 level in a virtual environment 

were provided. The amendment of the Fault Tree derived by the CASA method was required for the 
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methodology application for the case of the cruise ship reference DEP system. It was demonstrated that 

the proposed automated blackout monitoring system can identify the conditions where the probability 

of blackout exceeds the set thresholds and the components which failure is importance from the safety 

perspective. The ability to incorporate the different sensor measurements was also verified. Still, the 

proposed system needs to be improved to enhance accuracy by using input from diagnostics and 

prognostics technologies. The development cost for the blackout monitoring system proved significant, 

although future applications of the proposed methodology at the concept stage are not expected to be so 

resource-intensive.  
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9 DISCUSSION 

9.1 Chapter outline 

In this Chapter the main outcomes of PhD thesis are discussed. First the novelty of the current research 

is presented using bullets points. Then the advantages of the novel method are elaborated. This Section 

is followed by the discussion on the present research limitations. Last, the main contributions of the PhD 

are summarised. 

9.2 PhD research novelty 

The novelty of the present research includes:  

 A critical review of the hazard identification methods and analysis methods identification of the 

safety related properties for the CPSs and investigation of how the hazard identification methods 

address these properties. (Resulted in a journal publication, see Research output) 

 Cross-fertilisation of STPA, Event Sequence Identification (ESI) and FTA methods to develop 

a “Combinatorial Approach to Safety Analysis” (CASA), which is a novel safety analysis 

method. (Research gaps 1,4,8,9,11, Section 3.6.1) 

 Safety analysis of the exhaust gas open loop scrubber system with respect to compliance to 

environmental rules and regulations. (Novelty supported in Section 5.4) 

 Blackout failure rate estimation for the reference cruise ship DEP plant and the associated 

importance metrics estimation and uncertainty analysis. (Research gaps 12-14, Section 3.6.2) 

 Assessment of the susceptibility to blackout with different number of DG sets running, in 

several operating modes, with varying design features and considering the effect of Intelligent 

Diagnosis for a cruise ship power plant. (Research gaps 12-14, Section 3.6.2) 

 Investigation for a number of alternative DEP systems for a cruise ship in terms of their 

susceptibility to blackout including systems with LNG fuel system, methanol fuel system, 

combination of LNG and Heavy Fuel system and batteries. (Research gaps 12-14, Section 3.6.2) 

 Development of new methodology for the design of the automated dynamic safety monitoring 

system and integration of a number of system parameters. (Research gaps 16, Section 3.6.3) 

 Safety monitoring system concept development for the cruise ship DEP power plant with focus 

on blackout prevention on cruise ships and validation in virtual environment. (Research gaps 

16, Section 3.6.3) 

9.3 Method advantages 

Based on the results, it was demonstrated that the proposed novel CASA method main advantage is the 

development of a Fault Tree of greater accuracy in comparison with the Fault Tree that can be derived 

using the classical FTA. The classical FTA may result in inaccuracies if applied to a modern CPS. The 

CASA method incorporates a wider system context, considers the software failures, thus addressing the 
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CPSs software-intensive character of CPSs, and incorporates the system temporal behaviour in the Fault 

Tree thanks to the inclusion of the ESI approach. The incorporation of the system temporal aspects is 

an advantage compared to other studies using FMEA (Faiella et al., 2018), FTA (Wheeler et al., 2016, 

Clark et al., 2018), Bayesian Networks (Utne et al., 2020) and STPA (Puisa et al., 2019, Bolbot et al., 

2019a, Wróbel et al., 2018, Valdez Banda et al., 2019, Bolbot et al., 2019b). The method incorporates 

both deductive (STPA, FTA) and inductive (ESI) thinking. 

Compared to the STPA, the CASA method included the estimation of the risk and importance metrics, 

thus supporting a financial resources prioritisation for addressing the system safety enhancement. The 

importance metrics estimation is an advantage compared to Petri Nets based approaches (Zhang et al., 

2019, Wang et al., 2016, Liu et al., 2016). As it was demonstrated, in CASA method more detailed 

system safety model was developed than STPA based ranking approaches (Puisa et al., 2019, Bolbot et 

al., 2019a, Wróbel et al., 2018, Valdez Banda et al., 2019), which supports more accurate importance 

metrics estimation. 

Another advantage of the CASA method is the quantification of the impact on the system safety of 

adding advanced software-based functions, which was not demonstrated in STPA based approaches 

(Puisa et al., 2019, Wróbel et al., 2018, Valdez Banda et al., 2019, Bolbot et al., 2019b), and only 

approximated in (Bolbot et al., 2019a, Bolbot et al., 2019b). This is an advantage a number of model-

based approaches. For instance, a model based approach used for the Fault Tree development applied to 

a power system failed to quantify the power reduction functions impact on the system safety (Roskilly, 

2016). In this respect, it can be deduced that the quantification of the advanced functionalities impact 

on the system safety by using FTA is questionable. Potentially, this would be possible by using Bayesian 

Networks or Petri Nets, and this is a topic for future research.  

The fact that the method was successfully implemented for the safety analysis of a non-safety critical 

ship system as well safety-critical system demonstrates that it can be applied to other safety critical and 

non-safety critical ICS, ballast water treatment systems, nuclear control systems, industrial power 

systems, heat, ventilation and air conditioning control system. Forthcoming studies could also 

investigate if the CASA method is effective for the safety analysis of socio-technical systems and 

autonomous CPSs. 

9.4 Limitations 

As with every research, there is a number of limitations to the present research. 

The identification of the CPSs related safety properties has been based on the existing literature. Whilst 

the literature review has been extensive, there is no guarantee that all the safety related properties have 

been addressed. Furthermore, not all of the existing hazard identification, hazard analysis and safety 

analysis methods have been reviewed as their overall number is rather overwhelming (more than 800 

(Everdij and Blom, 2016)). 
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The increased CASA accuracy came at a significant cost. The method is not simple and has rather a 

large number of steps, which indicate that more time is required to apply the method than the STPA or 

the classical FTA. Its application to DEP system resulted in a huge number of scenarios, which were 

difficult to handle. This poses for a need to automate the application of the method based on formal 

models. It should be noted that, the CASA method heavily depends on the expertise of the safety 

engineer applying the method (as for the other hazard identification methods!). But CASA method is 

independent from any simulation results or formal system models. The CASA method also proved to be 

rather labour-intensive when applied to complex system, requiring significant amount of attention to 

avoid any implementation errors. Potentially this method needs to be enhanced or special training 

provided before it is used. Concluding, the complex problem was addressed in a complex way rather 

than in a simple way. 

The accidents, hazards and sub hazards are treated independently in the CASA method. This contributes 

to the amount of resources required for the CASA application. Furthermore, the estimation of risk metric 

is implemented for each of the accident / hazards independently from the other hazards. The estimated 

risk metric in CASA is the frequency/failure rate which focuses on the left side of the Bow Tie diagram, 

excluding potential consequences. No cost-benefit analysis guidelines have been provided in the present 

study. A more comprehensive decision-making and safety enhancement approach would incorporate the 

consequences and risk control measures cost in it. However, this implementation would require much 

more time than allowed in a single PhD.  

In this respect it should be noted that the safety analysis was implemented by a single person under close 

monitoring of his supervisor. Feedback on the results was provided by DNV GL, at relevant conferences 

and during the articles review process. However, it would be more correct if a team of safety engineers 

and experts would work together on deriving the scenarios and the Fault Tree structure. This would 

improve the quality of results. However, this might not be always possible in the real life.  

An additional limitation is the use of OREDA and other databases as source of failure rates. This is a 

well-known constraint on the studies of marine systems. Potentially the results would be worse (less 

safe) considering the maintenance quality on the ships. 

The blackout monitoring system was developed only at its initial stages and it considers only one risk 

metric. Due to some computational constraints the importance measures estimation has been 

implemented in Matlab/Simulink only every 24 hours. The considered fault growth curve for 

components is independent from historical sensors data available for the same components. This 

limitation could be overcome through closer cooperation with industry and method application on other 

computational platforms. 

These limitations pose directions and suggestions for new research, which are provided in the next 

Chapter. 
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9.5 Impact and contribution 

This research constitutes a significant contribution to the academia as: 

 It offered systematic mapping of the CPSs safety-related properties (Chapter 2). This mapping 

can be used as basis for other systematic literature review analysis of the CPSs. 

 The state of the art and novel safety analysis methods have been analysed for their effectiveness 

in addressing the safety-related CPSs properties (Chapter 2). This analysis offers directions for 

improvement of existing research methods. 

 A novel method (CASA) has been developed which overcomes the limitations of existing safety 

analysis methods (Chapter 4). The method can offer ideas on how to overcome the different 

problems in safety analyse and inspire for even better safety analysis methods. 

 A novel methodology for the development of automated safety monitoring system has been 

demonstrated (Chapter 8). This methodology can support the development of new 

methodological approaches for automated safety monitoring systems. 

 A novel automated safety monitoring system principles and functions have been presented 

(Chapter 8). These principles can be used to inspire the development of similar monitoring 

systems for other marine systems. 

The implemented research has also significant implications for the industry as: 

 The new developed method can be used as a tool for the safety analysis and enhancement of 

other complex industrial CPSs (Chapter 4). 

 The safety analysis results for the investigated systems and the derived safety recommendations 

presented in Chapters 5, 7 and Section 10.2 can be used to enhance the DEP and open loop 

scrubber exhaust gas systems design and operation. 

 The automated blackout monitoring system can be developed further into a new product for 

enhanced safety operations. Similar automated safety monitoring systems can be developed for 

other marine systems as well (Chapter 8). 

9.6 Chapter summary 

In this Chapter the results of the PhD thesis are discussed. As it was demonstrated a number of research 

gaps was covered in this research, rendering it a novel contribution. The CASA method main advantage 

includes its more detailed Fault Tree structure and ability to estimate safety metrics. However, the 

method proved to be rather labour intensive. In addition, the quality of results and methodology could 

be improved by obtaining a more detailed feedback from industry. Nevertheless, the contribution of this 

thesis can be considered in the CASA method, insights gained into marine systems through CASA 

application and the novel automated blackout monitoring system. 
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10 CONCLUSIONS 

10.1 Chapter outline 

In this Chapter the main conclusion of the present thesis, reflections on the achieved objectives as well 

as suggestions for further research are provided. 

10.2 Conclusions and main findings 

The main conclusions and findings of the present thesis with respect to the safety of CPSs, the presented 

method, the investigated systems and the proposed safety monitoring system can be summarised as 

follows: 

With respect to the CPSs safety. 

 New systems are being developed which introduce new accident scenarios due to their 

complexity, which need to be properly addressed (Chapter 1&2). 

 The complexity in CPSs can be attributed to a number of their properties, including these 

systems a) Heterogeneity, b) Interoperability, c) Connectivity, d) Software-intensiveness, e) The 

presence of humans in the loop, f) Their evolving character g) Ability to reconfigure, h) 

Autonomous decision making (Chapter 2). 

 One of the ways to enhance the CPSs safety is by ensuring the completeness and accuracy of 

identified scenarios. However, the most popular hazard identification methods have been 

criticised on how they do support the hazard identification process analysis (Chapter 2). 

With respect to the new developed method: 

 The developed CASA method guided and resulted in a more accurate safety analysis, compared 

with previous studies for the similar systems by incorporating the system software failures 

represented by UCAs and considering the system hazardous states, such as DG sets overloads, 

etc. (Chapter 5 & 7). 

 The method also allowed for the investigation of the system behaviour for cases where new 

functions are added to the system, as was demonstrated with the pre-warning functions for the 

DG sets in the investigated reference DEP plant (Chapter 7) and with condition monitoring in 

open loop scrubber system (Chapter 5). 

 The proposed method allowed for the estimation of the safety-related event failure rate with the 

associated uncertainty and the identification of the most important factors and failures affecting 

the safety-related event (Chapter 5 and Chapter 7). 

 In addition, the developed approach allowed for the investigation of the safety-related event 

failure rate under different operating modes, considering the number of connected DG sets and 

changes in the DG sets loading profile (Chapter 7). 
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 The proposed approach proved to be tedious, resulting in a quite substantial number of UCAs, 

process variables, causal factors, and branches in “Event Trees” for complex system such as 

reference DEP system. The integration of methods also required specific attention to avoid any 

issues and errors during the Fault Tree refinement and integration phase (Chapters 7 and 9). 

With respect to the investigated application case studies: 

 Use of more than one SOx sensors or their condition monitoring can significantly reduce the 

non-compliance cases for SOx scrubber system (Chapter 5). 

 The estimated blackout frequency for the investigated cruise ship power plant was estimated 

to be around 0.4 events per ship-year, whilst the estimated blackout frequency varies in 

different operating modes from 0.003 events per ship-year in the sailing mode to 1.5 per ship-

year in the harbour mode (Chapter 7). 

 The DG set loading conditions and the number of DG sets connected to the ship electric 

network have significant influence on the blackout failure rate, and therefore the blackout 

frequency can be reduced by controlling them (Chapter 7). 

 It was found that the reliable operation of the PMS fast electrical load reduction, the 

prewarning and reconfiguration functions is important for avoiding a blackout event (Chapter 

7). 

 When a number of DG sets operate, failures in the components used for the electrical power 

generation control, such as the DG sets fuel racks, the electric power sensors or/and the 

propulsion motors load reduction functions become more important. The mechanical 

components failures, such as lubrication oil or cooling water system failures become more 

important in cases where a small number of DG sets operates. Failures leading to 

simultaneous loss of multiple DG sets are also important from blackout perspective when a 

smaller DG set number operates (Chapter 7). 

 The number of hazardous scenarios leading to blackout increases in HEP system due to higher 

system complexity (Chapter 7). 

 The blackout frequency in the system with batteries is significantly reduced when three or 

less DG sets are connected to the network as batteries are acting as an additional barrier to 

DG set overload leading to a blackout, allowing quick system reconfiguration without 

consumers’ power reduction. This leads to a lower blackout susceptibility in the HEP system 

than in the conventional DEP system (Chapter 7). 

 Slight improvements of the blackout frequency and failure in power plant configurations with 

DF engines, can be attributed to the addition of another fuel system, leading to increased 

redundancy in fuel supply (Chapter 7). 
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 Increase in DG set number does not necessary results in reduced blackout frequency, as other 

parameters are also important for the cruise ship safety. Therefore, systems with lower 

redundancy can have similar safety level depending on the safety metric (Chapter 7). 

With respect to the developed automated blackout monitoring system and the reference DEP system: 

 The developed blackout monitoring system provides high-level functional alarm for a cruise 

ship power system based on the current system operating conditions and operational status. It 

also has the potential to improve the organisation of the alarms/components failures to reflect 

their present importance in the DEP system (Chapter 8). 

 The developed blackout monitoring system was able to assess the importance of different 

failures based on the present configuration and load conditions (Chapter 8). 

 Specific operational parameters as the DG sets load and the number of connected DG sets 

need be used as input into the blackout monitoring system, as it influences the blackout 

probability (Chapter 8). 

 An operation with a single DG set increases the PoB above the suggested threshold of 0.1 

blackout per year. The PoB when propulsion motors are disconnected but bow thrusters are 

operating is also higher than threshold (Chapter 8). 

 Failures in operating components can increase the PoB also above the desired threshold, 

however their importance is varying in time dependent on the system other parameters 

(Chapter 8). 

10.3 Suggestions for future research 

Based on the present research main findings and limitations, the following recommendations for future 

research are provided: 

 Further improvement of the available hazard identification methods and usage of advanced 

hazard identification techniques to ensure the completeness of the identified accident scenarios. 

 Automation of STPA based on a formal system representation in similar way with FLSA 

methods for technical systems. 

 Investigation on the proposed CASA method automation based on formal models and formal 

system representation. 

 Application of the CASA method to case studies other than open-loop exhaust gas scrubber 

system or DEP system blackout event could be examined. 

 Easy integration of different accidents / hazards in CASA results could be pursued. 

 Other undesired events could be also considered for the analysis for the same system using the 

same methodology including the events of partial blackouts, propulsion load reduction, electric 
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shock to the crew or passengers, insufficient propulsion, inability to cover the electric hotel 

load, etc. 

 The comparison of fire and overall risk between the standard DEP system and DEP system with 

batteries could be pursued. 

 Cost-benefit assessment for the different suggested safety improving solutions. 

 Integration with diagnostic and prognostic measurements of the automated safety monitoring 

system could be pursued. 

 It would be nice to validate the automated safety monitoring system concept using actual sensor 

measurements on a ship. 

10.4 Review of research objectives 

In this section it is discussed how effectively the research objective have been covered in this PhD thesis. 

Objective 1: To investigate and critically review the challenges with related to the CPSs safety and how 

the hazard identification methods address them. 

This objective was covered in in Chapters 2 and 3. A list of safety-related sources of complexity in the 

CPSs was identified based on the literature review. This list made simpler the critical review of hazard 

identification and analysis methods with respect to their application to the CPSs. There is a limitation in 

the number of investigated research studies and methods. However, this is a common limitation to every 

research study. Therefore, this objective can be considered as fulfilled. 

Objective 2: To propose and develop a novel safety analysis method by addressing gaps in existing 

methods. 

This objective was addressed primary in Chapter 4. The literature review guided in the identification of 

specific hazard analysis methods limitations and gaps in Chapter 2 and 0. These gaps and limitations 

were used to suggest the combination of existing methods for the development of novel method in 

Chapter 0. The novel method steps were presented and elaborated in Chapter 4. The method can be 

considered as complex, but also results in a Fault Tree of greater accuracy. Therefore, this objective can 

be also considered as fulfilled. 

Objective 3: To demonstrate the effectiveness of the developed novel safety analysis method by applying 

it to modern marine CPSs.  

This objective was addressed in Chapters 5, 6 and 7. The method was applied to the exhaust gas open-

loop scrubber system and to a number of cruise ship power plants. Based on the analysis results, it could 

be observed that expected method effectiveness is improved compared to other used safety analysis 

methods. A number of novel method limitations has been also identified thanks to the application case 

studies. There is a limitation with respected to quality of results, as limited number of experts were 
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involved in analysis process. However, it is not always possible to involve many safety engineers due 

to high human cost. Therefore, this objective can be also considered with some limitations as fulfilled. 

Objective 4: To develop an automated blackout monitoring system supporting decision-making during 

a marine CPS operation based on the new method results and recent CPSs developments with 

application to the DEP system.  

This objective was covered in Chapter 8. The main principles and functions were provided for the 

automated blackout monitoring system. The selected monitored parameters were also provided. The 

system simplifies the system monitoring to one metric and to critical components. Still there is a need 

to develop this system further by increasing its TRL and incorporating more information in the analysis 

as discussed in Section 8.6. Yet, this would require a significant amount of resources resulting in another 

or several other PhDs. Therefore, this objective can be considered as justifiably partially fulfilled. 

Objective 5: To summarise the main findings, conclusions, and contribution of this research and to 

propose new directions for further research.  

This objective was addressed in Chapter 9 and 10. The main findings and contributions were summarised 

using bullet points. Based on the study limitations suggestions for further research were provided. 

Therefore, this objective can be also considered as fulfilled. 

Concluding, it can be noted that the overall aim of finding simplicity in complexity is only partially 

satisfied. The safety related CPSs properties were identified supporting the CPSs safety methods 

enhancement. The developed method combines the simple thinking of deducting and inductive 

processes. Yet, the method constitutes of many steps and its application to complex system resulted in 

a number of scenarios, which are difficult to handle.  

The potential body for research in marine CPSs seems to be unlimited and new methods, design, 

operational solutions enhancing safety of CPSs can be realised. That’s why I would like to conclude my 

thesis by a famous quote from Isaac Newton: “I do not know what I may appear to the world, but to 

myself I seem to have been only like a boy playing on the seashore, and diverting myself in now and 

then finding a smoother pebble or a prettier shell than ordinary, whilst the great ocean of truth lay all 

undiscovered before me”. 

10.5 Chapter summary 

In this chapter the main conclusions, reflections and recommendations for future research based on this 

thesis results were provided. Whilst the developed method seems to offer more comprehensive scenarios 

identification, there is a need to develop it further to allow automated method application. Integration 

of automated blackout monitoring system with condition-based monitoring data is also required. This 

poses directions for further research. 
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APPENDIX A DEP SUBSYSTEMS FUNCTIONS 

The DEP subsystems along with their functions, assemblies and components are provided in Tables A.1-

7. 

Table A. 1 Power generation subsystems. 

Subsystem Function Assemblies and components 

Diesel Engine The main function of Diesel Engine (DE) is to 

transform chemical energy into kinetic.  

Piston rod assembly, cylinder assembly, 

fuel supply assembly on engine, 

lubricants assembly on engine, 

turbocharger assembly, crankshaft 

assembly, thrust and main bearings, 

exhaust gas system.  

Auxiliary 

systems 

The main function of auxiliary subsystem is to 

support the transformation of chemical energy 

into kinetic in the Diesel Engine and the 

transformation of kinetic energy into electrical in 

the Generator. 

Fuel supply system, lubricants supply 

system, air supply system, cooling water 

supply system, starting air system, air 

cooling system for generator. 

Generator The main function of Generator is to transform 

kinetic energy into electrical. Diesel Engine and 

Generator constitute a Diesel Generator (DG). 

Stator, rotor, damper windings, exciter 

stator, exciter rotor, rectifier, shaft, 

sleeve bearings. 

Battery The main function of Battery is storage of 

generated electrical power and its provision to the 

power network under the following conditions 

DG sets are operating at low load inefficient load 

Power demand is higher than can be accepted by 

the connected DG sets 

Batteries pack, associated ventilation, 

and cooling system 

 

Table A. 2 Power distribution subsystems. 

Subsystem Function Assemblies and components 

Switchboard The primary goal of switchboard is to distribute 

the generated power among the consumers.  

Bus, circuit breakers, case, cables. 

Transformer The main function of transformers is to reduce 

the voltage level of generated electrical power to 

a level suitable for consumers. Other functions 

include galvanic separation of different voltage 

levels, adjustment of short-circuits currents, 

increase of pulse number of drives.  

Enclosure, liquid oil used for cooling, 

winding, cores, bushings, cooling 

systems. 

Cables Transfer of electrical power from DG to 

consumers 

Just cables 
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Table A. 3 Power consumption subsystems. 

Subsystem Function Assemblies and components 

Propulsion 

Motors and 

associated 

systems 

The propulsion motors are the largest by far 

consumers of the generated power, responsible 

for propulsion of a cruise vessel. They are 

considered to constitute from synchronous 

motors. 

Air cooling system, electrical motor 

bearings, propeller, shaft seals, shaft, 

installation block, drainage system, oil 

supply system for bearings. 

Air 

Conditioning 

Motors 

Air conditioning motors are the consumers 

necessary for the air conditioning of 

accommodation places on cruise ship to ensure 

comfort of passengers and represent significant 

part of Heat, Ventilation, Air Conditioning 

consumers (HVAC). 

Electrical motors, cooling systems. 

Bow Thrusters  An important consumer, necessary during 

Dynamic Positioning and Manoeuvring. 

 

Air cooling system, bearings electrical 

motor, propeller, sealing’s, installation 

block, oil supply system for bearings. 

Other Loads Primary hotel load, also including auxiliaries’ 

systems load. 

Motors, auxiliary systems, electrical 

devices, etc. 

Frequency 

converters 

Transformation of Alternate Current frequency 

with the objective of propulsion motors speed 

control 

Frequency converters 

 

Table A. 4 Subsystems used for system control. 

Subsystem Function Assemblies and components 

Power 

Management 

System  

The central Power Management System (PMS) is 

supposed to have the following functions 

(Ådnanes, 2003) & (Radan, 2008): 

Automatic start/stop of DG based on the load 

demand and running hours. 

Control of restart procedures after blackout. 

Control of load sharing between DGs. 

Change over from DG with fault. 

Tripping of non-essential consumers (Fast load 

reduction). 

Control of load increase in propulsion motors. 

Load reduction in propulsion motors (Fast load 

reduction). 

Network configuration control and connection of 

bus-tie with other parts of network. 

Programmable Logic Controller (PLC) 

(Ådnanes, 2003), power supply, circuit 

breaker status sensors, networking 

cables, running hours counter. 
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Intelligent 

Generator 

Diagnosis 

Intelligent diagnosis of fault in governor and 

AVR of the system leading to imbalanced power 

generation and tripping of the faulty generator 

(Krogseth, 2013). 

PLC, power supply, communication 

lines, frequency sensors, voltage and 

current sensors. 

Battery 

Management 

System 

Monitoring of the actual battery health state, the 

battery and cell load and control of the battery 

cells operating status, charging status, the 

discharging/charging rate, the converters power 

output and the battery auxiliary systems. 

PLC, power supply, communication 

lines, frequency sensors, voltage and 

current sensors, circuit breakers. 

 

Table A. 5 Power generation control systems. 

Subsystem Function Assemblies and components 

Diesel 

Generator 

Controller 

The DG control has the following functions 

(Kongsberg, 2007): 

Control of starting and stopping sequence of a 

DG 

Automatic synchronization to the network 

Setting reference values to Governor and 

Automatic Voltage Regulator (AVR) 

Programmable Logic Controller (PLC), 

power supply, communication 

networks, frequency sensors, voltage 

and current sensors at the both sides of 

DG circuit breaker. 

 

Speed 

Governor 

 

Frequency/speed control through the fuel amount 

provided to the prime mover (Ådnanes, 2003). 

Programmable Logic Controller (PLC), 

power supply, communication 

networks, two touch-free, inductive 

proximity switches, power supply to 

sensors, fuel racks in fuel pumps of fuel 

injection system, actuators for 

movement of fuel racks. 

Automatic 

Voltage 

Regulator  

 

Voltage control through the actuator excitation 

current control (Ådnanes, 2003). 

PLC, power supply, voltage sensors, 

stator exciter, excitation current limiter, 

pulse width modulators. 

Diesel Safety 

System 

 

Switching off the DG set, in case of hazardous 

abnormal situation (Kongsberg, 2007): 

Over speed 

Very low lubrication pressure 

Very high freshwater cooling temperature 

Very high cylinder liner temperature 

Very high thrust and bearing temperature 

High oil mist concentration in the crankcase 

Failure in control components 

In case of deviations, the system gives an alarm 

to the crew for prompt maintenance activities and 

PLC, power supply, voltage sensors, 

lubricants temperature sensors, fresh 

water temperature sensors, cylinder 

liner temperature sensors, thrust and 

bearing temperature sensors, oil mist 

sensors, lubricants pressure sensors, 

fresh water pressure sensors, exhaust 

gases sensors at relevant positions, 

generator bearing temperature sensors, 

tripping lever, current sensors, voltage 

sensors, frequency sensors, power 

supply, communication lines, circuit 

breaker. 
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the PMS conducts the changeover to another DG 

set. The conditions considered are: 

Low lubrication oil pressure 

High lubrication oil temperature 

Low freshwater pressure 

High freshwater temperature 

High exhaust gases temperature at cylinder 

valve, before and after turbine 

High cylinder liner temperature 

High main/thrust bearings temperature 

High exhaust gas deviation 

Engine safety may also give order to reduce the 

load of a DG set in case: 

High cylinder cooling water temperature 

High exhaust gas temperature 

Detection of misfiring 

Generator safety system ensures that the circuit 

breaker is tripped in the following cases 

(Kongsberg, 2007): 

Overcurrent detection 

Short circuit 

Reverse current and load detection 

Overload 

Over and under voltage 

Over and under frequency 

Differential current 

Earth fault 

High generator bearing temperature 

 

Table A. 6 Power distribution control systems. 

Subsystem Function Assemblies and components 

Bus-tie circuit 

breaker 

controller 

The main objective of bus-tie controller is to 

ensure proper synchronization conditions for 

connecting bus-tie breakers (Kongsberg, 2007). 

PLC, power supply, circuit breakers, 

frequency, current and voltage sensors. 

Arc Protection 

 

The purpose of arc detection and protection 

system is to observe the arc in the Switchboards 

and to trigger a circuit breaker much sooner that 

typical protection relays (Meyle, 2015). 

PLC, power supply, optical sensors, 

circuit breakers. 
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Protection 

Relays 

 

The objective of protection relays is to trigger 

the circuit breaker, in case overcurrent or short 

circuit is observed. 

Circuit breaker, protection relay, 

current sensor. 

Transformers 

Protection 

System 

 

The purpose of transformer protection is to 

trigger the relevant circuit breaker, in case of 

observance of (MAN, 2012): 

Earth fault. 

Under voltage.  

Differential current fault.  

Thermal overload. 

Short circuit. 

Overcurrent. 

Circuit breaker, temperature sensors, 

voltage sensors, current sensors. 

 

Table A. 7 Power consumption control systems. 

Subsystem Function Assemblies and components 

Application 

Controller 

The main objective of application controller is to 

cooperate with PMS on the load requested by 

propulsion units from the electrical network, to 

avoid overload of DG (Radan, 2008).  

Secondarily the application controller 

implements safety functions for the propulsion 

motors. It triggers the necessary circuit breaker 

in case of: 

Short circuit. 

Over current. 

Under voltage. 

Earth fault. 

High water cooling temperature for motors. 

Motor windings and bearings over temperature. 

Over speed. 

Diagnosed faults. 

Thirdly the application controller selects the 

source of reference speed. 

Programmable Logic Controller (PLC), 

power supply, communication 

networks, sensors, voltage and current 

sensors, temperature sensors for 

propulsion units and associated 

transformers, speed sensor. 

 

Drive 

Controller  

The objective of drive controller is to control the 

firing order of thyristors in converters and in this 

way speed control. 

PLC, power supply, communication 

network, speed sensor, thyristors 

bridge, frequency converters.  
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Air 

Conditioning 

Motors 

Controller 

 

The control that was of interest here was that 

related to safety functions of air conditioning 

motors. The safety system would cause tripping 

in the following cases (MAN, 2012): 

Earth fault. 

Under voltage. 

Thermal overload. 

Stalling. 

Motor windings over temperature. 

Bearings over temperature. 

High water-cooling temperature. 

 

PLC, temperature sensors, currents 

sensors, voltage sensors, 

communication lines, power supply. 

Bow Thrusters 

Controller 

 

The main functionalities of the bow thrusters 

control are considered to be similar with those of 

air conditioning units. 

The safety system would cause tripping in the 

following cases (MAN, 2012): 

Earth fault. 

Under voltage. 

Thermal overload. 

Stalling. 

Motor windings over temperature. 

Bearings over temperature. 

High water cooling temperature. 

PLC, temperature sensors, currents 

sensors, voltage sensors, 

communication lines, power supply. 
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APPENDIX B AUXILIARY SYSTEMS LAYOUT 

The DG sets’ auxiliary systems are provided in Figure B1 to Figure B5. 

 

Figure B. 1 Fuel system diagram. 

 

Figure B. 3 Lubricating system diagram. 

 

Figure B. 2 Cooling system diagram. 
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Figure B. 4 LNG feed system diagram. 

 

Figure B. 5 Methanol feed system diagram. 
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APPENDIX C RELIABILITY DATA INPUT 

The failure rates that have been used as input to the analysis are provided in Table C. 1. 

Table C. 1 Failure rates and beta factors used as input to analysis. 

a/a Failure  �� [h
−1] ��

�����
[h−1] ��

�����[h−1] ��� Source β [−] Source for 
β factors 

1 Earth faults in 
DG set 

2.79E-06 1.04E-05 7.45E-07 3.7 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

2 Overcurrent in 
DG set 

2.79E-06 1.04E-05 7.45E-07 3.7 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

3 Differential 
current fault in 
DG set 

2.79E-06 1.04E-05 7.45E-07 3.7 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

4 Short circuit in 
DG sets 

2.79E-06 1.04E-05 7.45E-07 3.7 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

5 Engine failure 1.77E-03 3.24E-03 9.65E-04 1.8 (OREDA, 
2015) 

1 No data 

6 Failure to start on 
demand the 
engine 

1.80E-03 3.30E-03 9.82E-04 1.8 (OREDA, 
2015) 

NA NA 

7 Failure to start on 
demand the 
generator 

4.80E-03 1.80E-02 1.28E-03 3.7 (OREDA, 
2015) 

NA NA 

8 DG set thrust 
bearings failure 

2.78E-06 1.94E-05 3.97E-07 7.0 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

9 DG set main 
bearings failure 

2.78E-06 1.94E-05 3.97E-07 7.0 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

10 Water pipelines 
on engine failure 

1.18E-05 2.17E-05 6.46E-06 1.8 (OREDA, 
2015) 

1.24 (Ossai et 
al., 2015) 

11 Engine air supply 
failure 

3.01E-06 5.51E-06 1.64E-06 1.8 (OREDA, 
2015) 

1 No data 

12 High lubrication 
oil mist presence 
in engine 
crankcase 

1.72E-05 1.21E-04 2.46E-06 7.0 (OREDA, 
2015) 

1.24 (Reliability 
Analytics 
Toolkit, 
2018) 

13 Turbocharger 
failure 

4.74E-09 8.68E-09 2.58E-09 1.8 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

14 Engine exhaust 
valves failure 

1.87E-08 3.42E-08 1.02E-08 1.8 (OREDA, 
2015) 

2.23 (Bukša et 
al., 2009) 
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15 Engine injection 
system failure 

2.34E-08 4.29E-08 1.28E-08 1.8 (OREDA, 
2015) 

1.552 (Mihanović 
et al., 2016) 

16 DG set controller 
hardware failure  

3.77E-06 9.43E-06 1.51E-06 2.5 (OREDA, 
2015) 

NA NA 

17 DG set controller 
not starting the 
DG set when 
required 

5.00E-05 7.50E-04 3.33E-06 15.0 (SINTEF, 
2006) 

NA NA 

18 DG set controller 
not 
synchronising the 
DG set when 
required 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

19 DG set controller 
implementing 
extra attempts to 
synchronise 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

20 DG set controller 
not coordinating 
AVR and DG set 
controller as 
required 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

21 DG set controller 
software faulty 
failure to 
coordinate 
Governor and 
DG controller 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

22 DG set controller 
implementing 
wrong starting 
sequence 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

23 DG set controller 
starting DG set 
longer than 
required 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

24 DG set controller 
providing wrong 
reference speed 
during start 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

25 DG set controller 
providing too fast 
speed increase 
command 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

26 DG controller 
communication 
lines failure 

2.50E-08 1.75E-07 3.57E-09 7.0 (Chai et al., 
2016) 

NA NA 

27 Generator 
frequency 
sensors failure 

1.19E-06 2.98E-06 4.74E-07 2.5 (OREDA, 
2015) 

NA NA 

28 Turning gear 
status sensor 
failure 

1.40E-06 9.80E-06 2.00E-07 7.0 (SINTEF, 
2006) 

NA NA 

29 Fuel temperature 
sensor failure 

3.77E-06 9.43E-06 1.51E-06 2.5 (OREDA, 
2015) 

NA NA 

30 Fuel pressure 
sensor failure 

1.25E-06 3.14E-06 5.02E-07 2.5 (OREDA, 
2015) 

NA NA 
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31 Lubricating oil 
level sensor 
failure 

1.40E-06 9.80E-06 2.00E-07 7.0 (SINTEF, 
2006) 

NA NA 

32 Air starting 
system air 
pressure sensors 
failure 

5.32E-06 2.32E-05 1.22E-06 4.4 (OREDA, 
2015) 

NA NA 

33 Governor 
hardware faulty 

3.77E-06 9.43E-06 1.51E-06 2.5 (OREDA, 
2015) 

NA NA 

34 Governor not 
responding to 
changes 

1.00E-06 1.50E-05 6.67E-08 15.0 (Aldemir et al., 
2007) 

NA NA 

35 Governor fails to 
synchronise to 
network 

1.00E-06 1.50E-05 6.67E-08 15.0 (Aldemir et al., 
2007) 

NA NA 

36 Governor 
communication 
lines failure 

2.50E-08 1.75E-07 3.57E-09 7.0 (Chai et al., 
2016) 

NA NA 

37 Governor speed 
sensors 
erroneous 
measurement 

1.18E-05 3.26E-05 4.31E-06 2.7 (OREDA, 
2015) 

NA NA 

38 DG set fuel racks 
failure  

2.37E-05 4.34E-05 9.31E-06 

1.8 (OREDA, 
2015) 

1.1 (Reliability 
Analytics 
Toolkit, 
2018) 

39 Governor fuel 
limiter failure 

6.27E-07 1.57E-06 2.51E-07 2.5 (OREDA, 
2015) 

NA NA 

40 AVR fails to 
synchronise to 
network 

1.00E-06 1.50E-05 6.67E-08 15.0 (Aldemir et al., 
2007) 

NA NA 

41 AVR does not 
change the 
voltage level 
when required 

1.00E-06 1.50E-05 6.67E-08 15.0 (Aldemir et al., 
2007) 

NA NA 

42 AVR voltage 
sensor erroneous 
measurement 

5.08E-07 1.90E-06 1.36E-07 3.7 (OREDA, 
2015) 

NA NA 

43 AVR hardware 
system failure 

1.11E-05 4.17E-05 2.98E-06 3.7 (OREDA, 
2015) 

NA NA 

44 AVR excitation 
bridge failure 

2.63E-07 6.10E-07 1.14E-07 2.3 (OREDA, 
2015) 

1 No data 

45 AVR 
communication 
failure 

2.50E-08 1.75E-07 3.57E-09 7.0 (Chai et al., 
2016) 

NA NA 

46 Engine safety 
system hardware 
failure 

1.00E-05 7.00E-05 1.43E-06 7.0 (SINTEF, 
2006) 

NA NA 

47 Engine safety 
system fault 
tripping of 
engine 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

48 Engine safety 
system not 
tripping the DG 
set when required 

5.00E-04 7.50E-03 3.33E-05 15.0 (SINTEF, 
2006) 

NA NA 
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49 Engine safety 
system tripping 
the DG set with 
delay when 
required 

5.00E-04 7.50E-03 3.33E-05 15.0 (SINTEF, 
2006) 

NA NA 

50 Engine safety 
system 
lubricating oil 
pressure sensors 
failure 

1.25E-06 3.14E-06 5.02E-07 2.5 (OREDA, 
2015) 

NA NA 

51 Engine safety 
system thrust 
bearings 
temperature 
sensors failure 

3.77E-06 9.43E-06 1.51E-06 2.5 (OREDA, 
2015) 

NA NA 

52 Engine safety 
system cooling 
water 
temperature 
sensors failure 

3.77E-06 9.43E-06 1.51E-06 2.5 (OREDA, 
2015) 

NA NA 

53 Engine safety 
system exhaust 
gas temperature 
sensors failure 

3.77E-06 9.43E-06 1.51E-06 2.5 (OREDA, 
2015) 

NA NA 

54 Engine safety 
system main 
bearings 
temperature 
sensors failure 

3.77E-06 9.43E-06 1.51E-06 2.5 (OREDA, 
2015) 

NA NA 

55 Engine safety 
system oil mist 
detector sensor 
failure 

5.80E-07 4.06E-06 8.29E-08 7.0 (Berghmans et 
al., 2008)  

NA NA 

56 Engine safety 
system speed 
sensor failure 

1.88E-06 4.70E-06 7.53E-07 2.5 (OREDA, 
2015) 

NA NA 

57 Engine safety 
system actuator 
failure 

1.30E-06 9.10E-06 1.86E-07 7.0 (SINTEF, 
2006) 

1.1 (Reliability 
Analytics 
Toolkit, 
2018) 

58 Engine safety 
system 
communication 
failure 

2.50E-08 1.75E-07 3.57E-09 7.0 (Chai et al., 
2016) 

NA NA 

59 Generator safety 
system hardware 
failure 

1.00E-05 7.00E-05 1.43E-06 7.0 (SINTEF, 
2006) 

NA NA 

60 Generator safety 
system not 
tripping the DG 
set when required 

5.00E-04 7.50E-03 3.33E-05 15.0 (SINTEF, 
2006) 

NA NA 

61 Generator safety 
system generator 
faulty tripping 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

62 Generator safety 
system current 
sensor failure 

5.32E-07 3.72E-06 7.60E-08 7.0 (ABB, 2005) NA NA 
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63 Generator safety 
system frequency 
sensor failure 

8.82E-07 4.16E-06 1.87E-07 4.7 (OREDA, 
2015) 

NA NA 

64 Cylinders failure 1.68E-10 3.07E-10 9.14E-11 1.8 (OREDA, 
2015) 

NA NA 

65 DG set fuel pump 
failure 

3.35E-10 6.14E-10 1.83E-10 1.8 (OREDA, 
2015) 

NA NA 

66 Engine shaft 
failure leading to 
engine stop 

1.68E-10 3.07E-10 9.14E-11 1.8 (OREDA, 
2015) 

NA NA 

67 Engine piston 
failure 

2.61E-06 1.83E-05 3.73E-07 7.0 (Van Ta et al., 
2017) 

1.552 (Mihanović 
et al., 2016) 

68 Governor speed 
sensors failure 

2.37E-05 4.34E-05 1.29E-05 1.8 (OREDA, 
2015) 

NA NA 

69 AVR voltage 
sensor failure 

5.08E-07 1.90E-06 1.36E-07 3.7 (OREDA, 
2015) 

NA NA 

70 Engine safety 
system faulty 
tripping the 
engine due to 
alleged high oil 
mist 
concentration 

7.39E-06 1.11E-04 4.93E-07 15.0 AIR 1 No data 

71 Failure of current 
sensors on DG 
set 

5.32E-07 1.87E-06 1.51E-07 3.5 (ABB, 2005) NA NA 

72 Failure of voltage 
sensors on DG 
set 

6.73E-07 2.36E-06 1.91E-07 3.5 (OREDA, 
2015) 

NA NA 

73 Lubricating oil 
pipelines failure 

7.47E-08 1.37E-07 4.07E-08 1.8 (OREDA, 
2015) 

1.24 (Ossai et 
al., 2015) 

74 Lubricating oil 
filter failure 

3.35E-10 6.14E-10 1.83E-10 1.8 (OREDA, 
2015) 

1.1 (Reliability 
Analytics 
Toolkit, 
2018) 

75 Lubricating oil 
pump failure 

1.01E-11 1.85E-11 5.52E-12 1.8 (OREDA, 
2015) 

1.2 (Reliability 
Analytics 
Toolkit, 
2018) 

76 Starting air 
system failure 

6.28E-06 1.15E-05 3.43E-06 1.8 (OREDA, 
2015) 

1 No data 

77 Fuel supply 
system during 
start failure 

6.27E-07 1.15E-06 3.42E-07 1.8 (OREDA, 
2015) 

1 No data 

78 Water cooler 
failure 

2.51E-06 4.60E-06 1.37E-06 1.8 (OREDA, 
2015) 

1.88 (Dolas and 
Deshmukh, 
2015) 

79 Fuel pipes 
failure/leakages 

1.34E-05 2.46E-05 7.31E-06 1.8 (OREDA, 
2015) 

1.24 (Ossai et 
al., 2015) 

80 Engine fuel filter 
failure 

3.35E-10 6.14E-10 1.83E-10 1.8 (OREDA, 
2015) 

1.1 (Reliability 
Analytics 
Toolkit, 
2018) 
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81 High temperature 
water cooling 
pump failure 

3.02E-05 5.54E-05 1.65E-05 1.8 (OREDA, 
2015) 

1.2 (Reliability 
Analytics 
Toolkit, 
2018) 

82 Low temperature 
water cooling 
pump failure 

3.02E-05 5.54E-05 1.65E-05 1.8 (OREDA, 
2015) 

1.2 (Reliability 
Analytics 
Toolkit, 
2018) 

83 Generator low 
temperature 
water pump 
failure 

1.02E-06 3.80E-06 2.72E-07 3.7 (OREDA, 
2015) 

1.2 (Reliability 
Analytics 
Toolkit, 
2018) 

84 Oil cooler failure 1.34E-05 2.46E-05 7.31E-06 1.8 (OREDA, 
2015) 

1.88 (Dolas and 
Deshmukh, 
2015) 

85 Fuel supply 
pump failure 

7.56E-06 5.29E-05 1.08E-06 7.0 (Anantharaman 
et al., 2015) 

1.2 (Reliability 
Analytics 
Toolkit, 
2018) 

86 Fuel filter in 
supply system 
failure 

6.96E-06 4.87E-05 9.94E-07 7.0 (Anantharaman 
et al., 2015) 

1.1 (Reliability 
Analytics 
Toolkit, 
2018) 

87 Fuel heater 
failure 

4.27E-06 2.99E-05 6.10E-07 7.0 (Anantharaman 
et al., 2015) 

1.552 (Mihanović 
et al., 2016) 

88 Fuel booster 
pump failure 

8.28E-06 5.80E-05 1.18E-06 7.0 (Anantharaman 
et al., 2015) 

1.2 (Reliability 
Analytics 
Toolkit, 
2018) 

89 Sea chest 
clogged 

7.00E-04 4.90E-03 1.00E-04 7.0 (Allal et al., 
2017) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

90 Fuel quick 
closing valve 
faulty operation 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

91 Electrical 
transient is not 
acceptable by the 
system 

3.35E-08 2.35E-07 4.79E-09 7.0 AIR NA NA 

92 Fire in engine 
room 

6.60E-07 4.62E-06 9.43E-08 7.0 (IMO, 2008, 
Nilsen et al., 
2005) 

NA NA 

93 Failure in 
communication 
lines 

2.50E-08 1.75E-07 3.57E-09 7.0 (Chai et al., 
2016) 

NA NA 

94 Intelligent 
diagnosis does 
not identify and 
correct load 
sharing 

1.00E-02 7.00E-02 1.43E-03 7.0 * NA NA 

95 Failure of 
Intelligent 
Diagnosis 
hardware 

3.02E-05 2.11E-04 4.31E-06 7.0 (OREDA, 
2015) 

NA NA 
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96 Short circuit in 
air conditioning 
motors 

3.28E-07 7.32E-07 1.47E-07 2.2 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

97 Arc in 
switchboards 

1.14E-08 7.99E-08 1.63E-09 7.0 (Siemens, 
2013) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

98 Short circuits in 
transformers 

4.81E-07 3.37E-06 6.87E-08 7.0 (Chai et al., 
2016, 
Aquilino, 
1983) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

99 DG set, Bus-Tie, 
Air conditioning 
motors, Bow 
Thrusters circuit 
breaker not 
operating 

2.50E-06 1.75E-05 3.57E-07 7.0 (Schüller et al., 
1997) 

NA NA 

100 DG set, Bus-Tie, 
Air conditioning 
motors, Bow 
Thrusters, circuit 
breaker spurious 
operation 

1.20E-06 8.40E-06 1.71E-07 7.0 (Schüller et al., 
1997) 

NA NA 

101 Transformer 
failure 

1.75E-06 1.22E-05 2.50E-07 7.0 (Chai et al., 
2016) 

1.93 (Jin et al., 
1999) 

102 Arc protection 
hardware failure 

1.50E-05 1.05E-04 2.14E-06 7.0 (OREDA, 
2015) 

NA NA 

103 Arc protection 
software not 
operating 

5.00E-04 7.50E-03 3.33E-05 15.0 (SINTEF, 
2006) 

NA NA 

104 Arc protection 
sensors failure 

5.80E-07 4.06E-06 8.29E-08 7.0 (Berghmans et 
al., 2008) 

NA NA 

105 Fault tripping of 
arc protection 

1.50E-05 1.05E-04 2.14E-06 7.0 (OREDA, 
2015) 

NA NA 

106 PMS hardware 
faulty 

1.50E-05 1.05E-04 2.14E-06 7.0 (SINTEF, 
2006) 

NA NA 

107 Failure to reduce 
the propulsion 
motors load by 
the PMS 

5.00E-05 7.50E-04 3.33E-06 15.0 (SINTEF, 
2006) 

NA NA 

108 Failure to reduce 
the propulsion 
motors load in 
time by PMS 

5.00E-05 7.50E-04 3.33E-06 15.0 (SINTEF, 
2006) 

NA NA 

109 Failure to trip 
heavy consumers 

5.00E-05 7.50E-04 3.33E-06 15.0 (SINTEF, 
2006) 

NA NA 

110 Fault tripping of 
propulsion 
motors 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

111 PMS Failure to 
start a DG when 
required 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

112 PMS starting an 
already running 
DG set 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 
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113 PMS starting a 
faulty DG set 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

114 PMS stopping 
DG set without 
other set 
allocation 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

115 PMS connecting 
bus-tie breaker to 
a section with 
electrical fault 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

116 PMS starting a 
DG set with 
delay 

5.00E-05 7.50E-04 3.33E-06 15.0 (SINTEF, 
2006) 

NA NA 

117 PMS allowing 
load increase, 
when inadequate 
DG set number is 
connected 

1.00E-06 1.50E-05 6.67E-08 15.0 (SINTEF, 
2006) 

NA NA 

118 Short circuit in 
propulsion 
motors or bow 
thrusters 

3.28E-07 7.32E-07 1.47E-07 2.2 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

119 Overcurrent in 
propulsion 
motors 

2.79E-06 1.04E-05 7.45E-07 3.7 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

120 Differential 
current fault in 
propulsion 
motors 

2.79E-06 1.04E-05 7.45E-07 3.7 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

121 Application 
controller not 
reducing 
propulsion 
motors load 
during DG sets 
overload 
conditions 

5.00E-05 7.50E-04 3.33E-06 15.0 (SINTEF, 
2006) 

NA NA 

122 Application 
controller 
generates 
unacceptable 
electrical 
transients during 
start of 
propulsion 
motors 

5.00E-05 7.50E-04 3.33E-06 15.0 (SINTEF, 
2006) 

NA NA 

123 Application 
controller not 
timely reducing 
propulsion 
motors load 
during DG sets 
overload 
conditions 

5.00E-05 7.50E-04 3.33E-06 15.0 (SINTEF, 
2006) 

NA NA 

124 Faulty tripping of 
propulsion 
motors by 
application 
controller 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 
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125 Application 
controller not 
controlling 
power increase 

1.00E-05 1.50E-04 6.67E-07 15.0 (SINTEF, 
2006) 

NA NA 

126 Drive controller 
not reducing 
propulsion 
motors load 
during DG sets 
overload 
conditions 

1.00E-06 1.50E-05 6.67E-08 15.0 (Aldemir et al., 
2007) 

NA NA 

127 Drive controller 
not timely 
reducing 
propulsion 
motors load 
during DG sets 
overload 
conditions 

1.00E-06 1.50E-05 6.67E-08 15.0 (Aldemir et al., 
2007) 

NA NA 

128 Drive controller 
not controlling 
power increase 

1.00E-05 1.50E-04 6.67E-07 15.0 (Aldemir et al., 
2007) 

NA NA 

129 Temperature 
sensors on 
cycloconverter 
failure 

3.63E-06 1.39E-05 9.46E-07 3.8 (OREDA, 
2015) 

NA NA 

130 Temperature 
sensors on 
winding of 
motors failure 

2.63E-07 6.10E-07 1.14E-07 2.3 (OREDA, 
2015) 

NA NA 

131 Temperature 
sensors on 
cooling water 
system of 
propulsion 
motors failure 

2.63E-07 6.10E-07 1.14E-07 2.3 (OREDA, 
2015) 

NA NA 

132 Temperature 
sensors on 
bearings of 
propulsion 
motors failure 

2.63E-07 6.10E-07 1.14E-07 2.3 (OREDA, 
2015) 

NA NA 

133 Speed sensors on 
propulsion 
motors erroneous 
measurement 

2.63E-07 6.10E-07 1.14E-07 2.3 (OREDA, 
2015) 

NA NA 

134 Radial bearings 
on motors failure 

3.28E-07 7.32E-07 1.47E-07 2.2 (OREDA, 
2015) 

1.3 (Reliability 
Analytics 
Toolkit, 
2018) 

135 Propulsion 
motors air supply 
system failure 

2.63E-06 5.86E-06 1.18E-06 2.2 (OREDA, 
2015) 

1.2 Assumption 

136 Propulsion 
motors water 
cooling system 
failure 

2.30E-06 5.13E-06 1.03E-06 2.2 (OREDA, 
2015) 

1.2 Assumption 

137 Electrical motor 
failure 

4.38E-05 9.76E-05 1.96E-05 2.2 (OREDA, 
2015) 

1.2 (Reliability 
Analytics 
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Toolkit, 
2018) 

138 Electrical motor 
shaft failure 

1.00E-06 7.00E-06 1.43E-07 7.0 * 2 (Reliability 
Analytics 
Toolkit, 
2018) 

139 Azipods sealing 
failure 

2.92E-05 2.04E-04 4.17E-06 7.0 (Chybowski et 
al., 2014) 

1.4 (Reliability 
Analytics 
Toolkit, 
2018) 

140 Load (current and 
voltage) sensors 
on azipods 
propulsion 
motors 

2.63E-07 6.10E-07 1.14E-07 2.3 (OREDA, 
2015) 

NA NA 

141 Rectifier failure 4.34E-06 3.04E-05 6.20E-07 7.0 (OREDA, 
2015) 

1 No data 

142 Converter failure 1.43E-04 1.00E-03 2.05E-05 7.0 (OREDA, 
2015) 

1 No data 

143 Pressure built up 
unit in LNG feed 
system 4.51E-06 

NA NA NA (OREDA, 
2015) 

1.88 (Dolas and 
Deshmukh, 
2015) 

144 
Evaporator skid 
failure 4.51E-06 

NA NA NA (OREDA, 
2015) 

1.88 (Dolas and 
Deshmukh, 
2015) 

145 

Master valve 
failure 3.91E-05 

NA NA NA (OREDA, 
2015) 

1 (Reliability 
Analytics 
Toolkit, 
2018) 

146 

LNG filter failure 4.16E-07 

NA NA NA (Martins and 
Schleder, 
2012) 

1 (Reliability 
Analytics 
Toolkit, 
2018) 

147 Low temperature 
heat exchanger 
failure 4.03E-05 

NA NA NA (OREDA, 
2015) 

1.88 (Dolas and 
Deshmukh, 
2015) 

148 

Master valve 2 
failure 3.91E-05 

NA NA NA (OREDA, 
2015) 

1 (Reliability 
Analytics 
Toolkit, 
2018) 

149 Automatic shut 
off valve faulty 
tripping 1.00E-05 

NA NA NA (SINTEF, 
2006) 

NA NA 

150 

Pipelines failure 6.70E-09 

NA NA NA (Martins and 
Schleder, 
2012) 

1.24 (Ossai et 
al., 2015) 

151 LNG to fuel 
reconfiguration 
command not 
provided 5.00E-05 

NA NA NA (SINTEF, 
2006) 

NA NA 

152 LNG Fuel open 
valve faulty 1.30E-06 

NA NA NA (SINTEF, 
2006) 

NA NA 

153 Methanol quick 
fuel valve faulty 
tripping 1.00E-05 

NA NA NA (SINTEF, 
2006) 

NA NA 
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154 

Methanol supply 
pump 3.99E-04 

NA NA NA (OREDA, 
2009) 

1.2 (Reliability 
Analytics 
Toolkit, 
2018) 

155 

Methanol 
circulating pump 3.99E-04 

NA NA NA (OREDA, 
2009) 

1.2 (Reliability 
Analytics 
Toolkit, 
2018) 

156 

Methanol heater 7.54E-05 

NA NA NA (OREDA, 
2009) 

1.88 (Dolas and 
Deshmukh, 
2015) 

157 

Methanol Valve 
train 3.91E-05 

NA NA NA (OREDA, 
2009) 

1 (Reliability 
Analytics 
Toolkit, 
2018) 

158 Methanol to fuel 
reconfiguration 
command not 
provided 5.00E-05 

NA NA NA (SINTEF, 
2006) 

NA NA 

159 BMS not 
disconnecting 
faulty batteries 
when 5.00E-05 7.50E-04 3.33E-06 6.5 

(SINTEF, 
2006) 

NA NA 

160 BMS current 
sensor failure 5.32E-07 1.87E-06 3.21E-09 0.8 

(ABB, 2005) NA NA 

161 BMS voltage 
sensor failure 6.73E-07 2.36E-06 4.06E-09 0.8 

(OREDA, 
2015) 

NA NA 

162 BMS 
temperature 
sensor failure 2.63E-07 6.10E-07 5.18E-08 0.3 

(OREDA, 
2015) 

NA NA 

163 BMS 
communication 
failure 2.50E-08 1.75E-07 3.57E-09 2.6 

(Chai et al., 
2016) 

NA NA 

164 BMS circuit 
breaker failure 2.50E-06 1.75E-05 3.57E-07 2.6 

(Schüller et al., 
1997) 

NA NA 

165 BMS 
disconnecting 
faulty batteries 
with delay 5.00E-05 7.50E-04 3.33E-06 6.5 

(SINTEF, 
2006) 

NA NA 

166 BMS not 
disconnecting 
faulty batteries 
due to conflicting 
control actions 5.00E-05 7.50E-04 3.33E-06 6.5 

(SINTEF, 
2006) 

NA NA 

167 BMS 
disconnecting 
fault batteries 
with delay due to 
conflicting 
control actions 5.00E-05 7.50E-04 3.33E-06 6.5 

(SINTEF, 
2006) 

NA NA 

168 BMS cell failure 
rate 2.00E-07 3.00E-06 1.33E-08 6.5 

(Electropaedia, 
2019) 

NA NA 

169 BMS faulty 
batteries tripping 1.00E-05 1.50E-04 6.67E-07 6.5 

(SINTEF, 
2006) 

NA NA 
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170 BMS charging 
batteries when 
faulty 1.00E-05 1.50E-04 6.67E-07 6.5 

(SINTEF, 
2006) 

NA NA 

171 BMS discharging 
batteries when 
faulty 1.00E-05 1.50E-04 6.67E-07 6.5 

(SINTEF, 
2006) 

NA NA 

172 BMS hardware 
failure 1.50E-05 1.05E-04 2.14E-06 2.6 

(SINTEF, 
2006) 

NA NA 

173 BMS not 
charging 
batteries during 
normal 
conditions 5.00E-05 7.50E-04 3.33E-06 6.5 

(SINTEF, 
2006) 

NA NA 

174 BMS not 
discharging 
batteries when in 
normal condition 5.00E-05 7.50E-04 3.33E-06 6.5 

(SINTEF, 
2006) 

NA NA 

175 Batteries 
frequency 
converter faulty 6.85E-07 4.79E-06 9.78E-08 2.6 

(Santoso et al., 
2015) 

NA NA 

176 Batteries faulty 
transformer 1.75E-06 1.22E-05 2.50E-07 2.6 

(Chai et al., 
2016) 

NA NA 

177 BMS 
overcharging 
batteries when in 
norm 1.00E-05 1.50E-04 6.67E-07 6.5 

(SINTEF, 
2006) 

NA NA 

178 BMS over 
discharging 
batteries when in 
norm 1.00E-05 1.50E-04 6.67E-07 6.5 

(SINTEF, 
2006) 

NA NA 

179 BMS charging 
batteries when 
power generation 
capacity is not 
available 1.00E-05 1.50E-04 6.67E-07 6.5 

(SINTEF, 
2006) 

NA NA 

180 BMS charging 
batteries when 
power generation 
capacity is not 
available due to 
conflict with 
PMS 1.00E-05 1.50E-04 6.67E-07 6.5 

(SINTEF, 
2006) 

NA NA 

*Assumption 

AIR=Accident Investigation Reports 
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APPENDIX D GENERIC OPERATING DATA 

The detailed operational information for the investigated cruise ship systems is provided in Table D. 1. 

Table D. 1 Operational information for the investigated cruise ship systems. 

Sy
st

e
m

 N
o

 

C
as

e
 s

tu
d

y OM /  

OP 

Operating DG sets total number 

(specific system configuration) 

% time 

per 

annum 

Electric Power 

Consumers 

Engaged 
1 2 3 4 5 6 7 8 

Operational time % PM BT 

1,

2 

i-vii, xi, 

xv, xix 

G/ (a) 21 19 35 22 2 1 NA NA 100 3 1 

1 viii, xii, 

xvi 

H / (a) 74 22 4 0 0 0 NA NA 28 0 0 

1 ix, xiii, 

xvii, 

S / (a) 0 17 48 31 3 1 NA NA 69 3 0 

1 x, xiv, 

xviii 

M / (a) 17 41 39 3 0 0 NA NA 3 2 1 

3 xx G / (a) 4 21 17 12 17 17 10 2 100 3 1 

4 xxi G / (a) 5 25 16 17 12 16 7 2 100 3 1 

5 xxii G / (a) 7 25 17 23 25 3 NA NA 100 3 1 

6 xxiii G / (a) 5 25 16 17 12 16 7 2 100 3 1 

7 xxiv G / (b) 0 0 0 1 36 35 25 3 100 3 1 

8 xxv G / (b) 0 22 8 7 13 29 20 1 100 3 1 

9 xxvi G / (b) 25 16 25 27 4 3 0 0 100 3 1 

10 xxvii G / (b) 0 26 7 9 24 19 14 1 100 3 1 

11 xxviii G/ (a) 31 23 43 3 0 0 NA NA 100 3 1 

12 xxix G / (a) 0 26 7 42 25 0 NA NA 100 3 1 

13 xxx G / (a) 0 6 20 5 16 40 13 0 100 3 1 

OM= Operating Mode /OP=Operating Profile /G= General /S= Sailing /M= Manoeuvring /H= Harbour 
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APPENDIX E OPERATIONAL DATA INPUT 

The load frequency distribution for different operating modes and investigated systems in provided in 

Figures E1 to Figure E15. 

 

Figure E. 1 DG load frequency distribution for general operating mode for investigated system No1 and No2. 
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Figure E. 3 DG load frequency distribution for harbour operating mode for investigated system No1. 

Figure E. 2 DG load frequency distribution for manoeuvering operating mode for investigated system No1. 
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Figure E. 4 DG load frequency distribution for sailing operating mode for investigated system No1. 
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Figure E. 5 DG load frequency distribution for sailing operating mode for investigated system N3. 
Figure E. 6 DG load frequency distribution for general operating mode for investigated system No4. 
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Figure E. 7 DG load frequency distribution for general operating mode for investigated system No5. 
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Figure E. 8 DG load frequency distribution for general operating mode for investigated system No6. 
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Figure E. 9 DG load frequency distribution for general operating mode for investigated system No7. 
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Figure E. 10 DG load frequency distribution for general operating mode for investigated system No8. 
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Figure E. 11 DG load frequency distribution for general operating mode for investigated system No9. 
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Figure E. 12 DG load frequency distribution for general operating mode for investigated system No10. 
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Figure E. 13 DG load frequency distribution for general operating mode for investigated system No11. 



 

228 
 

 

 

 

Figure E. 14 DG load frequency distribution for general operating mode for investigated system No12. 
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Figure E. 15 DG load frequency distribution for general operating mode for investigated system No13. 
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APPENDIX F MAINTENANCE ACTIVITIES 

The maintenance intervals and duration used as input are provided in Table F. 1-2. 

Table F. 1 Inspection/maintenance intervals. 

a/a Description of maintenance activities MI* Units Source 

1 Annual inspection and testing of circuit 
breakers 

8760 hours Assumption  

2 5-year testing of arc protection system 43800 hours Actual data 

3 Test of safety system  1000 hours (Yanmar, 2013, Wartsila, 1999) 

4 Over speed test 2000 hours (Yanmar, 2013, Wartsila, 1999) 

5 Test of thrust/main bearings 18000 hours (Yanmar, 2013, Wartsila, 1999) 

6 Test of internal cooling system of main 
engine 

50 hours (Yanmar, 2013, Wartsila, 1999) 

7 Test of air filters 1000 hours (Yanmar, 2013, Wartsila, 1999) 

8 Test of oil pump 500 hours (Yanmar, 2013, Wartsila, 1999) 

9 Test/inspection of exhaust valves 6000 hours (Yanmar, 2013, Wartsila, 1999) 

10 Inspection for excessive fuel/oil leakages 50 hours (Yanmar, 2013, Wartsila, 1999) 

11 Inspection for turbo charger 12000 hours (Yanmar, 2013, Wartsila, 1999) 

12 Inspection for injection valves 3000 hours (Yanmar, 2013, Wartsila, 1999) 

13 Inspection interval for disconnected engine 168 hours (Yanmar, 2013, Wartsila, 1999) 

14 Test of control functions of engine systems 1000 hours (Yanmar, 2013, Wartsila, 1999) 

15 Operating time of an engine 20 hours Actual data 

16 Maintenance interval for propulsion units 4380 hours Assumption 

17 Inspection interval for water coolers 1000 hours (Yanmar, 2013, Wartsila, 1999) 

18 Maintenance of engine every 2000 hours 2000 hours (Yanmar, 2013, Wartsila, 1999) 

19 Maintenance of engine every 3000 hours 3000 hours (Yanmar, 2013, Wartsila, 1999) 

20 Maintenance of engine every 4000 hours 4000 hours (Yanmar, 2013, Wartsila, 1999) 

21 Maintenance of engine every 6000 hours 6000 hours (Yanmar, 2013, Wartsila, 1999) 

22 Maintenance of engine every 12000 hours 12000 hours (Yanmar, 2013, Wartsila, 1999) 

23 Inspection interval for fuel filters 50 hours (Yanmar, 2013, Wartsila, 1999) 

24 Inspection interval for emergency fuel pump 720 hours Assumption of monthly inspection 
period 

25 Inspection interval for sea chests 4320 hours According to Planned Maintenance 
System of other companies 

26 Inspection interval for governor 250 hours (Yanmar, 2013, Wartsila, 1999) 

27 Inspection interval for AVR 250 hours (Yanmar, 2013, Wartsila, 1999) 

28 Inspection interval for heavy fuel supply 
pump 

500 hours (Mennis and Platis, 2013) 

29 Inspection interval for heavy fuel filter 500 hours (Mennis and Platis, 2013) 

30 Inspection interval for heavy fuel oil heater 500 hours (Mennis and Platis, 2013) 

31 Inspection interval for heavy fuel booster 
pump 

500 hours (Mennis and Platis, 2013) 

32 Inspection interval for methanol supply 
pump 

500 hours Assumption that it is the same for 
heavy fuel 

33 Inspection interval for methanol circulating 
pump 

500 hours Assumption that it is the same for 
heavy fuel 

*MI=Maintenance and testing intervals 
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Table F. 2 Maintenance activities duration. 

a/a Description of maintenance activities MD* Units Source 

1 Maintenance of engine every 2000 hours 3 hours Actual data  
(based on actual maintenance data) 

2 Maintenance of engine every 3000 hours 3 hours Actual data  
(based on actual maintenance data) 

3 Maintenance of engine every 4000 hours 3 hours Actual data  
(based on actual maintenance data) 

4 Maintenance of engine every 6000 hours 7 hours Actual data  
(based on actual maintenance data) 

5 Maintenance of engine every 12000 hours 15 hours Actual data  
(based on actual maintenance data) 

6 Maintenance of hardware 20 hours Assumption 

7 Maintenance of communication lines 20 hours Assumption 

8 Maintenance of current sensors 1 hours Assumption 

9 Maintenance of voltage sensors 1 hours Assumption 

10 Maintenance of frequency sensors 1 hours Assumption 

11 Maintenance of propulsion unit load sensors 1 hours Assumption 

12 Maintenance of propulsion unit speed sensors 1 hours Assumption 

13 Maintenance of engine safety sensors 1 hours Assumption 

14 Maintenance of circuit breakers 10 hours (Reddy et al., 2016) 

15 Maintenance of failures in ME 15 hours (OREDA, 2015) 

16 Maintenance of critical failures in ME 234 hours (OREDA, 2015) 

17 Maintenance of fuel system 3 hours (Mennis and Platis, 2013) 

18 Maintenance of sea chest 2 hours (Allal et al., 2017) 

MD*=Maintenance duration 
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APPENDIX G STPA RESULTS 

The list of identified UCAs for the different investigated systems is provided in Table G.1. The different 

sub hazards numbers (provided in brackets) are elaborated in the section 7.2.1 of the present thesis. 
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Table G.1 List of Unsafe Control Actions identified for different systems 

a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

1 

Connect  

(PMS to Bus-Tie 

Controller) 

 

Order to connect to a section 

when there is an uncontrolled 

electrical fault will cause the 

transfer of disturbances and 

instability to the rest of the 

network. 

  

 [H-5] – UCA 1.1   

2 

Disconnect  

(PMS to Bus-Tie 

Controller) 

If the faulty section of the 

power network is not 

disconnected, the problems will 

be transferred to the rest of the 

power network.  

Disconnection of the section, 

when the power generation is in 

one and the power demand is in 

the other will cause overload in 

the section with high power 

demand. This will result in 

temporal unavailability of DG 

sets as well. 

  

[H-2][H-5] – UCA 1.2  [H-1][H-3] – UCA 1.3    
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

3 

Tripping of heavy 

consumers 

 (PMS to protection 

relays) 

Not tripping of heavy 

consumers, when an overload 

occurs will result in blackout 

due to overload. 

 

Tripping of heavy consumers 

with delay, when an overload 

occurs, may result in tripping of 

DG sets due to overload. 

 

[H-3] – UCA 1.4  [H-3] – UCA 1.5  

4 

Start DG  

(PMS to DG 

controllers) 

If the order to start a DG set is 

not given when there is a 

request for higher power 

production and the power 

demand is on increase will 

result in overload. 

Giving an order to start a faulty 

DG set will cause disturbances to 

the network or failure to connect 

a DG set to the network. 

A delayed order to start a DG set 

when there is a faulty DG set 

connected to the power network 

will cause a delay in change over 

and potential sudden loss of a DG 

set.  

 

[H-3] – UCA 1.6 [H-2][H-3] – UCA 1.7 [H-3] – UCA 1.8  

Not starting a DG set, when a 

fault is observed in a DG set, 

will result in a loss of a DG set 

and potential overload. 

Trying to turn on an already 

running DG set, when a 

connected DG set is faulty, may 

result in overload due to 

disconnection of DG set by safety 

functions. 

A delayed order to start a DG set, 

when there is a request for higher 

power production and the power 

demand is on increase will result 

in overload. 

 

[H-3] – UCA 1.9 [H-3] – UCA 1.10 [H-3] – UCA 1.11  
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

5 

Stop DG  

(PMS to DG 

controllers) 

 

Stopping a DG set when there is 

high power demand may result in 

overload. 

  

 [H-3] – UCA 1.12   

6 

Increase the load of DG 

set 

(PMS to DG controller) 

Not increasing a load of a DG 

set, when it is lower than the 

other DG set load, will result in 

uneven load sharing and 

potential loss of a DG set or 

total blackout. 

Increasing the load of a DG set, 

when the load is already high 

may result in loss of a DG set and 

overload. This will also cause 

unequal load sharing, which if 

remains uncontrolled will result 

in blackout. 

  

[H-2][H-3] – UCA 1.13 [H-2][H-3] – UCA 1.14   

7 

Decrease the load of  

DG set 

(PMS to DG controller) 

Not decreasing the load of a 

DG set when in equal will 

result in unequal load sharing 

and potential tripping of DG 

sets. 

Decreasing the load of a DG set, 

when there is already high load, 

may result in overload of other 

DG sets. It may also result in in 

equal load sharing and false 

tripping. 

  

[H-2][H-3] – UCA 1.15 [H-2][H-3] – UCA 1.16   

8 

Reduce the load 

(PMS to propulsion 

motors) 

Not reducing the load of 

propulsion motors, when an 

Reducing too quickly the power 

demand when stopping the 

propulsion motors or at 

If the order to reduce the 

necessary power comes too late, 

when an overload occurs, it may 
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

overload occurs, will cause 

blackout due to overload. 

emergency condition will cause 

transient in the network. 

result in blackout due to 

overload. 

[H-3] – UCA 1.17 [H-4] – UCA 1.18 [H-3] – UCA 1.19  

9 

Start 

(DG controller to 

engine and auxiliaries) 

If the order to start the DG set 

is not provided, when the DEP 

system is going to state of 

higher power demand, then an 

DG overload may occur. 

 

If the DG controller doesn’t 

follow the appropriate starting 

sequence, when the system is 

going to state of higher power 

demand, it will result in failure to 

start a DG set and potential DG 

sets overload. 

If the system continues giving 

starting order, when there is a 

failure in the system it will 

deplete the available quantity of 

pressurised air and may delay the 

starting of other DG sets in this 

way leading to potential DG sets 

overload conditions. 

 [H-3] – UCA 1.20  [H-3] – UCA 1.21 [H-1][H-3] – UCA 1.22 

10 

Synchronisation to 

network 

(DG controller to DG 

circuit breaker) 

If an order to synchronize a DG 

set is not provided, when the 

system is going to state of 

higher power demand, then a 

DG sets overload may occur. 

 

The connection to the network 

should be done at proper time. If 

the synchronization is not 

properly done, then power 

network instability can be created 

and resulting in delay in 

connection of DG set to the 

network. 

If synchronisation lasts for too 

long, it will delay the addition of 

the DG set to the network with 

possibility to cause overload 

when the system is going to the 

state of higher load. 

[H-3] – UCA 1.23  [H-3][H-4] – UCA 1.24  [H-3] – UCA 1.25 
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

  

Synchronization of the DG set, 

when the engine has not reached 

its full power yet, may result in 

reverse power generation and 

tripping of the DG set. As a result 

the connection to the network 

will be failed, a transient will be 

caused and a DG sets overload 

may occur. 

 

  [H-3][H-4] – UCA 1.26   

11 

Increase RPM reference 

(DG to governor) 

Not increasing the RPM 

reference during a DG set 

starting procedure will lead to 

failure to connect a DG set. 

Increasing the RPM reference 

during a DG set starting 

procedure too quickly will lead to 

failure to connect a DG set. 

 

Not increasing the RPM 

reference during a DG set starting 

procedure will lead to failure to 

connect a DG set. 

 [H-3] – UCA 1.27 [H-3] – UCA 1.28  [H-3] – UCA 1.29 

12 

Decrease RPM 

reference 

(DG to governor) 

 

Decreasing the load too abruptly 

during stopping procedures may 

lead to inappropriate transient 

and load sharing abnormalities. 

  

  [H-4] – UCA 1.30   
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

13 
Increase fuel flow 

(Governor to actuator) 

Not increasing fuel flow, when 

there is a demand for 

significantly higher load 

(transient coming from 

consumers) will result in 

tripping of the DG engine due 

to overload. When the power 

demand is high it may result in 

overload. 

Increasing fuel flow, when there 

is no increase in power demand 

will result in unequal load 

sharing. 

Increasing fuel flow too slow 

under conditions of increased 

power demand will result in 

temporal unequal load sharing. 

 

[H-3] – UCA 1.31 [H-2] – UCA 1.32 [H-2] – UCA 1.33  

Not increasing fuel flow, when 

there is a small increase in 

power demand will result in 

unequal DG sets loading. 

   

[H-2] – UCA 1.34    

14 
Decrease fuel flow 

(Governor to actuator) 

Not decreasing fuel flow, 

during transient (observed 

during loss of large consumer 

such as an Azipod propulsion 

motor) may result in tripping of 

the DG engine due to 

overvoltage/overspeed. When 

Decreasing the fuel flow under 

normal conditions will result in 

unequal loading sharing between 

DG sets. 

Decreasing the fuel flow too slow 

will result in a temporal unequal 

load sharing. 
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

the power demand is high it 

may result in the DG sets 

overload due to tripping. 

[H-3] – UCA 1.35 [H-2] – UCA 1.36 [H-3] – UCA 1.37  

Not decreasing fuel flow, when 

there is a small decrease in 

power demand, will result in 

unequal load sharing among 

DG sets. 

   

[H-2] – UCA 1.38    

15 

Increase excitation 

current 

(AVR to actuator) 

Not increasing excitation 

current, during transient, will 

result in tripping of the DG set, 

which may lead to DG sets 

overload. 

Increasing excitation current 

under normal conditions will 

result in unequal load sharing 

among DG sets. 

Increasing excitation current 

with delay during transient may 

result in tripping of the DG set 

and subsequent overload. 

 

[H-3] – UCA 1.39 [H-2] – UCA 1.40 [H-3] – UCA 1.41  

Not increasing excitation 

current, when there is a small 

increase in power demand will 

result in unequal loading 

among DG sets. 
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

[H-2] – UCA 1.42    

16 

Reduce excitation 

current 

(AVR to actuator) 

Not decreasing excitation 

current during transient (owed 

to a loss of big consumer such 

as Azipod propulsion motors), 

will result in tripping of the DG 

set, which may lead to 

overload. 

Decreasing excitation current 

under normal conditions will 

result in unequal load sharing. 

Decreasing of excitation current 

with delay during transient may 

result in tripping of the DG set 

and subsequent overload. 

 

[H-3] – UCA 1.43 [H-4] – UCA 1.44 [H-3] – UCA 1.45  

Not decreasing excitation 

current, when there is a small 

decrease in power demand will 

result in unequal load sharing 

among DG sets. 

   

[H-2] – UCA 1.46    

17 

Switch off the engine 

(Engine safety to DG 

set) 

Not switching off the DG set, 

when faulty will cause the 

unavailability of DG for longer 

period of time. 

Switching off a DG set, when 

faulty or healthy will reduce 

abruptly the available power in 

network and an overload may 

occur. 

  

[H-1] – UCA 1.47 [H-3] – UCA 1.48   
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

 

Fast disconnection of a DG set, 

when faulty or healthy, will result 

in a quick reduction of power and 

transient. 

  

 [H-4] – UCA 1.49   

18 

Connect a DG set 

(Engine safety to Power 

Management System) 

If order to connect DG set is not 

given, the safety function will 

not switch off the defective 

engine early. As a result, higher 

damage will be incurred and the 

DG safety finally will cause 

tripping of the DG set without 

additional DG set allocated to 

the ship power network. 

 

A delay in connecting a DG set 

will result in delay of 

implementation of other steps 

and consequently slower 

allocation of power generation to 

the network and tripping of the 

DG set. When the system is going 

to the state of higher power 

demand, it might cause the DG 

sets overload. It will also incur 

higher damage to the DG set with 

result a DG set being unavailable 

for longer time. 

 

[H-1][H-3] – UCA 1.50  [H-1][H-3] – UCA 1.51  

19 

Reduce load of a DG set 

(Engine safety to Power 

Management System) 

Not reducing the load of a DG 

when faulty will cause damages 
 

Reducing the load of a DG when 

connected will cause unequal 

load sharing. 
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

(This control action is 

not applicable to the 

DEP) 

to the system and lower DG set 

availability. 

[H-1] – UCA 1.52   [H-2] – UCA 1.53  

20 

Trip the DG set 

(Generator safety to 

Circuit Breaker) 

Not tripping a DG set, when 

faulty may cause greater 

damage to the DG set. 

Disconnecting a DG set, when 

faulty or healthy during high 

power demand may result in DG 

sets overload. 

  

[H-1] – UCA 1.54 [H-3] – UCA 1.55   

21 

Trip the DG set 

(Intelligent diagnosis to 

Circuit Breaker) 

 

Disconnecting a DG set, when 

healthy or faulty might cause 

overload if the power demand is 

high. 

Disconnecting a faulty DG set, 

before the necessary healthy DG 

set is allocated when the power 

demand is high may result in 

overload of DG sets. 

 

  [H-3] – UCA 1.56 [H-3] – UCA 1.57  

22 

Connect DG 

(Intelligent diagnosis to 

PMS) 

If the order to connect a DG set 

is not provided during faulty 

conditions, a DG set might be 

tripped and when the power 

demand is high this will result 

in overload of connected DG 

sets. 

 

Delay to give order to connect a 

DG set may result in tripping of a 

faulty DG set and when the 

power demand is high this might 

result in overload of the 

connected DG sets. 

 

[H-3] – UCA 1.58  [H-3] – UCA 1.59  
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

23 

Trip command 

(Intelligent diagnosis to 

Circuit Breaker 

Controller) 

Not tripping of faulty section of 

the ship power network may 

result in propagation of 

network instability due to 

unbalanced power generation 

to the rest of power network. 

Tripping, when there is low 

power generation in one network 

section and high-power 

generation in another network 

section will cause overload in one 

power section and partial 

blackout. 

  

[H-2] – UCA 1.60 [H-3] – UCA 1.61   

24 

Connect Bus-Tie 

Breaker 

(Circuit Breaker 

Controller to Bus-Tie 

Breaker) 

  

If the control action is provided 

when the proper synchronizing 

conditions have not been 

ensured, it will cause instability 

and transients in the network. 

 

  [H-4] – UCA 1.62  

25 

Disconnect Bus-Tie  

Breaker 

(Circuit Breaker 

Controller to Bus-Tie 

Breaker) 

Failure to disconnect the bus-

tie breaker during electrical 

fault, will facilitate the transfer 

of disturbances from one faulty 

network section to a healthy 

network section. 

   

[H-2] [H-5] – UCA 1.63    
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

26 

Trip command 

(Arc Detection to 

protection relays) 

If tripping is not provided when 

arc is present, then catastrophic 

failure in switchboards will 

occur, which will impair the 

ability to connect DG sets to the 

network. It will cause transients 

and loss of DG sets connected 

to the network with a potential 

DG sets overload. 

Tripping of switchboard under 

normal conditions will cause 

drop in power generation and 

transients. 

  

[H-1][H-3][H-4] – UCA 1.64 [H-3][H-4] – UCA 1.65   

27 

Trip command 

(Arc Detection to 

Circuit Breaker 

Controller) 

Not tripping of bus-tie breaker, 

when there is a fault in the 

switchboard may result in 

blackout due to transfer of 

transients. 

Tripping, when there is low 

power generation in one power 

network section and high power 

generation in another power 

network section will cause 

overload in one power section 

and partial blackout. 

  

[H-4] – UCA 1.66 [H-3] – UCA 1.67   
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

28 

Trip command 

(Protection Relay to 

Circuit Breaker) 

If not provided, it will allow the 

transfer of short circuit to the 

rest of the network and 

consequent cascading tripping 

of the DGs due to DG sets 

overload. 

Tripping, when there is low 

power generation in one power 

network section and high-power 

generation in another power 

network section might cause 

overload in a section and partial 

blackout. 

  

[H-5] – UCA 1.68 [H-3] – UCA 1.69   

29 

Trip command 

(Application controller 

to Circuit Breaker) 

 

If tripping of propulsion unit is 

provided, when either faulty or 

healthy, a sudden drop in 

consumed power will result in 

transients in the ship power 

network. 

  

 [H-4] – UCA 1.70   

30 

Increase output 

(Application Controller 

to Drive Controller) 

 

If the limiting rate for power 

increase in propulsion motors is 

inappropriate, then the power 

increase may be too fast leading 

to tripping of the engines due to 

under frequency/under voltage. 
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

 [H-4] – UCA 1.71   

 

Increasing power demand, when 

inadequate number of DG sets is 

allocated, (failure of limiting 

function) will result in the 

connected DG sets overload. 

  

 [H-3] – UCA 1.72   

31 

Decrease output 

(Application Controller 

to Drive Controller) 

Not decreasing output, when 

there is insufficient power 

generating capacity available, 

will result in overload. 

Decreasing too quickly the speed 

during emergency will cause 

electrical transients in the 

network. 

Decreasing the output too late, 

during overload, may result in 

blackout due to overload of 

connected DG sets in the ship 

power system. 

 

[H-3] – UCA 1.73 [H-4] – UCA 1.74 [H-3] – UCA 1.75  

32 

Increase speed 

(Drive Controller to 

Thyristor Bridge) 
 

If the power increase limiting rate 

is set inappropriately, then the 

power increase may be too fast 

leading to tripping of the 

connected DG sets due under 

frequency / under voltage. 

  

 [H-4] – UCA 1.76   

 
Increasing power demand, when 

inadequate number of DG sets is 
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

connected to the power network 

(failure of limiting function) will 

result in the connected DG sets 

overload. 

 [H-3] – UCA 1.77   

33 

Decrease speed  

(Drive Controller to 

Thyristor Bridge) 

Not decreasing output, when 

there is insufficient power 

generation capacity is 

available, might result in DG 

sets overload. 

Decreasing too quickly the speed 

during emergency will cause 

electrical transient in the power 

network. 

Decreasing output too late, if 

inadequate power generating 

capacity is available, may result 

in the connected DG sets 

overload. 

 

[H-3] – UCA 1.78 [H-4] – UCA 1.79 [H-3] – UCA 1.80  

34 

Disconnect 

(Battery Management 

System to Batteries) 

Not disconnecting batteries 

when the batteries are faulty, 

will lead to higher 

unavailability of batteries due 

to damage 

Disconnecting batteries during 

charging and healthy conditions 

will lead to unnecessary batteries 

unavailability. 

Disconnecting batteries with 

delay when the batteries are 

faulty, will lead to higher 

unavailability of batteries due to 

damage 

 

[H-1] – UCA 1.81 [H-1] – UCA 1.82 [H-1] – UCA 1.83  

 

Disconnecting batteries when the 

batteries are providing to the 

network and healthy conditions 

will lead to unnecessary batteries 
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

unavailability and potential DG 

sets overload. 

 [H-1] [H-3] – UCA 1.84   

35 

Charge (receive 

electrical power from 

the ship power 

network) 

(Battery Management 

System to Batteries) 

Not charging healthy batteries 

when relevant power 

generation capacity is available 

will lead to higher batteries 

unavailability. 

Charging batteries, when they are 

faulty may lead to higher 

unavailability of batteries. 

  

[H-1] – UCA 1.85 [H-1] – UCA 1.86   

 

Charging batteries, when the 

relevant capacity on batteries is 

not available (overcharge) may 

lead to higher unavailability of 

batteries. 

  

 [H-1] – UCA 1.87   

 

Charging batteries, when the 

relevant generating capacity is 

not available (overcharge) may 

result in connected DG sets 

overload. 

  

 [H-1] – UCA 1.88   
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a/a Control Action 
Not providing causes  

hazard  

Providing incorrect causes  

hazard  

Wrong timing or order causes  

hazard  

Stopped too soon or applied too 

long causes hazard 

36 

Discharge (provide 

electrical power to the 

ship power network) 

(Battery Management 

System to Batteries) 

Not discharging batteries when 

they have the relevant capacity 

and healthy will result in their 

unavailability during ship 

operations. 

Discharging faulty batteries, may 

lead to their greater damage. 

Discharging batteries with delay 

when they have the relevant 

capacity and healthy will result in 

their unavailability during ship 

operations. 

 

[H-1] [H-3]– UCA 1.89 [H-1] – UCA 1.90 [H-1] [H-3]– UCA 1.91  

37 

Reconfigure to another 

system 

(PMS to fuel system) 

Not reconfiguring to another 

fuel system, when a fault is 

present in the fuel system will 

cause loss of fuel supply to a 

number of DG sets and 

subsequent DG sets loss with 

potential overload 

   

[H-1] [H-3]– UCA 1.92    
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APPENDIX H THE CAUSAL FACTORS FOR UCAS 

Tables H1 and H2 of Appendix H list the generic causal factors that were used during the causal factors 

identification in the 4th step of the CASA method. 

Table H1. Causal factors for the provided UCAs. 
Scenario 

description 

Causal factors 

Inappropriate 

control input 

Missing control input 

Inadequately timed control input 

Provided wrong control input 

Missing output 

(Flawed 

hardware) 

Undiagnosed or on-demand hardware failure 

Undiagnosed or on-demand power supply failure 

Flawed control 

algorithm 

(Flawed 

software) 

Missing rules 

Wrong rules 

Wrong clock and time schedule 

Flawed 

process model 

Missing process variables 

Inconsistency of the process model with the system due to system deterioration 

Inconsistency of the process model with the system due to system modification 

Inconsistency of the process model with the system due to environmental disturbances 

Inconsistency of process model with the system due to the improper representation of mode 

changes 

Flawed 

process model 

input 

Delays due to measurement delays 

Delays due to communication delays 

Delays due to inadequate integration with other controllers 

Inadequate information transmission due to interferences 

Inadequate information transmission due to noise in sensors 

Inadequate information transmission due to inaccurate measurements 

Inadequate information transmission due to incorrect installation of sensors 

Inadequate information due to communication with other controllers 

Missing information transmission due to communication failures (Hardware open, short 

circuits, sensor failure and failure in power supply to sensors, failure of other controllers) 

Missing information transmission due to errors in design (Communication bus errors, 

intermittent faults, incorrect installation of sensors, errors in other controllers) 

 



 

252 
 

Table H2. Causal factors for the followed UCAs. 

Scenario 

description 
Causal factors 

Inappropriate 

signal 

transmission 

Faulty transmission (Hardware open, short circuit, interferences) 

Communication bus error 

Incorrect connection 

Inadequately timed 

Flawed 

execution 

(Faults in the 

physical 

process) 

No execution, delayed execution, wrong execution due to actuator failure 

No execution, wrong execution due to incorrect mounting of the actuator 

Failure in power supply to actuator 

Flawed execution due to inappropriate process input (missing, wrong, delayed) 

Control action not followed by the lower controller 

Conflicting 

control actions 

Different data available to controllers or priorities are not appropriately set 
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APPENDIX I ESI RESULTS 

The Event Trees of the analysis are provided in Figure I. 1-4.  

For [H-2] (Figure I.2) first PMS will implement some tuning in the DG sets load. If it fails, then 

intelligent diagnosis will trip the faulty DG set. In case of intelligent diagnosis failure, there is chance 

that DG safety system will recognise the problem and will connect a healthy DG set and trip the faulty 

DG set. If not, then blackout will occur. Also when a faulty DG set is tripped, it is necessary to check if 

DG set overload conditions will occur and if the transient can be accepted by the system 

For [H-4] (Figure I.3) it is well know that a number of electrical load transients are happening. However, 

it might be that the design cannot accept electrical load transient as in cased described by (MAIB, 2011). 

There is though very low probability for that to happen. If a DG set does not correct the load output due 

to failure in control equipment (governor, AVR), then an imbalanced load generation [H-2] will be 

observed. 

For short circuits [H-5] (Figure I.4), local protection should be able to trip the faulty components. 

However, if it fails then overcurrent will be observed in the system. Then the bus-tie breaker should be 

able to trip the faulty section. If it succeed, blackout will occur when there is DGs overload in the healthy 

section due to specific load conditions in the DEP section. If bus-tie breaker fails, then blackout will 

occur due to overcurrent in the DEP system, as DG sets safety systems will trip the DG sets. If DG sets 

safety systems fail to trip the DG sets, then DG sets will be damaged and the DEP system will shut down 

due to DG sets failure. DG sets loss obviously leads to DG sets electrical transient and DG sets 

unavailability. 
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Figure I. 2 ESI’s “Event Tree” for second sub hazard. 

Figure I. 1 ESI’s “Event Tree” for first and third sub hazards 
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Figure I. 3 ESI’s “Event Tree” for forth sub hazard. 

 

Figure I. 4 ESI’s “Event Tree” for fifth sub hazard. 
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APPENDIX J MAPPING OF THE IDENTIFIED UCAS TO 

DIFFERENT EVENTS OF EVENT TREES 

The mapping of different UCAs for the DEP system to the Event Trees of Appendix I is provided in 

Table J. 1. 

Table J. 1 UCAs association with events in Event Trees. 

Event Tree Event UCAs 

Figure I. 1 ESI’s 

“Event Tree” for first 

and third sub hazards 

I. UCA 1.22, UCA 1.50, UCA 1.51, (UCA 1.52 not applicable to the DEP), 

UCA 1.54, UCA 1.64, UCA 1.92. 

II. UCA 1.3, UCA 1.6, UCA 1.7, UCA 1.8, UCA 1.9, UCA 1.10, UCA 1.11, 

UCA 1.12, UCA 1.14, UCA 1.20, UCA 1.21, UCA 1.22, UCA 1.23, UCA 

1.24, UCA 1.25, UCA 1.26, UCA 1.27, UCA 1.28, UCA 1.29, UCA 1.48, 

UCA 1.50, UCA 1.51, UCA 1.55, UCA 1.67, UCA 1.72, UCA 1.77, UCA 

1.88. 

III. UCA 1.81,UCA 1.82, UCA 1.83, UCA 1.84, UCA 1.85, UCA 1.86, UCA 

1.87, UCA 1.88, UCA 1.89, UCA 1.90, UCA 1.91.UCA 1.85UCA 1.82 

IV. UCA 1.4, UCA 1.5. 

V. UCA 1.17, UCA 1.19, UCA 1.73, UCA 1.75, UCA 1.78, UCA 1.80. 

Figure I. 2 ESI’s 

“Event Tree” for 

second sub hazard. 

I. UCA 1.7, UCA 1.14, UCA 1.16, UCA 1.32, UCA 1.33, UCA 1.34, UCA 

1.36, UCA 1.37, UCA 1.38, UCA 1.40, UCA 1.42, UCA 1.44, UCA 1.46, 

(UCA 1.53 not applicable to the DEP), UCA 1.74. 

II. UCA 1.13, UCA 1.15. 

III. UCA 1.58, UCA 1.59. 

IV. UCA 1.56, UCA 1.57. 

V. UCA 1.56, UCA 1.2, UCA 1.60, UCA 1.61, UCA 1.63. 

Figure I. 3 ESI’s 

“Event Tree” for forth 

sub hazard. 

I. UCA 1.18, UCA 1.24, UCA 1.26, UCA 1.30, UCA 1.49, UCA 1.62, UCA 

1.64, UCA 1.65, UCA 1.70, UCA 1.71, UCA 1.76, UCA 1.79. 

II. UCA 1.31, UCA 1.35, UCA 1.39, UCA 1.41, UCA 1.43, UCA 1.45, UCA 

1.47. 

Figure I. 4 ESI’s 

“Event Tree” for fifth 

sub hazard. 

I. UCA 1.68.  

II. UCA 1.1, UCA 1.2, UCA 1.63, UCA 1.66. 

III. UCA 1.69. 
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APPENDIX K FTA RESULTS 

The Fault Trees of different systems for section 7.2.4 are presented in Figures K1 to K7. 

 

Figure K. 1 DG set failures leading to loss without potential for reconfiguration. 

 

Figure K. 2 DG set failures leading to loss with alarm allowing reconfiguration to another DG set. 
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Figure K. 3 Fault Tree for propulsion motors. 

 

Figure K. 4 Fault Tree for the heavy fuel system. 

 

Figure K. 5 Fault Tree for the LNG fuel system. 
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Figure K. 6 Fault Tree for the methanol fuel system. 

 

Figure K. 7 Fault Tree for low lubrication pressure failure event. 


