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Abstract

In this thesis, a scanning electron microscope (SEM) based technique known as elec-

tron backscatter diffraction (EBSD) is utilised and developed to investigate types of

crystalline defects known as threading dislocations (TDs) in the III-nitride semicon-

ductor gallium nitride (GaN). GaN is used prolifically in electronic and optoelectronic

devices such as in high electron mobility transistors (HEMTs) and light-emitting diodes

(LEDs). However, the high densities of TDs in GaN limits device performance by re-

ducing electron mobility due to their associated strain and scattering effects, causing

non-radiative recombination, and inducing local bandgap variations across the semi-

conductor. TDs in GaN are most commonly edge, screw, and mixed TDs. Each of

these types has its own unique associated strain and misorientation profile that can

affect the semiconductor’s structure, and also its (opto)electronic properties.

The first step in analysing these defects within GaN is to obtain high-quality im-

ages of their distributions near to the surface of the semiconductor. By doing so it is

possible to calculate TD densities (TDDs) and, if the imaging conditions are correct

such that surface steps are also visible, identify which TDs are edge type or have screw

component. This was achieved through the development of the virtual diode centre

of mass (VDCOM) imaging technique. This is a post-processing technique applied to

EBSD datasets that produces high signal images of the same area with different dom-

inant contrast mechanisms- either crystallographically dominated (showing TDs) or

topographically dominated (showing surface steps and TDs)- by monitoring changes in

signal within different regions of the EBSD detector. By utilising the pixelated EBSD

detector in this way, there is much greater flexibility in the different images that can be

acquired with only one dataset, versus the more traditional SEM imaging technique of
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Chapter 0. Abstract

electron channelling contrast imaging (ECCI) which uses individual hardware diodes.

Next, the strain and misorientation (lattice rotations) associated with TDs were

simulated using an analytical simulation written in Python. It was found that the mis-

orientation and strain associated with a screw TD is significant both in-plane (around

the specimen z axis) and out-of-plane, while that of the edge TD is significant for

current EBSD measurements only in-plane. This indicated that if the misorientation

and strain profiles could be measured and mapped with sufficient resolution, then by

comparing in-plane and out-of-plane strain and misorientation, it would be possible to

distinguish between edge TDs and screw component TDs (screw and mixed) in GaN.

Strain and misorientation maps were then produced using EBSD with sufficient

resolution to resolve individual TDs. This allowed the overall subgrain structure to

be qualitatively interrogated and also for the TDs to be correctly identified as screw-

component or edge TDs. In combination with the VDCOM technique, this means that

TDs were identified and their densities calculated for a range of GaN samples. The

mapping of relative strain and misorientation with such a high resolution also provides

a mechanism to visualise how the strain and misorientation due to TDs varies across a

particular GaN sample.

Another post-processing imaging modality was developed using Radon transforma-

tions, Radon centre of mass (RCOM) imaging. This allows EBSD users to image using

the distortion of a particular crystal plane to provide contrast, much like in transmis-

sion electron microscopy (TEM). This means that only TDs affecting a particular plane

are imaged, and when utilising particular invisibility criteria, the TD types can then be

identified. For plan-view measurements however, this technique is limited by surface

relaxation, and so full identification would require cross-sectional EBSD.
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Chapter 1

Motivation

To say that, as a society, we are reliant on semiconductor-based (opto)electronics is

a considerable understatement. Integrated circuits using semiconductor technology

dominate our lives, from the cars we drive, the computers on which we work, the

lighting that illuminates our homes and streets, to the medical instrumentation used

in our hospitals. In fact, it is impossible to overstate the importance of semiconductor-

based electronics, illustrated by the fact that this list does not even scratch the surface

of their current functionality. Moreover, these devices are currently being researched,

developed, and produced faster than at any other time in the history of the human

race, with over 1.1 trillion produced in 2021 alone and the industry itself expected to

grow to a value of $1 trillion by 2030 [1].

Each type of semiconductor has its own characteristics, which makes it uniquely

qualified for its task, whether that characteristic is the energy band gap defining the

wavelength of light emitted from a light emitting diode (LED) or the mobility of charge

carriers providing the speed with which tasks can be carried out in high-frequency

electronics. One semiconductor in particular that is used in both of these applications

is gallium nitride (GaN) [2–5]. Despite a booming industry, GaN is still not a completely

understood material. While its characteristics make it extremely desirable for electronic

applications, it suffers from an unusually high density of threading dislocations (TDs),

a type of extended defect that is detrimental to its performance [6–9].

In order to finely tune the performance and efficiency of these devices, the behaviour

2



Chapter 1. Motivation

and characteristics of GaN must be well known. Moreover, threading dislocations must

be fully understood and their number reduced in the manufacturing process. Physicists,

engineers and materials scientists are at the heart of driving this characterisation and

analysis forward. This involves a combination of experimental and theoretical work

on how GaN is grown (manufactured), how effectively it performs in given electronics,

and how commercially viable it is. In a world where our electronics need to be mass-

produced, perhaps it is not surprising that the latter point often takes precedence.

However, in order to produce high-quality GaN in large volumes, we must have experi-

mental characterisation techniques which can match the efficiency and pace of industry.

That is to say, more generally, we must be able to test our semiconductor materials

and provide conclusions with how they can be improved for future applications quickly.

The number of techniques used for the characterisation of these materials is vast,

including but not limited to X-ray diffraction, Raman Spectroscopy, cathodolumines-

cence, neutron diffraction, atomic force microscopy, electron channeling contrast imag-

ing (ECCI), electron backscatter diffraction (EBSD), and transmission electron mi-

croscopy.

This thesis focuses on EBSD in particular, a scanning electron (SEM) microscope-

based technique used for the analysis of crystalline materials (ceramics, metal alloys,

and semiconductors). EBSD is addressing a current need for fast, non-destructive quan-

titative analysis of materials with high statistics. This is, of course, hugely beneficial

for the field of semiconductor development, where EBSD has provided sufficient proof

that it can be extremely useful in threading dislocation analysis [10–15]. Consequently,

the aim of this research is to push the boundaries of using EBSD in the analysis of

threading dislocations in GaN.

During the course of the research, EBSD was further developed as a tool to image

TDs at the surface of GaN. This involved developing new image processing techniques

which can be applied to EBSD datasets post-acquisition, known as virtual diode center

of mass imaging (VDCOM). This provides the functionality to acquire high-signal,

high spatial resolution images at the same time as the quantitative angular and strain

information that EBSD typically provides. Moreover, by analysing misorientation and
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strain information at sufficient spatial resolution, it was shown that it is possible to

distinguish between screw component and pure edge TDs. It was also shown that it

is possible to obtain strain information with sufficient resolution to resolve the strain

distributions associated with individual TDs. The experimental strain was compared

with analytical simulations in order to better understand its distribution, important for

device engineering. Finally, a novel image processing method was developed to image

threading dislocations affecting individual crystal planes, providing greater insight for

their characterisation.

Overall, this research provides valuable EBSD based techniques for the analysis of

TDs in GaN, which can be extended to other materials: semiconductors, ceramics, and

metal alloys.
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Chapter 2

Introduction

This chapter is split into two halves and describes the fundamentals required for under-

standing the work reported in Chapters 3 to 6. The first half of the chapter provides

the relevant material physics background to understand how TDs affect GaN and GaN-

based devices. It will do so by first summarising some basic crystallography so that

the effects of TDs on a general crystalline material can be understood. The relevant

details of GaN as a material are then discussed- this includes its basic properties and

crystal structure, how it is grown, and also outlines GaN-based devices. The first half

of the chapter then concludes by describing how TDs affect GaN specifically and the

impact this can have on GaN-based devices.

The second half of this chapter will address the experimental methods used in

this thesis to interrogate TDs in GaN. It will describe the basics of scanning electron

microscopy and the interaction between electrons and matter. It will then describe the

basics of electron backscatter diffraction (EBSD) and how information such as crystal

misorientation and strain can be extracted from EBSD measurements.

Ultimately, this should provide the relevant physics background and motivation for

the following chapters, which discuss imaging of TDs in GaN using EBSD, simulating

their associated strain fields and lattice rotations, and experimentally measuring their

strain and misorientation using EBSD.

5
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Figure 2.1: A simple cubic lattice, with the unit cell (the fundamental repeated building
block in the lattice) highlighted with bold lines.

2.1 Background Theory

2.1.1 Bravais Lattice and Crystal Planes

A basic three-dimensional, perfect crystalline solid can be defined as a regular arrange-

ment of atoms. This can be visualised by a structure known as a lattice. A lattice

is simply an infinite set of points in space, where the surroundings of each individual

lattice point are identical to those at any other lattice point [16]. There are a number

of different lattice geometries. In order to define the geometry, rather than considering

a lattice in its entirety, one can describe it by the smaller, fundamental building block

that makes up the particular lattice when repeated in space. This is known as a unit

cell. Figure 2.1 shows a simple cubic lattice structure with a unit cell highlighted.

For the cubic cell shown in 2.1, the unit cell vectors, a, b and c run along the edges

of the unit cells in the Cartesian x, y and z directions. The magnitudes of these vectors

are known as the lattice parameters [17]. These are particularly important parameters

for describing a crystal and become very useful for defining how a lattice is distorted

in a non-perfect crystal. For a perfect simple cubic lattice a = b = c. The angles

between these vectors are α, β and γ, with the convention that α is the angle between

b and c, moving on cyclically from there. When discussing crystallography, it is often

common to refer to ’sample coordinates’, described by the lattice vectors and angles,

6
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Figure 2.2: Primitive cubic unit cell (P), body-centered cubic unit cell (I), and face-
centered cubic unit cell (F). Figure adapted from [19].

and ’specimen coordinates’, which in this thesis are described using the xyz Cartesian

coordinate system.

A simple cubic cell contains a total of one lattice point, meaning it is a primitive

cell. However, in certain cases it is more useful and convenient to use non-primitive

cells (containing more than one lattice point) to describe the symmetry of a crystal

structure [18]. Examples of this include the body-centred cubic cell, containing two

lattice points, and the face-centred cubic cell, containing four lattice points (Figure

2.2).

Each point in a lattice may well only be one atom, at which point the lattice is

defined as monatomic. However, more generally, each lattice point will correspond to

some arrangement of atoms, defined as a basis. Therefore, the transformation from

a lattice to a crystal structure involves replacing lattice points with the given basis.

As such, when choosing a non-primitive lattice that best relates to the symmetry of

the crystal structure, it is necessary to choose it so that when repeated, the chemical

character of the crystal is maintained.

In total, there are fourteen lattices used to describe the geometry of crystal systems.

These are known as the Bravais Lattices and are listed in Table 2.1 [20].

When analysing crystal structure and characteristics, it is imperative to be able to

discuss crystal directions and the geometry of the system. To define a crystal direction,

consider a vector, r, relating two points anywhere on a lattice via translation along the

7
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Crystal System Unit Cell Descriptors Bravais Lattice

Triclinic a ̸= b ̸= c Primitive
α ̸= β ̸= γ

Monoclinic a ̸= b ̸= c Primitive, Base-centred
α = β = 90◦ ̸= γ

Orthorhombic a ̸= b ̸= c Primitive, Base-centred, Body-centred, Face-centred
α = β = γ = 90◦

Tetragonal a = b ̸= c Primitive, Body-centred
α = β = γ = 90◦

Cubic a = b = c Primitive, Body-centred, Face-centred
α = β = γ = 90◦

Trigonal a = b = c Rhombohedral Primitive
120◦ > α = β = γ ̸= 90◦

Hexagonal a = b ̸= c Primitive
α = β = 90◦, γ = 60◦

Table 2.1: The seven crystal systems with the corresponding fourteen Bravais lattices
and their unit cell descriptors (lattice parameters and angles).

a, b and c crystal coordinate axes:

r = Ua + V b +Wc (2.1)

where a, b and c are the unit cell vectors (basis vectors) parallel to the a, b and c

crystal directions, defined earlier, and U, V and W are factors that represent translation

along each basis vector direction. The crystal direction defined by this vector, r, is

then given as [UVW]. Further to this, it can also be useful to decompose the three-

dimensional Bravais lattice into two-dimensional arrays, known as planes. There are

an infinite number of different types of planes that can be drawn in a lattice and each

type, or family, of planes intersects all lattice points. Again, rather than considering

the entire lattice, all crystallographic planes can be described using the unit cell and

Miller Indices [20]. For a given coordinate system, Miller indices for any given plane

can be obtained by taking the reciprocal of the intercepts along each given axis weighted

by the basis vectors along those axes. These indices are then transformed into their

lowest integer form, hkl, with the particular plane then identified as (hkl). Negative

indices are indicated using a bar notation, such that a negative h index is given as h̄.
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Of course, there are many cases where planes may be symmetrically equivalent, this is

known as multiplicity. A group of symmetrically equivalent planes are noted as {hkl}.

It is important to be aware of a caveat when working with Miller Indices and that

is when describing crystals with a hexagonal structure. In this case, planes that are

symmetrically equivalent can have different indices that are not obviously permutations

of one another. For example, for a cubic crystal the directions [100], [010], [001], [1̄00],

[01̄0] and [001̄] are all symmetrically equivalent and have indices which are permutations

of one another. Hexagonal crystals however have six-fold symmetry and one set of their

equivalent symmetrical directions are [100], [110], [010], [1̄00], [1̄1̄0] and [01̄0]. These

indices are not obvious permutations of one another and so extracting their symmetry

from just the indices is difficult. Consequently, Miller-Bravais indexing is used instead.

This is a four-index convention. For planes the indices are hkil, where i = −(h + k).

While for crystal directions the indices are uvtw, where u = (2U−V )/3, v = (2V −U)/3,

t = −(U + V ) and w = W . This gives the symmetrical hexagonal directions the new

indices [21̄1̄0], [112̄0], [1̄21̄0], [2̄110], [1̄1̄20] and [12̄10]. These are clearly permutations

of one another and so the symmetry of these directions becomes apparent from the

indices.

2.1.2 Types of Defect and Effects on Crystal Lattice

When learning basic crystallographic conventions, it is often easiest to consider a perfect

crystal, i.e. one which has not been distorted. However, in reality, perfect crystals do

not exist. Deviations from the perfect structure are known as defects [21]. This section

discusses two important types of defect: Point Defects and Extended Defects.

Point Defects

A defect that occurs at or around a single lattice point is known as a point defect. The

point defect itself does not extend any further into the lattice structure [16]. Three types

of point defect will be described here: interstitial defects, vacancies and impurities. The

latter of which is considered an extrinsic point defect [22].

A vacancy occurs when an atom has been removed from a lattice point, or atomic
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Figure 2.3: A crystal lattice distorted by a vacancy (atom has been removed from its
atomic site) and an interstitial point defect (an atom inserted at a non-lattice/atomic
site). Figure taken from [24].

site. They, like other point defects, are thermodynamically stable and may be formed

when thermal fluctuations are such that an atom may be released from its site and

become isolated at the surface of the material [20]. Vacancies reduce the Helmholtz

free energy (F) of the crystal at a temperature T by:

∆F = ∆U − T∆S (2.2)

Where U is the crystal’s internal energy and S is the configurational entropy of the

vacancies in the crystal [23].

An interstitial defect occurs when an atom is present at a non-lattice site. This

may be formed at the same time as a vacancy, when the displaced atom settles between

lattice sites, or it may form in isolation. The former interaction has a lower formation

energy. A vacancy and an interstitial are shown in Figure 2.3.

An impurity is also a type of point defect. It occurs when an impurity atom (a dif-

ferent atom to those in the crystal basis) is either substituted in place of a parent atom

of the crystal or when taking up an interstitial location in the crystal [22]. Impurities

can be intentional or unintentional. In semiconductors, the intentional addition of im-

purities to the crystal is known as doping and is used to alter the electrical properties

of the material.

10
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Extended Defects

Extended defects are exactly as they sound: structural defects that extend beyond the

singular atomic size of point defects and propagate through a region of the crystal.

Unlike point defects which can occur via thermal activation, extended defects occur

due to imperfections in the crystal growth and material processing [21]. Three types of

extended defect will be described here: volume defects, surface defects and line defects

(known simply as dislocations).

Any change in orientation, crystal structure, state variables (such as polarisation

characteristics, composition or structure) in a particular crystal volume with respect to

the surrounding crystal is a volume defect [25]. The most important volume defect to

understand in relation to this thesis is a grain. Grains are characterised as neighbouring

regions of the crystal structure which are misoriented with respect to each other. When

two regions of crystal are ’misoriented’ with respect to one another, it means that there

is a rotational transformation required to bring the reference frame of one region of the

crystal into coincidence with the other.

The interface at which two misoriented grains meet is known as a grain boundary

(Figure 2.4.). This misorientation is then facilitated by the presence of line defects

known as a dislocations (discussed shortly), which subtends the boundaries of the mis-

oriented regions. Neighbouring grains which differ in phase, i.e. chemical composition

and/or changes in the crystal structure, meet at a phase boundary [25]. Both of these

boundaries, when propagating through to the surface, can be types of surface defects.

When performing crystallographic analysis on a particular sample, grain boundaries are

often defined via a threshold misorientation (eg > 5◦). The interface is deemed a grain

boundary if two regions are sufficiently misoriented above this threshold. This threshold

can be different for different materials, and in some cases, when smaller misorientation

occurs, the interface is termed a subgrain boundary. Grain boundaries can also be ’high

angle’ or ’low angle’ grain boundaries- which are often distinguished by the dislocation

content along the boundary. For example, low-angle grain boundaries generally con-

tain ordered lines of separated dislocations, whereas high-angle grain boundaries are

subtended by lines of dislocations with overlapping cores. Grain boundaries can affect
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Figure 2.4: Three sections of the crystal lattice misoriented with respect to each other.
Two grain boundaries are formed in the image: a high-angle boundary and a low-angle
boundary. Figure taken from [28].

the electrical properties of materials, such as changing the conductivity of GaN [26,27].

The main defect around which this thesis is centered is a line defect known as a

dislocation. Consider two planes of atoms, one on top of the other. Plastic deformation

of crystalline material typically occurs when one plane of atoms slides over the other,

resulting in a shear (Figure. 2.5). This is known as slip [29]. The slip direction is the

direction of the shear, while the slip plane is the plane on which the slip occurs. In

1926 Frenkel [30] calculated the shear stress required for this to take place. However,

this value for shear stress was much larger than that obtained by experimental methods

when interrogating the minimum stress required to cause plastic slip [31]. The theo-

retical minimum was based on all of the bonds between atoms involved in the shear

breaking during the slip, with new bonds forming after it. The discrepancy in experi-

mental and theoretical values was explained simultaneously and separately by Polanyi,

Taylor, and Orowan [31–33]. They stated that a very small stress is required for a slip

of one single atomic spacing. This single unit slip then propagates across the plane

along the shear direction. The boundary of this slip is a dislocation. It is worth not-

ing that while this description of dislocation formation is based on deformation of the
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Figure 2.5: Atomic plane shearing with respect to a neighbouring plane due to an
applied stress. a is the distance between planes and b is the spacing between atoms in
the direction of the shear.

crystal lattice, in GaN dislocations are typically formed during epitaxial growth. Their

origin and physical effects are described for the case of GaN in subsection 2.1.7 Strain

and Threading Dislocations in GaN of this thesis. However, the geometry within the

crystal lattice is discussed now for the case of three basic dislocation structures: edge,

screw and mixed.

An edge dislocation occurs via an inplane-shear resulting in an incomplete plane of

atoms (for c-oriented GaN this means the plane normal to the c-axis). Consider the

structure in Figure 2.6a). An extra half plane of atoms inserted in the location ABCD

(Figure 2.6b)) will cause neighbouring atoms to be displaced from their original lattice

position, with the magnitude of the resulting distortion decreasing with increasing

distance away from the dislocation line DC. This is what is known as an edge dislocation

[21, 22]. Edge dislocations cause in-plane rotational distortion, i.e. the axis of this

rotation is the surface normal.

A screw dislocation is formed when an out-of-plane shear distortion occurs (Figure

2.6c) and d)). This causes previously parallel planes of atoms to spiral, resulting in

the effect observed in Figure 2.6f). This results in an out-of-plane rotation. A mixed

dislocation is simply a combination of both an edge and a screw dislocation. In order

to describe a dislocation and its effect on the lattice, a quantity known as a Burgers

vector is used. In order to understand a Burgers vector, one must first understand a

Burgers circuit.

An example of a Burgers circuit is a closed loop around a dislocation line in an

otherwise perfect crystal lattice. If the dislocation line and its associated distortion are

then removed, the Burgers circuit will no longer be closed. The vector required to close
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Figure 2.6: a) A perfect undistorted cubic crystalline lattice. b) The same lattice
with a half plane of atoms inserted at ABCD (edge dislocation). c) A left-handed
screw dislocation and d) a right-handed screw dislocation with dislocation line DC. e)
Crystal planes in a perfect lattice with spacing b. f) The same crystal planes distorted
by a right-handed screw dislocation. Figure taken from [22].
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the second circuit is known as the Burgers vector, associated with the dislocation line

in the distorted lattice [21,22]. This can be seen in Figure 2.7. For a screw dislocation

the Burgers vector is parallel to the dislocation line, while the Burgers vector for an

edge dislocation is perpendicular to the dislocation line.

2.1.3 Strain

When considering crystal lattice distortion, it is useful to quantify the displacement

incurred by parts of the crystal lattice. Any point on the lattice can be defined by a

radius vector, r whose components are in the x, y, z Cartesian reference frame (x1 = x,

x2 = y and x3 = z). Thus, when considering a distortion of the lattice, the lattice points

are displaced, and the radius vector of a particular lattice point is altered, becoming

r′. Therefore, the overall displacement of an individual lattice point can be given by

the displacement vector, u = r′ − r, whose components are:

ui = x′i − xi (2.3)

Where x′i are the components of r’ and are themselves a function of the components

xi [34].

Now, for small strains, one can consider two points on the undeformed crystal

lattice separated by an infinitesimal radius vector dxi. It is then easy to see that after

deformation by an infinitesimal displacement vector du = dui, the new radius vector

joining the same two points will be:

dx′i = dxi + dui (2.4)

With the magnitude of the vectors dr and dr′ being dr =
√
dx21 + dx22 + dx23 = dx2i

and dr′ =
√
dx′1

2 + dx′2
2 + dx′3

2 = dx′i
2 = (dxi + dui)2, respectively. This gives:

dr′2 = dr2 +

3∑
i=1

(2dxidui + du2i ) (2.5)

Substituting dui = ( ∂ui
∂xk

)dxk and du2i = ( ∂ui
∂xk

)dxk(∂ui
∂xl

)dxl yields:
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Figure 2.7: a) A dislocation line corresponding to an edge dislocation is shown in a).
To define the Burgers vector of this dislocation, a closed circuit can be drawn around
the dislocation line as in b). The start and end points of this circuit are marked by S
and F, respectively. Drawing the same circuit around a perfect crystal lattice, as in c),
will yield a circuit closure failure, as S and F are now at different lattice points. The
Burgers vector of this edge dislocation is then the line SF and is denoted by b. Figure
taken from [21].
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dr′2 = dr2 +
3∑

i,k=1

(2
∂ui
∂xk

dxidxk +
∂ui
∂xk

∂ui
∂xl

dxkdxl) (2.6)

Given the summation is taken over both i and k, ∂ui
∂xk

dxidxk and ∂uk
∂xi

dxidxk are both

equivalent. The distance between two points on the lattice post-deformation is then:

dr′2 = dr2 +

3∑
i,k=1

2ϵikdxidxk (2.7)

Where the tensor, ϵik is the infinitesimal strain tensor:

ϵik =
1

2
(
∂ui
∂xk

+
∂uk
∂xi

+
∂ul
∂xi

∂ul
∂xk

) (2.8)

Generally, for crystal systems, and semiconductors in particular, strains will be

small. Mathematically, this means the displacement will be significantly smaller than

the overall distance between the points. Consequently, the factor ∂ul
∂xi

∂ul
∂xk

can, in most

cases, be considered negligible and is often neglected when stating the equation for the

strain tensor. This is a symmetrical tensor and is given in full by:


ϵxx ϵxy ϵxz

ϵyx ϵyy ϵyz

ϵzx ϵzy ϵzz

 (2.9)

Where subscripts 1, 2 and 3 from Eq. 2.8 have been converted to x, y and z

respectively to align with the Cartesian reference frame and ϵxy = ϵyx, ϵxz = ϵzx and

ϵyz = ϵzy due to symmetry [35]. The three diagonal strains ϵxx, ϵyy and ϵzz are known

as the normal (or principal) strains. They represent expansion/compression along the

x, y, and z Cartesian directions, respectively. The distortion imposed then by these

components is both a change in shape and a change in volume. The change in shape

is referred to as deviatoric strain while the change in volume is hydrostatic strain.

The hydrostatic strain is simply the average of the three normal strain components

(ϵhyd =
ϵxx+ϵyy+ϵzz

3 ). It is easiest to see the impact of hydrostatic strain on the full

strain tensor when represented as a diagonal tensor of its own:
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Figure 2.8: A cube distorted by shear strain in the xy plane. The shear strain can
be given as a sum of the change in the displacement ϵxy = ∂Ux

∂y +
∂Uy

∂x . Figure taken
from [36].


ϵhyd 0 0

0 ϵhyd 0

0 0 ϵhyd

 (2.10)

As is illustrated by this tensor, the off-diagonal components of the strain tensor,

known as the shear strains, are unaffected by hydrostatic strain and so only constitute

a change in shape. A cubic structure undergoing the shear strain ϵxy ̸= 0 is shown in

Figure 2.8. As the distortion is small, the shear strain can be given as a sum of the

change in the displacement ϵxy = ∂ux
∂y +

∂uy

∂x .

The nature of shear strain also illustrates that there is a rotational component to

crystal distortion. This is represented by an antisymmetric tensor ωik which will not

be derived explicitly here but has components:

ωik =
1

2
(
∂ui
∂xk

− ∂uk
∂xi

) (2.11)

By considering the distortion described by this tensor, and the symmetric strain

tensor, it becomes very easy to describe the total crystallographic distortion that results

from defects such as dislocations.
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Figure 2.9: A lattice showing surface relaxation. The lattice spacing between the
surface layer (blue) and the rest of the lattice (green), d, is smaller than the spacing
within the rest of the lattice, D.

2.1.4 Surface Relaxation

As the experimental methods in this thesis concern the application of EBSD, and

EBSD samples its information from close to the surface, it is important to understand

the effects on the lattice imposed by this boundary and the additional effects that are

at play compared to in the bulk of the sample. If the lattice is distorted, e.g. it is

under tensile strain, the layers of atoms close to the surface boundary will experience

a large asymmetry in the forces they experience [37]. The top layer, for example, is

being ’pulled’ by the layers of atoms below, but there is nothing to ’pull’ the top layer

upwards from above the surface boundary [38]. As such, the lattice spacing between

the top layer and the lattice becomes smaller than the spacing further into the lattice.

This contraction of the top layer, or surface, is known as surface relaxation (Figure

2.9.). Surface relaxation is energetically favorable and allows the crystal to lower its

total energy [39]. This can be thought of as ’general surface relaxation’, i.e. surface

relaxation that exists purely due to the presence of a surface boundary. However, there

is also surface relaxation associated with dislocations that thread to, or close to, the

surface. This can cause a ’drooping’ or relaxation of the material around the top of

the dislocation line which reduces with increasing distance from the dislocation, an

effect described by ’image forces’ (the forces driving dislocations towards the surface to

achieve a minimum energy configuration).
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2.1.5 Displacement of the Lattice due to Threading Dislocations

Threading dislocations (TDs) are dislocations that extend, or thread, from the sub-

strate/bottom layer or interface of a material to its free surface. They do so in order to

minimise the free energy of the overall crystal system [40]. They are prolific in GaN and

are the central focus of this thesis. Consequently, their effects on crystalline material

must first be discussed.

The paths of TDs may be completely perpendicular to the surface, or they may be

inclined, in which case they are known as inclined threading dislocations. Threading

dislocations may interact with each other in numerous ways. Firstly, TDs with Burgers

vectors of the same sign will repel each other. As such, it is common for edge TDs of the

same Burgers vector to arrange themselves in a line normal to the slip plane. When

this arrangement occurs with a high density of edge TDs, the associated distortion

combines to produce a small rotation of the crystal lattice along the line. This is a

source of a subgrain boundary or small angle tilt boundary [23]. TDs with Burgers

vector of opposite sign will annihilate when meeting, reducing the overall TD density.

Furthermore, TDs may intersect, resulting in a phenomenon known as jogging, where

the dislocation’s path through the material is perturbed.

Using isotropic elasticity, the displacement of the crystal lattice by edge, screw and

mixed TDs parallel to the surface normal can be modelled. This involves considerations

of both the general distortion by the Burgers vector of the TD and also the associated

surface relaxation. This treatment requires a boundary condition known as the traction-

free boundary. This is simply the assumption that the stress perpendicular to the

surface, located at the surface, is zero [41]. As a result of this, the out-of-plane shear

stresses must also be zero. The associated forces imposed by the surface relaxation

of TDs are then known as image forces. This model is valid outwith the core of the

dislocation (approximately 10 Å). Within the core, a singularity occurs, and the model

breaks down [41,42].

The displacement field of a screw dislocation due to the Burgers vector in the infinite

medium (uinfi ) and the corresponding displacement due to the image forces related to

the surface boundary (uimg
i ) are:
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uinfx = uinfy = 0 (2.12)

uinfz = b3
tan−1(y/x)

2π
(2.13)

uimg
x =

b3y

2π(R− z)
(2.14)

uimg
y = − b3x

2π(R− z)
(2.15)

uimg
z = 0 (2.16)

Where x, y are the in-plane Cartesian coordinates and z is parallel to the TD line.

In this convention, z is zero at the surface and increases into free space.

R =
√
x2 + y2 + z2 and b3 is the magnitude of the screw Burgers vector. The total

displacement at position (x,y,z ) is simply the sum of the infinite medium and image

force terms [42].

Similarly, for an edge TD whose Burgers vector is parallel to x, the displacement

field terms are:

uinfx =
b1
2π

[tan−1(
y

x
) +

xy

2(1 − ν)(x2 + y2)
] (2.17)

uinfy =
−b1
2π

[
1 − 2ν

4(1 − ν)
ln(x+y2) +

x2 − y2

4(1 − ν)(x2 + y2)
] (2.18)

uinfz = 0 (2.19)

uimg
x =

νb1
4π(1 − ν)

[
2xyz

R(R− z)2
+

(1 − 2ν)xy

(R− z)2
] (2.20)

uimg
y =

νb1
4π(1 − ν)

[(1 − 2ν)ln(R− z) − (3 − 2ν)z

R− z
+

(3 − 2ν)y2

(R− z)2
− 2y2

R(R− z)
] (2.21)

uimg
z =

νb1y

2π(1 − ν)
(

1

R
+

1 − 2ν

R− z
) (2.22)

Where b1 is the magnitude of the edge Burgers vector and ν is Poisson’s Ratio of

the given material.
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Figure 2.10: a) Cubic crystal structure of zincblende GaN. b) Hexagonal crystal struc-
ture of wurtzite GaN. Lattice parameters a and c are marked on both. Figure taken
from [43].

2.1.6 Gallium Nitride

Crystal Structure and Properties

Gallium nitride (GaN) is a III-nitride semiconductor typically with a wurtzite crystal

structure (hexagonal lattice), with four atoms per unit cell. This structure leads to

wurtzite GaN being polar due to its lack of inversion symmetry along the c-axis, re-

sulting in spontaneous polarisation. This is because the bond lengths in the a and c

crystal directions are different, and so there is a non-net zero charge distribution in

the crystal. Cubic GaN can also be grown, known as zincblende, as a way of reducing

the strength of any internal fields that result from polarity [43]. The zincblende and

wurtzite structures are shown in Figure 2.10. This thesis focuses solely on wurtzite

GaN.

The wurtzite structure shown in Figure 2.10b) is c-oriented, meaning the c-axis is

aligned with the cartesian z axis. As such, GaN grown in this way is referred to as

c-plane GaN, i.e., the growth is along the c-axis. a and c are the basis vectors, as

described in Section 2.1.1 Bravais Lattice and Crystal Planes, of the hexagonal struc-

ture. Their magnitudes a and c are the lattice constants, corresponding to the length

of a side of the hexagon and the distance between vertically close-packed hexagons,
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respectively. These are a = 3.189Å and c = 5.186Å [44].

Wurtzite GaN has a direct bandgap of approximately 3.4 eV, just on the edge of

the ultra-violet [45, 46]. The effective mass of carriers, holes and electrons, is directly

related to the band curvature. From the free electron model, the effective mass (m∗) is

inversely proportional to the curvature of the electron dispersion/band curvature [47]:

m∗−1 =
1

ℏ
d2E

dk2
(2.23)

Where ℏ is the modified version of Planck’s constant, k is the wavevector associated

with the electron, E is the energy of the electron and d2E
dk2

is the band curvature in

reciprocal space. It is then easy to see that the greater the curvature, the smaller the

effective mass and vice versa. This is because greater band curvature means electrons

experience a more rapid change in energy for changes in wavevector, k, and so they can

be ’accelerated’ more quickly within the band (and therefore have a smaller ’effective’

mass). At a temperature of 300 K, the longitudinal effective mass at Γ, the centre of

the Brillouin zone, of electrons in the minima of the conduction band is me = 0.20 m0,

while that of the holes in the uppermost valence band is mh = 0.32 m0, where m0 is

the mass fo a free electron [48,49].

GaN is also a piezoelectric material, meaning when external stress is applied to

it, there is a redistribution of charges and polarisation occurs, spawning electric fields.

Piezoelectric polarisation (PE) therefore increases with strain and the PE induced along

the c-axis is given by the relationship:

PE = e33ϵzz + e31(ϵxx + ϵyy) (2.24)

Where ϵzz is the strain along the c-axis, ϵxx = ϵyy is the in-plane strain which

is assumed to be isotropic and e33 and e31 are piezoelectric coefficients [50]. The

piezoelectric coefficients for GaN are somewhat disputed, with recorded values falling

the range between 0.63 and 1 Cm−2 for e33, -0.32 and -0.49 Cm−2 for e31 and -0.3 and

-0.33 Cm−2 for e15 [50–54].

In addition to piezoelectric polarisation, GaN also has spontaneous polarisation, PS
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which is relatively high [52]. This, in most cases, can be assumed to be isotropic [55]

and when combined with PE the total polarisation, Ptotal, of GaN can be given as:

Ptotal = PE + PS (2.25)

The piezoelectric nature of GaN and its total polarisation mean that when the

material is strained, there are significant implications on local carrier mobilities in the

material, impacting Gan-based device performance. This is why it is of huge importance

to be able to understand and reliably measure strain in GaN thin-films.

The change in the overall E-field (∆E) as a result of polarisation (∆P ) is governed

by the relationship:

∆E =
∆P

ϵ0(k − 1)
(2.26)

Where ϵ0 is the permittivity of free space and k is the dielectric constant of GaN

(k = 8.9).

Changes in the E-field can cause significant variations in the mobility of the carriers

in GaN. For low E-fields the electron mobility (µ) is a constant, µ0, known as the low

field mobility. In this regime, the increase in electron drift velocity (ν) is roughly linear

to the increase in the E-field [56]:

ν = µ0 × E (2.27)

However, in the high-field regime, this linearity disappears as phonon and impu-

rity scattering becomes increasingly more likely and the velocity saturates (νs). Con-

sequently, the relationship between ν, E and µ must be modified to include a field

dependence:

ν(E) = µ(E) × E (2.28)

Furthermore, there is a temperature dependence for both the low- and high-field

mobility regimes, affecting when this saturation occurs. Figure 2.11 shows the relation-
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Figure 2.11: The dependence of electron drift velocity on electric field at various tem-
peratures in wurtzite GaN is shown using a model from [56]. In the low-field regime
drift velocity is roughly linearly related to E-field, resulting in a constant low-field mo-
bility µ0. At higher E-fields, phonon and impurity scattering occur to a much greater
extent, saturating the velocity and resulting in a decrease in the now field-dependent
mobility, µ(E). Figure adapted from [56].

ship between the E-field and drift velocity for electrons at various temperatures based

on the model from [56].

As can be inferred from Fig. 2.11, beyond the saturation of the drift velocity, there

is a significant decrease in electron mobility as the E-field continues to rise.

Growth: General

Due to the lack of bulk GaN substrates, the growth of GaN is most often heteroepi-

taxial, i.e., the GaN is deposited on a substrate of different chemical composition. The

dominant substrates for GaN growth are sapphire, silicon, and silicon carbide, although

developments are being made in producing GaN substrates [57,58]. Aside from HVPE,

which was used to grow the early thin films [59], other epitaxial growth mechanisms

for GaN include metal-organic vapor phase epitaxy (MOVPE), epitaxial lateral over-

growth (ELOG), and molecular beam epitaxy (MBE). The GaN thin films analysed
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in this thesis were all grown via MOVPE on c-oriented sapphire. The process for this

growth will now be briefly explained.

Growth: MOVPE of GaN on Sapphire

Under controlled pressure, reactants are transported into a reactor, where the sapphire

substrate is located, via a vapor phase. These reactants are known as precursors, and

for the production of GaN, the precursors are often NH3 and Ga(CH3)3 [60] [61]. The

precursors then dissociate and are adsorbed by the heated substrate, diffusing and

forming layers of GaN until the growth process is complete [62]. For the thin-films

used in this thesis, the sapphire substrate is c-oriented, meaning its c-axis is aligned

with the z -axis of the reactor reference frame. Consequently, the growth direction of

the GaN is also the c-axis.

One of the drawbacks of using a sapphire substrate for GaN thin films is the large

lattice mismatch incurred (16%) [63]. This results in significant stresses in the first

few layers of deposited GaN. To try to mitigate the effects of this, generally, a thin

first section of GaN, known as a nucleation layer, is formed at a low temperature (e.g.,

525 ◦C) [64] following the nitridation of the substrate layer. The remaining GaN will

then be grown at a higher temperature (e.g., 1150 ◦C), accelerating the growth rate and

allowing the formation of 3D GaN islands. These islands are then allowed to coalesce

by changing the growth conditions once again such that lateral growth is favourable,

transitioning to 2D growth and forming the full GaN thin film layer [65]. This second

section will typically be at a thickness between several hundred nanometres to a few

microns.

2.1.7 Strain and Threading Dislocations in GaN

When GaN is grown on c-oriented sapphire, due to the differences in crystal structure,

in order to achieve the best lattice matching, there is an in-plane rotation of 30◦ between

the two lattices [63]. This aligns the N atoms of GaN with the O atoms of Sapphire.

Without this alignment, a much larger lattice mismatch persists. GaN is unbound in

the c-direction but perpendicular to this, i.e. in-plane, the lattice parameter, a, of
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Material Lattice constant a Lattice constant c In-plane Thermal Expansion Coefficient

GaN a = 3.189Å c = 5.186Å 5.59 × 10−6 K−1

Sapphire a = 4.758Å c = 12.99Å 7.5 × 10−6 K−1

Table 2.2: Lattice parameters and thermal in-plane thermal expansion coefficients for
GaN and sapphire

GaN is bound by the size of the lattice parameter of sapphire. As a result of this, the

GaN must match the lattice parameter of sapphire in order to grow successfully on the

substrate. In an ideal world, this would mean that both GaN and sapphire’s lattice

parameters, a, would share the same magnitude. However, from the previous discussion

on crystal growth, it is known that there is in-fact a mismatch between their in-plane

lattice parameters of up to 16%. Sapphire has a = 4.758 Å compared to a = 3.189Å

for GaN [66].

This mismatch results in the in-plane tensile strain of GaN on sapphire as its lattice

parameter extends to match that of sapphire’s. However, as the growth typically occurs

at high temperatures, the thermal expansion coefficients of the material must also be

accounted for [67]. The lattice parameters and thermal expansion coefficients for both

GaN and Sapphire are given in Table 2.2

As a result of the thermal mismatch (26%), during cooling sapphire shrinks consid-

erably faster than the GaN. This effect dominates the overall lattice/thermal mismatch

and results in compressively strained GaN. This strain is symmetrical in-plane, result-

ing in what is known as biaxial strain. In this case the strain in the x -direction, ϵxx is

equal to the strain in the y-direction, ϵyy.

In addition to the strain, defects are also formed near the substrate interface. These

defects include threading dislocations, which have their own associated strain distribu-

tions. The predominant Burgers vectors for the edge, screw and mixed TDs in GaN are

1
3 [112̄0], [0001] and 1

3 [112̄3] respectively. Figure 2.12 shows a cross-sectional image of

GaN on sapphire where the lines threading vertically from the substrate to the surface

are TDs. Typically, the density of TDs in GaN ranges from ×108 cm−2 to ×1010 cm−2,

which is considerably higher than for other III-V semiconductors [68].
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Figure 2.12: Cross-sectional TEM image of GaN on a sapphire substrate. Vertical
lines threading from the substrate to the surface are threading dislocations. The small
loops of dislocations near the substrate are known as misfit dislocations. Figure taken
from [6].

The origin of TDs is still a point of contention in literature. One of the first explana-

tions, supported by TEM studies [7,69], was that TDs form at coalescence boundaries

where the film may be heavily misoriented. Any twist (in-plane misorientation) at the

boundary would lead to the formation of edge TDs to support the misorientation, while

any tilt (out-of-plane misorientation) results in screw TDs forming [7, 69]. Combina-

tions of tilt and twist would then result in mixed TDs [7, 69]. However, this idea has

since been challenged by various other studies, some of which have access to better

statistics via AFM measurements [70–73]. The study by Oliver et al., for example,

found no increase in TD density at coalescence boundary locations [70]. Some alter-

native explanations have been suggested, such as TDs developing from defects in the

nucleation layer of GaN [74], and some studies have even suggested that formation at

coalescence boundaries is in-fact growth condition dependent [75]. Still, ultimately,

there is no current theory for TD generation that is unanimously accepted.
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2.2 GaN-based Devices and Impact of TDs

The GaN thin films investigated in this thesis are suitable for use in high electron

mobility transistor (HEMT) [76–79] and light-emitting diode (LED) [59,80–82] devices.

However, the existence of TDs in GaN has a deleterious effect on the two most important

characteristics that dictate the performance of GaN-based LED and HEMT devices.

These characteristics are the carrier mobility for HEMTs and radiative recombination

for light emission in LEDs. This section will discuss in more detail how TDs impede

their performance.

2.2.1 Impact of TDs on Device Performance

For some time now, TDs have been known to be sources of non-radiative recombination

for minority carriers in nominally undoped (n-type) GaN [8,9]. When TD spacing falls

below the minority carrier diffusion length (the length a carrier travels, on average,

before recombining), non-radiative recombination effects significantly impact the effi-

ciency of the device. The minority carriers in n-type GaN are holes. The relative hole

density near a dislocation can be given by:

p(r) = Gτ [1 − exp
−r
Lp

] (2.29)

then the relative light emission efficiency can also be described by:

η = 1 − (
2r0
Ld

)2 − 8

L2
d

∫ Ld
2

r0

rexp(−r − r0
Lp

)dr (2.30)

where G is the generation rate of holes, r is the distance from the dislocation, r0 is

the ’dead zone’ (the region around the dislocation where the minority carrier density

is assumed to be zero), τ the hole lifetime, Ld = N
−1/2
d is the mean separation of

dislocations, Nd is the dislocation density and Lp the hole diffusion length in n-type

GaN [8,9]. The consequence of this is that higher threading dislocation densities and/or

lower threading dislocation spacing leads to reduced efficiencies. While density and

spacing may seem directly correlated, the clustering of TDs must also be considered, as
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thin films with low TD densities (TDDs) on the large scale may still suffer from regions

of high clustering, and therefore low TD spacing, on the small scale.

Several suggestions exist throughout the literature as to why TDs act non-radiatively.

Firstly, the presence of TDs has been correlated to regions of negative charge surround-

ing them [83, 84]. This has led to the suggestion that TDs produce ’trap states’ [85].

These are intermediate states near the valence band which ’trap’ carriers resulting in

an increase in non-radiative recombination. Additionally, TDs are known to getter, or

trap, point defects and impurities in their vicinity. These can also impact the electronic

structure of GaN near the TDs [84].

The strain relaxation as a result of TD formation also causes local changes in the

E field due to piezoelectric polarisation [86]. This produces local variation in the band

gap, and as a consequence light emission. Any changes in band gap or band curvature

will also be reciprocated in the effective mass of carriers (see Eq. (2.23)) and therefore

carrier mobility. Reductions in carrier mobility via this mechanism are significant and

can significantly degrade the performance of GaN based HEMT devices, requiring much

larger gate voltages to produce higher carrier mobility [87].

Additionally, carrier mobility in HEMT devices can be further impacted by the

Coulomb carrier scattering imposed by TDs [88,89]. This scattering occurs due to the

negatively charged areas surrounding the TDs. Both higher densities of TDs and lower

carrier concentrations enhance the impact of this effect on carrier mobility.

2.3 Experimental Techniques and Analysis

2.3.1 Scanning Electron Microscopy

Scanning Electron Microscope Components

The scanning electron microscope (SEM) is a scientific instrument used for the imaging

and quantitiative analysis of many different materials. It does so by scanning an electron

beam over the surface of a material, producing signals such as backscattered electrons

and x-rays (more on this in Section 2.3.1 SEM: Beam-sample interaction), which can

then be measured by the user via a variety of detectors. Typical energies for the electron
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beam in an SEM are between 1 keV and 30 keV, with currents in the nA range.

In general, an SEM is composed of three sections: an electron column, a specimen

chamber (where any detectors will be located), and a corresponding computer used

to control the experiment. The primary element of the electron column is the elec-

tron source. In modern-day SEMs, this is typically a tungsten filament, which emits

electrons via thermionic emission or a field emission source (Schottky or cold field emis-

sion) [90]. Ideally, the electron beam produced by either of these mechanisms needs

to be stable in current density and of a small diameter. Diffuse electron beams are

much harder to converge/focus, resulting in reduced spatial resolution, while inconsis-

tent current density can produce unwanted fluctuations in signal, increasing the noise of

measurements. Once emitted, the electrons will pass through a series of electromagnetic

lenses. This part of the optics can vary from microscope to microscope but generally

involves a condenser lens, which initially converges the electron beam, followed by an

objective lens, which converges the beam once more before interacting with the sample.

Apertures can also be used between lenses to limit the divergence of the beam. Finally,

the beam is scanned/rastered via charged scanning coils, which deflect the beam in the

x and y directions. The electron column is held at vacuum to prevent the scattering

of the electron beam from air or other impurities. The beam’s characteristics, such as

current, diameter, and energy/voltage, can be varied via the control computer. This

computer also allows the user to optimise the beam, such as performing lens alignment,

focusing the beam on the sample, and reducing astigmatism.

The specimen chamber is where the sample to be imaged/analysed is loaded by

the user. This involves mounting the sample on a mechanical stage, which can be

manipulated and moved below the beam either manually or electronically. Like the

electron column, the chamber is also held at a vacuum; however, for samples that

charge (high electrical conductivity), there are cases in which introducing a vapor to

provide a low vacuum in the specimen chamber is beneficial. The chamber also houses

the detectors operated by the user. For EBSD, this is typically a charged coupled device

(CCD) or complementary metal oxide semiconductor-based (CMOS) detector coupled

to a phosphor screen. Figure 2.13 shows a schematic of a basic SEM setup.
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Figure 2.13: Schematic of a scanning electron microscope (SEM).
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As well as providing control over the beam characteristic and microscope alignment,

the control computer also facilitates the use of third-party software to sync detectors

with the beam scan and control acquisition parameters for imaging.

SEM: Beam-sample interaction

Upon impacting a flat sample, beam electrons will penetrate the surface and undergo

elastic and inelastic scattering processes. For elastic scattering, electrons undergo high-

angle scattering due to the electrostatic interaction with atomic nuclei [90, 91]. This

high angle scattering, for non-relativistic electrons, from an atomic nucleus is described

by the differential Rutherford cross-section [91,92]:

ΩR(θ) =
e4Z2

16(4πϵ0E0)2
dΩ

sin4(θ/2)
(2.31)

Where e is the electron charge, Z is the atomic number of the sample/specimen, E0

is the beam energy, θ is the scattering angle, and ϵ0 is the permittivity of free space.

This treatment is based on the assumption that scattering is purely elastic from atomic

nuclei and that the atomic nuclei are at fixed positions and are so massive (relative

to electrons) that they are unmoved during scattering. The Rutherford cross-section

also ignores the wave behaviour of electrons. A more complete expression that does

take this behavior into account requires wave mechanics which quickly becomes very

complex and is unnecessary for the scope of this thesis. The Rutherford cross-section

can be further modified for the screening effect of bound atomic electrons (effectively

reducing the positive charge of the nucleus), and relativistic beam electrons to give [91]:

ΩR(θ) =
λ4RZ

2

64π2a20

dΩ

[sin2(θ/2) +
θ20
4 ]2

(2.32)

Where a0 is the Bohr radius of the scattering atom, θ0 is the screening parameter,

and λR is the electron wavelength corrected for relativistic effects. For SEM beam ener-

gies, relativistic effects are an unnecessary consideration, however electron screening is

an important consideration for when the beam electron is far from the atomic nucleus,

resulting in lower angle scattering.
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For inelastic scattering, variations on the Bethe expression for the ionisation cross-

section can be used [91]:

ΩT = (
πebsns
E0Ec

)log(
csE0

Ec
) (2.33)

where ns is the number of electrons in the ionised subshell, bs and cs are constants

for that shell, and Ec is the ionisation energy. This, like the Rutherford cross-section,

assumes electrons are non-relativistic and must be modified for relativistic electrons,

such as those in high-energy transmission electron microscopy (TEM) measurements.

The region within the specimen where all of this elastic and inelastic scattering

occurs is known as the interaction volume. The size of this volume is dependent on the

beam diameter, but predominantly the beam energy and specimen density (ρ). The

straight-line depth of the interaction volume (Re) in microns can be described by the

empirical formula from Kanaya and Okayama [93]:

Re =
0.0276A

ρZ0.889
E1.67

0 (2.34)

where A is the specimen’s atomic weight. A corollary of this is that the further a

beam electron travels into a specimen, the more likely it is to lose a significant amount

of its energy. The model assumes that the beam is sufficiently focused such that its

diameter plays no role in influencing the path of the electrons inside the material.

As well as elastic and inelastic scattering, diffraction effects can also occur. This

happens when a beam electron is incident on a crystal plane of the material such that

the Bragg condition for diffraction is fulfilled [94]:

2dhklsinθhkl = nλ (2.35)

Where dhkl is the interplanar spacing, θhkl is the Bragg angle for the particular

plane (see Figure 2.14.), n is the order of reflection and λ is the associated De Broglie

wavelength of the incident electron. As λ is dependent on the energy of the electron, it

is therefore dependent on both the beam energy and the number of inelastic scattering

processes before diffraction. Electrons of a particular wavelength have an associated
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Figure 2.14: Bragg diffraction

wave vector, k given by:

k =
2π

λ
(2.36)

Upon incidence on a crystal plane at the Bragg angle (θhkl), the electron’s outgoing

wave vector after diffraction will be k′ with a magnitude equal to its incoming wave

vector k by the conservation of energy. For samples where the thickness is such that

inelastic scattering does not dominate, diffuse scattering is significant. Diffuse scatter-

ing is the elastic, or quasi-elastic (i.e. very small loss of energy), scattering of electrons.

These electrons will then have a variety of wave vectors k. As such, when they are

incident on a family of crystal planes at the Bragg angle (θhkl) and undergo diffraction,

due to the cylindrical symmetry of the Bragg condition and variety of wave vectors,

the electrons are diffracted not in lines but as a conical distribution. This is known as

a Kossel cone [91]. For ±hkl two Kossel cones are generated.

The beam electrons that are scattered and/or diffracted such that they resurface and

exit the specimen are termed backscattered electrons (BSEs). Other than these, there is

a vast array of different types of signal produced in the interaction volume that can be

collected and measured outside of the specimen in the SEM chamber. The majority of
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this other signal is produced from the inelastic interaction of beam electrons with the

sample. Examples include: bremsstrahlung x-rays produced with energy proportional

to the loss of energy by beam electrons which interact with nuclei and lose momentum;

secondary electrons (< 50 meV) ejected from the specimen by beam electrons; Auger

electrons and characteristic x-rays which may be emitted when an atom ionised by

the beam returns to its ground state; photons produced form the recombination of

electron-hole pairs after excitement by the electron beam (cathodoluminescence).

2.3.2 Simulating Beam-Sample Scattering via Monte Carlo

A popular method of simulating the electron beam-sample scattering is via Monte Carlo

simulations. These are statistical simulations of electron trajectories inside a material.

A user-defined number of electrons with a specific initial energy are incident at a point

on the surface boundary of the chosen material (imitating a point-like electron beam),

and their paths and energies are then dictated by inelastic and elastic scattering models

(such as the Rutherford and Bethe cross-sections outlined here). The paths of the

electrons within the material are tracked until either their entire energy is absorbed

via inelastic scattering or until the electrons are backscattered from the surface of

the material. Materials are modeled as a sequence of horizontal planes, with their

density dictated by either the atomic/weight fraction of each element appearing in the

material’s chemical formula or, if available, by the known density value for a given

material in g/cm3. In the Monte Carlo simulation software CASINO v2.42 [95] (used

later in this thesis), the material is assumed to be homogeneous. Fig. 2.15 shows a

Monte Carlo simulation run in the CASINO software for 1000 electrons at a beam

energy of 20 kV inside a 900 nm thick GaN film.

Monte Carlo simulation programs for scattering processes such as CASINO do not,

however, account for diffraction processes, meaning the simulation of electron trajec-

tories is not complete. As such, BSE intensities and angular distributions are not

adequately reproduced by Monte Carlo simulations [96]. Incorporating these diffrac-

tion processes, therefore, remains an important challenge in developing Monte Carlo

simulations for EBSD [97–99]. However, Monte Carlo simulations can still be useful
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Figure 2.15: Monte Carlo simulation of electron trajectories produced in CASINO [95]
using the Mott interpolated cross-section for scattering processes. In this case, the
sample is normal to both the beam and the z -axis(no tilt). The trajectories of 1000
electrons simulated for a 20 kV electron beam in a 900 nm thick GaN film. Blue lines
show the paths of electrons whose energy is fully absorbed by the material, and red
lines show the paths of electrons that are backscattered and resurface from the material.
The simulation is viewed in the yz plane.
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in estimating a ball-park average depth for the electron distribution in a material as

well as visualising the symmetry, or asymmetry, of the distribution of scattering elec-

trons within the material. As long as the limitations of the simulations are understood,

and the accuracy of depth calculations is treated with large enough error, there is still

value in performing Monte Carlo simulations for general scattering processes related to

EBSD.

2.3.3 Electron Backscatter Diffraction (EBSD)

Electron backscatter diffraction (EBSD) is a quantitative measurement performed in

the SEM via the collection of backscattered beam electrons by a pixelated detector

as the beam rasters across the specimen. This section introduces EBSD in two parts.

Firstly, the scattered and diffracted electrons that make up the BSEs are treated as a

whole, and the basic geometry and setup of EBSD is then explained. Not differentiating

between diffracted BSEs and scattered BSEs at this point makes it easier to explain

the general parts of EBSD that apply to both. In the second half of the section, the

separate signals of scattered BSEs and diffracted BSEs will be explained by discussing

the signal acquired by EBSD measurements- electron backscatter patterns (EBSPs).

EBSD: Geometry and Acquisition

The proportion of beam electrons which are backscattered from a material is described

by the backscatter coefficient (η) [100]:

η =
NBSE

NB
(2.37)

Where NBSE is the number of backscattered electrons and NB is the number of

beam electrons incident on the specimen. While η will of course change with the

atomic number Z of the material, it can also be optimised for any particular material

by titling the sample stage in the SEM. This increases the proportion of backscattered

electrons as the beam penetrate a shorter distance into the specimen. In fact, in

EBSD, the SEM stage is generally tilted to 70◦. While further tilting towards 90◦

would increase η even more, it also means the BSE signal comes from even closer to
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Figure 2.16: Monte Carlo simulation of electron trajectories produced in CASINO [95]
using the Mott interpolated cross-section for scattering processes. The sample is tilted
70◦ around the horizontal, with the z -axis normal to the titled surface. The trajectories
of 1000 electrons are simulated for a 20 kV electron beam in a 900 nm thick GaN
film. Blue lines show the paths of electrons whose energy is fully absorbed by the
material, and red lines show the paths of electrons that are backscattered and resurface
from the material. The simulation is viewed in the yz plane. Due to the sample tilt,
the interaction volume (region containing the beam electrons within the sample) is
elongated significantly in the y direction.

the surface. This can result in topographical effects dominating the BSE signal with

a lack of crystallographic information from within the sample. Figure. 2.16 shows a

Monte Carlo simulation for the paths of 20 keV beam electrons incident on a tilted

(SEM stage tilted 70◦) GaN sample. The region of the GaN encompassing the incident

electron paths is the interaction volume discussed earlier. The size of this interaction

volume governs the spatial resolution of EBSD.

EBSD is performed with a set distance (step-size) between each point in the raster

scan. Generally speaking, the smaller the step size, the better the spatial resolution of

the resulting information, as there is greater sampling across the specimen. However,

if the step size encroaches on the lateral size of the interaction volume, measurements
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become subject to oversampling and reach a spatial resolution limit. Consequently, for

optimal spatial resolution, on the first assumption, the interaction volume needs to be

minimised. This can be done by reducing the beam energy and beam diameter when

measuring a particular material. Moreover, the tilting of the SEM stage introduces

an asymmetry in the interaction volume. This is in the form of an elongation in the

tilt (y) direction. This can be easily seen by comparing the untilted Monte Carlo

simulation (Figure. 2.15) with the tilted one (Figure. 2.16). Therefore, the lateral

spatial resolution is also asymmetric, with better spatial resolution in the x -direction

than in the y-direction. This is an important consideration when quoting lateral spatial

resolution and also when simulating EBSD measurements.

At each point in the raster scan, the beam is dwelled for a user-defined time, and the

BSEs are collected by a pixelated detector. This is typically a charged coupled device

(CCD) or complementary metal oxide semiconductor (CMOS) device optically coupled

to a phosphor screen. The phosphor screen acts as an intermediary between the BSE

distribution and the camera sensor, converting the electron energy into light which can

then be collected at the sensor. However, a fairly recent development is the direct

electron detector (DED). This allows for the direct collection of BSEs and the most

common DED in EBSD applications is the hybrid DED [101–103]. This is composed

of a thin slab of semiconductor material (Si or GaAs, for example) which absorbs

the energy of the incident electrons, producing electron-hole pairs proportional to this

energy. These are then collected by electrodes and processed through an application

specific circuit (ASIC) for readout. All work carried out in this thesis was with a CCD

or CMOS phosphor detector.

The distribution of BSEs collected at the detector during each dwell in the raster

scan is known as an electron backscatter diffraction pattern (EBSP). For a scan that

dwells M ×N times in an area A, an EBSD dataset will therefore have M ×N EBSPs.

The details of the BSE distribution, EBSP formation and the information which can

be derived from EBSD will now be discussed in detail. Figure 2.17. shows the typical

experimental setup for EBSD.
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Figure 2.17: EBSD setup within the SEM. The sample is tilted to 70◦ for optimal BSE
signal. A section of the BSE distribution is intersected by a pixelated detector. The
resulting image from dwelling the beam at a particular point in the scan is an electron
backscatter pattern (EBSP).
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EBSD: Diffraction and Electron Backscatter Patterns (EBSPs)

An EBSP from GaN, produced with a beam energy of 20 kV in a Schottky field emission

microscope is shown in Figure 2.18a). An EBSP is composed of two distinct parts:

Kikuchi bands and a diffuse background. These parts have been separated from one

another in Figure 2.18b) and c) by a fast Fourier transform for clarity. Kikuchi bands

are pairs of lines formed from the outgoing diffraction of BSEs. They are the regions

of the Kossel cones intercepted by the EBSD detector. They appear as lines because

the solid angle of the Kossel cones covered by the detector is relatively small compared

to the curvature of the cones. These lines/bands are, therefore, a 2D projection of the

material’s crystal planes, meaning an EBSP is closely related to a 2D projection of the

material’s crystal structure. The energy of the diffracted electrons forming these bands

is typically within 3% of the beam energy [104]. The angular width of each Kikuchi

band is two times the Bragg angle. This relationship between band width and Bragg

angle means that lower beam energies will produce wider Kikuchi bands. Similarly,

BSEs that have been strongly inelastically scattered and, therefore, are of significantly

lower energy may have also been diffracted on their way out at wider angles, resulting

in them contributing diffusely to the background. The other component of the diffuse

background is all the other BSEs which have not been diffracted on their way out

of the sample. The relative intensity of these BSEs is a function of the number of

beam electrons which have been diffracted on their way into the material and do not

resurface. The higher the proportion of incoming beam electrons diffracted, the fewer

electrons there are that are being backscattered. Consequently, the diffuse background

is still modulated by diffraction effects even if no diffraction information is directly

derivable from the not-diffracted BSEs themselves. The diffuse background makes up

the majority of the intensity in an EBSP, with Kikuchi bands accounting for around

10-15% of the overall intensity [105].

The intensities of Kikuchi bands in EBSPs have been successfully simulated and

modelled using a Bloch wave approach to the dynamical theory of electron diffraction

[98,106,107]. Understanding this is important for much of the underlying physics used

in the pattern-matching approach to extract strain and misorientation information from
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Figure 2.18: a) A raw electron backscatter pattern (EBSP) containing both a diffuse
background a Kikuchi bands. A fast-Fourier transform has been used to decompose
a) into just the signal from the Kikuchi bands, b), and just the diffuse background,
c). b) is formed from the diffraction of low-energy-loss backscattered electrons from
crystal planes on their way out of the sample, while c) is predominantly formed from
inelastically scattered backscattered electrons with no direct diffraction information.
The solid angle covered by an EBSD detector is typically > 90◦, and for this particular
pattern it is closer to 100◦.

EBSD datasets in this thesis (See Section 2.3.4 Indexing).

By understanding the probability densities of diffraction and elastic/inelastic scat-

tering processes and their distribution within the crystal, it is possible to extrapolate

how these processes are projected onto the EBSD detector screen. This involves careful

consideration of the electrons’ associated wavefunctions inside the crystal and the cor-

responding probability density at and between atomic positions. The wave function,

ψ, inside a crystal can be given by the superposition of Bloch waves [94]:

ψ(r) =
∑
j

cj exp(2πik
(j) · r)

∑
g

C(j)
g exp(2πg · r) (2.38)

Where kj are the associated wave vectors of the Bloch waves and cj and Cj
g are ex-

pansion coefficients. The wavefunction can be determined by solving for these (see [94]).

It is fair to assume, given their high-angle scattering, that BSEs are predominantly scat-

tered from atomic nuclei. The probability density of the wavefunction at the atomic

positions in the crystal can be found (ψψ∗). The dynamically backscattered intensity

from depth t1 to t2 is then [94]:
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IDYN ∝
∑
n,i,j

Z2
nB

ij(t1, t2)
∑
g,h

C
(i)
g C

(j)∗
h × exp(−Bns

2)exp[2πi(g-h) · rn] (2.39)

With atomic positions rn, atomic number Z, expansion coefficients C
(i)
g and C

(j)∗
h ,

Debye-Waller factors exp(−Bns
2) and a depth integrated interference term Bij(t1, t2)

of the Bloch waves i and j. The EBSP can then be calculated using this intensity

relationship for electrons with well defined wave vectors at each point in a crystal.

For a given scattering direction, a perhaps more intuitive but more general repre-

sentation of this is to say that the observed intensity is simply the integral over all

electrons scattered in direction (θ, ϕ) and subsequently diffracted out of the material

with energies between the primary energy (beam energy), Ep, and a lower limit, often

zero, across a depth from the surface to the maximum penetrated depth, tmax [94]:

IB ∝
∫ Ep

0
dE

∫ tmax

0
dt D [nB(θ, ϕ, θin, ϕin, E, t] (2.40)

Where (θin, ϕin is the incident beam direction, nb is the initial distribution function

of beam electrons, and D is an operator symbolising the diffraction process of these

electrons.

The treatment involving Eq. (2.40) not only allows for EBSPs to be simulated

but also for their intensity distribution to be understood. The high-intensity parts

of the Kikuchi bands (their centres) correspond to regions in the crystal where the

diffraction probability density coincides with areas of high diffuse scattering (atomic

positions along crystal planes). Conversely, the low intensity parts of Kikuchi bands

(their edges) corresponds to regions within the crystal where the diffraction probability

density coincides with areas of low, or no, diffuse scattering (between atomic planes).

2.3.4 Indexing

As the Kikuchi bands in EBSPs are related to the crystal planes of the material, this

allows crystal structure, misorientation and strain information to be extracted from an

EBSD dataset. The extraction of crystal planes and their orientation relative to one
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another from an EBSP is known as indexing. There are several approaches to doing

this; two of these (Hough Indexing and Pattern Matching) will be explained in the

following sections.

Hough Indexing

The first step to indexing is identifying the crystal planes present in an EBSP. This re-

quires knowledge of the positions of the Kikuchi bands within an EBSP. Traditionally,

the Hough transform has been used to do this [108]. This is related to the Radon trans-

form [109], which will also be used in Chapter 6 of this thesis. The Hough transform is

performed on the band signal only, with the diffuse background subtracted (as in Fig-

ure 2.18b)). In the Hough transform straight lines passing through each pixel (xi, yi)

in the image, I(x, y), are converted into ’Hough-space’ via the parameterization [108]:

ρ = xicosθ + yisinθ (2.41)

Where ρ is the distance from the origin and θ is the angle of the straight line normal.

Consequently, a unique straight line in the image corresponds to a point in Hough-space

(θi,ρi). So for every straight line passing through a point (xi,yi) in the image, a ’vote’ is

given in Hough-space. The accumulation of these votes along a Kikuchi band results in

a strong intensity at a point in Hough space (θi,ρi). Figure 2.19. shows the conversion

of Kikuchi bands in a filtered EBSP to intense points in Hough-space.

To relate the identified bands to the crystal structure, a transformation from the

Cartesian detector reference frame to the crystal reference frame must occur. This in-

volves rotating the Cartesian detector reference frame into coincidence with the Carte-

sian reference frame of the sample. The Cartesian basis vectors can then be converted

to crystal basis vectors by application of a structure matrix, A [110]. This is then the

origin from which orientation is measured. The further rotation required for the EBSP

bands to match the exact lattice orientation at each point is generally described using

Euler angles. Euler angles are three consecutive rotations around given axes such that

two structures are brought into coincidence. These three rotations are known as pitch,

yaw, and roll. In EBSD the Bunge convention [111] for Euler angles is most commonly
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Figure 2.19: a) Hough-space corresponding to the filtered EBSP in b). Using the
Hough transform, Kikuchi bands in b) are converted into points in Hough-space with
parameters ρ (the distance of the band from the origin marked by the intersection of
the two dashed lines) and θ (the angle of the line normal to the origin). The bright dot
in a) identified by the red arrow corresponds to the Kikuchi band in b) marked by the
red line.

used. This involves a rotation of ϕ1 around the z -axis, a rotation of Φ around the

x -axis and a final rotation of ϕ2 around the new z -axis. This is more formally expressed

as [110]:

O = Rz(ϕ2)Rx(Φ)Rz(ϕ1) (2.42)

Once in the crystal reference frame, angles between bands can be successfully cal-

culated and compared to a list of theoretical interplanar angles for a given structure

produced via kinematical structure factor calculations. These kinematical calculations

are performed for reflectors (bands) with the highest intensities and the experimental

data is subsequently fitted, finding the best solution for the orientations of the bands.

For an EBSD dataset with M × N patterns spanning an area A, the misorientation

from point to point is then simply found by comparing the relative orientations of the

EBSPs at those points.
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Pattern-Matching

The angular resolution of the basic Hough-based approach is limited, for high-speed

implementations, to around 0.5◦ [112]. Moreover, when using detector binning of neigh-

bouring pixels of the detector for lower resolution EBSPs and therefore faster operation

and lower storage space- the angular sensitivity is reduced further. These limitations

impose hurdles for the analysis of GaN where typical misorientations can often be

below the 0.5◦ threshold. As such, the indexing used in this thesis is done via a

pattern-matching approach developed by Aimo Winkelmann, as described in [113,114].

This approach generates dynamically simulated EBSPs at each point in the EBSD

dataset for the given detector-sample geometry and crystal orientations output by the

Hough transform which is typically calculated in commercial software. By using the

Hough transform output as a starting point, the orientation parameters of the dynami-

cally simulated patterns are then changed to maximise the normalised cross-correlation

coefficient between each experimentally obtained pattern and the simulated patterns.

The normalised cross-correlation coefficient is simply a measure of how similar two im-

ages are, with a value of 1 meaning the images are identical and 0 meaning the images

share no similar features. The orientation of the crystal corresponding to a partic-

ular EBSP is then simply the orientation of the simulated pattern, which gives the

highest normalised cross-correlation value. This approach has an approximate angular

resolution of 0.03◦ and performs well at high pattern binning [114].

2.3.5 Deriving Strain from EBSPs

As with misorientation, strain (and therefore changes in lattice parameter) in a material

results in a corresponding deformation of the EBSPs collected from that material (see

2.20). Earlier in this thesis, the concepts of deviatoric (change in shape) and hydro-

static (change in volume) strain were introduced. EBSPs are insensitive to hydrostatic

strain. This is because hydrostatic strain, a change in volume, affects all normal strain

components equally according to Eq. 2.10 and so there is no corresponding change in

inter-planar angles on the EBSP pattern.

In order to measure the deviatoric strain, a relative approach is often taken where
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an EBSP in a dataset is chosen as a reference, and the distortion of the other EBSPs

with respect to this is calculated for the different strain and lattice rotation tensor

components [12, 115–118]. Consequently, EBSD does not find absolute strain, but

rather relative strain. The reference EBSP is generally chosen from a region in the

dataset that is assumed to be minimally strained. However, it is unavoidable that

there will be some residual strain in the pattern. Once the reference EBSP is chosen, it

is subdivided into a user-defined number of regions of interest (ROIs). By comparing

the translations/shifts (q) of the features within the ROIs with respect to all other

EBSPs in the dataset, the strain can be calculated. These shifts are related to the

displacement gradient tensor (a) via [115]:

q = Q− (Q · r̂)r̂ (2.43)

where:

Q = ar̂ (2.44)

and a is the displacement gradient tensor:


∂u1
∂x1

∂u1
∂x2

∂u1
∂x3

∂u2
∂x1

∂u2
∂x2

∂u2
∂x3

∂u3
∂x1

∂u3
∂x2

∂u3
∂x3

 (2.45)

where u = (u1, u2, u3) is the displacement at the position x = (x1, x2, x3) in the

sample, with the shift/translation q = (q1, q2, q3) in the EBSP measured perpendicular

to the direction r = (r1, r2, r3) along the selected feature.

The magnitude of Q · r̂ is along the direction r̂ and therefore cannot be determined.

However, combining the equations for the individual components of q gives the following

simultaneous equations, which can be solved for different r̂ within the different ROIs

to yield the strain and lattice rotation tensors [115]. Figure 2.20. shows the different

types of EBSP distortion observed for each part of the deviatoric strain tensor.
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r1r3[
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− ∂u3
∂x3

] + r2r3
∂u1
∂x2
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∂u3
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= r3q2 − r2q3 (2.47)

The method used in this thesis for the determination of strain values shares many

similarities to the one described above but incorporates the pattern-matching approach

discussed in the previous section. For this approach, the simulated patterns are dis-

torted not in their orientation parameters (as for the calculation of misorientation)

but rather in their lattice parameters. For a wurtzite structure c and a are the pa-

rameters being distorted. By changing these parameters relative to one another, the

simulated EBSPs are tetragonally distorted, and recognisable shifts within the patterns

are visible [119, 120]. By simulating EBSPs with varying c/a ratios and maximising

the normalised cross-correlation coefficient for each experimental EBSP, a best fit for

the distortion is obtained. A simulated reference pattern is generated from an existing

EBSP in order to incorporate the correct sample-detector geometry, and relative strain

values are calculated with respect to this.

The ability to derive both relative orientation and strain from EBSPs makes EBSD

an extremely useful technique for investigating the crystallography of semiconductor

materials.
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Figure 2.20: EBSP pattern distortion for the symmetric part of the strain tensor (eij)
and the antisymmetric part of the strain tensor (wij). Figure taken from [118].
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Chapter 3

Imaging Threading Dislocations

3.1 Introduction

Performing dislocation analysis for nitride semiconductors in the scanning electron

microscope (SEM) has numerous benefits. Firstly, there is minimal sample preparation

required. For many of the techniques performed in the SEM, samples do not have to

be electron transparent, as with transmission electron microscopy (TEM). In addition

to this, when imaging dislocations, the statistics are significantly greater than those in

TEM cross-section measurements; i.e. one dataset simply includes a greater number

of dislocations to be sampled. This is because large regions of the sample surface (e.g.

10 µm2) can be imaged in a relatively short time (of the order of minutes) with high

spatial resolution ( 40 nm for a 20 keV beam).

Alongside the quantitative orientation and strain information that EBSD can pro-

vide, it is imperative to have images of the threading dislocations themselves. By

obtaining these, the user has the ability to quickly determine TD densities, which have

direct implications on carrier mobilities and non-radiative recombination (see Section

2.1.7 Strain and Threading Dislocations in GaN ), and analyse TD distributions which

can have significant local variations and as such impose large local differences in device

properties. Images of TDs can also aid identification of TD types present, which can

be extremely useful for investigating the individual electronic properties of dislocation

types which is still somewhat disputed in literature [121].
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Traditionally, in the SEM, images of threading dislocations have been acquired

with electron channelling contrast imaging (ECCI) which uses back- and/or forescatter

diodes (BSDs, FSDs) to acquire images [12, 14, 122–136]. This is done by monitoring

the change in the scalar intensity of the backscattered electron yield as the electron

beam scans continuously over the sample surface. Threading dislocations will be ob-

servable if the sample is placed such that the electron beam is incident on crystal planes

of the sample at close to the Bragg angle, the condition for Bragg diffraction, which

will influence the elastic and inelastic scattering of the incident electron beam inside

the sample. In this condition, known as a ‘diffraction condition’, any change in crys-

tallographic orientation or lattice constant due to strain will produce a change in the

proximity to the local Bragg angle, and correspondingly a change in the BSE yield

based on the diffraction effects. In ECCI images, TDs generally appear as dots with

black-white contrast.

Rather than using individual hardware diodes, a pixelated detector can be utilised

to image dislocations. At each point on the sample where the beam is dwelled, rather

than simply collecting a scalar intensity with individual diodes, an angular distribution

of backscattered electrons in the form of an EBSP is collected. Despite the lack of direct

crystallographic diffraction features in the diffuse background, the total yield and the

large-scale angular distribution of the background electrons is, however, modulated by

the diffraction effects of incident beam electrons, as explained previously (see Section

2.3.3 Electron Backscatter Diffraction).

A pixelated detector has much greater versatility than a diode for sample surface

imaging. Firstly, the detector can be segmented via post-acquisition image processing

techniques, to produce diode-like images, from anywhere across the pixel array. Here,

the scalar intensity change of the BSE yield is simply monitored in specific, user-

defined areas on the pixelated detector as the electron beam moves from point to

point on the sample [137–143]. This method is known by various names, including

virtual FSD, hybrid FSD, synthetic BSE, pattern region of interest analysis system

(PRIAS) or EBSD dark field imaging mode using a virtual aperture; and here it is

simply referred as virtual diode (VD) imaging. In doing this, a diode is effectively
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moved around in the SEM chamber, which means images of the same area with differing

dominant contrast mechanisms can be produced [140, 142–145]. Another benefit of

using a pixelated detector is that changes in the distribution of the BSE yield can

be monitored in these user-defined regions. This is done by treating the intensity

distribution as a mass density and monitoring the changes in the x and y positions of

this mass density as the electron beam scans from point to point on the sample. This is

known as centre of mass (COM) imaging [105,142]. VD imaging, based on the angular

distribution of backscattered electrons, can also be carried out in a differential mode, by

observing the relative ratio of intensities in different virtual diodes. Using three virtual

diode intensity ratios, orientation colour contrast can be produced from polycrystalline

materials [146]. Moreover, for multiphase materials, where neighbouring phases may

have a high enough variation in electron scattering effects, large COM shifts may be

measurable such that compositional changes are detectable. This could be particularly

useful in geological applications of EBSD.

In this chapter, results are presented from performing VD imaging on an N-polar

GaN thin film by using a pixelated detector with the sample placed in a diffraction con-

dition. For the same sample and diffraction condition, the VD-like detector segmenta-

tion is then combined with COM imaging, exploring the combined imaging technique of

VDCOM. For both VD and VDCOM imaging, separate images from the same sample

area are produced showing either threading dislocations or threading dislocations and

surface steps. The underlying physics behind the signal produced in these images is

discussed. The ability to controllably produce images showing both surface steps and

threading dislocations allows one to identify whether threading dislocations terminate

a step and therefore have a screw component or alternatively do not terminate a step

and are therefore edge dislocations [22]. The suitability of both techniques for imaging

dislocations and surface steps is also compared, where it is illustrated that VDCOM

produces consistent signal-to-noise across both dislocation and surface step and dislo-

cation images, whereas VD imaging does not due to signal-to-noise issues inherent in

the sample-detector geometry of the experimental setup. The applicability of VDCOM

imaging is then demonstrated across a range of other nitride thin films, each exhibiting
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different dislocation and step densities. Finally, for a Ga polar sample, VDCOM and

ECCI are compared.

3.2 Materials and Acquisition

The N-polar GaN sample is a 900 nm thick N-polar GaN thin film grown by metal-

organic vapor-phase epitaxy (MOVPE) on a sapphire substrate. The N-polar GaN was

induced by high temperature (1150 ◦C) nitridation in an environment of ammonia and

H2, followed by an estimated 25 nm thick low temperature (525 ◦C) GaN nucleation

layer and a 900 nm thick high temperature (1150 ◦C) N-polar GaN layer. This sample

was provided by the University of Sheffield.

There are three Ga-polar samples used in this chapter. The first is a 1600 nm thick

thin film grown on a c-plane sapphire substrate via MOVPE. A 30 nm GaN nucleation

layer was grown at 525 ◦C. This layer was annealed briefly at a temperature of 1023 ◦C

prior to the epitaxial growth of the sample. More information on the growth process

is available in [147]. This sample was used in previous collaborations with the growers

at the University of Sheffield. The second Ga-polar sample is a 2150 nm thick GaN

thin film grown by MOVPE on a commercial AlN template from Kyma Technologies.

The template consisted of a 50 nm thick nanocolumnar crystalline AlN nucleation layer

grown epitaxially by plasma vapor deposition onto a sapphire substrate. The growth

temperature for the GaN layer was 1060 ◦C with H2 as the carrier gas. TMIn was used

as a surfactant. This sample was used in previous collaborations with the growers at the

University of Bath. The third (used for the ECCI comparison) is a sample provided by

the University of Cambridge grown on sapphire using a 2D-3D growth method similar

to that found in [70].

The AlN sample is a 6.6 µm thick thin film overgrown on a nanopatterned sapphire

substrate (nPSS) with a miscut of 0.1◦ towards the sapphire m-plane. The overgrowth

was performed in planetary MOVPE reactor with a constant reactor pressure of 50 mbar

and H2 serving as a carrier gas. More details on the nPSS fabrication and the AlN over-

growth process can be found in [148]. This sample was used in previous collaborations

with the growers at the University of Bath.

54



Chapter 3. Imaging Threading Dislocations

All EBSD datasets were acquired using a variable pressure field emission gun SEM

(FEI Quanta 250) equipped with an Oxford Instruments Nordlys EBSD system with

a sample tilt of 70◦. The beam voltage for the N-polar GaN sample and AlN sample

was 20 kV with a map step size of 30 nm and 55 nm, respectively. The beam voltage

used on the other two GaN samples was 30 kV with a map step size of 25 nm. All

image processing was performed on raw, as-acquired EBSPs, i.e. no diffuse background

removal was used for any of the image processing techniques.

3.3 Virtual Diode Imaging

The virtual diode technique is a post-acquisition image processing technique that effec-

tively segments a pixelated detector, such as an EBSD detector, into smaller ‘virtual’

diodes. In this case it was performed and developed using image processing code writ-

ten in Python. After collecting a full dataset of EBSPs spanning an area of the sample,

the user can define the same small region on each EBSP where the change in intensity

can be monitored, going from one EBSP to the next (i.e. effectively moving across the

sample). A simple example of this is as follows. A dataset contains M × N EBSPs,

spanning an area on the sample surface. The EBSPs were binned down into 7×7 arrays

from their original resolution of 256 × 336. By segmenting into seven rows, the virtual

diode can be ’moved’ up and down the screen, collecting signal from different depths in

the sample with the rows containing enough intensity that the final image has relatively

good signal. After doing this, a particular row was selected and the intensity within

that row was summed to a single scalar value. This was performed for all EBSPs in the

dataset. By then plotting each scalar value for each EBSP in the dataset in an array, a

virtual diode image was obtained. The steps for this are illustrated in Figure 3.1. This

process can be repeated for the other six rows, obtaining seven virtual diodes in total.

The value of using this virtual diode method is that one effectively moves a diode

up and down in the chamber and image from different locations. By doing this one

can take several images with one dataset where each image may have different features,

such as crystallographic or topograhical features, dominating the overall contrast. This

happens because as the BSE yield is explored in different areas in the BSE distribu-
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Figure 3.1: Work flow of virtual diode processing method. Each EBSP in a dataset
is binned into a smaller array (here 7 × 7). The bottom row is then chosen and the
intensity is summed across the same row for all EBSPs, generating as many scalar
intensity values as there are EBSPs. These values are then plotted giving a resulting
image of the sample surface.

tion, a signal from different depths within the sample is collected. The effect of how

sample depth information is related to detector position is explored in [144]. The con-

trast recorded with different virtual diodes is heavily dependent on sample topography,

detector-sample geometry and electron beam voltage [105].

It is important to note that VD images can be formed from an area of any size or

shape, or even single pixels, in the as-acquired EBSPs. However, as the area of the

EBSP sampled becomes smaller, the signal-to-noise ratio (SNR) reduces, affecting the

clarity of the resulting VD images.

The virtual diode method was performed on the N-polar GaN sample by segmenting

the screen into 20 rows and summing the signal in each row for each EBSP. 20 rows

were chosen in this case as they maximised the variation in contrast observed. Shown

in Figure 3.2 are the VD images acquired from the top row (a) and the bottom row (b)

of the N-polar GaN sample. The top and bottom rows demonstrate best the variation

between VD images in terms of dominant contrast.

The virtual diode images initially showed dark horizontal lines, unrelated to crystal-

lographic changes in the sample. This was potentially caused by either sample charging
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Figure 3.2: a) VD image produced from monitoring intensity changes in the top 5%
of rows in EBSPs for N-polar GaN sample. b) VD image produced from the bottom
5% of rows in EBSPs for N-polar GaN sample. These images have been corrected for
unwanted signal changes via the application of a median function to the VD dataset
(see Supplementary Information).

or fluctuation in the beam current. This was consistent across all the VD images much

like a watermark. This was corrected for by taking the median value of each pixel

across the dataset and subtracting the result from each image in the dataset. This

removed the features common to each image in the dataset (the horizontal lines). The

corrected images are those shown in Figure 3.2.

Inspecting the VD image produced from the intensity distribution in the top row

(Figure 3.2a)) shows that mainly dislocation contrast is observed, dots with black-

white contrast on the sample surface. This is due to the same effect as discussed for

ECCI previously, where changes in crystallographic orientation result in a change in the

proximity of the incident beam to the Bragg angle; meaning fewer or greater number

of electrons are diffracted through the sample.

Figure 3.2b) shows contrast which is dominated more by the surface steps on the

sample. The dislocations which terminate these steps also show strong contrast as they

are at the interface between the steps and the rest of the sample, while dislocations that

do not terminate steps are fainter than in Figure 3.2a). The signal due to topography

is now exceeding the signal due to changes in orientation of the crystal. To understand

why this change in contrast occurs between the top and bottom row we must consider

the detector-sample geometry of the setup (Figure 3.3a)). With the sample inclined

at 70◦ to the horizontal, the electrons incident on the bottom of the screen are at a
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grazing angle to the sample, making them more surface sensitive. These electrons are

shadowed by the atomic steps, resulting in changes in the BSE yield.

Additionally, it can be seen in Figure 3.2 that the signal-to-noise in row 1/20 is

less than that in row 20/20. This is also as a result of the geometry. As the sample

is inclined, the volume of beam electrons within the sample (known as the interaction

volume) is elongated in the sample y direction [94]. As such, electrons will favour the

forward direction when exiting the sample [142], leading to an asymmetry in the BSE

yield going down the detector screen. This can be confirmed by plotting a graph of the

intensity recorded in each pixel row of the detector (Figure 3.3b)). This effect could be

reduced by lowering the screen to increase electron incidence at the top of the screen

and improve the signal, however as can be inferred from the shape of the distribution,

this may mean less signal elsewhere on the screen.

3.4 Centre of Mass Imaging

While VD imaging monitors the changes in the intensity of the backscattered electrons

incident on regions of interest on the detector, other characteristic properties of the

angular distribution of the electrons on the pixelated detector can also be monitored

[105, 142, 149]. For example, the position of the centre of mass of the BSE intensity

distribution (rCOM ) is found for each EBSP using:

rCOM =
1

ΣP I(xp, yp)

 ΣN xN · I(xN , yN )

ΣM yM · I(xM , yM )

 (3.1)

Where I(xp, yp) is the intensity measured at pixel P. The x and y coordinates of

each pattern’s COM are stored in two separate arrays, one for x values and one for y

values. These arrays are normalised by simply subtracting their mean value from each

element contained in them. For a dataset with M ×N EBSPs, there is then 2×M ×N

values. The two separate arrays are then plotted, producing COMx and COMy images,

respectively (Figure 3.4).

As with VD imaging, it is demonstrated here that the EBSPs can also be segmented

for COM imaging (VDCOM), providing images with different dominant contrast mech-
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Figure 3.3: a) Effect of sample tilt on interaction volume is shown. Due to 70◦ tilt
the interaction volume is elongated in the y direction resulting in an asymmetrical
backscattered electron intensity distribution on the phosphor screen of the detector.
This distribution shows the forward direction is favoured by electrons exiting the sample
surface. b) Distribution of BSE signal from the first pixel row to the last on the detector.
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anisms from one EBSD dataset. For example, COM analysis can be performed for the

upper half and the lower half of each EBSP resulting in four VDCOM images. However,

unlike traditional VD imaging, where binning can be high, it is important to understand

that for higher binning for VDCOM imaging, smaller changes in the COM position are

much less detectable. This can mean that shifts in COM images smaller than the reso-

lution of the highly binned diodes are not detected and the resulting VDCOM images,

therefore, show less contrast where a dislocation/crystal distortion is present. It is also

important to note that as with VD imaging, the contrast obtained by VDCOM imaging

when using a particular section of the EBSPs is strongly dependent on sample-detector

geometry, surface topography and beam energy [142]. This is outlined in the following

sections where an explanation for the observed VDCOM images is given for the par-

ticular detector geometry, sample and beam energy used in acquiring the N-polar GaN

thin film dataset used in the present chapter.

3.5 Virtual Diode Centre of Mass Imaging

The following subsections ‘VDCOMy ’ and ‘VDCOMx ’ describe in detail the contrast

exhibited from using VDCOM imaging on the N-polar GaN thin film sample.

The explanation for the contrast revealed in each image is particular to the sample-

detector geometry, sample topography and beam energy used in this research. The

explanation cannot be applied for every instance of VDCOM imaging where one or more

of these variables changes. Both VDCOMy and VDCOMx did not exhibit the horizontal

lines the VD method did. This is because unwanted changes in the incoming beam

current should not affect the position of the COM of the outgoing BSE distribution,

highlighting an important advantage that COM imaging has over VD imaging.

3.5.1 VDCOMy

VDCOMy images were plotted by segmenting each EBSP into a top half and a bottom

half. This gives two virtual diode regions per EBSP. The centre of mass/intensity was

then calculated as described previously for the top half and bottom half of the EBSPs
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Figure 3.4: COM imaging. The centre of the intensity distribution of each EBSP is
found for COM analysis and is marked by the black dot in the example EBSP, a). The
x and y coordinates of the COM for every EBSP are plotted in two separate arrays and
normalised by the mean value. These arrays are plotted giving COMx (b) and COMy
(c) images respectively. Note here there is no detector segmentation, the COM images
are produced from the COM of the entire EBSP. The images shown are from the 900
nm thick N-polar GaN sample.
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Figure 3.5: VDCOMy image produced from the a) top half and b) bottom half of
EBSPs in the N-polar GaN dataset. VDCOMx image produced from the c) top half
and d) bottom half of EBSPs in the N-polar GaN dataset.

separately. The deviation in the y position of each centre of mass value from the mean

was then plotted for both subsets of data, giving two images: VDCOMy from the top

half of all EBSPs and VDCOMy from the bottom half of all EBSPs (Figure 3.5).

Inspecting both VDCOMy images (Figures 3.5a) and b)), we see that the signal

produced is very similar to that in the VD images (Figure 3.2). Again where there are

dislocations, the BSE yield will vary and so the shape of the outgoing distribution will

change. The direction in which the outgoing electrons are scattered and diffracted will

also change as the orientation of the the crystal changes near dislocations. Both result

in change in COMy.

Furthermore, for the VDCOMy produced from the bottom half of EBSPs, the

image is formed from those electrons scattered at a grazing angle, meaning the contrast

is particularly surface sensitive. When the beam scans in close proximity to steps,

the electrons leaving the sample with grazing incidence will travel through a slightly
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greater depth to escape the sample. This results in a small shift in the y component

of their backscattered direction, producing contrast in the resulting VDCOMy image.

Additionally, any shadowing due to surface steps may cause a change in the BSE

distribution shape, and correspondingly a change in the COMy position.

3.5.2 VDCOMx

As with the VDCOMy images, the VDCOMx ((Figures 3.5c) and d)) images resulted

from segmenting each EBSP into a top half and a bottom half.

There was significantly less variation in the dominant contrast mechanism for each

VDCOMx image. In fact, surface steps were largely absent. Additionally, many of the

dislocations were resolved as smaller dots, in contrast to the spots with clear black-

white contrast in the VDCOMy images. This made it easier to discern the number

of dislocations present in the sample area, as some dislocations are very close to one

another. The contrast is consistent with expectations, as COMx analysis is generally

less sensitive to topography [105]. In the case of the surface steps observed in the

sample and geometry used, the absence of surface steps in VDCOMx could possibly

be explained by the fact that changes in the position of the BSE distribution in the x

direction occur only due to shadowing. This is not the case for VDCOMy where changes

in the COMy position occur due to the fact that electrons with grazing incidence are

backscattered in the y direction slightly more when exiting near a step.

3.6 VD and VDCOM Suitability for Threading Disloca-

tion Imaging

When inspecting the quality of images produced by VD and VDCOM methods, their

suitability for imaging dislocation distributions in nitride thin films can be assessed.

For the VD method, it is only possible to produce images showing only dislocations by

placing the virtual diode at the top of the screen for this particular experimental setup

(Figure 3.2a)). Due to the sample detector geometry, this means that unfortunately,

signal-to-noise is poor in these images, resulting in a fairly low-quality image of the
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dislocation distribution. While the detector screen could physically be moved inside

the SEM chamber to improve the signal-to-noise at the top of the screen, the asymmetry

of the BSE distribution would mean there would be less signal at the bottom of the

screen, deteriorating the surface step images. This however is not an issue with VDCOM

imaging, as the insensitivity to surface steps that VDCOMx exhibits here means that

images from the bottom of the screen are obtained with high signal and high dislocation

contrast, while reducing the effect of topography (Figure 3.5c)). The dislocations also

appear as small black dots, making them easily resolvable from one another, as opposed

to the strong black-white contrast in the VD image showing just dislocations. While this

shows a clear advantage of using VDCOM over VD, VD does have greater versatility

in that VD images can be formed from small areas of the detector. This means there is

greater flexibility in where the virtual diode can be placed when monitoring intensity

changes, compared to monitoring the change in position of the distribution, which

requires a large enough area that these changes are detectable. However, for this

particular case, VDCOM is clearly superior to VD imaging in the range and quality of

images it can produce.

3.7 VDCOM Applicability for Other Nitride Thin Films

Here the applicability of VDCOM across three other nitride thin films, exhibiting a

range of dislocation densities, is investigated. Figures 3.6 a)–c) show VDCOMy images

produced from the bottom half of EBSPs for two different Ga-polar GaN thin films

and an AlN thin film, respectively. VDCOMy images were chosen as they exhibit

contrast from both steps and dislocations in these samples. The dislocation densities

are 3 × 108 cm−2, 2 × 109 cm−2 and 1 × 109 cm−2 for a), b) and c) respectively. For

comparison, the dislocation density for the N-polar sample discussed earlier is of the

order of 1 × 108 cm−2.

Inspecting the images for the two GaN films (Figures 3.6a) and b)), it becomes

possible to understand the limitations on imaging GaN thin films with the VDCOM

technique. Surface steps can easily be identified in Figure 3.6a), although where they

terminate is less clear than that in Figure 3.5b), meanwhile individual dislocations are
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Figure 3.6: VDCOMy images produced from bottom half of EBSPs from a a) 1600 nm
thick Ga-polar GaN thin film with a dislocation density of 3 × 108 cm−2, b) 2150 nm
thick Ga-polar GaN thin film with a dislocation density of 2× 109 cm−2 and c) 6.6 µm
thick AlN thin film with a dislocation density of 1 × 109 cm−2.
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completely resolved. However, as the dislocation and step densities increase again going

to the Ga-polar GaN sample shown in Figure 3.6b), it becomes much harder to resolve

individual steps, although it is still clear that they are present. Here, dislocations are

still just as prominent as in Figures 3.6a) and 3.5b) and there is even strong subgrain

contrast where subgrains are decorated by the dislocation distribution. The strong

dislocation and weak step contrast occurs in the higher density samples because as

the step density increases, steps are more difficult to fully resolve and their effect on

the intensity distribution is averaged out, allowing the dislocation contrast to stay

dominant.

This effect is also apparent when moving to other materials such as AlN thin films

(Figure 3.6c). This sample exhibits a relatively high dislocation density (1×109 cm−2)

and surface step density. The individual dislocations are still fully resolvable, while the

surface step contrast is significantly decreased.

While it is unfortunate that individual steps and where they terminate cannot be

fully resolved in the samples shown in Figure 3.6, it highlights an important limitation

of the imaging technique. As the step density approaches the spatial resolution of

EBSD, the ability to both resolve surface steps and determine where they terminate

significantly decreases. Improving spatial resolution, and therefore further optimising

VDCOM imaging by going to lower beam voltages is the subject of ongoing research.

Ultimately, here it can be demonstrated that VDCOM imaging is still a useful

method for imaging individual dislocations and dislocation distributions at relatively

high dislocations densities in nitride thin films, while surface steps become more difficult

to resolve for higher step densities.

3.8 Comparison of VDCOM with ECCI

Both ECCI and VD are dependent upon the scalar variation in BSE yield, which is a

result of the modulation of diffraction effects of the electron beam upon incidence with

the sample. Consequently, they are formed from the exact same signal mechanism and

their differences, should the detectors share the same geometry, should be non-existent

for the same acquisition parameters. Consequently, the comparison between VD and
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VDCOM can also be extended to the comparison between VDCOM and ECCI. For a

case where the user is simply interested in the imaging of threading dislocations, does

not require images with different dominant contrast mechanisms, and does not require

any underlying crystallographic information, it is recommended that ECCI is used due

to the significantly lower requirements for data storage and shorter acquisition times.

Figure 3.7 shows a comparison between a VDCOMy bottom half image and an ECCI

image of the same area for a Ga-polar GaN thin film. The ECCI was taken using

forescatter diodes attached to the bottom of the pixelated detector. The images were

acquired in a sample-detector geometry in which topography is suppressed- which is

best for a comparison where only threading dislocations are of interest.

The notable difference between 3.7a) and b) is the much greater signal to noise

in a). However, this is a result of much longer exposure due to the requirement of

collecting high-signal EBSPs that would be used in further quantitative analysis. In

total the effective time taken to acquire the VDCOMy image is around 30 minutes, with

post-processing times of approximately 2 minutes. In contrast, the ECCI image was

acquired in approximately 1-2 minutes and required no post-processing. Had the ECCI

acquisition time been increased, the signal and image quality would be very similar

between a) and b).

Ultimately, the advantages of using VDCOM over traditional ECCI are only par-

ticularly relevant when either: a) EBSD will be performed anyway to quantitatively

analyse a sample or b) flexibility is required in being able to move the detector around

the chamber and images with different contrast mechanisms are of interest.

3.9 Summary

The use of a pixelated detector for nitride thin film imaging allows greater flexibility

than the hardware diodes that have traditionally been used in SEM based dislocation

imaging. By using a pixelated detector, the user can define multiple ‘virtual’ diodes of

different shapes and sizes, which can be located in any position across the pixel array.

By monitoring how the total intensity recorded in these virtual diodes changes as the

beam moves across the sample, different images of the same sample surface can be
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Figure 3.7: a) VDCOMy image formed from the bottom half of EBSPs for a Ga-polar
GaN thin film (step size 25 nm) and b) the same area on the GaN thin film imaged from
measuring the BSE yield with a hardware diode from a continuous scan of the beam
(ECCI). The VDCOMy image can be seen to have a higher signal to noise due to the
longer dwell time compared to the ECCI image, however both images show effectively
the same features.

produced showing different dominant contrast mechanisms. In this chapter it has been

shown how one can controllably produce surface images of an N-polar GaN thin film

using the VD method which show either dislocations or surface steps and dislocations.

Another advantage of using a pixelated detector is that the change in position of

the recorded BSE distribution can also be monitored as the electron beam is scanned

across the sample (known as centre of mass imaging). It has been shown that by ap-

plying COM imaging within virtual diodes (VDCOM imaging), one can again control

the type of contrast dominating the images produced by this technique; showing either

dislocations or surface steps and dislocations. VDCOM has the advantage over regular

(full EBSP) COM imaging in that it has the potential to offer better refinement of the

type of image contrast obtained (topography, dislocations, etc). This can be particu-

larly helpful when contrast from one type of feature is highly suppressed in the original

COM image. Here, the placement of virtual diodes and resulting VDCOM analysis can

improve this contrast by measuring the COM shift in parts of the EBSPs where the

BSE contribution from the other, more dominant effect, should be less.

It has been demonstrated that VDCOM produces images of both dislocations and

dislocations and surface steps with high signal-to-noise, by utilising the fact we can
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monitor changes in the backscattered electron intensity distribution in both the x and

y positions. Meanwhile, VD imaging can also produce images of dislocations or dislo-

cations and surface steps, but due to the asymmetry of the intensity distribution across

the detector screen, one image will inevitably have a poorer signal-to-noise ratio. While

this is advantageous for the VDCOM technique, VD imaging is more flexible in that the

virtual diodes can be significantly smaller when measuring the change in the magnitude

of the BSE yield than when measuring changes in the position of the BSE distribution.

This is purely because as smaller virtual diodes are used for VDCOM, the area over

which changes in the COM are detectable is much smaller, reducing the signal-to-noise

in the resulting VDCOM images. VDCOM is, however, also unaffected by unwanted

modulations in beam current or charging, as demonstrated with the N-polar dataset

used here, whereas VD imaging suffers from this.

Ultimately, from the data sampled here, it is suggested that for dislocation analysis,

VDCOM imaging provides the best images in that different features can be emphasised

and the resulting images have high signal-to-noise.

The applicability of VDCOM as an imaging technique has been investigated across

other thin film samples with varying surface step densities and dislocation densities.

It is clear that at high surface step densities it no longer becomes possible to identify

where surface steps terminate, although they are still visible. Despite this, at higher

dislocation densities, VDCOM is still able to resolve individual dislocations and images

exhibit subgrain contrast. This provides valuable information on dislocation distribu-

tions on the surface of nitride thin film samples. Finally, a comparison of VDCOM with

ECCI was carried out where it was stressed that VDCOM provides significantly greater

flexibility in producing high-signal images with varying contrast mechanisms. However,

if solely imaging threading dislocations is of interest, with no further analysis or multi-

contrast imaging required, then ECCI is a much faster and more data-storage-friendly

technique.
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Simulating Strain and Lattice

Rotations in GaN

4.1 Introduction

When interrogating the strain and lattice rotation distributions associated with TDs

using EBSD, it is extremely useful to have reliable simulations to provide context for

the measurements. In the case of this thesis, the EBSD analysis involved comparing

in-plane and out-of-plane misorientation and strain measurements to try to identify TD

types. In order to do this analysis effectively, simulations were produced to see how

each type of TD (screw, edge, and mixed) would affect the individual strain and lattice

rotation components. This could then provide a mechanism through which different

TD types can be distinguished.

As the magnitudes of wurtzite GaN’s lattice parameters, a and c, are different, the

material is anisotropic. However, for simplicity, GaN is often treated as though it was

isotropic in elasticity calculations [150]. This assumption has been shown to be valid

with good agreement between experimentally calculated isotropic and anisotropic elas-

tic constants [151]. Thus, wurtzite GaN can be described with one value for Poisson’s

Ratio, ν. This is the ratio of the transverse contraction to longitudinal extension of an

object experiencing strain and is given by [152]:
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ν =
C13

C11 + C12
(4.1)

where C13, C11 and C12 are elastic constants. For c-axis oriented GaN grown via

MOVPE, much like the samples analysed in this thesis, Poisson’s ratio has an experi-

mentally measured value of 0.183± 0.003 [152]. Consequently, by using Poisson’s ratio

and the equations for the isotropic elastic displacement of the lattice due to TDs (Eqs.

2.11-2.21), it is possible to simulate the strain and lattice rotations due to threading

dislocations normal to the surface in GaN. For inclined TDs, the treatment must be

expanded upon. These simulations also correspond to the strain distributions outside

of the dislocation core. Including the dislocation core with this treatment results in a

singularity, so alternative non-linear approaches for this are needed. Fortunately, sim-

ulating the dislocation core is of little relevance to current EBSD measurements due to

the spatial resolution limits imposed by the technique (25 nm step size compared to an

approximate TD core radius of 1 nm). As EBSD measures relative strain and misorien-

tation, the magnitudes and, to some extent, the precise distributions of the local strain

and lattice rotations measured in large EBSD maps cannot be accurately compared

with simulations without knowledge of how the large-scale, ’background’ strain and

lattice rotation distributions evolve across a given GaN sample. This is because minor

variations in this large-scale strain/orientation can increase or reduce measured relative

strain/orientation values. However, what the simulations do provide is the opportunity

to understand how different types of TDs affect different strain/rotation components

individually, as well as getting an idea of the spatial range of these effects.

It is important to consider exactly what information from the simulations can be

compared to real EBSD measurements. In Section 2.3.5 Deriving Strain from EBSPs

it was explained that EBSD is insensitive to hydrostatic strain. Consequently, in this

chapter two shear components (ϵzx and ϵyx) will be simulated as these have no hydro-

static component. These components also allow for the comparison between in-plane

strain (ϵyx) and out-of-plane strain (ϵzx), which is useful for comparing the effects of

screw, mixed, and edge TDs. The lattice rotations ωyx and ωzx will be simulated to

compare in-plane and out-of-plane rotations. In the first instance, these simulations
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will be done at the surface boundary for a completely flat GaN sample with a step size

of 25 nm (the same step size used in measurements reported later on in the thesis).

Further simulations will then be performed at a fixed depth below the sample surface,

corresponding to the sampling depth of an EBSD measurement at a beam voltage of 20

kV (see Figure 4.6 for typical range). This provides information about how the strain

fields and lattice rotations evolve for particular TDs (screw, edge, and mixed) and will

likely be a more accurate simulation of what EBSD measures, compared to the surface

simulation. Finally, the shear strain simulations will be performed taking into account

the minimum measurable strain imposed by the strain resolution of strain calculations

via pattern matching, the deleterious effects of the size of the BSE interaction volume

on the spatial resolution, as well as the reduced resolution in the detector y direction

caused by the elongation of the interaction volume due to sample tilting. This will

only be done for shear strains in this chapter, as those are the strains that have been

mapped by EBSD further on in this thesis. As this is a fairly crude approach and only

meant to give a rough understanding of how the measurements are influenced, it will

only be demonstrated on the shear strain and not the lattice rotations. The perturbed

simulations are to get an idea of how the true strain field (and similar measurements)

may be distorted when measuring with EBSD. All simulations in this chapter were

written in Python.

4.2 Derivation of Isotropic Strain and Lattice Rotations

for Threading Dislocations

For the small strains observed in GaN, a simplified version of Eq. 2.8 can be used to

generate the strain fields of TDs:

ϵik =
1

2
(
∂ui
∂xk

+
∂uk
∂xi

) (4.2)

such that ϵyx and ϵzx are given by:
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ϵyx =
1

2
(
∂uy
∂xx

+
∂ux
∂xy

) (4.3)

and

ϵzx =
1

2
(
∂uz
∂xx

+
∂ux
∂xz

) (4.4)

respectively. The lattice rotations can similarly be calculated using Eq. 2.11, which

will be quoted here again for accessibility:

ωik =
1

2
(
∂ui
∂xk

− ∂uk
∂xi

) (4.5)

The differential terms in these expressions can be derived by differentiating the

terms from Eqs. 2.12-2.22. This was done by hand initially and then checked with

Wolfram Alpha. Including both image force (surface relaxation) and infinite medium

terms where appropriate, these differential terms for edge TDs come out to be:

∂ux
∂xy

=
b1
2π

[
x

x2 + y2
+

x3 − xy2

2(1 − ν)(x2 + y2)2
] +

νb1
4π(1 − ν)

[
−2xy2z

R3(R− z)2
− 4xy2z

R2(R− z)3
+

2xz

R(R− z)2
+

(1 − 2ν)x

(R− z)2
− 2(1 − 2ν)xy2

R(R− z)3
] (4.6)

∂uy
∂xx

=
−b1
2π

1

4(1 − ν)
[(1 − 2ν)

2x

x2 + y2
+

4xy2

(x2 + y2)2
] +

νb1
4π(1 − ν)

[
(1 − 2ν)x

−zR+R2
+

(3 − 2ν)xz

R(R− z)2
− 2(3 − 2ν)xy2

R(R− z)3
+

2xy2

R3(R− z)
+

2xy2

R2(R− z)2
] (4.7)

∂ux
∂xz

=
νb1

4π(1 − ν)
[

−2xyz

R(R− z)2
− 4xyz(z/R− 1)

R(R− z)3
+

2xy

R(R− z)2
+

2(1 − 2ν)xy

R(z −R)2
] (4.8)
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∂uz
∂xx

=
νb1

2π(1 − ν)
[
−xy
R3

− (1 − 2ν)xy

R(R− z)2
] (4.9)

where R =
√
x2 + y2 + z2, ν is Poisson’s ratio and b1 is the magnitude of the edge

Burgers vector in the x direction. Similarly, the differential terms for screw TDs are:

∂ux
∂xy

=
b3
2π

[
1

R− z
− y2

R(R− z)2
] (4.10)

∂uy
∂xx

= − b3
2π

[
1

R− z
− x2

R(R− z)2
] (4.11)

∂ux
∂xz

=
b3
2π

[
y

R2 − zR
] (4.12)

∂uz
∂xx

= − b3
2π

[
y

x2 + y2
] (4.13)

where b3 is the magnitude of the screw Burgers vector. For all of these equations,

the dependence on R comes purely from the surface relaxation/image force terms which

change with increasing distance from the surface boundary. The Burgers vector/infinite

medium terms are not dependent on Z assuming a line direction perpendicular to the

free surface. Generating the strain and lattice rotation fields for a mixed TD requires

the sum of the screw and edge differential terms.

4.3 Simulation of Shear Strain and Lattice Rotations in

GaN at the Surface Boundary

The strain and misorientation data shown in this thesis were taken such that the x -axis

of the detector reference frame was aligned with the crystallographic direction [112̄0].

As such, edge TDs with Burgers vectors 1
3 [112̄0] will have their entire Burgers vector

oriented in the x direction. To simplify te simulations, it will be assumed that all edge

TDs have their Burgers vectors oriented this way. While this is likely not true, edge

Burgers vectors oriented in different directions will only change the spatial distribution
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Figure 4.1: z-axis sign convention used for simulations. The z value is zero at the free
surface and decreases with depth into the sample.

of the associated strain and lattice rotations, and not the calculated magnitudes or

whether in-plane/out-plane components are affected (the primary goal of these simula-

tions). Staying with this alignment then for simulation purposes means that b1 in Eqs.

4.6-4.9 has magnitude a, where a is the lattice parameter of GaN, equal to the total

magnitude of the edge Burgers vector. Similarly, the z -axis of the detector reference

frame was aligned with [0001], meaning the magnitude of b3 is the entire magnitude

of the screw Burgers vector, which is equal to the lattice parameter c. Of course, the

Burgers vectors can be positive or negative, denoting their direction (left/right for an

edge, up/down for a screw). For the simulations in this chapter, only the positive direc-

tion (right and up respectively) is used. The sign convention for depth is chosen such

that z = 0 at the free surface and increases into free space, meaning sub-surface depth

has a negative z value. This is illustrated in Fig. 4.1. Inserting the corresponding val-

ues for the lattice parameters into Eqs. 4.7-4.13 where necessary, setting z = 0, using

ν = 0.183, and combining differential terms in accordance with Eq. 4.2 and 4.4 allows

one to produce simulations of strain and lattice rotations at the surface boundary of

GaN.

4.3.1 Shear Strain

Fig. 4.2 shows the various components of edge and screw TDs contributing to the in-

plane shear strain ϵyx and their combined effects for a mixed TD. Edge TDs contribute

both infinite medium and surface relaxation terms, as shown in a) and b). Comparing
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them both, it is immediately obvious that the surface relaxation term is considerably

smaller, and it can therefore be inferred directly that the shear strain ϵyx associated

with edge TDs is dominated by the infinite medium strain associated with the Burgers

vector. This can be seen by plotting the combined strain for an edge TD, shown in c).

Unlike for an edge TD, as the Burgers vector of a screw TD in GaN lies completely out-

of-plane, there is no ϵyx infinite medium strain associated with a screw TD. There is,

however, a large contribution from the surface relaxation of the screw. This is shown in

d) and is comparable in magnitude to the magnitude of the entire contribution from the

edge. e) shows the ϵyx shear strain associated with a mixed TD which is a combination

of the effects of the screw and edge components.

Unlike ϵyx, the out-of-plane shear component ϵzx is zero at the surface for edge,

screw, and mixed TDs (Fig. 4.3). This is a consequence of the traction-free boundary

condition imposed on this treatment, which requires that stress at the surface, normal

to the surface is zero (discussed previously in Section 2.15 Displacement of the Lattice

due to Threading Dislocations). However, the screw TD does have non-zero magnitude

in its infinite medium and surface relaxation terms, but these are equal and opposite

and so cancel for the screw TD as a whole (Fig. 4.3b) and c)).

4.3.2 Lattice Rotations

Fig. 4.4 shows the various components of edge and screw TDs contributing to the

in-plane lattice rotation ωyx and their combined effects for a mixed TD. The infinite

medium term for edge TDs, a), increases while the surface relaxation, b), reduces to

zero when compared with the corresponding in-plane shear strain terms in Fig. 4.2.

Similar to the in-plane shear, ϵyx, the in-plane lattice rotation also has a strong surface

relaxation component for screw (and therefore mixed) TDs.

The change in sign from Eq. 4.2 to Eq. 4.5 means that, unlike the out-of-plane

shear, the out-of-plane lattice rotation is non-zero for all TDs at the surface (Fig. 4.5).

The edge TDs have a low contribution from surface relaxation only, while screw TDs

show much stronger contributions from infinite medium and surface relaxation terms

which are now additive and not self-cancelling. Consequently, the out-of-plane lattice
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rotation for mixed TDs is strongly dominated by the screw TD total contribution.
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Figure 4.2: Simulations of shear strain component ϵyx in c-oriented GaN at the surface
boundary, with a step size of 25 nm. a) shows the infinite medium (IM) term for an
edge TD. b) shows the surface relaxation (SR) term for an edge TD. c) shows the
combined effect of IM and SR edge TD terms. d) shows the effect of a screw TD on
ϵ21 which is purely surface relaxation. e) shows the total effects of a mixed TD.

78



Chapter 4. Simulating Strain and Lattice Rotations in GaN

Figure 4.3: Simulations of shear strain component ϵzx in c-oriented GaN at the surface
boundary, with a step size of 25 nm. a) shows the surface relaxation (SR) term for an
edge TD. b) shows the infinite medium (IM) term for a screw TD. c) shows the SR
term for a screw TD. d) shows the total effect of a screw TD. e) shows the total effects
of a mixed TD.
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Figure 4.4: Simulations of lattice rotation ωyx in c-oriented GaN at the surface bound-
ary, with a step size of 25 nm. a) shows the infinite medium (IM) term for an edge
TD. b) shows the surface relaxation (SR) term for an edge TD. c) shows the combined
effect of IM and SR edge TD terms. d) shows the effect of a screw TD on ωyx which is
purely surface relaxation. e) shows the total effects of a mixed TD.
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Figure 4.5: Simulations of lattice rotation ωzx in c-oriented GaN at the surface bound-
ary, with a step size of 25 nm. a) shows the surface relaxation (SR) term for an edge
TD. b) shows the infinite medium (IM) term for a screw TD. c) shows the SR term
for a screw TD. d) shows the total effect of a screw TD. e) shows the total effects of a
mixed TD.
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4.4 Simulation of Strain and Lattice Rotations in GaN at

Fixed non-zero z

In order to estimate the depth from which the EBSD comes from it can be useful to

perform computational Monte Carlo simulations with simulation parameters close to

the experimental ones. As such Fig. 4.6 shows the paths of simulated electrons in a 900

nm thick GaN film tilted to 70◦ for a 20 keV beam (same energy used for experimental

data in this thesis unless stated otherwise). 1000 electron paths were simulated in

total, however as the quantitative information is derived from the Kikuchi bands in

the EBSPs and these are formed from close-to-beam-energy electrons, a threshold was

imposed such that only the paths of electrons with a minimum energy of 19.4 keV (3%

below beam energy) were recorded. The red paths in Fig. 4.6 highlight the BSEs, while

the yellow paths trace out absorbed beam electrons. The simulation was performed

using the Mott interpolated total cross-section and does not include diffraction effects

which are prevalent in EBSD measurements. The incorporation of diffraction effects

requires a much more sophisticated and computationally intensive model, which would

for the purposes of this chapter likely be unnecessary as all that is required is a ball-park

depth for the BSEs contributing to the EBSPs. As can be seen from Fig. 4.6, most

high-energy BSEs come from within the first 20 nm of the sample. As such, -20 nm is

the value chosen for z for the following shear strain and lattice rotation simulations.

82



Chapter 4. Simulating Strain and Lattice Rotations in GaN

Figure 4.6: Monte Carlo simulation of 1000 electron paths in GaN with an initial beam
energy of 20 keV and a minimum energy cut-off of 19.4 keV (3% below the beam
energy). Red lines are the paths of electrons that resurface with energy 19.4 keV or
more, while yellow lines are the paths of electrons whose paths terminate in the sample
or that resurface with less than 19.4 keV. The red paths give an approximate sampling
depth for the Kikuchi bands in an EBSP.

4.4.1 Shear Strain

The main difference between the ϵyx components shown in Fig. 4.2 for the surface

boundary and Fig. 4.7 for 20 nm below the surface is the reduction in the magnitude

of the surface relaxation terms of screw and edge (and correspondingly mixed) TDs

in the latter. This is easy to understand as surface relaxation effects should reduce

with depth into the surface, where effects of a free boundary are less prominent, and

the material becomes more like the bulk crystal. This reduction in surface relaxation

has even more prominent effects on ϵzx when evaluated 20 nm below the surface (Fig.

4.8). For edge TDs, there is a brief increase in surface relaxation on moving away

from the first surface layer, however this decays quickly into the bulk. While possibly

counter-intuitive, this is because- despite being equal and opposite at the surface- the

differential term ∂uz
∂xx

decays slower than the term
∂uy

∂xx
when moving away from the
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surface. As the surface relaxation associated with an edge TD is the sum of these two

terms, there is a non-zero magnitude just below the surface. This is consistent with

previous literature [42]. The surface relaxation associated with screw TDs below the

surface now decreases, meaning it no longer cancels the infinite medium term, and there

is a non-zero shear strain present associated with screw TDs. While the distribution

decays quickly away from the centre of the TD, the magnitude is relatively high, close

to the centre. This is also the dominant contributing factor to the strain profile of a

mixed TD at 20nm depth (Fig. 4.8e)).

4.4.2 Lattice Rotations

The lattice rotations ωyx and ωzx are also affected by decreases in surface relaxation

terms (Fig. 4.9 and 4.10 respectively). The screw TDs have a reduced associated shear

strain ωyx, reducing that of the mixed TD as well. And for ωzx, edge and screw both

have reduced surface relaxation, decreasing their total associated ωzx shear strains and

that of the mixed TD also.

4.5 Perturbed Measurement of Shear Strain Simulations

To estimate how the true strain fields may be distorted in the final EBSD maps, it is

important to consider two of the main limiting factors of a real EBSD strain measure-

ment. These are, the spatial resolution limits due to the interaction volume and the

strain resolution limit of the pattern matching approach for strain measurement.

As has already been discussed, due to the 70◦ tilt of the sample, there is an elon-

gation of the interaction volume causing the spatial resolution in the y-direction to be

worse than that in the x -direction. In order to incorporate the effects of this, a two-step

process shall be performed. The first step of this is to actually assume the sample is

flat and consider the size of the interaction volume, which in a flat geometry will be

symmetric. Fig. 4.11 shows a Monte Carlo simulation of 1000 electrons incident upon

a 900 nm thick GaN sample oriented normal to the beam (i.e. flat). Again, the Monte

Carlo simulation has been limited to only electrons within 3% of the incident beam
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Figure 4.7: Simulations of shear strain component ϵyx in c-oriented GaN at 20 nm
below the surface boundary, with a step size of 25 nm. a) shows the infinite medium
(IM) term for an edge TD. b) shows the surface relaxation (SR) term for an edge TD.
c) shows the combined effect of IM and SR edge TD terms. d) shows the effect of
a screw TD on ϵyx which is purely surface relaxation. e) shows the total effects of a
mixed TD.
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Figure 4.8: Simulations of shear strain component ϵzx in c-oriented GaN at 20nm below
the surface boundary, with a step size of 25 nm. a) shows the surface relaxation (SR)
term for an edge TD. b) shows the infinite medium (IM) term for a screw TD. c) shows
the SR term for a screw TD. d) shows the total effect of a screw TD. e) shows the total
effects of a mixed TD.
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Figure 4.9: Simulations of lattice rotation ωyx in c-oriented GaN at 20 nm below the
surface boundary, with a step size of 25 nm. a) shows the infinite medium (IM) term
for an edge TD. b) shows the surface relaxation (SR) term for an edge TD. c) shows
the combined effect of IM and SR edge TD terms. d) shows the effect of a screw TD
on ωyx which is purely surface relaxation. e) shows the total effects of a mixed TD.
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Figure 4.10: Simulations of lattice rotation ωzx in c-oriented GaN at 20nm below the
surface boundary, with a step size of 25 nm. a) shows the surface relaxation (SR) term
for an edge TD. b) shows the infinite medium (IM) term for a screw TD. c) shows the
SR term for a screw TD. d) shows the total effect of a screw TD. e) shows the total
effects of a mixed TD.
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Figure 4.11: x-y plane view of a Monte Carlo simulation of 1000 electrons incident on
a flat 900 nm thick GaN thin film. The minimum energy of the plotted electrons is
19.4 keV. This shows the approximate size of the interaction volume from which BSEs
diffract out of the sample. The coloured lines represent the average energy by position
of the electrons in the interaction volume. This Monte Carlo simulation model takes
only scattering into account and not diffraction processes.

energy (20 keV). The outer light blue line is the boundary of the interaction volume

while other concentric lines represent increases in electron energy from 19.4 keV up

to 20 keV. The approximate size of the interaction volume is then 40 nm, where the

interaction volume is roughly symmetric (becoming more symmetric in shape as the

simulated electron number approaches infinity). For an EBSD measurement with a

step size of 25 nm in this geometry, information from each point (pixel) in the raster

scan will overlap with neighbouring pixels. To take this effect into account, the simu-

lated maps can then be binned to reduce the effective step size to closer to 40 nm. The

binning simply means that values within intervals of 40 nm of each other are replaced

by a single value representative of them both.

The elongation due to tilting can then be visualised by plotting the same Monte
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Carlo plot as in Fig. 4.11 but with a 70◦ tilt (Fig. 4.12). The elongation of the

interaction volume in the y-direction increases to 3-4 times that in the x -direction.

Consequently, further binning of the simulations can be performed in the y-direction

to simulate the effects of this. However, this is not as simple as increasing the binning

by a factor of 3-4. In fact, consulting Fig. 3.3, it can be seen that when the beam is

incident on a tilted sample, the interaction volume samples a region mostly below the

point at which the beam is dwelling (negative y direction in specimen coordinates).

This means when binning further in the y-direction, greater weight must be given to

the contributions from below each pixel than from above. This is important and has a

significant impact on the final perturbed strain distribution. This is straightforward in

Python and means that for every pixel in the strain simulation, there is a contribution

from the 2-3 pixels below as well. When there are dipoles oriented around the x -axis in

the strain simulations, as in Fig. 4.8d) for example, this means the upper lobe of the

dipole is sampling the one below it, reducing the overall effective strain measured at

that point. Meanwhile, the bottom lobe of the dipole samples the the no-strain region

below it, meaning its value stays the same. This creates asymmetry in the strain

distribution with the upper lobe having a lower magnitude than the bottom lobe.

This has a pronounced impact when introducing the final step of the perturbation:

limiting the simulation to a given strain resolution. By setting a threshold for the

strain resolution and setting all values below that to zero, it is apparent that the upper

lobe can disappear entirely while the bottom lobe can remain. In fact, for the screw

component of ϵzx, this is exactly what happens. Fig. 4.13 shows the ϵyx and ϵzx

simulations for edge, screw and mixed TDs with the additional effects of interaction

volume size/elongation and strain resolution taken into account for a 20 keV electron

beam. The strain resolution limit was taken to be 2×10−4, the approximate precision of

strain measurements using the pattern matching approach (estimated from the average

full width at half maximum of the e11 and e22 strain components for a Si wafer). In

order to simulate an approximate spatial resolution, the initial simulations were first

binned down to a step size of 40nm (effectively simulating a flat sample) and then each

pixel had a weighted average contribution from the two pixels below it (reducing the
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Figure 4.12: x-y plane view of a Monte Carlo simulation of 1000 electrons incident on
900 nm thick GaN thin film tilted 70◦ to the horizontal. The minimum energy of the
plotted electrons is 19.4 keV. This shows the approximate size of the interaction volume
from which BSEs diffract out of the sample. The coloured lines represent te average
energy by position of the electrons in the interaction volume.

y-resolution by a factor of 3).

The shear strain component ϵzx for a screw TD (Fig. 4.13a)) shows the behaviour

described previously, where the upper lobe has disappeared due to the scan at that

point effectively also sampling the bottom lobe and reducing its magnitude below the

strain threshold. The ϵzx for an edge TD ((Fig. 4.13b)) disappears below the threshold

entirely. However, its effects are not completely gone when considering the mixed TD

((Fig. 4.13e)). In fact, the combination of the magnitude of the edge component and

the screw component for a mixed TD means that there is a slight noticeable difference

between a) and e). This is such that the ϵzx strain distribution for a mixed TD slightly

narrows compared to a screw TD. That is to say, when combined with the strain from

the screw component of a mixed TD, the edge component does have a measurable effect

above the strain resolution threshold. However, in practice, the ϵzx strain associated
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Figure 4.13: Simulations of shear strain components ϵyx and ϵzx for edge, screw and
mixed TDs in GaN. Mixed TDs are a combination of the screw ([0001]) and edge
(b = [112̄0]) components. These have been perturbed so as to simulate the effects
of an interaction volume for a 20 kV beam and a strain resolution of 2 × 10−4. In
order to estimate the effects of an interaction volume, binning was first increased to
represent the spatial resolution imposed by the size of the volume for a flat sample.
The y-component of the strain was then elongated, reducing the spatial resolution in
the y-direction further, by filtering such that each pixel had weighted contributions
from the two pixels below.
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with pure edge TDs is so low that it will be undetectable.

For the perturbed shear strain component ϵyx, the screw TD has a slightly shorter

range (Fig. 4.13b)) compared to the non-perturbed version (Fig. 4.7) which is simply

due to the strain resolution limit. Similarly, as for the ϵzx perturbed simulations, the

ϵyx strain associated with an individual edge TD is below the strain resolution limit

(Fig. 4.13d)). However, it again does affect the mixed TD due to its combination with

the screw component (Fig. 4.13f)) and for regions of GaN where same-sign edge TDs

are very close to one another, the magnitude of the net ϵyx shear strain associated with

them will be higher than the strain resolution limit, meaning they are detectable.

4.6 Summary

Analytical shear strain and lattice rotation simulations have been performed for the

case of threading dislocations in GaN at both the surface boundary and a sampling

depth of 20 nm below the surface- an approximate sampling depth for an electron

beam of 20 keV. Ultimately, the simulations show that strong surface relaxation effects

from screw (and therefore mixed) TDs means that their associated strain is significant

in both in-plane and out-of-plane shear strain and lattice rotation measurements. On

the contrary, edge TDs have small surface relaxation effects and so, in practice, are only

visible in the in-plane components. This has great significance for EBSD measurements

as it means screw component (pure screw and mixed TDs) should be distinguishable

from pure edge TDs if in-plane and out-of-plane shear strain and lattice rotations are

mapped, providing a mechanism to help identify TD types. This is summarised for

clarity in Table 4.1.

Moreover, the shear strain simulations were perturbed to impose the effects of the

interaction volume at 70◦ tilt and the minimum detectable strain (strain resolution).

These simulations, while a rough emulation of EBSD measurements due to the absence

of any consideration for diffraction effects, estimate that the dipole nature of screw

component TDs may vanish in ϵzx, with only the bottom lobes visible. Moreover, the

ϵyx distributions for screw and mixed TDs should be considerably more diffuse (longer

range) than those for ϵzx.

93



Chapter 4. Simulating Strain and Lattice Rotations in GaN

TD Type SR In-plane SR Out-of-plane IM In-plane IM Out-of-plane Visible In

Edge Small Small Large 0 In-plane
Screw Large Large 0 Large In/out-of-plane
Mixed Large Large Large Large In/out-of-plane

Table 4.1: Summary of the relative magnitudes of in-plane and out-of-plane surface
relaxation (SR) and infinite medium (IM) effects associated with different types of TDs
in GaN. The last column shows which TDs are visible in the in-plane and out-of-plane
components of orientation and strain EBSD plots for the spatial, angular and strain
resolution limits imposed by the current method.
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Chapter 5

Misorientation and Strain

Mapping Using EBSD for

Threading Dislocation

Identification

5.1 Introduction

Having demonstrated the ability to map/image individual threading dislocations in

Chapter 3 and simulate strain and lattice rotations in Chapter 4, this chapter combines

the techniques and knowledge developed so far to investigate real misorientation and

strain associated with TDs in a variety of GaN thin films.

In Chapter 2 the detrimental effects of TDs in GaN thin films were discussed. A brief

summary of the main points follows. TDs are centres of non-radiative recombination

[1,2], which can limit the efficiency of LED-based devices and reduce carrier mobility via

scattering [3]. Moreover, as GaN is piezoelectric, variations in strain associated with

TDs can spawn variations in polarisation. This results in regions of reduced carrier

mobility [87] and strain can also alter local bandgaps [5].

Conventionally grown epitaxial GaN thin films generally have TD densities in range

of low 108cm−2 to high 109 cm−2. As has been explained, TDs have three main types
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in GaN (edge, screw and mixed) with proportions varying from sample to sample based

on growth conditions [6]. While there is evidence that all types of TDs in GaN cause

non-radiative recombination [7], the electronic properties of TDs can vary with type

[8]. Moreover, the relatively high misorientation associated with them means that their

density, types, and distributions can have a large impact on the subgrain structure of

the thin films. Similarly, strain distributions associated with edge, screw and mixed

TDs also differ as shown in Chapter 4, meaning the strain profile across a GaN thin

film is strongly dependent on TD types, density and distributions as well. This makes

understanding TD types and distributions along with their misorientation and strain

extremely important for future GaN-based device development.

There are three alternative techniques to EBSD that offer TD identification and as-

sociated strain and misorientation measurements: TEM [10-14], Raman spectroscopy

[15-18], and X-ray diffraction [19-21]. However, TEM relies on specially prepared elec-

tron transparent samples, which is both time-consuming and destructive, while also

being limited in its strain and misorientation resolution [13, 14]. X-ray on the other

hand is a bulk technique, and while recently showing promise in nanoscale mapping

of strain and lattice rotations [22], it does not yet have sufficient spatial resolution to

resolve individual threading dislocations. Raman spectroscopy relies on indirect mea-

surements related to the Raman shift and is often restricted to certain components of

the strain tensor.

Atomic force microscopy (AFM) and electron channeling contrast imaging have

sufficient spatial resolution to resolve individual TDs and determine densities and types

[23-28] [14, 122, 123, 126]; however, both lack quantitative misorientation and strain

information.

In recent years, the capabilities of EBSD for mapping misorientation and strain

in nitride thin films have been demonstrated [12, 15, 125] [29-32], while EBSD has

also proven to be an effective imaging technique for TDs in GaN (Chapter 3). It is

a non-destructive technique and allows large areas of thin films to be mapped in a

relatively short amount of time. However, misorientation maps produced by EBSD

have not been used to identify threading dislocation types, and EBSD has also been
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limited by its spatial resolution such that the strain profiles of individual TDs have not

been resolved. Transmission Kikuchi diffraction (TKD), a technique closely related to

EBSD but using electron transparent samples, has shown the ability to map the strain

distributions associated with individual TDs in Tungsten [35] [42]; however, similar to

TEM, this requires specialist sample preparation.

In this chapter, sufficient spatial resolution is demonstrated to map the strain and

misorientation, using a pattern-matching approach based on dynamical simulations,

associated with individual TDs in a variety of GaN thin films. Using the misorientation

information, and the context provided by the simulations in Chapter 4, it is possible to

distinguish between screw-component and pure edge TDs. Furthermore, high spatial

resolution images of the TD distributions and the subgrain structure are provided such

that TD densities are also calculated and dominant misorientations (in-plane and/or

out-of-plane) are identified.

5.2 Methods of Mapping Misorientation

Once an EBSD dataset has been acquired and crystal orientations for each EBSP have

been determined (as described in Section 2.3.4 Indexing), there are numerous ways

in which the orientation information can be visualised. This section describes the

(mis)orientation mapping methods relevant to the content later in this chapter. All

maps have been produced using the open-source crystallographic MATLAB toolbox

MTEX [153].

5.2.1 Grain Reference Orientation Deviation Maps

Grain reference orientation deviation (GROD) maps are an important subset of misori-

entation maps. They map the relative difference in orientation between each EBSP and

a user-defined reference from the dataset. This reference can be a single EBSP or the

average orientation over a region of interest (ROI) in the acquired map. For c-oriented

GaN, where misorientations are small (< 0.5◦) a useful reference can actually be the

mean orientation of the entire dataset, as the Cartesian z -direction should then roughly
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be aligned with the crystal c-direction. The GROD map is then a measure of the ro-

tation required to bring the crystal reference frames of each EBSP into coincidence

with the mean crystal reference frame, where the c-axis is aligned with the specimen

z -direction. The choice of reference has a significant impact on the visual appearance

of GROD maps, and so careful consideration must be taken when deciding this and

when interpreting the final maps.

The simplest GROD map is the GROD Angle, which plots the net misorientation

between each EBSP and the reference point. This is most often plotted as an absolute

value, with no regard for the direction of misorientation. Thus, it can be useful to

interrogate how large misorientations occurring in the sample or between neighbouring

ROIs are, but not much more beyond this. The GROD Angle map can, however, be

decomposed into components representing the misorientation around the axes of a sim-

ple xyz Cartesian reference frame. This decomposition allows the user to interrogate

around which axis/axes the misorientation occurs and to compare in-plane misorienta-

tion (GROD Z) with out-of-plane misorientation (GROD X and GROD Y). Example

GROD Angle and GROD XYZ maps are shown in Fig. 5.1.

The decomposition of misorientation axes can be taken one step further in the

GROD Axis map. An example of this map, along with its key, is shown in Fig. 5.2.

For this map, each black dot on the key is a pixel in the EBSD map. When working in

the specimen coordinate system, the misorientation axis can be oriented in any direction

in 3 dimensions, and so upper and lower keys are used to show the misorientation axes

directions in the upper and lower parts of a 3D sphere. The centre of the key is aligned

with the z axis, meaning all points that are black or white represent purely in-plane

misorientation. The edges of the key represent misorientation axes perpendicular to z,

while areas in between are misorientation axes tilted with respect to z below 90◦. As

each region of the key is assigned a colour, the black dots occupying it then have their

corresponding pixels coloured in the GROD Axis map according to the key, allowing

the spread of misorientation axes and their directions to be visualised in the EBSD

map. The saturation of the colour in the map is dictated by the magnitude of the

misorientation angle around the given axis. i.e., the bigger the misorientation, the

98



Chapter 5. Misorientation and Strain Mapping Using EBSD for Threading
Dislocation Identification

Figure 5.1: Grain reference orientation deviation (GROD) Angle map showing the
total misorientation in a GaN thin film (Sample C in Section 5.3) measured using a
20 kV electron beam. The components of this misorientation are then given around
each axis of the Cartesian reference frame. Misorientation around Z (GROD Z) is
denoted in-plane misorientation, while misorientation around X and Y denotes out-of-
plane misorientation. The level of saturation of the colour indicates the magnitude of
the misorientation angle. The user-defined threshold chosen for complete saturation is
3.5 mrad in this example.
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Figure 5.2: Grain reference orientation deviation (GROD) Axis map showing the dis-
tribution of misorientation axes in a GaN thin film measured using a 20 kV electron
beam. The colour on the GROD axis map references a direction in the key for the
misorientation axis. Each black dot in the key corresponds to a pixel in the GROD
Axis map The centre of the key (white/black) denotes purely in-plane misorientation,
i.e. a misorientation axis parallel to z. The points/colours at the periphery of the key
denote misorientation axes 90◦ from z, while colours in between denote a misorientation
axis somewhere in between. The magnitude of rotation around the misorientation axis
at which the colour saturates is 3.5 mrad (0.20◦) for this map. When working in the
specimen coordinate system, the misorientation axis can be oriented in any direction
in 3 dimensions, and so upper and lower keys are used to show misorientation axes
directions in the upper and lower parts of a 3D sphere.

stronger the colour. The threshold at which the colour fully saturates is user-defined,

and for this map is equal to 3.5 mrad. Ultimately, the map is particularly useful as the

key shows whether the distribution of the points in the map are predominantly in-plane

(located at the centre of the key) or out-of-plane (located at some distance away from

the centre). The map then tells the user exactly in which regions this misorientation

occurs and to some extent the relative magnitude of it, although visually distinguishing

between colour saturation levels can be challenging. In Fig. 5.2, for example, most of

the points in the GROD axis key are distributed away from the centre, indicating the

map is dominated by out-of-plane misorientation, with some white (associated with

in-plane misorientation) located at the TDs, which may indicate they at least have an

edge component. A more thorough analysis of GROD axis maps is explored in the

upcoming Section 5.4 VDCOM and Mapping Misorientation.
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5.2.2 The Curvature Tensor

The curvature tensor, κ, [154] is a rank 2 tensor that is formed by taking the directional

derivatives, x,y and z (specimen reference frame), of the pixel to pixel net misorientation

around the x, y and z axes. It can be thought of then as the derivative of the GROD

XYZ maps, taken in both the x and y directions. It is of the form:

κ =


dθx
dx

dθx
dy

dθx
dz

dθy
dx

dθy
dy

dθy
dz

dθz
dx

dθz
dy

dθz
dz


Where dθx/dx would indicate the derivative of the misorientation around the sam-

ple x axis, moving in the x direction across the sample surface. The obvious exception

is that EBSD data, while sampling some extended depth, only shows orientation in-

formation for a 2D section of the sample, and so the z directional derivatives (in the

direction of increasing sample depth) are unavailable.

For the c-axis oriented GaN samples used in this thesis, the curvature tensor gives

valuable information on the extent of in-plane and out-of-plane rotation taking place

close to the sample surface. To clarify, any non zero value for the dθz directional

derivatives would indicate in-plane rotation and any non-zero values for the dθx and

the dθy directional derivatives would indicate out-of-plane rotation. Each component of

the curvature tensor can be plotted as an individual map, showing how the magnitude

of the component changes across the sample surface. For EBSD measurements where

misorientation measurements are local and relative to a reference, TDs are a dominant

source of misorientation in GaN, and so the curvature tensor should, theoretically, pick

out the TDs quite well.

5.2.3 Weighted Burgers Vector

Similar to the curvature tensor is the Weighted Burgers Vector (WBV) [155, 156].

It is defined as the sum, over all types of dislocations, of [(density of intersections of

dislocation lines with a map) × (Burgers vector)]. Mathematically, this is given as [156]:
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Wi =
∑
N

[ρ(N)l
(N)
3 ]b

(N)
i (5.1)

Where W is the weighted Burgers vector, and ρ and b are the dislocation density

and Burgers vector of each type of dislocation (denoted as N). l is the line direction

of each type of dislocation and is given the subscript 3 to show it is the component

parallel to the specimen z direction. This is where the ’weighting’ comes from in the

WBV method. The value of l3 is equal to 1 for dislocations with line vectors parallel

to z and decreases to 0 for line vectors perpendicular to z. The subscript i denotes the

type of TD (edge, screw, mixed) with a particular Burgers vector. Put simply then,

the WBV is, in theory, a measure of the curvature due to the Burgers vector of TDs

weighted by the line direction of the TDs.

Where the curvature tensor is computed via a differential method, the WBV method

typically computes the curvature via an integral method. This is done by using a user-

defined kernel (square or circular), e.g. 5×5 pixels, within which the orientation content

is integrated over. Mathematically, this is the same as the differential method, however

as it offers the ability to integrate over larger kernel sizes, whereas the curvature is just

the nearest neighbour differential, in certain cases it may have the advantage of signifi-

cantly reducing noise. The WBV content can be broken down into components showing

curvature as a result of dislocations with Burgers vectors that have components parallel

to the x, y, and z specimen axes. These components can then be plotted in individual

maps, denoted WBVx, WBVy and WBVz respectively. If the sample is oriented such

that the x specimen direction is parallel to the [112̄0] direction, for example, then the

in-plane curvature due to all edge TDs would be visible in WBVx. This is even true for

other symmetrically equivalent edge Burgers vectors, as, due to the six-fold-symmetry

of the hexagonal system, they are separated by intervals of 60◦, meaning they will at

least still have a component of their Burgers vector in the x direction. It’s possible mis-

orientation due to edge TDs with these other symetrically equivalent Burgers vectors

may show slightly weaker, however once this has been integrated over within a kernel

it would be difficult to distinguish them from other edge TDs based on magnitude of

the curvature alone. This would also be complicated by scenarios where TDs are very
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close together. WBVx would also be affected by the misorientation associated with

the surface relaxation of screw-component TDs (as shown in Chapter 4, Simulating

Strain and Lattice Rotations in GaN, Subsection 4.4 Simulation of Strain and Lattice

Rotations in GaN at fixed non-zero z ).

The WBV approach suffers from similar limitations to the curvature tensor which

are inherent to EBSD analysis techniques due to the geometry of the measurment.

Firstly, information is restricted to two dimensions. Where the curvature tensor is

unable to determine gradients in the specimen z direction, WBV also cannot perform

the integral method along this axis. Additionally, curvature detected as a result of

dislocation lines intercepting the sample surface is weighted by the angle between the

dislocation line and the surface plane. As dislocation lines become more inclined they

will have a lower effect on the calculated WBV value, with dislocation lines parallel to

the surface not contributing at all. Moreover, the WBV method, and curvature tensor

method, do not give a definitive answer as to what causes the distortion. The WBV

method simply tests the compatibility of measured distortion with that of the Burgers

vectors of known dislocations.

5.2.4 Interpreting Misorientation and Strain Maps Using Simulations

Prior to analysing any misorientation or strain distributions, it is important to un-

derstand the significance of the in-plane and out-of-plane strain and misorientation

associated with TDs. Looking back to the simulations in Chapter 4 Section 4.4 Sim-

ulation of Strain and Lattice Rotations in GaN at Fixed Non-zero z, it is clear that

all three types of TDs (edge, screw and mixed) contribute strongly to in-plane strain

and lattice rotations. For the misorientation maps previously discussed this means it

is expected, based on the simulations, that there is strong contrast from all TD types

in GROD Z and WBVx . Meanwhile, all TDs will contribute strongly to the contrast

in the in-plane shear component ϵyx.

However, for out-of-plane strain and misorientation, the contribution from screw

TDs is significantly higher than that from edge. This means it is expected, based on

the simulations, that screw and mixed TDs will show much stronger contrast than edge
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in GROD X/Y, WBV Z and shear strain ϵzx maps. In fact, going by the simulations, it

is likely that edge TDs will be effectively invisible in the experimentally acquired maps

as the strain and angular resolution of EBSD is similar to the expected magnitude

of the out-of-plane strain and misorientation associated with the surface relaxation of

edge TDs.

A consequence of this is that edge TDs can be identified by comparing, for example,

WBVx and WBVz and seeing which TDs show strong in-plane misorientation but

minimal/no out-of-plane misorientation. The Weighted Burgers Vector approach is

preferred to the curvature tensor in this chapter due to the lower noise (facilitated by

the bigger kernel size of WBV versus the nearest neighbour differential approach of

the curvature tensor) and better numerical properties. Additionally, for GROD Axis

maps, the fewer edge TDs there are, the more balanced the out-of-plane and in-plane

misorientation becomes (i.e. in-plane misorientation is less dominant), leading to less

clustering in the middle of the GROD Axis key.

Ultimately, the in-plane strain and misorientation associated with the surface re-

laxation of screw TDs means they are visible in all components of GROD, WBV and

the strain tensor that can be measured by EBSD. However, due to the extremely small

surface relaxation associated with edge TDs, they are not visible in the out-of-plane

components of these measurements. By then comparing out-of-plane and in-plane com-

ponents, edge TDs can be directly identified.

5.3 Materials

The first sample used in this chapter, denoted Sample A, is a 1600 nm thick thin film

grown on a c-plane sapphire substrate via MOVPE. A 30 nm GaN nucleation layer was

grown at 525 ◦C. This layer was annealed briefly at a temperature of 1023 ◦C prior to

the epitaxial growth of the sample. More information on the growth process is available

in [147]. Samples B and C are GaN thin films grown on sapphire substrates via a 2D-3D

growth method similar to that outlined in [70], with varying growth conditions such

that the coalescence time and consequently TDD content was different between the two
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samples. Samples B and C were provided by the University of Cambridge.

5.4 VDCOM and Mapping Misorientation

The first step in comparing samples A, B and C is to interrogate the TD distributions

visually via VDCOM and reconcile this with the associated misorientation via the

GROD Axis. This can give information on subgrain size and whether the subgrains are

misoriented predominantly in-plane or out-of-plane. The latter then allows one to make

assumptions about the local TD types: more out-of-plane misorientation than in-plane

misorientation may indicate more screw component TDs and vice versa. Moreover,

using the VDCOM images for multiple datasets from each sample it is possible to

count TDs and build up TD density estimates with relatively high statistics.

Figure. 5.3 shows the VDCOMy images produced from the bottom half of EBSPs

in a dataset for each sample (a,b,c), and the corresponding GROD Axis plots (d,e,f).

Looking at the VDCOMy plots, it is clear from a visual inspection that samples A and

B have a much greater TD density than sample C. This is confirmed from a rigorous

count of TDs across many different datasets for each sample. In fact it was found that

sample A has a TDD of 8 ± 0.6 × 108 cm−2 (from 1800 TDs), sample B has a TDD of

5 ± 0.4 × 108 cm−2 (from 440 TDs) and sample C has a TDD of 1.8 ± 0.1 × 108 cm−2

(from 390 TDs).

From the contrast in VDCOM for these datasets it is difficult to discern any subgrain

structure. However, looking at GROD Axis the subgrain structure becomes clear as the

boundaries between misoriented regions become much more visible. From a qualitative

perspective, both samples A and B have much smaller subgrains than sample C. This

can be expected as the misorientation associated with TDs dominates the subgrain

structure, and as sample C has considerably fewer TDs it is expected that the subgrains

should be larger. All three samples exhibit both in- (black/white regions in GROD

Axis key) and out-of-plane misorientation (color regions in GROD Axis key). However,

the presence of stronger black/white regions in samples A and B indicates in-plane

misorientation is more dominant than in sample C. The misorientation axes in A and

B are also distributed around the z direction (centre of GROD Axis key), while those
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Figure 5.3: a-c) Virtual diode centre of mass (VDCOM) images of dislocations thread-
ing to the surface of samples A, B and C acquired using the bottom half of EBSPs. d-f)
Corresponding Misorientation Axis maps with associated keys. The colour on the Mis-
orientation Axis map references a direction in the key for the misorientation axis. Each
black dot in the key corresponds to a pixel in the Misorientation Axis map The centre
of the key (white/black) denotes purely in-plane misorientation, i.e. a misorientation
axis parallel to Z. The points/colours at the periphery of the key denote misorientation
axes 90° from z, while colours in between denote a misorientation axis somewhere in
between. The key colour saturation value is 0.15° and the misorientation was calculated
with respect to the mean in each sample.
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for sample C are more off-axis. This may indicate that the ratio of screw component

TDs is higher in sample C. Moreover, the in-plane misorientation sample A exhibits

approaches the saturation value of the key (0.15 degrees). This is higher than for both

samples B and C, suggesting sample A may have the highest proportion of edge TDs.

The subgrains walls/boundaries are also decorated by the TDs, which is intuitive

as the misorientation associated with these TDs is in fact the same misorientation that

gives rise to the subgrain structures. As the TDs in the three samples are, for the most

part, clearly separated from one another, these subgrain boundaries can be considered

’low-angle’ boundaries (see discussion on high-angle vs low-angle boundaries in Chapter

2 Section 2.1.2 Types of Defect and Effects on Crystal Lattice. Moreover, the subgrains

which are dominated by black/white colour in the GROD axis are bounded by twist

boundaries (in-plane misorientation) which would indicate the TDs decorating them

are of edge type. Conversely, those subgrains showing non-black/white colour will

have strong out-of-plane misorientation and can be considered to have twist subgrain

boundaries, indicating they are decorated by mixed or screw TDs. For the cases where

mixed decorate the boundary, there will of course be a combination of tilt and twist.

It is then obvious from the GROD axis maps that Sample A and Sample B contain a

higher degree of twist and a higher number of pure twist boundaries than Sample C,

indicating Sample C has a lower proportion of edge TDs.

Other than the visual inspection of the GROD Axis plots, the breakdown of in-

plane and out-of-plane misorientation can be quantitatively analysed by looking at the

histograms corresponding to the GROD X, Y and Z plots for each sample. These are

shown in Figure. 5.4. These histograms were compiled for each sample by using one

reference point and several datasets, in order to improve the statistics compared to

using just one dataset for each. The areas covered were 223µm2, 92µm2, and 218µm2

for samples A, B and C respectively. The histogram widths were then calculated by

subtracting the 2nd percentile value from the 98th percentile value. This eliminated

the impact of anomalies on the calculated widths where extremely high misorientations

would occur but were not representative of the actual spread of misorientations in a

sample. The ratios of the rotation around the X,Y and Z axes are also shown in the
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plots. Overall, the relative in-plane/out-of-plane data shown in the GROD Axis plots

for the individual datasets in Figure. 5.3 are reciprocated in the histograms, indicating

that the single datasets are fairly representative of the total area sampled for each

sample. In Figure. 5.4a) it is clear that the rotation around z in Sample A is dominant

and also greater than that in the other two samples. This is a result of the high TDD

and suggests there is also a relatively high percentage of pure edge TDs in Sample

A. Furthermore, Sample C shows the smallest difference between the magnitudes of

out-of-plane and in-plane misorientation, again suggesting it has the highest relative

number of screw-component TDs. The non-Gaussian nature of Sample C is likely due

to the much larger subgrains, resulting in the subgrains causing peaks in the histogram.

If a much larger area was sampled then this may tend towards a Gaussian distribution.

There are, however, some important things to bear in mind when analysing the

misorientation histograms this way. Histogram broadening can be dependent on TD

clustering and the sign (positive or negative) of the TDs. For example, a cluster of

screw TDs with the same sign will result in a high net misorientation while the same

number of screw TDs with 50% having a positive sign and 50% negative will lead to

approximately 0 net misorientation. However, on the large scale for these samples there

is no obvious evidence of same sign TD clustering and so it is suggested that the current

treatment is acceptable for this case.

5.5 Identification of Threading Dislocations and Strain

Mapping

After getting a general sense of subgrain size and making some predictions about TD

types based on measured misorientation, individual TDs will now be identified as either

pure edge or as having a screw component (screw or mixed type TDs). Based on the

simulations in Chapter 4 this can be done by identifying which TDs contribute in-

plane and/or out-of-plane misorientation and strain. The TDs with only associated

measurable in-plane misorientation and strain will be pure edge TDs, while all others

will be screw component. Unfortunately, as screw TDs have a large surface relaxation
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Figure 5.4: a-c) Histogram plots showing misorientation around the sample x,y and z
axes for samples A, B, and C respectively. The histogram widths were calculated by
deducting the 2nd percentile value from the 98th percentile value and the ratio between
the three misorientations are shown using these.
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effect in both misorientation and strain, it is not possible in plan-view to differentiate

between pure screw TDs and mixed TDs at this time.

Rather than using GROD X, Y and Z for the misorientation, it is better to use the

Weighted Burgers Vector (WBV) approach introduced earlier in this chapter. As the

WBV approach integrates the misorientation (calculating what is known as curvature)

it is effectively reference-independent, whereas with GROD plots it can be hard to

see TDs that have a misorientation close to the reference. The integration also makes

the peaks due to TDs much more visible, and neighbouring TDs can be separated

from one another more easily. To investigate the in-plane and out-of-plane of the WBV

content, the plots WBV Z and WBV X will be used. These correspond to the curvature

associated with a Burgers vector that has a component parallel to the z direction (screw

TDs) and with a Burgers vector that has a component parallel to the x direction (edge

TDs), respectively. As the specimen x direction is aligned with a [112̄0] direction, all

edge TDs with that Burgers vector and symmetrically equivalent Burgers vectors will

have a component in the x direction. This means the curvature associated with this

has been integrated over, all edge TDs will appear in the WBV X plots. Consequently,

WBV X can simply be thought of as the in-plane curvature (misorientation) content

and WBV Z as the out-of-plane curvature content. The in-plane and out-of-plane strain

will also be compared by plotting the shear components ϵ21 and ϵ31 respectively. These

are the strain components simulated in Chapter 4.

Figures. 5.5, 5.6, and 5.7 show the VDCOM, WBV and shear strain plots for

Sample A, B and C respectively. In b) of each of these figures is the VDCOM with

TDs marked as either pure edge (circles) or screw component (squares). It is clear

from the shear strain and WBV plots that the TDs identified as screw component

are the only ones to show contrast in the out-of-plane maps. This is consistent with

predictions made in Section 5.2.4, which were backed up by the simulations produced

in Chapter 4. Consequently, those that do not appear in the out-of-plane maps but

show contrast in the in-plane maps are edge TDs. Doing this for all datasets for each

sample gives a representative picture of the ratio of edge and screw component TD

across the samples. These are shown in Table 5.1 where the TD densities are also
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given. The calculated relative amounts of edge and screw component TDs is in fairly

good agreement with the predictions made based on the misorientation histograms.

Sample A has the highest TD density and also the highest proportion of edge TDs.

Sample B also has a relatively high number of edge TDs as was indicated by the

misorientation histogram having a significantly wider misorientation around z. It is

important to remember that mixed TDs will contribute to the misorientation around z

due to the edge component of the Burgers vector and also the surface relaxation of the

screw component. Similarly, pure screw TDs will contribute surface relaxation-driven

misorientation around z. Despite this, as the relative number of edge TDs decreases,

the magnitudes of the in-plane and out-of-plane rotation will begin to converge as

the surface relaxation and infinite medium effects from screw TDs are similar. This

effect is observed in Sample C where there is a significant decrease in the proportion

of edge TDs and as such there is a smaller difference between in-plane and out-of-

plane misorientation across the sample (Figure. 5.4c)). A decrease in edge TDs is

again in good agreement with predictions made previously based on the misorientation

histograms. Despite this, with approximately 31% edge TDs still present, it is not

expected that the out-of-plane and in-plane histograms would converge so quickly.

However, samples B and C were intentionally doped while sample A was not. It is

possible, then, that the dopants have some effect on the misorientation, which could be

distorting the histograms in Sample C. This effect is currently under consideration, and

comparisons between highly doped and nominally doped samples are being made. The

sudden decrease in pure edge TDs in sample C could be a consequence of the slower

coalescence used in Sample C which is known to cause edge TDs to bend and annihilate

with one another near coalescence boundaries. This could also potentially explain the

convergence of the histograms for sample C. It could be the case that there are inclined

edge TDs present, leading to more out-of-plane misorientation or even non-threading

TDs that are bent below the surface. This is also currently under consideration.

Examining the shear strain plots (derived using the pattern-matching approach

discussed in Chapter 2 Section 2.3.5 Deriving Strain from EBSPs), it is also clear that

only one lobe of the strain profile is visible for each TD in ϵzx. This is consistent with

111



Chapter 5. Misorientation and Strain Mapping Using EBSD for Threading
Dislocation Identification

Sample TDD (cm−2) Edge TDs Approximate Edge TDD (cm−2)

A 8.1 × 108 40% ±5% 3.24 × 108

B 5 × 108 39% ±5% 1.95 × 108

C 1.8 × 108 31% ±5% 0.56 × 108

Table 5.1: Threading dislocation densities and relative amounts of pure edge TDs for
samples A, B and C- as calculated from EBSD measurements.

the prediction stemming from the simulations in Chapter 4 which incorporated the

effects of sample tilt and interaction volume elongation. Moreover, the contrast in the

ϵyx map is more diffuse and does not exhibit the sharp peaks where TDs occur like

ϵzx. This is also consistent with the perturbed simulations in Chapter 4. This would

indicate that improvements in spatial resolution, which would reduce the interaction

volume size, may produce strain maps with more detailed strain profiles for TDs. If

the interaction volume could be reduced adequately such that the effects of the sample-

tilt-induced elongation are minimised, then the dipole/quadrupole structure should be

visible. There is already evidence that this would be the case from TKD measurements

where the approximate spatial resolution is 10 nm [42]. This improvement in spatial

resolution could be achieved from using much lower beam energies (≤ 5 kV) which could

be facilitated by using direct electron detectors with much higher energy resolution

and quantum detective efficiencies than typical CCD/CMOS-phosphor detectors. By

achieving such a spatial resolution, pure screw and mixed TDs could be distinguished

by comparing the measured strain profiles with simulations such as those in Chapter 4.

5.6 Summary

This chapter combines the ability to image TD distributions (VDCOM) with misori-

entation and strain mapping that has sufficiently high resolution to resolve the effects

associated with individual TDs. It has been shown that this reveals important details

about the subgrain structure across three differently grown GaN thin films. Addition-

ally, by comparing in-plane and out-of-plane components of shear strain and curvature

(via the WBV approach), TDs in each of the samples can be identified as being edge
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Figure 5.5: a) Virtual diode centre of mass (VDCOMy) image of TDs in Sample A.
b) Shows the same VDCOMy image with pure edge TDs marked with a circle and
screw component TDs marked with a square. Weighted Burgers vector (WBV) maps
of the c) out-of-plane and d) in-plane components, respectively. WBV were plotted
with 3x3 square loops. Pure edge TDs will only appear in d) while screw component
TDs will appear in both. Relative shear strain components e) ϵzx and f) ϵyx. The
screw components show strongly in e). The strain is calculated relative to a simulated
reference pattern and subsequently normalised via subtraction of the mean value in
each image. 113
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Figure 5.6: a) Virtual diode centre of mass (VDCOMy) image of TDs in Sample B.
b) Shows the same VDCOMy image with pure edge TDs marked with a circle and
screw component TDs marked with a square. Weighted Burgers vector (WBV) maps
of the c) out-of-plane and d) in-plane components, respectively. WBV were plotted
with 3x3 square loops. Pure edge TDs will only appear in d) while screw component
TDs will appear in both. Relative shear strain components e) ϵzx and f) ϵyx. The
screw components show strongly in e). The strain is calculated relative to a simulated
reference pattern and subsequently normalised via subtraction of the mean value in
each image.
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Figure 5.7: a) Virtual diode centre of mass (VDCOMy) image of TDs in Sample B.
b) Shows the same VDCOMy image with pure edge TDs marked with a circle and
screw component TDs marked with a square. Weighted Burgers vector (WBV) maps
of the c) out-of-plane and d) in-plane components, respectively. WBV were plotted
with 3x3 square loops. Pure edge TDs will only appear in d) while screw component
TDs will appear in both. Relative shear strain components e) ϵzx and f) ϵyx. The
screw components show strongly in e). The strain is calculated relative to a simulated
reference pattern and subsequently normalised via subtraction of the mean value in
each image. 115
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or screw component (screw or mixed). While the screw component of the Burgers vec-

tor has significant surface relaxation affecting the in-plane strain and misorientation

components as well as the out-of-plane, the surface relaxation associated with the edge

TDs in the out-of-plane components is minimal, as shown in the simulations in Chapter

4. This means any TDs appearing in in-plane shear strain and WBV components but

not in the out-of-plane are pure edge TDs. All other TDs must then be pure screw or

mixed TDs. For the epitaxial growth of c-oriented GaN there tends to be very few pure

screw TDs [126] and so it is assumed that most of the ’screw component’ TDs are in

fact mixed. With further improvements in spatial resolution, which could be facilitated

by low beam energy (≤ 5 keV) measurements, it will become possible to distinguish

directly between mixed and screw TDs. This is because the interaction volume will be

reduced, reducing the effect of the interaction volume elongation and allowing the strain

profiles to be better resolved. Then, rather than seeing single lobes, the strain profiles

should show their full dipole/quadrupole nature which can then be compared with sim-

ulations such as those in Chapter 4. However, even in its current state, the ability to

map strain with such a high spatial resolution and minimal sample preparation, us-

ing EBSD, means local strain distributions can be investigated very quickly. This will

prove to be extremely useful for GaN-based device development where strain-associated

effects such as local piezoelectric polarisation play an enormous role in affecting device

performance, becoming even more important as device diameters are reduced.
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Chapter 6

Using Radon Transformations to

Image Threading Dislocations

Affecting Individual Lattice

Planes

6.1 Introduction

The goal of this chapter is to develop an EBSD image processing technique that al-

lows images to be acquired for specific diffraction conditions, similar to methods in

transmission electron microscopy (TEM). In TEM, electron transparent samples are

used such that the high energy electron beam is able to pass through the sample, with

some electrons diffracting from crystal planes on their way through. These diffracted

electrons contribute to the diffracted beam while the unaffected transmitted beam elec-

trons contribute to the direct beam [91]. As the two beams impinge on a detector

placed below the sample, an image, known as a diffraction spot pattern, is collected

with a large central bright spot corresponding to the direct beam, and diffraction spots

of constructive interference off-axis surrounding this (Figure. 6.1).

As the Bragg diffraction in TEM is dictated by the angle of incidence between

beam and the sample crystal planes, it is possible to tilt the sample such that only
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Figure 6.1: Cross-sectional diffraction pattern from a 22.5 nm GaN buffer layer, ob-
tained in the transmission electron microscope (TEM). The large central bright spot
corresponds to the direct beam with diffraction spots of constructive interference off-
axis surrounding this. Figure adapted from [157].
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one Bragg condition (diffraction condition) is satisfied by the incident beam. This is

known as a ’two-beam’ condition [91]. By then monitoring the intensity distribution

of the diffracted beam, an image of TDs in the sample can then be acquired (known

as dark-field imaging). These TDs will be ones whose Burgers vector or strain field

distorts the diffracting plane [158]. Consequently, some TDs may not be visible for a

given diffraction condition. The condition for dislocations to be invisible with a certain

diffraction condition (described by the diffraction vector g) is known as the ’invisibility

criterion’. For screw dislocations this is simply given as [159,160]:

g · b = 0 (6.1)

Where b is the Burgers vector of the dislocation. However, this is slightly more

complicated for edge dislocations where the strain field is normal to the slip plane for

edge dislocations. Consequently, edge dislocations are only completely invisible in a

dark-field image if the condition in Eq. 6.1 and [159,160]:

g · b× u = 0 (6.2)

are satisfied, where u is a unit vector along the dislocation line direction. Nonethe-

less, it is entirely possible, using TEM, to view which TDs affect which crystal planes

and then to use this information to infer the possible Burgers vector of the TD [160].

This is also the basis for electron channelling contrast imaging (ECCI) analysis in the

SEM. As ECCI images exhibit contrast based on the modulation of diffraction of the

beam electrons through the sample (i.e. the immediate diffraction of beam electrons

incident on crystal planes close to a Bragg angle which are then not backscattered),

by taking images at various incoming diffraction conditions, it is possible to determine

which TDs affect which planes [14, 122, 123, 126]. However in EBSD, this is not the

case. Diffracted BSEs diffract from a multitude of different crystal planes on their way

out of the sample, resulting in the many different Kikuchi bands visible in an EBSP.

As such, the measured distortion that results from the strain and misorientation as-

sociated with TDs is a net distortion with contributions from all crystal planes in an
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EBSP. It would however be very useful to see exactly which planes are affected by

which TDs. This could give further insight into the Burgers vectors of any measured

TDs and would effectively give EBSD users the ability to image TDs in much the

same way as in the TEM and in the SEM for ECCI, while having the advantage of

greater statistics than TEM and only one dataset with available strain and misorien-

tation information compared to many datasets without this quantitative information

when using ECCI. While it is theoretically feasible to do this in EBSD by monitoring

the shift of individual Kikuchi bands, it can be extremely challenging due to the low

signal in the Kikuchi bands relative to the rest of an EBSP. This chapter outlines a

method for this using a Radon transformation approach to first map Kikuchi bands

to points in Radon space, and then monitor the change in their intensity distribution

via their centre of mass (much like VDCOM). By doing this for individual bands in

every EBSP in a dataset, threading dislocations contributing to the distortion of the

selected bands can be mapped. However, in normal plan-view EBSD surface relaxation

plays a significant role, as demonstrated in the previous two chapters and discussed

in [161, 162]. As such, the measurement is again limited to being able to distinguish

edge-type TDs and screw-component TDs from one another. However, cross-sectional

EBSD measurements could overcome this limitation as surface relaxation is no longer

an issue (much like in TEM). Consequently, this chapter provides a proof-of-concept

for being able to image TDs with EBSD by choosing individual planes that they might

affect.

6.2 Materials

The first sample, named Sample A in this chapter is Sample C from Chapter 5. It is

a GaN thin film grown on a sapphire substrate via a 2D-3D growth method similar

to the one outlined in [70]. The second sample, Sample B, is the same N-polar GaN

sample discussed in Chapter 3. It is a 900 nm thick N-polar GaN thin film grown

by metal-organic vapor-phase epitaxy (MOVPE) on a sapphire substrate. The exact

growth details for Sample B can be found in Section 3.2 of Chapter 3.
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6.3 Radon Transform Imaging in EBSD

This section will briefly outline what a Radon transform is and then show its applicabil-

ity for detecting Kikuchi bands. A method for imaging based on the Radon transform

information using COM imaging is then explained.

6.3.1 Radon Transform of EBSPs

The Radon transform is directly related to the Hough transform, introduced earlier

in this thesis, in that it is a mapping from an image space to a parameter space.

This simply means each point in the ’true’ image is mapped to a different image via

user defined parameterisation. Like the Hough transform, the parameter space for the

Radon transform is also parameterised by (ρ, θ), where ρ is the distance from the origin

to a straight line in the image passing through a point (xi, yi) and θ is the angle of

the straight line normal. They are related by ρ = xicosθ + yisinθ. And so in much

the same way as in the Hough transform, lines of intensity in the image are mapped to

points of intensity in Radon space. The main general difference, however, is that the

Hough transform was designed with the intention of detecting straight lines in binary

images based on a discrete vote-counting method [109]. This means when mapping

via the voting method, every line intersecting a point is given the same intensity in

Hough space, with the accumulated intensities showing as a bright point in the Hough

space image (sinogram). The speed of this process is what has historically kept the

Hough transform dominant in the EBSD space. The Radon transform, on the other

hand, is a more general mathematically solid formula for the continuous mapping of an

object in image space to parameter space via integration [109]. Although this makes

it more computationally expensive than the Hough transform, it can be more accurate

and can map the integrated intensities from each pixel of the line passing through

a given point to Radon space. This is particularly useful for measuring any small

changes in the intensity distribution of Kikuchi bands as the intensities are preserved in

Radon space. While not commercially common practice in EBSD, the Radon transform

has had increased use for the localisation of Kikuchi bands in recent EBSD indexing
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applications [118, 163–166], while spherical Radon transformations have been used to

approximate for the true parabolic nature of Kikcuhi bands in dynamical simulations

[167].

In this chapter, for the parameterization of the Radon transform, pairs of lines

forming Kikuchi bands were assumed to be straight parallel lines. This is justified

by the small solid angle covered by the detector, such that the parabolic nature of

the bands is not captured, giving a negligible divergence of the band edges. It is also

important to note that the removal of the diffuse background from the EBSP before

performing the Radon transform is absolutely paramount. This removes the signal

from which VDCOM images in Chapter 3 are mostly formed and isolates the EBSP

to the signal from diffraction-out processes only. This means that the processed EBSP

contains only the signal from the Kikuchi bands and nothing else. This background

removal can be done using a Fast Fourier Transform (effectively a high-pass filter).

This converts the signal the patterns to Fourier space, which then allows the short

wavelength components (Kikuchi lines) to be separated from the slow changing, low-

frequency component (the diffuse background). An inverse transform back to real space

then produces the desired image of the Kikuchi bands. Additionally, due to the nature

of the BSE intensity distribution, EBSPs suffer from a reduction in intensity near the

edges of the pattern. This was corrected for using a basic contrast limited histogram

equalisation (CLAHE) algorithm, making Kikuchi bands near the edges of the image

easier to detect in Radon space. Figure 6.2 shows a) a processed EBSP pattern for

GaN and b) the corresponding Radon space image (known as a sinogram). From this

figure, it can be seen that the Kikuchi bands appear not as point-like structures in the

sinogram but as ’butterflies’ with a top lobe, middle lobe, and bottom lobe. This is

due to the smearing out of the non-zero width of the intensity of the Kikuchi bands,

with the middle lobe corresponding to the intensity running through the middle of the

band. Higher-order Kikuchi bands will have less intensity in the EBSP, and so appear as

dimmer butterflies in the sinogram. Additionally, some butterflies may show asymmetry

in their intensity. This is related to excess-deficiency effects found in EBSPs, where

one band edge has greater intensity than the other due to the anisotropic scattering of
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Figure 6.2: a) An EBSP with the diffuse background subtracted via a Fast Fourier
Transform, leaving only the signal from the Kikuchi bands. b) The sinogram (Radon
space image) of a) once a Radon transform has been applied, mapping the Kikuchi
bands in real space to points/butterflies in Radon space. The yellow band marked in
a) corresponds to the signal contained in the yellow boxes in b) and likewise for the
red band. See Figure 2.19 for a comparison with a Hough transform sinogram.

beam electrons before diffraction which is related to the geometry of EBSD. A complete

explanation of this effect can be found in [168]. For the purpose of this chapter it is

simply important to know that this asymmetry exists, such that when it comes to

interpreting the sinograms it is easy to understand that the butterfly intensity is not

constant. The only exception in the mapping of bands to Radon space is if there is a

central vertical band. As the (0,0) of the parameterisation is in the middle of this band,

the left half will be mapped to θ = 0 and the right half will be mapped to θ = 180.

This is not an issue for the processing performed in this chapter, as the signal is still

entirely within the sinogram, the two halves just have to be summed together. Figure

6.2 shows this triviality with the central band, (112̄0), marked by a yellow line in a) is

transformed into the butterflies contained in the yellow boxes in b). As a comparison,

another band, (11̄01), is marked in with a red line in a) and is transformed into a

singular butterfly in b), contained in the red box.

The code used to perform the Radon transformation was written in Python. The

computational time for the transformation of an EBSP to Radon space depends on

many factors. While hardware is arguably one of the most important, it is also the most
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variable from institution to institution. Additionally, with hardware evolving rapidly

from year to year, a lengthy discussion on it here will probably not stay particularly

relevant for long. The most important bit of hardware that the user can have, however,

for performing a Radon transform is a dedicated graphics processing unit (GPU). This

allows the user to run the Radon transform on the GPU, via a parallel computing

platform such as CUDA, rather than on the central processing unit (CPU). This was

done for the work in this thesis using the ASTRA toolbox (originally developed for

tomography applications) [169, 170], improving computational times by a factor of six

when compared to the previous code, which was based on the CPU-run Python Scikit

Radon transform.

Another factor that has a significant impact on the computational time is image

resolution. The higher the resolution for EBSPs, the longer the Radon Transform takes.

Consequently, binning the patterns before the Radon transform can significantly speed

the process up. However, as binning reduces the resolution, it also reduces the capacity

for any slight changes in the intensity distribution of Kikuchi bands to be detected.

As a result, there is a binning threshold at which major information could be lost.

This will vary for different materials and even for different samples. The greater the

distortion of Kikuchi bands from misorientation and strain, the greater the binning can

be without loss of information.

6.3.2 Radon Centre of Mass Imaging (RCOM) in EBSD

Once Kikuchi bands have been mapped to Radon space, the changes in their position

on the EBSP due to the strain and misorientation associated with TDs can be tracked

by monitoring the centre of mass of their butterflies in Radon space across the entire

dataset. This can be achieved by monitoring the entire butterfly, but more easily

by simply tracking the centre lobe corresponding to the bulk intensity of a band. For

example, to monitor the changes in the Kikuchi band corresponding to (112̄0), a square

boundary can be placed around the middle lobe of the butterfly corresponding to the

(112̄0) band for the first EBSP in the dataset. The centre of mass/intensity within

this boundary can be calculated using Eq. 3.1 from Chapter 3. This is then repeated
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for every other EBSP in the dataset, where the square boundary remains at the same

fixed position for all of them. By plotting the change in the COM from pattern to

pattern, a map can be plotted where the contrast depends on changes in the position

of the Kikuchi band edge. This is because any crystallographic change causing the

measured plane (Kikuchi band) to move, will also cause the intensity distribution of the

middle lobe of the butterfly in Radon space to move, giving a change in intensity/COM

value. Theoretically, there should be the highest contrast at TDs affecting the (112̄0)

plane, with the exception of surface relaxation effects for plan-view EBSD. This can be

repeated for other Kikuchi bands, resulting in an imaging technique that can isolate

TDs that affect particular bands by selecting different diffraction conditions, similar to

TEM.

6.4 Invisibility Criteria for Threading Dislocations in GaN

To be able to make use of the Radon centre of mass (RCOM) technique for GaN,

the invisibility criteria for edge, screw and mixed TDs must be understood. As the

measurements in this thesis were taken in plan-view, however, the RCOM images will

always exhibit contrast around screw-component TDs due to the strong in-plane surface

relaxation effects associated with screw-component TDs. These effects mean that no

invisibility criteria can be achieved in plan-view for screw component TDs, even when

g ·b = 0. Therefore, the question is more simply, at what diffraction condition (specific

Kikuchi band) will edge TDs have minimal or no contrast (i.e. be invisible). For the

edge Burgers vector most commonly found in GaN, 1/3 < 112̄0 >, the diffraction

vector (g) must then satisfy Eqs. 6.1 and 6.2. For the case of threading dislocations in

c-oriented GaN, u = [0001]. This gives 3 unique Burgers vectors for edge TDs for the

purpose of the invisibility criterion, as the 6 symmetrically equivalent vectors are really

3 pairs of Burgers vectors where the pairs have the same indices but one of the pair

is simply the negative of the other (which has no bearing on the invisibility criterion).

This is illustrated in Fig. 6.3.

An obvious candidate for fulfilling Eqs. 6.1 and 6.2 would be to pick a diffraction

condition of g = (0002). This would make all edge TDs invisible. However, this is
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Figure 6.3: The possible Burgers vector directions for edge TD in wurtzite GaN.

not possible for the plan-view geometry. Consequently, the next best option is to pick

a diffraction condition perpendicular to a [112̄0] band. This satisfies Eq. 6.1 but not

Eq. 6.2 for those TDs with exactly the Burgers vector b = 1/3[112̄0]. By reducing

Eq. 6.1 to zero, however, there is a contrast minimum, and if this is sufficiently small,

an ’effective invisibility’ is achieved [171]. This occurs because the remaining intensity

from Eq. 6.2 is below the noise level of the measurement.

Assuming the Burgers vector is exactly b = 1/3[112̄0], using the RCOM technique

this can be accomplished by sampling the diffraction vector g = (11̄01). To then

maximise the contrast for edge TDs with a Burgers vector 1/3[112̄0], the (112̄0) band

can be selected for RCOM analysis as this corresponds to the diffraction vector g =

(112̄0). In a cross-sectional measurement, where surface relaxation would play no role,

this would also turn off the pure screw TDs as [112̄0] · [0001] = 0. However, the surface

relaxation due to the screw TDs means they maintain strong contrast. Mixed TDs can

never be completely turned off due to having both a screw and an edge component.

6.5 Results

The RCOM method outlined in the previous section was used for two different GaN

thin-films. The datasets for both were taken with a 20 kV beam and a step size of 25

nm. Due to the symmetry of the crystal, it is impossible to determine from an EBSP

which band belongs to an exact plane, only that it belongs to a family of symmetrically
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g g · b g · b× u

(112̄0) ̸= 0 ̸= 0
(11̄01) = 0 ̸= 0
(101̄1) ̸= 0 ̸= 0

Table 6.1: Here the invisibility criteria is tested for edge TDs with a Burgers vector
of 1/3[112̄0] against three different diffraction conditions. Edge TDs with this Burgers
vector should only have an effective invisibility for the diffraction condition (11̄01) and
should be visible for both other conditions.

equivalent planes. This means that for the 112̄0 planes for example, it becomes arbitrary

to label a particular corresponding band with exact indices such as (12̄10) etc. For the

purpose of interrogating invisibility criteria the central band in the EBSPs used in

this chapter, highlighted in yellow in Figure. 6.2, will be assumed to correspond to the

(112̄0) plane. Figure. 6.4 and Figure. 6.5 show then the results of the RCOMy analysis

on samples A and B for the diffraction vector g = (112̄0), the perpendicular diffraction

vector g = (11̄01) and a symmetrically equivalent diffraction vector g = (101̄1) which

is not perpendicular to g = (112̄0). Figures 6.6 and 6.7 show the corresponding TD

identification using the weighted Burgers vector method introduced in Chapter 5. It

can be seen that the TDs identified as pure edge in Figures 6.6 and 6.7 only show

with the diffraction vectors g = (112̄0) and g = (101̄1) but remain invisible for the

diffraction vector g = (11̄01) in both samples, as expected for edge TDs with Burgers

vectors 1/3[112̄0] (i.e. the diffraction contrast is minimised for the edge TDs as g · b

= 0). This suggests that the pure edge TDs appearing in the imaged regions of both

samples have exactly that Burgers vector and not some other, symmetrically equivalent

Burgers vector. A summary of the invisibility criteria for an edge TD with Burgers

vector 1/3[112̄0] for the different diffraction conditions imaged is found in Table 6.1.

What is also noticeable in Figures. 6.4 and Figures. 6.5 is the difference in the

signal produced by monitoring the different diffraction conditions for the two samples.

The TDs appearing in the images produced with the diffraction vector g = (112̄0) have

noticeably lower contrast than those produced by g = (101̄1) and g = (101̄1). This is

because the latter two diffraction conditions contain the effects from both the surface

relaxation and the Burgers vector of the screw component TDs. This is a significantly
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greater effect than just the screw surface relaxation and edge surface relaxation/Burgers

vector in the g = (112̄0) diffraction condition. This is most easily visualised by looking

at the strain profiles of screw, edge and mixed TDs for in-plane and out-of-plane in

Chapter 4.

When comparing the RCOM method with other crystallographic analysis methods

used in this thesis, such as the WBV method, it is clear the signal is noisier in RCOM

images. This is because the WBV method measures the net curvature/distortion in

the crystal from multiple planes/Kikuchi bands in each EBSP, whereas the RCOM ex-

tracts its contrast from the distortion of only one plane/band. Consequently, the WBV

method measures larger distortions, meaning the SNR is much improved compared to

RCOM. WBV however does not have the flexibility to measure distortion from only

one plane.

Further work is ongoing to utilise this technique across a range of samples with

larger areas, containing more than one type of edge TD Burgers vector.

6.6 Summary

In this chapter, a new EBSD-based methodology has been developed, which produces

images of TDs for different diffraction conditions, which can be chosen by the user.

This has been achieved by performing a Radon transform on each EBSP in an EBSD

dataset, allowing the intensities of each Kikuchi band to be mapped to points in Radon

space where the change in the position of the intensity for each point (band) can be

monitored using the COM approach introduced in Chapter 3. This produces an image

where any crystallographic distortion (strain/misorientation) that affects a particular

crystal plane produces contrast. This results in an image where any TDs affecting that

particular plane are visible, and those not affecting the plane are invisible. By doing this

and utilising the invisibility criterion, it is possible to identify which TDs are edge and

screw-component, like in Chapter 4, but also directly identify the exact Burgers vector

for the edge TDs present in a given sample by testing for which diffraction conditions

an effective invisibility criterion occurs. It may be the case however that, due to the
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Figure 6.4: RCOMy images of Sample B alongside EBSP with corresponding diffraction
condition marked. Image taken with diffraction vector g = (112̄0) shows all TDs due
to the combination of in-plane Burgers vector effects from the edge TDs and surface
relaxation from the screw component TDs. Images taken with diffraction vector g =
(11̄01) satisfy the invisibility criterion for pure edge TDs with Burgers vectors 1/3[112̄0].
The edge TDs show no contrast in these images and only screw component TD are
visible. All TDs are again visible for g = (101̄1) with no invisibility condition satisfied,
indicating all edge are b = 1/3[112̄0]. 129
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Figure 6.5: RCOMy images of Sample B alongside EBSP with corresponding diffraction
condition marked. Image taken with diffraction vector g = (112̄0) shows all TDs due
to the combination of in-plane Burgers vector effects from the edge TDs and surface
relaxation from the screw component TDs. Images taken with diffraction vector g =
(11̄01) satisfy the invisibility criterion for pure edge TDs with Burgers vectors 1/3[112̄0].
The edge TDs show no contrast in these images and only screw component TD are
visible. All TDs are again visible for g = (101̄1) with no invisibility condition satisfied,
indicating all edge are b = 1/3[112̄0].
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Figure 6.6: a) VDCOMy image of Sample A generated from the bottom half of the
EBSPs in the dataset. b) The same VDCOMy image but with screw component TDs
marked with squares and edge component TDs marked with circles. The edge TDs have
been identified by observing which TDs show strong in-plane curvature in the weighted
Burgers vector X map (d) and no curvature in the out-of-plane weighted Burgers vector
Z map (c). Screw component TDs show strongly in both.
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Figure 6.7: a) VDCOMx image of Sample B generated from the bottom half of the
EBSPs in the dataset. b) The same VDCOMx image but with screw component TDs
marked with squares and edge component TDs marked with circles. The edge TDs have
been identified by observing which TDs show strong in-plane curvature in the weighted
Burgers vector X map (d) and no curvature in the out-of-plane weighted Burgers vector
Z map (c). Screw component TDs show strongly in both.
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limited solid angle of the Kikuchi sphere covered by the detector, a band corresponding

to an invisibility condition may be out of frame. If this is the case, the sample could

be rotated and the EBSD dataset taken again to access the necessary bands, or the

detector can be moved closer to the sample, such that a larger solid angle is covered

(see Figure 2.18 for a brief discussion on typical solid angles). Due to the effects of

surface relaxation, this technique is not able to utilise the invisibility criterion for screw

and mixed TD identification when in plan-view. However, if cross-sectioned samples

were used then the RCOM technique introduced here would allow the EBSD user to

perform TD identification much like that in transmission electron microscopy, where

all TDs can be identified. This technique has been demonstrated across two differently

grown GaN thin-films, showing its consistency as a technique for different samples.
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Conclusions and Future Work

This thesis describes the analysis of threading dislocations in GaN using electron

backscatter diffraction. This involves characterising their densities, their associated

misorientation and strain, and also their type. In developing the EBSD technique to be

able to obtain all of this, it has become a particularly strong technique with high statis-

tics, short acquisition and analysis times, minimal sample preparation and a low skill

barrier for the analysis of TDs in GaN, with the capability of extending to other mate-

rials. The main developments from this thesis will now be summarised with suggestions

of how future work may improve the capabilities of EBSD even further.

Chapter 3 was centred around developing a post-acquisition imaging processing

technique which could be applied to EBSD datasets that would provide high signal-to-

noise images of TD distributions while having the flexibility to produce topographically

dominated images of the same area simultaneously. This was achieved via the virtual

diode centre of mass (VDCOM) imaging technique. As an EBSD detector is pixelated,

it is possible to measure not only the scalar change in intensity as the electron beam is

scanned across a sample, but also how the centre of the intensity distribution changes

between EBSPs recorded at each dwell point in the scan. It had already been shown in

previous research that this is an effective way of imaging with crystallographic contrast,

as any crystallographic distortion in the sample results in a change in the distribution of

backscattered electrons- giving contrast at TDs. The work in this thesis then combined

this with virtual diode imaging. This is the post-acquisition segmentation of the EBSD
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detector, meaning the COM can be measured in any user-defined region of interest on

the pixelated EBSD detector. In doing so, not only can COM images be optimised

for signal by taking into account where the BSE distribution peaks on the detector,

but images dominated by topographic contrast, and showing surface steps, can also be

obtained. This VDCOM technique is advantageous over traditional virtual diode imag-

ing as by measuring the change in the centre of intensity distribution in the x and y

directions, two different images with high-signal but different dominant contrast mech-

anism can be produced. Traditional virtual diode imaging leads to at least one image

inevitably having poor signal-to-noise due to the asymmetry of the BSE distribution

on the detector. VDCOM is also more flexible than ECCI imaging in that no physical

hardware has to be moved to achieve different contrast and it is also simultaneously

available alongside the quantitative information that EBSD provides. The technique is

however very dependent on the setup geometry, sample and beam characteristics. Fu-

ture developments would be to understand exactly what adjustments need to be made

to the geometry and beam such that VDCOM can be optimised for any microscope

and any sample.

Chapter 4 produced isotropic elasticity analytical simulations, written in Python,

for the strain and lattice rotations associated with screw, edge and mixed TDs in GaN.

These were performed at the surface and at a fixed depth below the surface. It was

found that the misorientation and strain associated with a screw TD is significant both

in-plane (around the specimen z axis) and out-of-plane, while that of the edge TD was

significant only in-plane. This indicated that if the misorientation and strain profiles

can be measured and mapped with sufficient resolution, then by comparing in-plane

and out-of-plane strain and misorientation, it would be possible to distinguish between

edge TDs and screw component TDs (screw and mixed) in GaN in plan-view geometry.

A ’perturbed simulation’ was then produced in an attempt to take into account the

effects of the interaction volume on the strain distribution measured by EBSD. This,

however, ignored diffraction effects and thus used only a ballpark depth for where the

low-loss diffracted electrons originated from within the sample. While this number

was still in agreement with the consensus found in literature, it would be better in
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future to try to incorporate the effects of diffraction rather than using a simple Monte

Carlo model. The effects of the orientation of the edge half plane relative to the oblique

beam should also be considered in future perturbed simulations, as the distribution will

change with different edge Burgers vectors and so the measurement may be distorted

differently.

Chapter 5 measured and mapped the misorientation and strain associated with TDs

in three different GaN samples. This had sufficient resolution to resolve the strain and

misorientaion profiles of individual TDs. By interrogating how the misorientation axes

changed from point to point on the samples, the subgrain structure became visible. By

then comparing in-plane and out-of-plane components of the strain and Weighted Burg-

ers Vector (curvature) it was possible to distinguish between screw-component (screw

and mixed TDs) and edge TDs. Combining this information with the VDCOM images,

TD densities and types were given for each sample. Due to surface relaxation and spa-

tial resolution it is not possible at this point in time to distinguish between pure screw

and mixed TDs. However, the future application of direct electron detectors should

allow EBSD measurements to be taken at much lower beam energies which would signif-

icantly reduce the interaction volume size and therefore improve spatial resolution. By

doing so, the dipole/quadrupole nature of the strain profiles should become visible and,

with comparison to simulations, not only should the exact TD type become available

but also its Burgers vector. The ability to map strain in this way should also prove use-

ful for future investigations into how piezoelectric polarisation varies across the sample

as well as aiding correlative studies which could look at variations in (opto)electronic

properties as a result of local strain distributions. Furthermore, the differences between

WBVx and WBVz should be more closely interrogated to explain the visual differences

in the curvature distributions, such as the somewhat smeared out nature of WBVx

compared to the more point like structures in WBVz. Another useful application for

the weighted Burgers vector approach which could be applied in future to possibly

discern the Burgers vector of individual TDs is to colour code the direction of the net

WBV using crystal coordinates. This may produce a map which reveals the direction

of Burgers vectors for TDs that are sufficiently separated.
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Chapter 6 outlined the development of a further post-acquisition image processing

technique which can be applied to EBSD datasets, Radon centre of mass (RCOM)

imaging. This technique performs a Radon transformation on each background removed

EBSP in an EBSD dataset, mapping the intensity along the Kikuchi bands to points in

Radon space. By then applying the COM technique around one of these points in the

Radon image (sinogram), images can be produced with contrast based on the distortion

of that particular plane. This means only TDs affecting that plane are visible in the

images. In plan-view EBSD, surface relaxation is significant for screw-component TDs,

so again only edge/screw-component TDs can be distinguished. However, by utilising

the invisibility criterion for edge TDs it was shown that it is possible to determine their

exact Burgers vectors, which for both samples used in Chapter 6 was 1/3[112̄0]. If

cross-sectional samples were to be used in future, this RCOM technique would provide

EBSD users with the same imaging capabilities as TEM users, where the Burgers vector

of any TD can be determined. Due to the low signal in the Kikuchi bands however,

the signal in the RCOM images can be quite low. This could perhaps be improved

by using direct electron detection where energy filtering can be applied. This would

improve signal-to-noise within the bands. Furthermore, higher resolution detectors may

also mean that smaller changes are detectable which could improve signal. Finally, by

analysing samples with much higher misorientation and strain, changes in the position

of the intensity of the Kikuchi bands would be much more significant and may also

improve image quality.
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