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Abstract

This thesis endeavours to develop and implement new and improved methods for

the characterisation of defects embedded in steel welds through the analysis of

data collected by ultrasonic phased array inspections. A factor common to the

existing imaging techniques used for flaw characterisation is the subjective thresh-

olding required to estimate the size of the flaw. The work contained in this thesis

uses the mathematics of inverse problems and scattering theory to extract infor-

mation about such defects and puts forward an objective approach which employs

a mathematical model. A relationship between the pulse-echo response curve of

a scattering matrix and the size and orientation of a flaw is derived analytically

via the Born approximation and results in a completely objective approach to

crack sizing. Further expansion of these relationships allows for expressions to

be formulated concerning the minimum resolvable crack length and the effects

of array pitch and flaw depth on the accuracy of the algorithm. The method-

ology is then extended and tested on experimental data collected from welded

austenitic steel plates containing a lack of fusion crack. In the latter part of

this thesis, work focusses on the exploration of the fractional Fourier transform

and coded excitations. The fractional Fourier transform allows for retention of

both time and frequency domain information simultaneously and permits the in-
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homogeneous wave equation (with a forcing function prescribed as a linear chirp

modulated by a Gaussian envelope) to be solved in time-frequency space. This

in turn facilitates a comparison between a gated continuous wave excitation and

a Gaussian modulated linear chirp. It is observed that the Gaussian modulated

linear chirp results in a marked increase in the scattering amplitude.
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Chapter 1

Introduction

1.1 Background and Motivation

Many safety critical structures, such as those found in nuclear plants, oil pipelines

and in the aerospace industry, rely on key components that are constructed from

heterogeneous materials. Ultrasonic nondestructive testing (NDT) uses high fre-

quency acoustic/elastic waves to inspect these parts, ensuring they operate re-

liably without compromising their integrity. Welds are of particular interest as

they are subject to stress and, as with any type of bond, constitute the weak point

of the structure. Austenitic steel welds are notoriously difficult to inspect [1, 2].

Due to thermal effects as the weld is forming, a spatially heterogeneous structure

is formed by local fluctuations in the crystal orientation. This complex internal

geometry is highly scattering and leads to the obscuration of defects. Recently,

ultrasonic transducer arrays have been introduced to help address the issue [3, 4].

These arrays are an arrangement of small elements, each capable of firing and

receiving ultrasound waves simultaneously. The potential of this technology will
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only be fully realised when mathematical algorithms are developed to decipher

the copious amounts of data produced by these devices.

1.1.1 Ultrasound

Ultrasound can be defined as an oscillating acoustic pressure wave with a fre-

quency above 20kHz; the approximate upper boundary of the human hearing

range. Animals and insects, who have the ability to hear ultrasound, use it to

navigate and locate prey and/or predators [5, 6, 7]. This technique can be mim-

icked using ultrasonic transducers to transmit and then listen to ultrasound waves

propagating through a medium, allowing the user of the transducer to measure

distances and detect obstacles within an object without having to penetrate the

surface. One widely known application is in obstetric sonography [8], where it

is used to monitor the development and growth of foetuses. It has further ap-

plications throughout medical imaging, where it can be employed as a diagonstic

tool [9, 10], allowing for visualisation of internal organs. These practices have

been commonplace since the mid 20th century due to the low cost and portability

of equipment. An even earlier application of ultrasound is in SONAR. The first

recording of underwater echo location can be traced back to Leonardo Da Vinci in

1490, when he observed that objects could be detected underwater by placing one

end of a tube in the water and the other end to your ear [11]. However, it wasn’t

until the sinking of the Titanic in 1912 that research into SONAR as we know

today was prompted [12]. Its importance was then reinforced by the outbreak of

World War One and the need to detect enemy submarines.

2



1.1.2 Nondestructive Evaluation

Nondestructive testing (NDT) is an umbrella term for a wide and varied group of

analysis techniques used to evaluate and characterise materials and components

non-invasively. These techniques include liquid penetrant testing [13], electromag-

netic testing [14, 15], x-ray computed tomography (CT scan) [16] and infrared and

thermal testing [17], amongst others. They are employed to detect defects, take

thickness measurements and characterise the internal geometry of materials. Im-

portant applications include evaluating the integrity of wind turbine blades [18],

pressure vessels [19], pipelines [20] and engine parts [21]. Some of the advantages

and limitations of these techniques are listed in Table 1.1. Other considerations

to be made are listed in Table 1.2, which displays the relative success of each tech-

nique in meeting the desirable criteria. Ultrasonic nondestructive testing (NDT)

uses high frequency mechanical waves to inspect components, ensuring they op-

erate reliably without compromising their integrity. It has grown in popularity

within the NDT industry in recent years due to the relatively inexpensive and

portable equipment it requires, and its potential for automation and real-time

results (see Tables 1.1 and 1.2). However, difficulties can arise when the medium

under inspection is of a highly heterogeneous nature and causes scattering of the

ultrasound wave. Other physical processes such as mode conversion, transmission

losses and material attenuation can also cause wave distortion and subsequently

lead to the obscuration of defects.

1.1.3 An Ultrasonic Testing System

An ultrasonic testing (UT) system is constructed from several units. Figure 1.1

depicts a basic schematic of the experimental set up. A pulser produces a high

3
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Figure 1.1: An ultrasonic testing set up. The pulser receiver sends an electrical
pulse to the phased array transducer which in turn converts it into a mechanical
wave. This wave propagates through the medium to be inspected and is reflected
back when it comes in contact with an interface. The received wave is converted
back into an electrical signal and can be displayed on an oscilloscope.

voltage electrical pulse which is in turn converted into high frequency ultrasound

by a piezoelectric transducer. The transducer is usually paired with some sort of

acoustic coupling medium, such as water (immersion testing) or gels with high

acoustic impedence properties, minimising the inefficiency caused by the wave

travelling through air. The ultrasound then propagates through the medium to

be inspected and the waves are reflected back when they come into contact with

an interface, for example a flaw or the back wall of the object. The reflected wave

is then converted back into an electrical signal by the transducer which can then

be displayed on an oscilloscope. Piezoelectric crystals have the ability to convert

electrical signals into mechanical energy and back again [22, 23], allowing the

transducer to act as both a transmitter and receiver. This is known as a pulse-

echo set up. Alternatively, two transducers can be employed (one to transmit and

one to receive), either at opposite ends of the component (through-transmission

6



set up) or along the same edge of the component (pitch-catch set up). The pro-

duction and implementation of phased array transducers which are capable of

simultaneously transmitting and receiving ultrasound signals, has surged in the

last ten years [3]. These multi-element transducers allow for greater coverage

(hence faster inspection times) and provide the possibility of performing inspec-

tions with ultrasonic beams of various angles and focal lengths, giving rise to a

richer set of data. The N2 time traces arising from each transmit/recieve pair

of elements (N being the number of elements, usually beween 64 and 256) can

be processed and stored in a 3D matrix, usually termed the Full Matrix Capture

(FMC) [24].

1.1.4 Detection and Characterisation of Flaws using Ul-

trasonic Nondestructive Testing

Within the field of ultrasonic nondestructive testing, considerable effort has been

expended in exploiting the FMC data captured by phased array inspections, in

hopes of improving the methods currently used for the detection and character-

isation of defects. The current industry benchmark for interpreting the FMC is

the Total Focussing Method (TFM), a delay and sum imaging technique where

the area of inspection is discretised into a grid and the signals from every trans-

mit/receive pair are subsequently focussed at each pixel and summed [24, 25, 26].

In its most basic form, the TFM can struggle with the detection and characteri-

sation of flaws embedded in highly heterogeneous media. However, researchers at

the University of Bristol have made efforts to improve the algorithm so as it can

handle such environments. Modifications include the implementation of frequency

filtering, the incorporation of the directional dependence of the ultrasonic velocity

7



(caused by anisotropy) [27], and the consideration of multiple wave modes [28]. In

a similar vein, coherent interferometry (CINT) is another imaging technique, first

introduced by Borcea et al [29, 30, 31, 32, 33], which produces statistically stable

images of flaws within the highly heterogeneous environments in which the TFM

struggles. It involves the correlation of back propagated waves in conjunction

with application of the TFM algorithm (often referred to as Kirchhoff Migration

when applied in the geophysical context in which CINT was developed). However,

due to its basis in multiple local cross correlations, the method is computationally

expensive and hence not in line with the real time imaging goals of the NDT

industry. Another imaging algorithm, first introduced in [34], is Phase Coherence

Imaging (PCI), a method developed for grating and side lobe suppression, arte-

facts inherent to time of flight imaging methods. PCI uses the phase coherent

factor and the sign coherent factor to weight the coherent sum output and correct

the image. It is shown in [35] that although PCI improves signal to noise ratio

(SNR) levels, it is a less robust algorithm than the TFM when tested over a wide

range of flaws. An alternative approach to improving SNR levels can be found

within the mathematical community, where the inverse problem of shape recon-

struction has received large amounts of attention in recent decades. Sampling

methods such as the Factorisation Method [36], the Linear Sampling Method [37],

the Probe Method [38] and the Singular Sources Method [39] have yet to become

common practice within the NDT industry but do offer a more precise approach

to the imaging of flaws. Outside of imaging, a different perspective to the char-

acterisation of crack like scatterers is taken by Zhang et al in [40, 41], where the

empirical analysis of scattering matrices allows for an objective crack size estima-

tion. It is shown that there exists a relationship between the crack length and

8



the half-width, half-maximum (HWHM) of the pulse-echo response (the diagonal

of the frequency domain scattering matrix). However, the method relies on the

experimental data exhibiting a high signal to noise ratio and hence is not of use

when the sample under inspection is of a heterogeneous nature.

Image correction is another area of interest within the ultrasonic NDT com-

munity and can be achieved with the inclusion of the directional dependence of

the ultrasonic velocity due to anisotropy [42]. To do so, the internal geometry of

the sample under inspection must be known a priori. Spatially resolved acoustic

spectroscopy (SRAS) is a laser ultrasonic technique developed at the University

of Nottingham [43, 44] which, when coupled with a numerical surface acoustic

wave (SAW) velocity model, can determine the crystal orientation of the material

under inspection. Although it can be argued that the method is not strictly non-

destructive (the material under inspection must be highly polished), the technique

provides a useful insight to the internal geometry of a sample, thus allowing for

improved image correction. Similar information can also be extracted via electron

backscatter diffraction (EBSD) [45]. An alternative, entirely nondestructive ap-

proach can be taken in the form of ray tracing, where the wave path in a medium

with varying local wave velocities is calculated using local derivatives to correct

the wave direction. Ray tracing can be used as part of an inversion methodology

to deduce the anisotropic characteristics from measured time of flight data. It has

recently been combined with path finding algorithms (such as Dijkstra’s algorithm

and the A* algorithm [46, 47]) to reduce computational cost.

9



1.1.5 The Inverse Scattering Problem

This thesis aims to contribute towards improved characterisation of defects em-

bedded in heterogeneous media via the application of mathematical modelling

and analysis. Synonymous with the reconstruction of defects from collected ex-

perimental data is the mathematical concept of an inverse problem [48, 49]. The

inverse scattering problem is concerned with using measured observations, us, to

reconstruct an object D [50, 51, 52, 53]. In the context of ultrasonic nondestruc-

tive testing, a rich experimental dataset is collected by the ultrasonic phased array

transducer and the objective is to discover what gave rise to the received signals

via analysis and signal processing. Although inverse scattering problems are the

subject of much current activity, the development of a solid mathematical basis

has been hampered by the ill-posedness of the problem [54]. In the case of well

posed problems, it is known that a unique solution exists for which the solution

depends continuously on the data and parameters from which it arises. Typically,

in inverse problems, measured data fails to be exact and the smallest of errors in

the collected data can give rise to much larger errors in the solution, thus violating

the conditions of well-posedness. Hence, an exact solution to the inverse scatter-

ing problem does not exist and an approximate solution to the stabilized problem

must be sought instead [55]. This can be done via regularisation techniques which

usually involve the inclusion of additional information or assumptions.

1.1.6 The Time-Frequency Domain

In an ideal case, a received ultrasound signal should exhibit signs of scattering

at the time interval pertaining to the location of the flaw, allowing for detec-

tion and subsequent characterisation. However, in practice, scattering by the

10



microstructure of the host media can dominate the signal. It is difficult to dis-

tinguish whether a delay in the time of flight has been caused by a heterogeneity

or a defect. To improve distinction between the two it is suggested that the scat-

tered signals are analysed by their frequency content [56, 57]; the sound of a flaw

should be different from the sound of a heterogeneity. However, the time infor-

mation must be retained in order to locate the flaw. This can be achieved via (a)

the time windowed Fourier transform [58], where the discrete Fourier transform is

applied to short time intervals allowing for the frequency content at that specific

time to be analysed independently of the rest of the signal, or (b) the fractional

Fourier transform [59], which enables continuous movement between the time and

frequency domains, allowing the retention of both frequency and time domain

information.

1.1.7 The Fractional Fourier Transform

The theory of fractional powers of the Fourier transform was originally presented

by V. Namias in 1980 [60], and later given a rigorous mathematical framework

by McBride and Kerr in [61, 62]. The analysis and applications of the fractional

Fourier transform (FrFT) have since been developed and it has now become a

standard concept within the areas of signal processing and optics [59, 63]. As

a generalisation of the ordinary Fourier transform, the FrFT is more flexible in

its applications and hence of potential interest to any area in which the Fourier

transform is frequently implemented.
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1.1.8 Coded Excitations

To further enhance detection and characterisation within the time-frequency do-

main, coded excitations can be introduced. The use of coded excitations in signal

processing has been shown to improve signal to noise ratio (SNR) and lessen trade-

offs between sample penetration and image resolution [64, 65] . One example of

coded excitation is the chirp, often referred to as linear frequency modulation.

Chirps have previously been applied in the fields of medical imaging [66], sonar

[67, 68] and radar [69, 70], however, it is only recently that they have gained wide

recognition in the NDT industry as a method of delivering a large amount of

energy using a relatively low acoustic pressure amplitude [71, 72]. Additionally,

due to the multi-frequency nature of a chirp, the wavelength resonant with the

defect size is more likely to be included in the transmitted signal, thus causing

stronger vibrations and facilitating detection. As a change of frequency in time

is inherent to the nature of chirps, use of the FrFT is a complementary choice for

the analytical study of these coded excitations [73, 74, 75, 76].

1.2 Outline of Thesis

The overall aim of this thesis is to develop new methods for the improved char-

acterisation of defects embedded in steel welds. To do so, it begins with the

examination and implementation of existing detection and characterisation tech-

niques, taken from both within and outwith the ultrasonic nondestructive testing

industry. A common feature of these algorithms is the need for a subjective choice

of dynamic threshhold at which to estimate the defect size, the consequence being

varying flaw characterisations. Thus the need for objective defect sizing was re-
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alised. Steps to achieving this are developed in Chapters 3 and 4 where the Born

approximation is used to formulate an explicit expression for the length of a crack

given the roots of the pulse-echo response curve, the flaw depth and the wave-

length. The model is then used as a basis for an optimisation technique in which

experimental scattering matrices are compared to a library of scattering matrices

generated by the Born approximation. The initial results are promising. The

final chapter of this thesis combines the fractional Fourier transform and coded

excitations to solve an inhomogeneous wave equation in time-frequency space,

subsequently allowing for comparisons to be drawn between the transmission of

Gaussian modulated linear chirps and gated continuous waves.

The original work in the thesis is stated below

1. In Chapter 2 a detection method based in the time-frequency domain has

been developed based on the visual recognition of flaw scattering profiles.

The Factorisation Method is applied to experimental data arising from the

phased array inspection of steel welds.

2. Chapter 3 utilises the Born approximation to develop an objective, analytical

crack sizing formulation based on the roots of the pulse-echo response curve.

It is first developed for the case where a crack lies parallel to the array and is

then extended to extract the orientation and size of cracks which do not meet

this criteria. As a result of the analytical formulation, conclusions are drawn

on the minimum resolvable crack length and the minimum array length

required to capture the full scattering profile of the flaw. An analytical

expression for the upper error bound is achieved via a Taylor expansion

and allows for comment on the effects of array pitch and flaw depth on the

accuracy of the algorithm. Finally, these conclusions are strengthened by
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application to scattering matrices arising from a finite element simulation

of the scattering of an ultrasound wave by a crack.

3. The model based crack sizing approach is further developed in Chapter 4

to allow for application to experimental data. The Objective Sizing Ma-

trix (OSM) is produced by assessing the similarity between the scattering

matrices arising from experimentally collected data with those arising from

the Born approximation over a range of crack lengths and frequencies. The

global minimum of the OSM is taken as the objective estimation of the

crack size. This is then improved upon by the adoption of a multi-frequency

averaging approach.

4. Chapter 5 examines the benefits of coded excitations via the comparison

of a Gaussian modulated linear chirp with a gated continuous wave and

the application of the fractional Fourier transform (FrFT). This is achieved

by solving the wave equation with a linear chirp forcing function in time-

frequency space.
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Chapter 2

The Examination and Adaptation

of Existing Techniques for the

Detection and Imaging of Defects

within Welds

Ultrasonic phased array systems have become increasingly popular in the last 10

years as tools for flaw detection and characterisation within the nondestructive

testing industry. They provide improved sensitivity and coverage by transmitting

and receiving over multiple elements, which, when fired in predefined sequences,

can provide increased control of beam directivity [77]. The existence and location

of flaws can often be deduced via images generated from the data captured by these

arrays [3, 24, 35]. The time domain signals from every transmit-receive pair of ele-

ments are captured and stored in a large 3D matrix, usually termed the Full Matrix

Capture (FMC) [24]. This chapter is intended as an exploration of existing tech-
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niques for the detection and characterisation of flaws via the analysis of the FMC.

The algorithms studied below have been taken from both within and outwith the

NDT industry, and are based on the decipherment of the scattered acoustic signals

captured by linear ultrasonic phased array transducers. The first section explores

the advantages and limitations of the Total Focussing Method (TFM). The sec-

ond section is concerned with algorithms based in the time-frequency domain.

Here, it is suggested that the application of time-frequency domain algorithms

may be beneficial over those approaches based solely in the time domain; a flaw

should give way to a different sound than that produced by heterogeneities allow-

ing for improved distinction between the two. Some novelty is introduced through

the development of the Tiling Method in Section 2.2.1, a time-frequency domain

detection method based on the visual recognition of defect scattering profiles.

Section 2.2.2 delves further into this time-frequency domain with the examination

(and subsequent implementation) of the mathematical framework for the Factori-

sation Method; a sampling method concerned with the inverse problem of shape

identification.

2.1 Time Domain Methods for the Detection and

Imaging of Flaws

In this section, an existing technique for the processing and analysis of data col-

lected by ultrasonic phased array transducers is examined and implemented. The

advantages and limitations of the Total Focussing Method (TFM) [24, 35, 28, 78]

are explored and demonstrated and it is shown that although this time domain

method proves effective in the locating of flaws, there are limitations to its char-
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acterising abilities, most notably when the medium under inspection is of a highly

heterogeneous nature.

2.1.1 The Total Focussing Method

The current industry benchmark for interpreting the FMC is the Total Focussing

Method (TFM). Although other algorithms (such as Phase Coherence Imaging

(PCI) [34]) can yield higher image resolution and signal-to-noise ratio (SNR), the

TFM has proved most robust over a range of different flaws [35]. We begin by

taking the Hilbert transform of the time domain signals to generate the analytic

time traces FH
s,r(t) for each (transmit, receive) pair (s, r). It must be noted that

other frequency filtering techniques can be applied at this point to increase the

TFM’s imaging abilities within heterogeneous media [27], but for the purposes of

this thesis, it will be implemented in its most basic form. The area of inspection

is discretised into a grid in the x, z plane (see Figure 2.1). For each point in the

grid, the signals from every transmit/receive pair are focussed at that point and

summed [24]

I(x, z) =

∣

∣

∣

∣

∣

N
∑

s,r=1

FH
s,r

(

√

(xs − x)2 + z2 +
√

(xr − x)2 + z2

c1

)∣

∣

∣

∣

∣

(2.1)

where c1 is the wave speed in the host material, (xi, 0) are the coordinates of

the array elements which are indexed i = 1, ..., N , (where N is the total number

of array elements) and I(x, z) is the intensity of the image at (x, z). A typical

image generated using this technique is shown in Figure 2.2. Here, an ultrasound

wave scattered by a 5mm crack lying at an angle of 40◦ with respect to the x-

axis, embedded within a homogeneous medium, has been simulated within the
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Figure 2.1: Illustration of the TFM imaging domain and the focussing of the
signals at a single point.

finite-element package, PZFlex (see Appendix B, Table B.1). Image (a) depicts

the full imaging domain whilst image (b) is cropped locally around the flaw to

allow closer inspection. Both images have been plotted with a dynamic range of

20dB and the arrow depicts the actual size and location of the crack. A reasonable

correspondance between the two can be observed in regards to size and orientation.

Note that the side lobes exhibited here are intrinsic to this method of imaging if

the scatterer is a line rather than a point - i.e. if the wavelength is roughly equal

to or smaller than the size of the crack. Another example of the TFM’s imaging

abilities is shown in Figure 2.3 where it has been applied to experimental data

collected from a stainless steel sample containing a lack of fusion crack of length

6mm and 40◦ orientation (see Appendix C, Table C.2). The pressure wave speed

used has been optimised using the correct placement of the back wall (22mm) as
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a guide. Image (a) depicts the full imaging domain, plotted at a dynamic range

of 20dB whilst image (b) has been cropped to show the imaging domain local to

the flaw. Once again, the TFM has successfully located the crack and provided a

basic characterisation. As a measure of the algorithm’s success and as a tool for

future, quantitative comparisons, the signal-to-noise ratio [79] in decibels (SNRdB)

is computed

SNRdB = 20 log10

Am

Arms

, (2.2)

where Am is the peak amplitude at the flaw location and Arms is the root mean

square (RMS) amplitude,

Arms =

√

1

n
(A2

1 + A2
2 + ... + A2

n), (2.3)

of n imaging points taken from a selected area of the image which fairly represents

the noise arising from the microstructure of the host medium (this area should

not include artefacts from the back wall or other flaws). In this case, the RMS

amplitude is taken from the area marked by the white box in image (a) and the

SNR level is calculated to be approximately 16.8dB.

Although this standard TFM approach can be very successful, factors such

as the orientation, location and size of the flaw, along with the heterogeneity

of the host medium, can all have detrimental effects in its ability to detect and

characterise. Figure 2.4 depicts a TFM image generated by experimental data

collected from an austenitic steel weld with a 12mm crack at 90◦ orientation placed

35mm below a linear array (see Appendix C, Table C.1). Once again, image (a)

depicts the full imaging domain (minus the initial near-field backscatter in an

attempt to accentuate the flaw and back wall). The actual location of the flaw
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lies within the larger box marked on the image. The back wall is reasonably clear

and a shadow caused by the diffraction at the crack tip is also visible. In image (b)

the area around the crack has been enlarged for a higher definition characterisation

and the arrow depicts the actual size and position of the crack. Aside from the

location of the crack tip, all other characteristics of the defect are obscured by

the heterogeneous microstructure and there is a low SNR level of 13.4dB. Note

that for the results discussed above, the ultrasonic longitudinal wave velocity has

been estimated with no corrections for anisotropy, however image quality can

potentially be enhanced by including these measurements. Assuming the facets of

the microstructure are relatively small compared to the wavelength (so that the

medium can be considered as homogeneous), this can be measured experimentally

via the Back wall Reflection Method (BRM) or the Through Transmission Method

(TTM) [27].

2.2 Detection and Imaging Techniques in the

Time-Frequency Domain

Time domain imaging algorithms are commonplace tools within the NDT indus-

try and are typically used for both the detection and characterisation of defects.

The Total Focussing Method (TFM) [24, 28, 78] is perhaps the most favoured

algorithm due to the simplicity of its ‘delay and sum’ formulation and its success

in detecting flaws. However, as seen in Section 2.1.1, the method has its limita-

tions, particularly when the medium under inspection is of a highly heterogeneous

nature. In the remainder of this chapter, it is suggested that the application of

time-frequency domain detection and imaging algorithms may be beneficial over
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Figure 2.2: TFM image of 5mm crack at 40◦ orientation, 50mm below the array
in a homogeneous medium (see Appendix B, Table B.1). Image (a) depicts the
full imaging domain whilst image (b) is cropped locally around the crack for a
higher definition characterisation. The arrow depicts the actual size and location
of the crack.
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Figure 2.3: TFM image of 6mm crack at 40◦ orientation, approximately 15mm
below the array in a homogeneous medium (see Appendix C, Table C.2). Image
(a) depicts the full imaging domain and the white box marks the area used to
calculate signal to noise ratio. Image (b) is of the area local to the crack, allowing
for closer inspection of the imaged defect. The arrow depicts the actual size and
location of the crack.
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Figure 2.4: TFM image generated by experimental data from an austenitic steel
weld with a 12mm crack at 90◦ orientation placed 35mm below a 45 element linear
array (see Appendix C, Table C.1). The initial near-field backscatter has been
trimmed to further highlight the flaw and back wall. Image (a) depicts the full
imaging domain where the large box signifies the location of the flaw and the
smaller box is the area used for the SNR calculation. Image (b) depicts the area
local to the crack to allow for closer inspection where the arrow illustrates the
actual size and location of the crack. Aside from the location of the crack tip, all
other characteristics of the defect are obscured by the heterogeneous microstruc-
ture.
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those approaches based solely in the time domain. Theoretically, a flaw should

give way to a different sound than that produced by heterogeneities, allowing for

improved distinction between the two. In Section 2.2.1, the possibility of detect-

ing flaws via time-frequency domain data is examined. Several techniques for the

characterisation of flaws in the time-frequency domain have been developed in

recent years [36, 80], however, detection in this domain has yet to be explored.

Work in Section 2.2.1 focusses on a novel detection method which we will, for

the purposes of this chapter, refer to as the Tiling Method. An advantage of this

method is that the output is in the form of a frequency domain scattering matrix.

Not only does this link directly into our choice of imaging algorithm (see the Fac-

torisation Method in Section 2.2.2) but it expresses the data in a manner which

has the potential to be analytically studied through the application of scattering

theory via the Born approximation (see Chapter 3). A derivation of the Factori-

sation Method, which exploits the data contained within the frequency domain

scattering matrices, is provided in Section 2.2.2. To further improve the efficacy

and applicability of the Factorisation Method in the reconstruction of flaws from

data collected by a linear array (hence incorporating a limited angle of inspec-

tion), the F# operator is introduced. The final section presents the results of the

method’s application to data arising from model based scattering matrices, finite

element simulations and experimentally collected data.

2.2.1 Detection in the Frequency Domain

As mentioned above, detection of flaws is typically carried out in the time do-

main. However, scatterers exhibit their own distinctive scattering profiles in the

frequency domain and it seems natural to explore whether these can be used to
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indicate the presence of defects. With this in mind, a method which assigns scat-

tering matrices (see Section 3.3) to spatial coordinates has been developed, which

we will refer to as the Tiling Method. The Tiling Method begins with the con-

struction of a grid of equally sized tiles over the area to be inspected (see Figure

2.5). The time of flight to the centre point of each tile from every transmit/receive

pair of array elements is calculated. These times are then used as midpoints for

a time window over each corresponding time trace in the Full Matrix Capture

(FMC). The size of this time window is equal to the number of time steps taken

to travel the diagonal length of the tile. A discrete Fourier transform over these

windows is taken and a scattering matrix (see Section 3.3) is plotted at a specified

frequency. The process is repeated for each tile in the spatial domain to build

up the tiling shown in Figure 2.6. The results in Figure 2.6 have been produced

Figure 2.5: A grid is constructed over the vertical plane beneath the linear array.
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by applying the algorithm to the data as described in Table B.1 (Appendix B),

which has been generated by a finite element simulation of an ultrasound wave

probing a homogeneous medium containing a 5mm crack of 0◦ orientation. The

scattering matrices seen are plotted at the centre frequency of the sinusoidal driv-

ing function (1.5MHz), however, similar results can be observed over a range of

frequencies (1MHz - 5MHz). In this case, square tiles of length 10mm were taken

over the entire region, however only the central tiles have been displayed as these

contain the interesting features. The central tile bears an obvious resemblance

to the scattering matrix of a crack-like scatterer lying parallel to the array as

generated by the Born approximation (see Section 3.3). Due to the overlapping

of time windows, some remnants of the flaw can also be seen in its neighbouring

tiles however, the tile most centred on the flaw should always appear to be the

most focussed. Note that the high amplitude corners of the scattering matrices

which correspond to tiles at a greater depth from the array, can be attributed

to scattering by the back wall. The results in Figure 2.7 have been produced by

applying the algorithm to the data as described in Table B.2 (Appendix B), which

has also been generated by a finite element simulation, but which now incorpo-

rates a heterogeneous microstructure. The scattering matrices in Figure 2.7 are

again plotted at the centre frequency of the sinusoidal driving function (1.5MHz).

In this case, as the frequency increases, the noise becomes more dominant due to

the resonance of the wave with the smaller heterogeneities. Hence, sticking to the

lower frequency range of 1−2MHz proves beneficial. Again, square tiles of length

10mm were taken over the entire region and only the most central tiles have been

displayed. Remnants of the back wall are still apparent in the scattering matrices

corresponding to tiles at a greater depth from the array. Due to the heterogeneous
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Figure 2.6: Once the grid over the imaging domain has been constructed as in
Figure 2.5, it can be filled in with scattering matrices. This tiling has been
generated by the data given by Table B.1, Appendix B. The scattering matrices
are plotted at 1.5MHz. This example results from taking square tiles of length
10mm.
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nature of the medium, a scattering matrix comparable to that as generated by the

Born approximation was not anticipated. However, the central tile does exhibit

higher amplitudes and more clustering than its neighbouring tiles, suggesting it

has detected the crack-like scatterer that lies there.

Figure 2.7: Once the grid over the imaging domain has been constructed as in
Figure 2.5, it can be filled in with scattering matrices. This tiling has been
generated by the data given by Table B.2, Appendix B and the scattering matrices
are plotted at 1.5MHz. This example results from taking square tiles of length
10mm.

2.2.1.1 Application of the Tiling Method to Experimental Data

The Tiling Method was developed in the hope of providing an alternative approach

to detection, with the potential to improve upon the distinction between defects

and facets of a heterogeneous microstructure due to its application within the
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time-frequency domain. The above examples have shown that, in simple cases,

the location of the flaw can be extracted by visual inspection of the tiled domain.

A final assessment of the algorithm’s potential will now be carried out in its

application to the data as given by Table C.1. This data has been experimentally

collected from a highly heterogeneous sample where a crack lies perpendicular

to the array at a depth of 35mm. As seen in Section 2.1.1, the flaw is barely

detectable via the TFM and alludes characterisation completely. The results of the

application of the Tiling Method can be seen in Figure 2.8. The scattering matrices

have been plotted at a frequency of 1MHz in the hope of avoiding excitation of

the heterogeneities. The imaging domain covers a 30mm×30mm section of the

sample, centred over the known location of the flaw at 35mm depth. As the sample

is of 85mm depth, scattering from the back wall is likely to be attenuated by the

heterogeneities and hence should not interfere with the flaw scattering. Studying

Figure 2.8, high amplitude pulse-echo responses (the main diagonal of the tile) can

be observed in the upper three tiles. This can be attributed to the ring down of the

array elements (where the simultaneous transmission and reception of a wave by an

element can interfere with the received signal, see Figure 2.9). The bottom three

tiles display no defining features and represent scattering by the microstructure.

However, some patterns and high amplitude features start to appear in the central

three tiles. Although far from the neat scattering matrices as generated by the

data arising from the finite element simulation of scattering within a homogeneous

medium (see Figure 2.6), the central tiles do provide an indication of a defect at

a depth of 35mm. To further develop the Tiling Method, some effort was made

to improve upon the visual recognition technique. Focus turned to the singular

values of each matrix. It has been shown that in a weakly scattering media,
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Figure 2.8: This tiling has been generated by the data given by Table C.1, Ap-
pendix C. with a tile length of 10mm. The scattering matrices are plotted at
1MHz so as to excite the heterogeneities as little as possible.
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Figure 2.9: The first 3000 timesteps of the experimental data as described in Table
C.1, Appendix C. The red signal is the result of transmitting and receiving on
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and receiving on element 13. It can be seen that the simultaneous transmission
and reception at element 12 results in high amplitude interference for the first
part of the signal. This is manifested in the scattering matrices by a dominating
pulse-echo response.
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the strongest scatterer can be associated to the largest singular value [81]. Hence,

plotting the maximum singular value of each scattering matrix in the tiled domain,

it was hoped that the global maximum of the curve would indicate the presence of a

defect. The results for the three cases above are displayed in Figure 2.10, where the

normalised maximum singular value of each matrix is plotted. In the case of the

homogeneous media (the blue curve) the maximum occurs at tile index 5, which

relates to the central matrix of the tiled domain and hence the flaw. However,

once a multi-scattering media is introduced via the finite element simulation as

discussed in Appendix B (green curve), the maximum singular values appear to

relate to the backwall. In the experimental case (as described in Appendix C

and depicted here by the red curve) the scattering matrices containing the high

amplitude ring down dominate. However, it can be noted that the singular values

relative to the flaw location are much larger than those associated with scattering

by the microstructure. The work by Aubry and Derode in [82], which studies

the varying behaviour of the singular value decomposition relating to matrices

arising from single scatterers and multiple scatterers, could potentially be used to

improve upon the extraction of the relevant singular values associated with large

scatterers, and build upon the currently empirical nature of the Tiling Method.

2.2.2 The Factorisation Method

The Factorisation Method is the continuous analogue of the MUSIC algorithm

[83, 84, 85] and belongs to a class of non-iterative methods known as sampling

methods, which deal with the inverse problem of shape identification. Other such

methods include the Linear Sampling Method [36, 37, 80], the Probe Method

[36, 38, 80] and the Singular Sources Method [36, 39, 80]. These sampling meth-
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Figure 2.10: Plots of the maximum singular value for each tile. The blue curve
corresponds to the tiling in Figure 2.6 as generated by the data in Table B.1,
Appendix B, the green corresponds to Figure 2.7 as generated by the data in
Table B.2, Appendix B and the red to Figure 2.8 as generated by the data in
Table C.1, Appendix C.
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ods are so named since they work on the basis of determining whether sampled

points within an imaging domain meet some criteria which determines whether

they fall within the support of the flaw domain D. The advantage of the Factori-

sation Method over other sampling methods is that its criteria is both sufficient

and necessary. Below, a brief derivation of the method with Dirichlet boundary

conditions is shown, however it can be derived similarly for Neumann boundary

conditions [36, 86].

2.2.2.1 The Factorisation Method

The forward scattering problem states that there is an incident plane wave,

ui(x, θ) = eikx·θ, x ∈ R, travelling in direction θ ∈ S2, where S2 = {x ∈ R
3 :

|x| = 1} is the unit sphere in R
3. On encountering a defect, in this case the region

D with boundary Γ, the wave scatters, giving the scattered field us. The sum

of the incident and scattered fields results in the total field u, which satisfies the

Helmholtz equation

∆u + k2u = 0 outside D, (2.4)

subject to u = f on Γ

and the Sommerfeld radiation condition

∂u

∂r
− iku = O(r−2) for r = |x| → ∞ (2.5)

which ensures the wave is radiating outwards and decays sufficiently fast so that

there are no sources at infinity. The Factorisation Method attempts to solve the

inverse problem of determining the shape of D from the scattered field us. To do
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Figure 2.11: Factorisation of F.

so, it exploits the relationship of the data-to-pattern operator G with the shape

of the scatterer. To begin the derivation, let Φ be the fundamental solution to the

Helmholtz equation; a spherical wave generated at a point source z and measured

at point x

Φ(x, z) =
eik|x−z|

4π|x − z| , x /∈ D. (2.6)

As the distance between x and z approaches infinity, the spherical wave begins to

resemble a plane wave at point x. This can be approximated by

u∞(x̂) = e−ikx̂·z, x̂ ∈ S2. (2.7)

where u∞(x̂, θ) is called the far field pattern of us (that is, the responses observed

at a distance which is significantly larger than the wavelength). The far-field

operator F is defined by

Fg(x̂) =

∫

S2

u∞(x̂, θ)g(θ)ds(θ) for x̂ ∈ S2. (2.8)

Deriving the following factorisation of the operator F

F = −GP ∗G∗, (2.9)
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is the basis for the Factorisation Method (see Figure 2.11). Here P ∗ : H−1/2(Γ) →

H1/2(Γ) is the L2 adjoint of the single layer boundary operator P : H−1/2(Γ) →

H1/2(Γ)

Pϕ(x) =

∫

Γ

Φ(x, y)ϕ(y)ds(y), x ∈ Γ, (2.10)

which converts the incoming wave to an outgoing wave on the boundary. G∗ :

L2(S2) → H−1/2(Γ) is the L2 adjoint of G : H1/2(Γ) → L2(S2), the data-to-pattern

operator, defined by

Gf = u∞, (2.11)

where u∞ ∈ L2(S2) is the far field pattern of u; a solution satisfying equations

(2.4) and (2.5). Critically, the range of the operator G has a direct relationship to

the shape of the domain D. For z ∈ R
3 define φz ∈ L2(S2) by [36, equation (1.41)]

φz(x̂) = e−ikx̂·z, x̂ ∈ S2. (2.12)

Now if u(x) = Φ(x, z) is the fundamental solution of the Helmholtz equation and

z ∈ D, then, from equations (2.7) and (2.12), φz = u∞ and so, from equation

(2.11), φz ∈ R(G) when z ∈ D. The converse is also true according to [36,

Theorem 1.12]. To gain an exact characterisation of R(G) in terms of the known

operator F , we can relate G to F by equation (2.9). It is assumed that F ,

for the Dirichlet boundary conditions (equation (2.4)), is normal, the operator

I + ikF/8π2 is unitary and k2 is not a Dirichlet eigenvalue (these conditions are

justified in [36]). It then holds that the range of (F ∗F )1/4 coincides with that of

G (as stated in [36, Theorem 1.24]). Hence, the sampling point z ∈ R
3 lies in D
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if and only if

(F ∗F )1/4g = φz (2.13)

for some g ∈ L2(S2). By Picard’s criterion, equation (2.13) is solvable if and only

if the condition φz ∈ R((F ∗F )1/4 is satisfied (this is shown to hold by equations

(2.7)-(2.11) and [36, Theorem 1.24]) and the condition

∞
∑

j=1

|(φz, ψj)L2(S2)|2
|λj|

< ∞, (2.14)

holds, where {λj, ψj} forms an eigensystem of the normal operator F (that is to

say, the Fourier coefficients must decay to zero faster than the eigenvalues). Using

the spectral theory of a normal operator, [36, equation 1.74] it is observed

(F ∗F )−1/4φz =
∞

∑

j=1

1
√

|λj|
(φz, ψj)ψj (2.15)

⇐⇒
∞

∑

j=1

∣

∣

∣

∣

∣

1
√

|λj|
(φz, ψj)

∣

∣

∣

∣

∣

2

< ∞, (2.16)

and so equation (2.14) does indeed hold. From equations (2.13) and (2.15), the

solution g is given by

g =
∑

j

(φz, ψj)L2(S2)
√

|λj|
ψj (2.17)

and the following result is obtained

z ∈ D ⇐⇒ φz ∈ R((F ∗F )1/4)

⇐⇒ W (z) =

[

∑

j

|(φz, ψj)L2(S2)|2
|λj|

]−1

> 0. (2.18)
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Using a discrete array this can be truncated

w(z) =

[

N
∑

j=1

|(φz, ψj)L2(S2)|2
|λj|

]−1

> ε, z ∈ D, (2.19)

where N is the number of array elements and ε > 0. By plotting w(z) for all

sampling points, z, it is possible to recover the shape and size of the defect.

2.2.2.2 The F# Operator

It was shown above that a sampling point z lies within the domain D of the scat-

terer if and only if there exists a solution in L2(S2) to equation (2.13). However,

this criterion only holds if the far-field operator F is normal, which is not always

the case when limited angles of inspection or heterogeneous host materials are

present. To amend this, the F# operator is introduced [36, 87]

F# = |Re(F )| + |Im(F )| (2.20)

where

Re(F ) =
1

2
(F + F ∗) and Im(F ) =

1

2i
(F − F ∗). (2.21)

It can be subsequently shown that a sample point z belongs to the domain D if

and only if the integral equation

F
1/2
# ψ = φ (2.22)
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has a solution in L2(S2) [36]. It follows that, by plotting

W (z) =

[

N
∑

j=1

|(φz, ψj)L2(S2)|2
λj

]−1

, z ∈ R
2 (2.23)

where {λj, ψj}j∈N is an eigensystem of the self-adjoint operator F#, an image of

the scatterer can be reconstructed.

2.2.3 Application of the Factorisation Method

In applications, where a discrete set of transmit-receive positions are used, the far-

field operator F is given by a scattering matrix F (θj, θl, k), where θj is the incident

wave direction, θl is the scattered wave direction and k is the wave number. Below,

the Factorisation method is first applied to the ideal case where a scattering

matrix F (θj, θl, k) has been generated by the Born Approximation with a full

aperture array and homogeneous host medium. A limited angle of inspection

is then introduced before application to non-normal scattering matrices arising

from FMC data which has been (a) generated by finite element simulations and

(b) experimentally collected.

2.2.3.1 Application to Data as Modelled by the Born Approximation

Figure 2.12, images (a) and (b), depict schematics of two different flaws. Their

dimensions were input into the Born approximation and the corresponding full

aperture scattering matrices (see Section 3.3) were generated. The Factorisation

Method was applied to these scattering matrices and the resulting reconstructions

can be seen in images (c) and (d). Image (c) shows a near perfect reconstruction of

the disc with radius 2.5mm as shown in image (a). Image (b) depicts an ellipse of

39



dimensions 5mm × 1mm and 40◦ orientation. The Factorisation Method produces

the accurate reconstruction shown in image (d), which captures the length and

orientation of the ellipse. The strong scattering at the specular reflection causes

some shadowing across its width but this can be overcome with image thresh-

olding if desired. In Section 2.2.2.2, the F# operator was discussed to allow for

(a) (b)
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(d)

Figure 2.12: Images (a) and (b) depict the actual shape of the flaws as modelled
by the Born approximation, where a 180 element, circular array was simulated
to encircle the flaws at a distance of 50mm. Images (c) and (d) are the resulting
reconstructions by the Factorisation method. The imaging domains have been
cropped to allow for closer inspection and the axes represent the local axes, mea-
sured in millimetres.
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application of the Factorisation method to non-normal, far-field operators. In [36]

it is indicated that in the case of limited data, where the far field pattern u∞(x̂, θ)

is known only for x̂, θ ∈ U , U ⊂ S2 (that is, where there is a limited angle of

inspection), the far field operator F is not normal. However, in our discrete, nu-

merical implementations, the scattering matrix F (θj, θl, k) arising from the Born

approximation, where a linear array is placed centrally above the flaw, is normal.

Hence, the F# operator is not yet needed. Figure 2.13 depicts reconstructions of

the flaws as depicted in images (a) and (b) of Figure 2.12, where the scattering

of the ultrasound wave is modelled by the Born approximation, incorporating a

64 element linear array placed 50mm above the flaws. The reconstruction of the

the 2.5mm radius disc depicts an ellipse of approximately 3mm × 5mm, although

this is dependent on thresholding (here the image is plotted with a dynamic range

of 10dB and measurements are taken along the x and y axes). Image (b) shows

the reconstruction of the 5mm × 1mm ellipse at 40◦ orientation (also plotted at

a dynamic range of 10dB with measurements taken along the main axes of the

flaw). The resulting image depicts an ellipse-like scatterer of approximately 6mm

× 1.5mm and 50◦ orientation.

2.2.3.2 Application of the Factorisation Method to Data as Modelled

by Finite Element Simulated Data

To further explore the Factorisation Method’s abilities in imaging, specifically

for application to nondestructive evaluation, a simulation of a sinusoidal wave

travelling through a homogeneous medium has been generated by the the soft-

ware package PZFlex (see Appendix B). Cracks of length 5mm at 0◦ and 40◦

have been inserted 50mm below the simulated ultrasonic transducer array. The
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Figure 2.13: Reconstructions of the flaws as depicted in images (a) and (b) in Fig-
ure 2.12 via the Factorisation method. The scattering of the ultrasound wave by
these flaws was modelled by the Born approximation, incorporating a 64 element,
limited aperture, linear array placed centrally 50mm above the flaws.
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resulting non-normal scattering matrices have led to the reconstructions, by the

Factorisation Method in conjunction with the F# operator, as depicted in Figure

2.14. Image (a) corresponds to the 0◦ orientated crack. Although the length and

primary orientation of the reconstructed flaw are comparable to the actual crack

size and orientation, the crack like form is not well characterised. However, it can

be observed that background noise is no longer an issue due to the binary criteria

on which the Factorisation Method is based on. Image (b) depicts an excellent

reconstruction of the 5mm crack at 40◦ orientation. This leads to the conclusion

that the high amplitude specular reflections present in the 0◦ case can overshadow

smaller facets of the flaw and lead to a distorted image.

2.2.3.3 Application of the Factorisation Method to Experimental Data

The final test for the algorithm was in its application to the experimental data

as described by Table C.2 in Appendix C. The resulting reconstruction is shown

in Figure 2.15. The Factorisation Method has successfully detected the crack-

like form and 40◦ orientation of the defect, however the high amplitude pixels in

the centre of the image indicate a smaller crack length than the expected 6mm.

Despite this error in sizing, the image remains impressive due to the high SNR

of 35.4dB, which is more than double the value achieved via the TFM for the

same dataset (see Section 2.1.1, Figure 2.3). It must be noted that this particular

reconstruction was generated by the scattering matrix plotted at 4.5MHz and was

chosen due to its crack-like representation and accurate orientation. However, at

other frequencies these aspects were sometimes lost. For further, practical imple-

mentation, an algorithm for choosing the optimal frequency must be constructed

or a multi-frequency approach developed [88].
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Figure 2.14: Reconstructions by the Factorisation Method of a 5mm crack at
orientations (a) 0◦ and (b) 40◦ generated by PZFlex simulations as described in
Appendix B, Table B.1.
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Figure 2.15: Reconstruction by the Factorisation Method of a 6mm lack of fusion
crack from experimental data as detailed in Table C.2 in Appendix C. The arrow
depicts the actual size and orientation of the flaw.

2.3 Subjectivity of Methods

The above sections have examined existing techniques for the detection and char-

acterisation of defects via the exploitation of FMC data arising from ultrasonic

phased array inspections. A common factor for each technique is the subjective

thresholding needed to estimate the size of the flaw. An example of the effects of

using varying dynamic ranges to plot TFM results is shown in Figure 2.16. Image

(a) has been plotted at a dynamic range of 10dB and image (b) is plotted at 40db.

Although image (a) minimises the effcts of noise, the flaw characterisation is weak

and looks much smaller than that plotted in image (b). Figure 2.17 depicts a sim-

ilar study of results obtained via the Factorisation Method for the same dataset

where the effect seems to be even more extreme. Plotting at 10db, it appears the
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Factorisation Method has managed to distinguish between the signal and noise

with its in/out criteria. However, plotting at 40dB, the impressive signal to noise

ratio has drastically decreased. The subjective nature of these results could
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Figure 2.16: TFM images arising from FMC data collected experimentally from
the sample as described in Table C.2. Image (a) is plotted at a dynamic range of
10dB and image (b) is plotted with a dynamic range of 40dB.

potentially lead to differing characterisations between operators and companies.

Although guidelines can be drawn up to allow for standardisation, an alternative,

and arguably more reliable approach, is to create a completely objective method

for flaw sizing.

2.4 Conclusions

The Total Focussing Method has dominated the nondestructive testing industry

as the imaging algorithm of choice due to its simplicity and effectiveness. However,

in its standard form, it can struggle with the characterisation of defects, and, in
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Figure 2.17: Images arising from application of the Factorisation Method to scat-
tering matrices generated by the FMC data collected experimentally from the
sample as described in Table C.2. Image (a) is plotted at a dynamic range of
10dB and image (b) is plotted with a dynamic range of 40dB.

particularly difficult cases, where the sample in question is a highly heterogeneous

material, it can sometimes fail to detect flaws all together. It is suggested that the

obscuring effect of host material heterogeneities can be diminished by operating

in the time-frequency domain instead, where the frequency spectrum of a wave

scattered by a flaw can be distinguished from that arising from scattering by the

microstructure.

Operating under this assumption, an element of novelty was introduced in Sec-

tion 2.2.1 with the development of a time-frequency domain detection algorithm;

the Tiling Method. Although characterisation in the time-frequency domain has

been explored [36], detection in the time-frequency domain appears to be unchar-

tered territory. The Tiling Method simply constructs a sparse grid in the imaging

domain which is then filled by scattering matrices generated by taking a discrete
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Fourier transform over the time taken to reach the centre point of each tile. It

was initially applied to data arising from finite element simulations and the results

proved promising. However, the argument for working in the time-frequency do-

main lies in the potential for better distinction between flaws and heterogeneities.

Hence the algorithm’s real test was in its application to data in which the TFM

struggled to detect a large crack lying perpendicular to the array, in a highly

heterogeneous medium. Although the results were not as clear as in its previous

applications, it did give an indication of a defect at the correct depth. It must

be noted that further work is required to improve upon the empirical nature of

the algorithm and it is suggested that this could be achieved by further examina-

tion of the singular value decomposition of the matrices. The final section of this

chapter examined, adapted and implemented the Factorisation Method, applying

it to increasingly difficult situations. When applied to the ideal, full aperture,

homogeneous dataset as modelled by the Born approximation, a near perfect re-

construction of the flaw was obtained. Introducing a limited angle of inspection

required the use of the F# operator to ensure the scattering matrix was normal.

In its final stage the algorithm was applied to experimental data. It successfully

characterised the form (crack-like) and orientation of the defect but the subjective

crack length measurement exhibited an error. It was also noted that for further,

practical implementation, some sort of criteria must be developed for choosing the

optimum frequency at which to operate at or a multi-frequency approach adopted.

A final comment was made on the subjectivity of the existing methods exam-

ined in this chapter. The need for thresholding can potentially lead to varying

characterisations between operators and companies. Although guidelines for stan-

dardisation can minimise the problem, the final estimation is still prone to human

48



error. The following two chapters of this thesis aim to create a completely objec-

tive approach to flaw sizing to combat these problems.
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Chapter 3

A Model Based Approach to

Crack Sizing in the Frequency

Domain

3.1 Introduction

In this chapter, a model-based crack sizing algorithm for zero-volume flaws is

proposed so as to remove the subjectivity (inherent to the methods described in

Chapter 2) from crack size and orientation estimations. Two explicit expressions

for the crack length are derived from the approximation of the scattering ampli-

tude arising from a volumetric flaw in an elastic medium, as formulated by the

Born approximation (Section 3.4). The first corresponds to the simplified case

where the flaw lies parallel to the ultrasonic array, and the second extends this to

the case where the crack orientation can also be extracted. Section 3.5 is dedicated

to the error analysis of both models.
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Work on objective crack sizing has previously been explored in [41], where both

the maximum scattering amplitude and the half-width, half-maximum (HWHM)

measurement of the pulse-echo response of a scattering matrix, were shown to

correlate with the crack length. The method presented here is similar only in its

exploitation of the frequency domain scattering matrices that arise when an inci-

dent pressure wave is scattered by a flaw. Favouring the roots of the pulse-echo

response plot over the HWHM, the proposed crack-sizing algorithm is immune

to the effects of the transducer transfer function. It is based on a mathematical

model rather than empirical analysis and improves upon current imaging proto-

cols as its determination of the crack size and orientation is objective and does not

rely on a subjective choice of point spread function thresholding. Similar work

on the extraction of properties of small volume scatterers from boundary mea-

surements has previously been undertaken by Ammari et al in Paris [89]. Here,

an approximation of the location and polarization tensor [90] of a conductivity

anomaly is made from measurements of the electromagnetic field at the boundary.

It must be noted that the polarisation tensor contains information on both the

conductivity and the volume of the inhomogeneity. Hence, a small inhomogene-

ity with a high conductivity can potentially exhibit the same polarisation tensor

as a large inhomogeneity with a low conductivity and it is not possible to de-

termine these characteristics independently of each other [91]. In contrast, the

method presented below can produce an explicit estimate of the flaw dimensions

from boundary measurements but conversely requires a priori knowledge of the

location of the flaw to do so.
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3.2 The Born Approximation

To develop an understanding of the scattering of an ultrasound wave by a crack

[92], and to facilitate work on model based crack-sizing, an analytic mathemati-

cal model has been investigated. The Born approximation [93, 94, 95] is a low-

frequency, weak scattering approximation for volumetric flaws which is used to

relate the flaw response directly to the flaw geometry. It is a widely accepted

scattering model taken originally from quantum mechanics and is based on the

assumption that, within the scatterer, the scattered field is comparatively small

to the incident field, which hence allows the total field to be approximated by the

incident field only. Thus it is a single scattering approximation which assumes

the wave passes through the flaw undisturbed (it neglects interactions between

multiple flaws and between any two parts of the same flaw) and relies on the flaw

medium having similar material properties to that of the host medium. A low-

frequency assumption is also required so as that the phase change on interaction

with the flaw is sufficiently small.

These restrictions at first appear incompatible with our objective which is to

study scattering by a crack where there exists a high contrast between the flaw and

host media. For example, assuming a large change in velocity as a consequence

of the contrasting media, refraction would alter the forward direction of the wave

within the flaw and the direction of the incident wave would not be preserved,

thus rendering the Born approximation invalid (see Figure 3.1). However, as we

are primarily concerned with the wave in the backscattered direction (due to the

limited angles of inspection typically available within an NDT setting), the discor-

dant effects of the scattering as the wave passes through the flaw can be neglected.

Hence, the geometry of the scattering matrix arising from the limited aperture
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inspection of a flaw is dependent only on the direction of the reflected waves at

the boundary. These should remain consistent despite the contrast between the

flaw and host media (the angles of reflection are dependent on the shape of the

scatterer, only the amplitudes of the reflected waves are affected by the material

properties). Work by Gubernatis et al in [96] shows good agreement between the

Born approximation and the exact solution for scattering by a spherical void in

Titanium when the forward directions are excluded. Further application of the

Born approximation in the context of elastic wave scattering by voids and cracks

is demonstrated in [97, 98]. In this chapter, the Born approximation is used to

estimate the scattering amplitude arising from an incident wave of given direction

coming into contact with a known domain, D, which is set as an ellipse with a

high aspect ratio to mimic a crack-like scatterer (note that the forward scattering

problem is described in Section 2.2.2). The amplitudes are then normalised and

the geometry of the scattering matrix is used to extract information on the flaw

size.

The Born approximation estimates the scattered field and provides an explicit

expression in the frequency domain for the scattering amplitude, Aα;β
n (eβ

i , eα
s ), for

a homogeneous, volumetric inclusion with a wave transmitted in direction ei and

received in direction es. The superscripts α and β dictate the type (pressure, shear

vertical or shear horizontal) of incident and scattered wave, respectively, and n is

the component of A being calculated. The derivation of the Born approximation

for the fluid case is shown in Appendix A but for the purposes of this chapter, we

consider the scattering by an ellipsoidal inclusion in an elastic medium. Restricting

attention to the two dimensional plane below the linear array this is given by [94,
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Figure 3.1: The Born approximation is a single scattering approximation based
on the assumption that the total field can be approximated by the incident field
within the scatterer, thus ignoring the scattered field and allowing the wave to pass
through the flaw undisturbed. This assumption is accurate when the flaw and host
media exhibit similar material properties and the direction of the incident wave is
not altered by refraction (red arrows). If there exists a high contrast between the
flaw and host medium, the incident wave direction is not preserved (blue arrows)
and using it to estimate the total field would lead to an invalid approximation for
the scattering in the forward direction. However, as we are solely concerned with
backscattered waves and the angles of reflection (which should remain consistent
despite the contrasting media) and not the amplitudes of the reflected waves, the
Born approximation is suitable for our purposes.
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Figure 3.2: The flaw is approximated by an ellipsoid with a3 = 0. The defect
length is equal to 2a1 and its width is 2a2. To simulate a crack, a1 ≫ a2.

equation 10.220]

Aα;β
n (eβ

i , eα
s ) =

− a1a2B
α
lnfl(e

β
i , eα

s )

|gα;β|2(rα;β
e )2

(

sin(kα0|gα;β|rα;β
e ) − kα0|gα;β|rα;β

e cos(kα0|gα;β|rα;β
e )

kα0|gα;β|rα;β
e

)

(3.1)

where a1 and a2 represent the flaw dimensions, kα0 is the wavenumber in the host

material, gα;β = e
β
i − eα

s and rα;β
e is the effective radius of the flaw, given by

rα;β
e =

√

a2
1(eq · u1)2 + a2

2(eq · u2)2 (3.2)

with

eq =
gα;β

|gα;β| . (3.3)

Unit vectors u1 and u2 lie in the vertical plane along the major and minor axes of

the flaw. A schematic of the crack and its parameters can be seen in Figure 3.3.

Considering the case where only pressure waves are being transmitted and received
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(α = β = P ) the coefficient Bα
lnfl(e

β
i , eα

s ) can be expressed as [94, equation 10.218]

BP
lnfl(e

P
i , eP

s ) =

(

∆ρ

ρ0

(eP
i · eP

s ) − (∆Λ + 2∆µ)(eP
i · eP

s )2

ρ0c2
p0

)

eP
sn (3.4)

where ∆Λ and ∆µ are the differences between the Lamé co-efficients in the host

material and flaw material, ∆ρ is the difference in their densities, and ρ0 and

cP0 are the density and pressure wave speed, respectively, in the host material.

By changing the range of angles that the transmission and reception directions

(ei and es) can take, different array apertures can be simulated. The size, shape

and location of the defect and the material properties can also be varied and

hence allow closer comparison of the model to experimental data. For the method

presented in this chapter, the focus will be on crack-like flaws where the crack is

approximated as a two dimensional ellipsoid with a high aspect ratio, as depicted

in Figure 3.2, where the flaw dimensions are set so that a1 ≫ a2. The flaw

orientation refers to the angle that u1 makes with the x-axis.

3.3 Scattering Matrices

The Born Approximation, as formulated in Section 3.2, provides an explicit ex-

pression for the scattering amplitude, AP ;P
n (eP

i , eP
s ), of an incident and scattered

pressure wave between a pair of transmit/receive array elements at a specified fre-

quency. Plotting the magnitude of this amplitude for every pair of array elements

produces a scattering matrix. This matrix contains information on the size, form

and orientation of the defect [40]. By plotting these matrices, patterns can be

observed and later exploited to objectively characterise flaws (see Section 3.4). In

this section, the effects of aperture, defect shape, orientation and depth on the
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Figure 3.3: Schematic of an ellipsoidal flaw in relation to a linear array. D repre-
sents the domain of the flaw and Γ is the flaw boundary. The unit vectors ei and
es denote the transmission and reception directions, respectively. Unit vectors u1

and u2 lie in the vertical plane along the major and minor axes of the flaw and
a1 and a2 are the flaw dimensions in directions u1 and u2.
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form of the scattering matrix will be demonstrated.

3.3.1 Aperture

Throughout this section, both circular and linear arrays are simulated with respect

to the parameters in Table 3.1. The term full aperture will sometimes be used

and refers to the case where a circular array has been simulated to encircle a

defect, providing a 360◦ view. Limited aperture will be used in the case where

a linear array is simulated directly above the flaw (hence limiting the angle of

inspection) as shown in Figure 3.4. Scattering matrices corresponding to both

set-ups can be seen in Figure 3.5. These have been generated according to the

values given in Table 3.1. Plot (a) is generated by the simulation of a full aperture

circular array inspecting a crack-like flaw of 0◦ orientation, with a/λ = 1.4 (where

a = 2a1 is the crack length and λ is the wavelength). The effects of changing this

ratio are further explored in Section 3.4.1. The high amplitude lobes along the

diagonal of the matrix correspond to the specular reflections (where the incident

wave is perpendicular to the crack), that arise from transmitting and receiving at

the same element (that is, the pulse-echo response at either element 45 or 135 in

the schematic shown in Figure 3.4). The low amplitude troughs arise from the

pulse-echo response at elements 1 and 90. This occurs due to the wave passing

straight through the crack to the opposite side of the array (accounting for the

high amplitude diagonal lines in the scattering matrix), with very little scattering

reflecting back to the transmitting element and its neighbours, and almost no

scattering being reflected at an angle of 90◦ to the incident direction. Plot (b)

depicts a scattering matrix produced by the simulation of a linear array (with

parameters as in Table 3.1), inspecting the same flaw. This matrix resembles the
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submatrix of the full aperture scattering matrix in (a) corresponding to the 64

elements located approximately between elements 13 and 77.

Linear Array Circular Array

Number of Array Elements 64 180

Pitch 2mm 2◦ (angular spacing)

Pressure Wave Velocity in Host
Material (cP0)

6420m/s 6420m/s

Shear Wave Velocity in Host Ma-
terial (cs0)

3040m/s 3040m/s

Density of Host Material (ρ0) 2700kg/m3 2700kg/m3

Distance of Flaw from Array 50mm 50mm

Table 3.1: Typical experimental parameters which have been input into the Born
approximation to generate the scattering matrices as seen in this Section.

3.3.2 Defect Shape

The form of a defect can be categorised in two ways: volumetric (where the flaw

occupies a finite region in space) or zero-volume (where the flaw is a discontinu-

ity between the materials on either side). The model based algorithm discussed

below in Section 3.4 is concerned solely with cracks (zero volume flaws) and it

is therefore important to be able to distinguish between the two types of scat-

tering matrix so as to know when the algorithm is applicable. Figure 3.6 shows

these two types of scattering matrix. Plot (a) displays the scattering amplitudes

generated by a circular flaw with dimensions a1 = a2 = 2.5mm (here a/λ ≈ 1.4,

where a = 2a1 is the diameter of the circular defect and λ is the wavelength),
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Figure 3.4: Schematic of a Full Aperture array simulation and a Limited Aperture
array simulation. The bold lines indicate placement of array elements, the grey
ellipsoid is a defect, the blue arrow is a transmitted wave and the dashed arrow
is a corrseponding received wave. The numbers corresponds to the array element
labelling.

embedded in a homogeneous medium and inspected by a linear array with prop-

erties as described in Table 3.1. Plot (b) was produced by a crack-like defect

with dimensions a1 = 2.5mm and a2 ≈ 0 (here a/λ ≈ 1.4, where a = 2a1 is the

crack length), with 0◦ orientation (lying parallel to the array) in the same setting.

There is a clear qualitative (and quantitative) difference between these two cases

and by recognising that the striped scattering matrix arises from a disc and that

the elliptical lobe scattering matrix is characteristic of a crack, it suggests that

it should be possible to work backwards from the scattering matrices to extract

information about the flaw shape and size.

3.3.3 Defect Orientation

The orientation of a crack effectively changes the location of the element at which

the specular reflection is received. It has been previously observed (Section 3.3.1)

that this specular reflection causes a high amplitude lobe along the diagonal of
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Figure 3.5: Scattering matrices generated by a crack of length 2a1 = 5mm and 0◦

orientation inspected by (a) the circular array (b) the linear array as described in
Table 3.1. Both measured at 2a1/λ ≈ 1.4 in a homogeneous medium.
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Figure 3.6: Scattering matrices : (a) A disc of radius a1 = a2 = 2.5mm and (b)
a crack of length 2a1 = 5mm and orientation 0◦ inspected by the linear array as
described in Table 3.1, measured at a/λ ≈ 1.4 in a homogeneous medium.
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the scattering matrix. The orientation of the crack dictates where along the

diagonal this maximum will occur. This can be seen in Figure 3.7 where plots

(a) and (b) depict scattering matrices arising from cracks orientated at 20◦ and

40◦, respectively. A curvature of the central lobe is also apparent in these images.

Since the array is linear and has no curvature then, as we move from one element

to the next, the change in the angle that the normal to the crack edge makes

with this next element varies in a nonlinear manner. This is rectified in the full

aperture case, where the elements are spaced equally with respect to the angle φ

(plot (d)). Plot (c) depicts the 90◦ crack case, where the crack is perpendicular

to the array. Its high amplitude lobe has effectively split in half as the specular

reflection occurs on either side of the crack edge. This is manifested in the corners

of the scattering matrix with the central lobe corresponding to the diffraction by

the crack tip.

3.3.4 Distance of Defect from the Array

Increasing the distance of the defect from the array has the effect of restricting

the size of the maximum possible angle (Φ) between the outermost incident and

scattered directions. The size of Φ dictates the extent of the scattering profile

which is captured in the scattering matrix, effectively modifying the aperture of

the array, as demonstrated in Figure 3.8. In Figure 3.9 (a), a crack has been

inspected at a distance of only 20mm. Referring back to the schematic in Figure

3.8, it can be observed that the closer the flaw is to the array, the larger Φ is.

So, in this case, both the main lobe and the side lobes of the scattering profile

are captured by the array. In Figure 3.9 (b), the crack is at a distance of 100mm

from the array and so the angle Φ is relatively small. Within this small interval,
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Figure 3.7: Scattering matrices for a crack inspected by the linear array as de-
scribed in Table 3.1, measured at a/λ ≈ 1.4 with orientations (a) 20◦, (b) 40◦

and (c) 90◦. Image (d) depicts a scattering matrix generated by a full aperture
inspection for a 5mm crack with a crack orientation of 60◦.
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the main lobe of the scattering profile is only partially captured.

Figure 3.8: Schematic of linear array set up with varying aperture length and
distance from the defect. Here the angle between the transmitted and received
direction must be smaller than Φ.

3.4 A Model-Based Crack Sizing Algorithm

Work has previously been carried out by Zhang et al [41] on the extraction of

key parameters (i.e. crack length and orientation) from scattering matrices for

small crack-like defects. By empirical means, they showed that the half-width,
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Figure 3.9: Scattering matrices for a crack of length 5mm and orientation 0◦,
inspected by the linear array as described in Table 3.1, at a depth of (a)20mm
and (b)100mm and measured at a/λ ≈ 1.4
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half-maximum (HWHM) of a scattering matrix’s pulse-echo response plot (see

Figures 3.10, 3.11 and 3.12) decreased monotonically with crack-length. However,

the method became a less effective form of measurement for values of a/λ > 2.

One disadvantage of using the HWHM is that it is affected by the transducer

response. Work on characterising the field emitted and received by the transducer

is discussed in [99, 100] and the scattered wave from the flaw can, in principle, be

recovered by deconvolving the function describing the transducer effects from the

received signal. This increases the consonance of the HWHM in relation to the

flaw’s scattering profile. However, this complication can be negated completely

by concentrating on the zeros of the pulse-echo response as these are independent

of the transducer effects. The crack-sizing algorithms as developed and discussed

below in Sections 3.4.1 and 3.4.2 are based on this idea and, in contrast to the work

in [41], do not rely on empirically attained correlations but instead are derived

analytically.

Figure 3.10: Plot of the pulse-echo response from a scattering matrix. The half-
width at half maximum (HWHM) is shown by the double headed arrow. The zero
of interest occurs at array element i as indicated.
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3.4.1 The Zero Degree Crack Case

The diagonal elements of a scattering matrix relate to the case where es = −ei,

also known as the pulse-echo response. Figure 3.11 depicts four scattering matrices

with the corresponding plots of their pulse-echo response amplitudes shown in

Figure 3.12. These scattering matrices differ only in the value of a/λ, where

a = 2a1 is the crack length and λ is the wavelength. As the ratio of crack length

to wavelength increases, it is observed that the central lobe of the scattering

matrix narrows. This narrowing can be measured by the distance between the

zeros of the pulse-echo response that lie either side of the global maximum. Due

to the symmetry of the pulse-echo response in the case of a 0◦ orientated crack,

only one of these zeros is required, as indicated by index i in Figure 3.10. Note

that when using this method with discrete array elements, this zero is replaced by

the location of the local minimum in the pulse-echo response, which relates to the

ith array element with position xi, resulting in the transmitted wave unit vector

ei =
(xi, r)

|(xi, r)|
, (3.5)

where r is the distance of the flaw from the array. To derive a formula for the

length of the crack we will assume that xi is a continuous variable. From equation

(3.1), it follows that the zero in the pulse-echo response satisfies

sin(kP0|gP ;P |rP ;P
e ) − kP0|gP ;P |rP ;P

e cos(kP0|gP ;P |rP ;P
e ) = 0. (3.6)

We set

M = 2kP0

√

a2
1(eq · u1)2 + a2

2(eq · u2)2, (3.7)
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Figure 3.11: Scattering matrices for flaws embedded in a homogeneous medium
and inspected by a linear array (both as described in Table 3.1). Only a/λ values
vary: (a) 0.8, (b) 1, (c) 1.5 and (d) 2.
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Figure 3.12: Pulse-echo responses (the amplitude down the main diagonal of the
scattering matrix) for flaws embedded in a homogeneous medium, 50mm below a
linear array of 64 elements with a/λ values of (a) 0.8, (b) 1, (c) 1.5 and (d) 2.
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where M=4.49341 (the first root of tanM = M), and in the pulse-echo case,

eq = ei. Let us begin by examining the case where the crack is orientated at 0◦,

parallel to the array. Since u1 and u2 are equal to [1, 0]T and [0, 1]T respectively,

equation (3.7) can be rewritten

M = 2kP0

(

a2
1

(

xi

|(xi, r)|

)2

+ a2
2

(

r

|(xi, r)|

)2
)1/2

. (3.8)

Substituting kP0 = 2π/λ and rearranging to get an explicit expression for the

crack length a gives

a = 2a1 =
2

xi

(

M2λ2

16π2
(x2

i + r2) − a2
2r

2

)1/2

. (3.9)

Equation (3.8) can also be rearranged to give an expression for xi

xi = r

√

(M/2π)2 − (2a2/λ)2

(2a1/λ)2 − (M/2π)2
= rf

(a1

λ
,
a2

λ

)

. (3.10)

This confirms the observation in Figure 3.9 that as the depth of the flaw, r,

increases, the width of the main lobe in the scattering matrix increases. Since

a1 ≫ a2, equation (3.10) gives rise to the following conditions on a1 and a2

2a1

λ
>

M

2π
>

2a2

λ
. (3.11)

The above condition shows equation (3.9) will only hold for cracks where a/λ >

M/2π = 0.71529. Another consideration to be taken into account is the length of

the array aperture. To have roots on the pulse-echo diagonal, xi must fall within

the limits of the aperture. Let L be the length of the linear array, and let the flaw
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be located beneath its centre. From equation (3.10), as the crack size decreases,

then xi increases, as shown in Figure 3.11. So the smallest crack size that can

be resolved for a given aperture coincides with xi = L/2. Hence, equation (3.10)

gives

Lmin

2
= r

√

(M/2π)2 − (2a2/λ)2

(2a1/λ)2 − (M/2π)2
. (3.12)

That is,

a

λ
=

√

(M/2π)2 +
(M/2π)2 − (2a2/λ)2

(Lmin/2r)
2 . (3.13)

Allowing a2 = 0, to approximate a crack, the minimum resolvable crack length is

given by
(a

λ

)

min
=

√

(M/2π)2 + (Mr/πL)2. (3.14)

Once again, it can be observed that as Lmin → ∞ then (a/λ)min → M/2π =

0.71529, giving the smallest crack size that can be resolved relative to the wave-

length. Conversely, as the distance of the flaw from the array increases, so

that r/L ≫ 1/2, then the smallest crack size that can be resolved increases

(amin → Mλr/πL), since, as can be seen in Figure 3.9, the width of the main lobe

in the scattering matrix widens. This can then be compensated for by decreasing

the wavelength to narrow this lobe as per Figure 3.11. It should be borne in mind

however that there is no wave attenuation in the above model and this method is

based on the scattering wave coefficient rather than the scattering wave amplitude

received by the array.

Equations (3.13) and (3.14) provide a measure of resolution of the crack-sizing

algorithm and produce a lower bound on the smallest resolvable crack size depen-

dent on wavelength, array aperture and flaw depth. However, standard lateral

resolution is measured by the smallest distance, d, at which two points can be
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identified as being individual. In the case of the crack-sizing algorithm, this is

reliant on the minimum distance that two local maxima (arising from two flaws

positioned at a distance d from each other) can get without appearing to merge

into one (see Figure 3.13). As can be seen, this minimum distance is given by the

difference d = x1 − x2 between the innermost zeros of the pulse-echo response.

This can be calculated via equation (3.10) for the case where the flaw is orientated

parallel to the array, so d = 2xi.

Figure 3.13: Schematic showing two flaws at a distance d from each other. The
array receives a pulse-echo response from each flaw. The closest the flaws can get
to each other without losing the location of either pulse-echo response curve’s zero
is x1 − x2 = d.
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Figure 3.14 demonstrates the effects of flaw depth, r, and wavelength, λ, on

the resolution of the crack-sizing algorithm for a crack of length 5mm. Plot (a)

confirms that as the distance of the flaw from the array increases, the resolution

decreases. This is in keeping with the results in Section 3.3 and Figure 3.9 where it

was observed that as the flaw depth increased, the angle of observation narrowed

and less of the scattering profile was captured. Plot (b) exhibits the effects of

increasing λ. It can be seen that as λ increases, the resolution worsens. Referring

back to Section 3.4 and Figure 3.11, it can be noted that a decrease in λ allows

for more information to be captured within the scattering matrix.
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Figure 3.14: Plots showing the minimum resolvable distance between two identical
cracks as different model parameters are explored: (a) Flaw depth (r) and (b)
wavelength (λ).

Although the trends observed in Figure 3.14 are qualitatively correct, quanta-

tively, d is comparably large to the wavelength λ, resulting in what appears to be

a relatively poor resolution of the method. However, referring back to equation

(3.10) and Figure 3.11, it is apparent that the width of the central lobe of our
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scattering matrix (and hence the resolution) is dependent on the crack length a.

Evidently, this is not a factor when studying the point spread function of point

scatterers and the resolution should only be dependent on the wavelength, λ, and

the flaw depth (r), as seen in equation (3.14). Hence, although this standard mea-

sure of lateral resolution is useful in demonstrating the effects of varying model

paramters, the resolution given by (3.14) is more meaningful in the analysis of the

method’s abilities and limitations.

3.4.2 The Effect of Crack Orientation on Crack Sizing

In this section, the crack is now orientated so that the array and the vector u1 are

no longer parallel. Let the crack now be rotated by an angle θ in the anti-clockwise

direction. Hence

u1 =







cos θ − sin θ

sin θ cos θ













1

0






=







cos(θ)

sin(θ)







and

u2 =







cos θ − sin θ

sin θ cos θ













0

1






=







− sin θ

cos θ






.

The new algorithm remains dependent on the pulse-echo response values and so

it still holds that eq = ei, with ei as set in equation (3.5). Relating the values of
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xi and r to the angle φ as in Figure 3.15, then

(eq · u1) =
(xi, r)

|(xi, r)|
· (cos θ, sin θ)T

= sin φ cos θ + cos φ sin θ

= sin(φ + θ). (3.15)

Similarly,

(eq · u2) = cos(φ + θ). (3.16)

It follows then, from equation (3.7), that

M =
4π

λ

√

a2
1 sin2(φ + θ) + a2

2 cos2(φ + θ) (3.17)

which results in an expression for the cracklength

a =

√

M2λ2

4π2
cosec2(φ + θ) − 4a2

2 cot2(φ + θ). (3.18)

However, there are now two unknowns, a and θ. The introduction of the crack

orientation angle θ calls for the use of the two innermost roots, as these describe

the width and location of the main lobe of the scattering matrix. These relate to

element positions x1 and x2, which translate to the angles φ1 and φ2 as in shown

Figure 3.15. Equation (3.18) can then be used to give

M2λ2

16π2
cosec2(φ1+θ)−a2

2 cot2(φ1+θ) =
M2λ2

16π2
cosec2(φ2+θ)−a2

2 cot2(φ2+θ) (3.19)

which can be solved for θ. Having calculated the crack orientation, it is then possi-

ble to substitute this value into equation (3.18) and retrieve the crack length. Once
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again, it is also possible to draw conclusions on the minimum aperture required

for the algorithm to succeed. As the crack rotates from 0◦ to 90◦, anti-clockwise, it

is apparent that the array must be moved to the left in order to capture two zeros

along the pulse-echo response. Referring to Figure 3.15, the locations of the first

and last elements of the shortest suitable array can be calculated as xi = r tan(φi).

An exact value for φi can be calculated via equation (3.18)

φi = ± sin−1

(
√

M2λ2 − 16π2a2
2

16π2(a2
1 − a2

2)

)

− θ (3.20)

where the negative branch gives φ2 and the positive branch relates to φ1. The

minimum aperture length required is then given by

Lmin = r |tan(φ1) − tan(φ2)| . (3.21)

3.5 The Error Manifested in the Crack-Sizing

Formulae due to the Array Pitch

As seen, the formulae presented in Section 3.4 are derived from the Born Approx-

imation. Although a widely accepted model for scattering in elastic media, it is

nonetheless an approximation. As such, it is reasonable to assume that equations

(3.9) and (3.18) will give rise to an error when compared to experimental data.

The implementation of this crack-sizing algorithm is dependent on the estimation

of experimental parameters such as the array element pitch and the wavelength.

It is of particular interest to analyse the maximum errors that can occur due to
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Figure 3.15: Diagram depicting the general situation where the crack is orientated
at an angle θ relative to the x-axis. The variables x1 and x2 are the element
locations corresponding to the innermost zero of the pulse-echo response and φ1

and φ2 are the corresponding angles.
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the discretisation of x arising from the array design. Since the ulrasonic array

is composed of a discrete set of elements, positioned at regular intervals called

the pitch p, then the value of xi that is extracted from the scattering matrix will

only be approximate due to this discretisation. The value of the crack size that

is then predicted using this approximate value of xi is denoted by aD. The error

due to this discretisation (ǫD) is then given by the difference between the known

a and aD. In the worst case this numerically extracted value for xi will be out by

at most one pitch (see Figure 3.16). Hence, we can analyse our formulae for the

crack length and arrive at an expression for the maximum error ǫM . The resulting

expression for the error can be further approximated to provide an analytical form

that shows its dependency on the model parameters. This error is then denoted

ǫA.

3.5.1 The Zero Degree Crack Case

Assuming the conditions as laid out in equations (3.11) are met, then equation

(3.9) provides an explicit expression for the crack length a given data from a

scattering matrix. However, in practice, an error in discretisation (manifested in

the array pitch) is observed as it is necessary to round to the nearest array element

at location xi. An approximation of the crack length when the error in xi is one
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pitch p is given by

aM =
2

xi + p

(

M2λ2

16π2
((xi + p)2 + r2) − a2

2r
2

)1/2

=
2

xi

(

1 − p

xi

)(

M2λ2

16π2
(x2

i + 2xip + r2) − a2
2r

2

)1/2

+ O
(

p2

x2
i

)

=
2

xi

(

1 − p

xi

)[(

M2λ2

16π2
(x2

i + r2) − a2
2r

2

)(

1 +
(M2λ2/8π2)xip

(M2λ2/16π2)(x2
i + r2) − a2

2r
2

)]1/2

+ O
(

p2

x2
i

)

= a

(

1 − p

xi

) (

1 +
M2λ2p

4π2a2xi

)

+ O
(

p2

a3x2
i

)

= aA + O
(

p2

a3x2
i

)

. (3.22)

Hence, the maximum absolute error caused by discretisation via the array pitch

can be written

ǫM = |a − aM | =

∣

∣

∣

∣

−pa

xi

+ a

(

1 − p

xi

)(

M2λ2p

4π2a2xi

)∣

∣

∣

∣

+ O
(

p2

a3x2
i

)

= ǫA + O
(

p2

a3x2
i

)

. (3.23)

Alternatively, letting p̂ = p/r and substituting in the formula for xi as given in

equation (3.10), this error can be written as

ǫ̂A =

∣

∣

∣

∣

∣

− p̂

f
(

a1

λ
, a2

λ

)

(a

λ

)

+
a

λ

(

1 − p̂

f
(

a1

λ
, a2

λ

)

) (

M2p̂

4π2
(

a
λ

)2
f

(

a1

λ
, a2

λ

)

)∣

∣

∣

∣

∣

. (3.24)

The results are displayed in Figure 3.17. The maximum error estimate (ǫM)

provides a clear upper bound on the actual error that incurs (ǫD) when equation

(3.9) is used to determine the crack size from a given discrete set of array element

positions, xi. It is also clear that the approximate error ǫA provides a reasonable
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approximation of this upper bound. From equation (3.24) it is clear that as

p̂ → 0, ǫA → 0, as expected. Unfortunately, zero-error is unobtainable as creating

arrays with zero pitch has manufacturing difficulties and in the case of allowing

r → ∞, wave attenuation would prevent the scattered wave registering in the

array. Figure 3.17 confirms that any decrease in pitch is benefical to the accuracy

of the algorithm.

Figure 3.16: A segment of a pulse-echo response curve where the cross indicates
the location of the zero. The minimum is taken from a discrete set of points
dictated by the array element locations. This diagram demonstrates that the
minimum value of this discrete set, which occurs at xi, may not correspond to the
element closest to the exact location of the zero and can in fact be as much as
pitch p away.
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Figure 3.17: Error in the crack size measured versus the pitch p for the zero
degree crack sizing algorithm. Equation (3.23) provides ǫM (red) and ǫA (blue).
The numerically calculated error ǫD, obtained using the zero degree crack sizing
algorithm with the estimated value of xi taken from the discrete set of points
dictated by the array element locations, is plotted in black.
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3.5.2 General Crack Orientation

Repeating the error analysis as in Section 3.4.1, it is possible to explore the limi-

tations of the crack-sizing algorithm for cracks of non-zero orientation. However,

since the discretisation is dependent on the array pitch p, it is more intuitive to

implement this error analysis in terms of element location xi, rather than angle

φ. From equation (3.17)

M2 =
16π2

λ2

(

a2
1(sin φ cos θ + cos φ sin θ)2 + a2

2(cos φ cos θ − sin φ sin θ)2
)

=
16π2a2

1

λ2

(

xi
√

x2
i + r2

· cos θ +
r

√

x2
i + r2

· sin θ

)2

+
16π2a2

2

λ2

(

r
√

x2
i + r2

· cos θ − x
√

x2
i + r2

· sin θ

)2

. (3.25)

Rearranging for a gives

a = 2a1 =
2
√

(M2λ2/16π2)(x2
i + r2) − a2

2(r cos θ − xi sin θ)2

(xi cos θ + r sin θ)
. (3.26)

Note that by substituting in θ = 0, recreating the 0◦ orientated crack case, equa-

tion (3.9) is recovered. As with the zero degree case, it is possible to calculate the

maximum error due to discretisation via the array pitch p. From equation (3.26)

an approximation for the estimated crack length when the error in xi is one pitch
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is given by

âM =

√

M2((xi + p)2 + r2) − 16π2â2
2(r cos θ − (xi + p) sin θ)2

2π((xi + p) cos θ + r sin θ)

=
(

M2(x2
i + r2) − 16π2â2

2(r cos θ − xi sin θ)2

+M2(2xip + p2) − 16π2â2
2p sin θ(2xi sin θ + p sin θ − 2r cos θ)

)1/2

× (2π(xi cos θ + r sin θ) + 2πp cos θ)−1 . (3.27)

Letting q = M2(x2
i + r2) − 16π2â2

2(r cos θ − xi sin θ)2, s = M2(2xip + p2) −

16π2â2
2p sin θ(2xi sin θ + p sin θ − 2r cos θ), v = 2π(xi cos θ + r sin θ) and w =

2πp cos θ, this can be rewritten

âM =(q + s)1/2(v + w)−1

=q1/2

(

1 +
s

q

)1/2

v−1
(

1 +
w

v

)−1

. (3.28)

Now from (3.26)

a =
2λ

4π
q1/2

( v

2π

)−1

, (3.29)

and so it follows that

â =
a

λ
= q1/2v−1. (3.30)
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So, by Taylor expanding,

âM =â

(

1 +
s

2q
+ O

(

s2

q2

))

(

1 − w

v

)

+ O
(

w2

v2

)

)

=â

(

1 +
s

2q

)

(

1 − w

v

)

+ O
(

max

{

â

(

s

q

)2

, â
(w

v

)2
})

=â

(

1 +
s

2q
− w

v
− sw

2qv

)

+ O(e1)

=â

(

1 +
s

2q
− w

v

)

+ O
(

âsw

qv

)

, (3.31)

where e1 = max

{

â
(

s
q

)2

, â
(

w
v

)2
}

. The maximum error can thus be written

ǫM =|â − âM |

=

∣

∣

∣

∣

âs

2q
− âw

v

∣

∣

∣

∣

+ O
(

âsw

qv

)

=ǫA + O
(

âsw

qv

)

. (3.32)

Expressing ǫA explicitly gives

ǫA =

∣

∣

∣

∣

M2(2xip + p2) − 16π2â2
2p sin θ(2xi sin θ + p sin θ − 2r cos θ)

8π2â(xi cos θ + r sin θ)2

− âp cos θ

xi cos θ + r sin θ

∣

∣

∣

∣

. (3.33)

It can be seen from equation (3.33) that allowing p → 0 it follows that ǫA → 0,

as expected. Figures 3.18 and 3.19 demonstrate the effect of an increasing array

pitch on the maximum possible error, ǫM (red), the analytical approximation of

the maximum error, ǫA (blue) and the actual error incurred ǫD (black).

Having studied the effect of discretisation via the array pitch on the algorithm’s
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Figure 3.18: Relative error in the crack size measured versus the pitch p for
the multi-orientation crack sizing algorithm for a crack with a/λ ≈ 1 and 0◦

orientation. Equation (3.27) provides ǫM (red) and equation gives (3.33) ǫA (blue).
The actual error, ǫD (black), is obtained using the multi-orientation crack sizing
algorithm with the estimated value of xi taken from the discrete set of points
dictated by the array element locations.
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Figure 3.19: Relative error in the crack size measured versus the pitch p for
the multi-orientation crack sizing algorithm for a crack with a/λ ≈ 1 and 30◦

orientation. Equation (3.27) provides ǫM (red) and equation (3.33) gives ǫA (blue).
The actual error, ǫD (black), is obtained using the multi-orientation crack sizing
algorithm with the estimated value of xi taken from the discrete set of points
dictated by the array element locations. The known value of θ has been used to
demonstrate the effects of the discretisation due to the array element pitch on the
error.
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accuracy, we will now look at the effect of an error in the estimated orientation

of the crack. Using values varying by up to 10◦ from the known value of θ, and

inputting the exact value for φ (to discount the effects of discretisation), equation

(3.18) was calculated. Figure 3.20 shows the results, plotting the relative error in

a against the crack orientation θ, for a 5mm crack of orientations 0◦ and 30◦ in

plots (a) and (b) respectively. From these plots, it can be observed that for the

crack size to remain within a 5% error interval, θ must not be out by more than

approximately 2.5◦. Plots (c) and (d) show the absolute error in θ calculated via

equation (3.19) as the the pitch p increases. It can be observed that, to remain

within 2.5◦ of the known orientation θ = 0◦ (plot (c)), a pitch of up to and

including 10mm (for an array of length 500mm with a flaw at a depth of 50mm)

can be used. In the case where θ = 30◦ (plot (d)), the pitch can be increased to

approximately 5.5mm. In both cases, equation (3.19) provides a suitable estimate

of θ over the range of array pitches usually used within the NDT industry (0.5mm

- 2mm) and hence is viable for the purpose of our multi-orientation crack-sizing

algorithm.

3.5.3 Sensitivity

To assess the potential for further application of the crack-sizing algorithm shown

in Section 3.4.2, it is interesting to examine its sensitivity to the model parameters.

To analyse this, from equation (3.18), let

â =
a

λ
=

√

M2

4π2
cosec2(φ + θ) − 4

(a2

λ

)2

cot2(φ + θ) = f(φ, θ). (3.34)
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Figure 3.20: By inserting the exact angle φi as calculated in equation (3.20)
into the crack sizing formula, equation (3.18), and keeping all other parameters
constant, it is possible to vary θ and analyse the effect on the estimate for the
crack size a. The results for cracks orientated at 0◦ and 30◦ are plotted in (a) and
(b). Plots (c) and (d) track the absolute error in the estimation of θ, calculated
via equation (3.19), as the pitch increases for cracks orientated at 0◦ and 30◦,
respectively. All of the plots shown are plotted for the case where a/λ ≈ 1.
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Then

∂f

∂φ
=

∂f

∂θ
=

(

M2

16π2
cosec2(φ + θ) − â2

2 cot2(φ + θ)

)−1/2

× M2

16π2
(−2cosec2(φ + θ) cot(φ + θ)) + 2â2

2cosec2(φ + θ) cot(φ + θ)

=
2cosec2(φ + θ) cot(φ + θ)(16π2â2

2 − M2)

4π (M2cosec2(φ + θ) − 16π2â2
2 cot2(φ + θ))

1/2

=
2 cot(φ + θ)(16π2â2

2 − M2)

4π sin(φ + θ)(M2 − 16π2â2
2 cos2(φ + θ))1/2

. (3.35)

The relative effects of changes in the crack orientation, θ and the estimated angle

of reception, φ, on the crack size relative to the wavelength, â, can be calculated

from

∆â

â
=

∂f

∂φ

φ

â

∆φ

φ
+

∂f

∂θ

θ

â

∆θ

θ
. (3.36)

Plotting (φ/â)∂f
∂φ

allows for the assessment of the algorithm’s sensitivity to the

system parameters. Note that the results shown in Figure 3.22 also provide the

sensitivity to changes in θ; as equation (3.35) suggests. Plot (a) shows the sensi-

tivity of the measurement of â due to changes in φ as â changes. It is observed

that as the value of â increases, the crack sizing algorithm’s sensitivity to changes

in φ decreases. In Section 3.4, Figure 3.11, it was shown that as a/λ increased, the

width of the scattering matrices central lobe decreased, and hence, the elements

at which the zeros of the pulse-echo response plot reside, were located closer to

the vertical. Figure 3.21 demonstrates that the closer the zero of the pulse-echo

response is to the vertical, the greater is the change in φ between neighbouring

array elements and hence, the larger the potential error in the recovered crack

size. This is corroborated in plot (b) where it is shown that as φ increases, the

sensitivity of the crack-sizing algorithm to changes in φ decreases.
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Figure 3.21: Schematic demonstrating that the closer the zero of the pulse-echo
response (expressed as angle φi) is to being vertical the larger is the difference in
φ between φi and the angle pertaining to the neighbouring array element.
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/â
)

(b)

Figure 3.22: Plots of ∂f
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(φ/â) as (a) a/λ increases and (b) φ increases.
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3.6 Application of the Model Based Crack Siz-

ing Algorithm to Simulated Data

To corroborate the conclusions drawn from the error analysis of the model based

crack sizing algorithm (as derived from the Born Approximation in Section 3.5),

the method has been applied to scattering matrices arising from data generated

by the simulation of an ultrasound wave scattered by a crack embedded in a ho-

mogeneous medium via the finite element method in the software package PZFlex

(see Appendix B). Although efforts have been made to recreate the setting of the

PZFlex simulation within the Born approximation, it is important to note that

each model approximates the physical scattering by a flaw in a different way and

so an exact match up between the two is not anticipated. Hence, the applica-

tion of the model based crack-sizing algorithm to data generated via PZFlex is

not expected to achieve the same success. However, regardless of the differences,

it is hoped that the conclusions drawn through the analytical error analysis will

hold true. Important deviations between the assumptions inherent to the two

modelling approaches are listed below.

The Born approximation is a scattering model for volumetric flaws, where a

crack-like flaw is approximated by a two-dimensional ellipsoid with a high aspect

ratio (a1 ≫ a2). Within the PZFlex software, the domain is meshed with regular

square elements and hence the crack is simulated by a rectangular void. Although

the material parameters used for the host and defect medium in the Born ap-

proximation have been chosen to replicate those found in the PZFlex simulation,

the Born approximation is designed as a weak scattering model and hence some

accuracy may be lost. Also note that the time domain PZFlex simulation will in-
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clude some mode conversion as the pressure wave interacts with the flaw whereas

the Born approximation formulation focusses on the scattered pressure wave only.

The PZFlex simulation includes wave attenuation while the algorithm as derived

in this chapter is based on the scattering coefficient only. The PZFlex data is

collected in the time domain and a discrete FFT is required to convert it into a

form comparable with the frequency domain scattering matrices of the Born Ap-

proximation. In doing so, the continuous spectrum of frequencies is replaced by a

discrete set dictated by the value of the time step, ∆t. Furthermore, a sinusoidal

pulse is simulated as the driving function within the finite element simulation,

and hence, there are bounds to the bandwidth of usable frequencies. Figure 3.23

depicts typical scattering matrices and their corresponding pulse-echo responses

as generated by the Born Approximation and by the finite-element simulation (see

Table B.1 for parameter values), arising from a crack lying parallel to the array

(θ = 0◦) with a crack length to wavelength ratio of a/λ ≈ 2.6. A reasonable

correspondance between the two pulse-echo response plots can be observed. In

plot (b), the innermost local minimum at element 25 (or 40) can be used as the

approximated zero of the pulse-echo response plot. This is then converted into

positional co-ordinates along the linear array (xi) and substituted into the crack

sizing algorithm shown in equation (3.9). Studying the equivalent plot gener-

ated by the finite element simulation (plot (d)), the zeros of the pulse-echo are

less obvious. This requires another approximation which may further affect the

success of the model based algorithm in applications. To do so, the gradient is

calculated at the half-maximum and the zero is estimated as the point at which

the curve would have met the x-axis had it retained this gradient. Unfortunately

this implementation of the method ceases to be immune to the transducer trans-
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fer function but, for the purposes of verifying the analytical conclusions made in

previous sections, this approach is sufficient.

3.6.1 Effects of an Artificially Increasing Array Pitch

It is possible to vary the array pitch without running further simulations in

PZFlex, by taking subsets of the full matrix capture (FMC - see Section 2.1.1)

and in doing so, artificially altering the array pitch. Figure 3.24 displays three

scattering matrices arising from a finite element simulation (see Table B.1) and

all are plotted at the same frequency. In plot (a), only the signals correspond-

ing to odd transmit/receive elements have been retained. This corresponds to

an array of approximately the same aperture as that used to generate plot (c) in

Figure 3.23, but with half the number of array elements and hence an artificially

increased array pitch of p∗ = 4mm. Plots (b) and (c) have been generated in the

same manner using every third element (p∗ = 6mm) and every fourth element

(p∗ = 8mm), respectively. It has already been shown analytically (Section 3.5),

that as the array pitch increases, so does the relative error in the recovered crack

size. Plot (d) plots the relative error in the recovered crack size using equation

(3.9) against the artificially increasing pitch. The difference in the magnitude

of the relative errors seen in this plot and those shown in Figure 3.17, can be

attributed to the disparities between the two models as discussed earlier in this

Section. However the declining accuracy of the crack sizing algorithm as the pitch

increases is a common characteristic and verifies the previously drawn conclusion

that as the pitch tends to zero, the relative error (ǫD) in the recovered crack size

also tends to zero. Note also, that in this case, using the full FMC (p = 2mm), a

relative error of ǫD = 5.5% is incurred and the actual crack length estimate of the
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Figure 3.23: Plots comparing the scattering matrices and their corresponding
pulse-echo responses from a finite element, time domain simulation and the Born
Approximation. Plots (a) and (b) depict the scattering matrix and pulse-echo
response generated by the Born approximation for a crack of 0◦ orientation and
crack length to wavelength ratio a/λ ≈ 2.6. Plots (c) and (d) depict the scattering
matrix and pulse-echo response arising from the data given by Table B.1 for a crack
of 0◦ orientation and crack length to wavelength ratio a/λ ≈ 2.6. There is a good
correspondance between the pulse-echo response plots.
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5mm crack is 4.7mm. This objective measurement of crack size is perhaps better

than expected considering the inconsistencies between the two models.
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Figure 3.24: Plots showing scattering matrices arising from finite element simu-
lations with different subsets of the full matrix capture (see Table B.1). Plot (a)
simulates an artificially increased array pitch of p∗ = 4mm, (b) p∗ = 6mm and
(c) p∗ = 8mm. Plot (d) plots the relative error in the crack length obtained by
substituting the estimated location of the zeros (xi) in these scattering matrices
corresponding pulse-echo response plots in equation (3.9).
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3.6.2 Effects of an Artificially Decreasing Array Length

It was shown in equation (3.12), Section 3.4.1 that we could analytically obtain a

value for the minimum length of the array aperture needed to successfully capture

both zeros of the pulse-echo response plot arising from a crack of 0◦ orientation,

situated beneath the centre of the array. Substituting in the values used in the

finite element simulation (see see Table B.1) it was calculated that a minimum

linear array aperture of L = 28mm was required to capture the zeros in the pulse-

echo diagonal of the scattering matrix. As seen previously in Section 3.6.1, it is

possible to artificially alter physical parameters of the simulation by using subsets

of the FMC. To vary the length of the array, we start by using the central 2 × 2

submatrix of the scattering matrix. This square matrix is then gradually increased

until it returns to its original 64× 64 dimensions. This is demonstrated in Figure

3.25 in which we can see submatrices of dimension (a) 12×12, (b) 14×14 and (c)

20× 20. The crack sizing algorithm was not applicable for matrices of dimensions

smaller than 12 × 12. This matrix corresponds to an array length of only 24mm

and hence, according to the analytical predictions, should not capture the roots of

the pulse-echo response plot. This is shown to be true in plot (d), which depicts

the pulse-echo response for scattering matrix (a) and confirms the fact there are

no roots. Note, however, that the algorithm can still be used in this case since

the tangent lines at the HWHM points cut the x-axis at element 1. And so, it

can be concluded that, as a guide, the analytical expression for the minimum

array length proves useful. Equation (3.13), uses this estimation to calculate the

minimum resolvable crack length to wavelength ratio for a given array length L.

Setting L = 28mm, the minimum crack length to wavelength ratio that can be

resolved via this method in this case is a/λ ≈ 3.064. However, if we increase the

97



array length to 128mm, the minimum crack length to wavelength ratio that can

be resolved is a/λ ≈ 0.9075 . This is in line with the conclusion that as L → ∞

the minimum resolvable crack length to wavelength ratio a/λ → M/2π = 0.71529.

3.7 Conclusions

A model-based approach to crack-sizing via the Born approximation has been de-

rived. Through the analysis of the pulse-echo diagonal of the scattering matrices,

it was observed that the distance between the zeros surrounding the central lobe

correlate with the crack length. Using these zeros, a formula was derived to extract

the crack length from the scattering matrices for the case where a single crack lay

parallel (zero degrees orientation) to an ultrasonic, linear array. This was then

extended to cover cracks of non-zero orientation. Subsequently, it was discovered

that the orientation could also be extracted from knowledge of the placement of

the two innermost roots in the pulse-echo response plot. An analytical expression

for the maximum error caused by discretisation arising from the finite extent of

the array pitch p was derived for both cases and conclusions were drawn from

these. It was shown that as the array pitch p tended to zero or the flaw depth,

r, tended to infinity, this error tended to zero. The error in the approximation of

the crack orientation, θ, was also studied. Through a sensitivity analysis, it was

observed that the algorithm was susceptible to the errors in the measurement of

these zeros in the pulse-echo profile. Thus, obtaining an accurate value for these

roots is key to the method’s success. As shown in the error analysis, this can

be achieved by using as small an array element pitch as possible. The benefit of

this method, which uses the roots of the pulse-echo response rather than the Half
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Figure 3.25: Plots showing scattering matrices arising from different subsets of
the data given by Table B.1. Plots (a), (b) and (c) simulate a shorter array length
by using only the central 12, 14 and 20 array elements, giving rise to an array of
length 24mm, 28mm and 40mm respectively. Plot (d) is the pulse-echo response
of matrix (a). Although it has no roots, using the gradient at the half-maximum
and projecting on to the x-axis provides a reasonable approximation.
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Width at Half Maximum (HWHM) measurement, lies in the algorithm’s immunity

to the transducer transfer function.

To further validate the claims made on optimal array pitch and array length, the

crack sizing algorithm for cracks of 0◦ orientation was applied to data arising from

a finite element simulation of an ultrasonic array and the scattering of the waves

from this array by a crack (PZFlex, see Appendix B). As this data is generated by

the finite element method, an exact match with the Born approximation was not

envisioned. However, there was good qualitative agreement in the results. The

array pitch and length were artificially altered by using subsets of the full matrix

capture data and it was shown that as the pitch increased, so did the relative

error in cracklength. In addition, the FE results confirmed that equation (3.12)

is a useful guide to the minimum array length needed to capture the necessary

zeros of the pulse-echo response plot.
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Chapter 4

Crack Sizing via Model Based

Optimisation for Application to

Experimental Data

4.1 Introduction

Chapter 3 demonstrates how a mathematical model can be used to derive formulae

for the characterisation of zero-volume flaws, given a frequency domain scattering

matrix. This analytical formulation allows for insight into the effects of individual

parameters on the ability of the algorithm to correctly size a defect. However, the

method is reliant on the approximation of the roots of the pulse-echo response.

Figure 4.1 demonstrates the difficulty in extracting the location of these roots

from pulse-echo responses arising from (a) a PZFlex finite element simulation

incorporating a heterogeneous microstructure (see Appendix B, Table B.2) and

(b) experimentally collected data (see Appendix C, Table C.2). Although we have
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come across this problem previously (see Section 3.6), it is no longer viable to

exploit the gradient at the half-maximum to approximate the roots, as the width

of the central lobe is no longer obvious. Hence, it is not possible to implement

the model based crack sizing algorithm in its current form to these cases. Instead,

the model will now be used as a basis for an optimisation technique, which will

importantly retain the objective nature of the final crack-size estimate.
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Figure 4.1: Plot (a) depicts the pulse-echo response from a finite element simula-
tion of a 0◦ orientated crack of 5mm length, embedded in a heterogeneous medium
where the microstructure has been generated using electron backscatter diffrac-
tion (EBSD) measurements taken from an austenitic steel weld (see Appendix
B). Plot (b) depicts the pulse-echo response taken from experimentally collected
data arising from a lack of fusion crack of 6mm length and 40◦ orientation (see
Appendix C, Table C.2)
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4.2 Optimisation Over Crack Length

As seen previously in Sections 3.2 and 3.3, it is possible to imitate certain variables

of an experimental set up within the Born approximation, so as to generate a

scattering matrix from the model which is comparable to that derived from the

experiment. These replicable variables include: the array pitch and length, the

subsequent incident and scattered wave directions, the location and depth of the

flaw in relation to the array, the material properties of the host and flaw media,

the frequency at which the scattering matrix is plotted at and the flaw dimensions.

As the model based optimisation technique discussed below has been developed as

a tool for objective characterisation, it is assumed that the location of the defect

is known. Assuming, for now, that the frequency is fixed at the centre operating

frequency of the transducer, all variables can be extracted from the experimental

set up, with the exception of the flaw dimensions and orientation. Referring back

to Section 3.3, it was observed that the location of the maximum along the pulse-

echo response curve is indicative of the crack orientation and independent of the

crack size. Hence, by comparing the location of the maximum in the pulse-echo

response arising from the data, to that of pulse-echo responses generated by the

Born approximation for varying crack orientations (and arbitrary crack sizes),

an orientation can be estimated. It can be seen in Figure 4.1 that the global

maximum is easily identified. However, it must be noted that in dealing with a

highly heterogeneous host medium, as depicted in plot (a), the maximum shifts

due to bending of the wave by the material anisotropy. It is suggested that, in

this case, the calculated orientation is used to compensate for this shift. In doing

so, a more accurate estimation of crack length can be extracted. Now, allowing

PB(a) to denote the pulse-echo response of a scattering matrix generated via the
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Born approximation for some crack length a and orientation θ (as estimated using

the maximum), and letting P e be the pulse-echo response of a scattering matrix

extracted from some time domain dataset containing a crack of unknown size, we

can approximate the area A under the pulse-echo curve by

AB(a) =
N

∑

i=1

PB
i (a) (4.1)

Ae =
N

∑

i=1

P e
i (4.2)

for the scattering matrices arising from the model and the experiment respectively,

where N is the number or array elements. Note, both pulse-echo responses have

been normalised with respect to their respective maxima as we are concerned more

with the scattering profile (signature) of the flaw than the scattering amplitude.

The optimisation is then executed over some range of a, where the minimum gives

rise to an objective estimation ae of the crack size

ae = min
a

||AB(a) − Ae||2 for l ≤ a ≤ m, (4.3)

where m and l are the upper and lower bounds on the range of a over which we are

optimising. This method is applied to data arising from finite element simulations

as detailed in Appendix B (see Tables B.1 and B.2). The results are shown in

Figure 4.2. Plot (a) depicts the results of the optimisation performed over the

range 1mm ≤ a ≤ 12mm, for a crack of length 5mm and 0◦ orientation, simu-

lated with the parameters as detailed in Table B.1. The orientation, calculated

using the location of the maximum of the pulse-echo response, is estimated to be

a reasonably accurate −2◦. However, the minimum of the curve predicts a crack
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length of approximately 7.7mm. Unsurprisingly, the results shown in plot (b) for

the data detailed in Table B.2 (incorporating a heterogeneous microstructure),

show an even bigger discrepency in the crack length measurement, which is esti-

mated to be 11mm. Although quantitatively the initial results are not excellent,

considering the modelling assumptions made (see Section 3.6) and the absence of

any subjectivity from the measurement, the method shows potential. Plots (c)

and (d) are generated by the same algorithm for the same datasets, where the op-

timisation has been implemented over pulse-echo responses plotted at a frequency

of 3.5MHz (in both the experimental and model cases). A vast improvement in

the crack length estimations is apparent in both cases with measurements of 6mm

and 4mm obtained respectively. These results indicate that the data can be fur-

ther exploited over a range of different frequencies and hence, a multi-frequency

approach is developed below.

4.3 Development of A Multi-Frequency Optimi-

sation Method

When converting time domain data into the time-frequency domain via the FFT,

a host of scattering matrices are generated over a finite range of frequencies depen-

dent on the bandwidth of the transducer. To fully exploit the available data, it is

intuitive to explore the multi-frequency potential of the model based optimisation

technique. Hence, instead of using equation (4.3), we now consider

ae = min
a,f

||AB(a, f) − Ae(f)||2 for l ≤ a ≤ m, q ≤ f ≤ r, (4.4)
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Figure 4.2: Optimisation over a range of a for pulse-echo responses arising from
data as detailed in (a) Table B.2 and plotted at 1.5Mhz, (b) Table C.2 and plotted
at 1.5Mhz, (c) Table B.2 and plotted at 3.5Mhz and (d) Table C.2 and plotted at
3.5Mhz.
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where f is the frequency at which the pulse-echo response is plotted at, and q and

r are the upper and lower bounds on the bandwidth of the transducer. It must

be noted that although the maximum of the pulse-echo response is independent

of frequency within the Born approximation, it does vary in the more difficult

simulated and experimental datasets. Hence, to increase accuracy, for every fre-

quency that P e is plotted at, a new value of θ is calculated via the location of the

global maximum for that specific pulse-echo response curve. This multi-frequency

approach results in a matrix which records the difference in area under the pulse-

echo response curves for any crack length and frequency pair. We refer to this as

the Objective Sizing Matrix (OSM) and it is plotted on a logarithmic scale to al-

low for closer examination of the local minima. Figure 4.3 shows the results of the

method’s initial application over frequencies ranging from 0.5 − 10MHz. In plot

(a) the algorithm is applied to the data as laid out in Table B.1. Note that the

local minima lie along the thin, dark, blue region. The global minimum here gives

an objective crack length measurement of 3mm. However, extracting the minima

from each column of the objective sizing matrix and averaging, a new, improved

objective crack length estimate of 4.6mm is produced. This agrees well with the

known value of 5mm. Plot (b) is generated by applying the method to the data

given in Table B.2. The global minimum estimates the crack to be approximately

10.5mm and this is greatly improved and approximated as 4.4mm if we average

over the frequency domain. Considering that heterogeneities can add a significant

amount to the scattering amplitude (see Figure 4.1 (a)) and will resonate more

at some frequencies than others, it is to be expected that some anomalies occur

over the full spectrum of frequencies. The averaging approach should minimise

the contribution from these anomalies to the final estimate. Obviously, the range
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of frequencies over which we average can change the estimate and the choice of

this domain may introduce some subjectivity into this method. However, to re-

move this subjective aspect, we can set the frequency range to cover only the

bandwidth of the transducer. This is demonstrated below in application to the

experimentally collected data.
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Figure 4.3: Plots of the Objective Sizing Matrix for the datasets given in (a) Table
B.1 and (b) Table B.2

4.4 Application to Experimental Data

4.4.1 Scattering Submatrices

To apply our model based optimisation crack-sizing method to experimental data,

we need to first convert our time domain datasets into frequency-domain scattering

matrices via a discrete Fourier transform (DFT). As discussed in Section 1.1.5, in

inverse problems, small errors in the collected data can result in large errors in
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the solution (which in this case is the crack size). Although typical regularisation

techniques, such as Tikhonov regularisation [49], have not been implemented here,

several precautions have been taken to ensure our algorithm can be implemented

successfully. Firstly, it is assumed that the location of the flaw is known a priori.

This allows us to take the Fourier transform over the small time interval pertaining

to the location of the flaw, excluding the majority of scattering arising from the

microstructure and structural artefacts. However, extracting the interval related

solely to the flaw scattering is not always possible. The Total Focussing Method

(TFM) can be used to illustrate this particular problem. Figure 4.4 (a) depicts

a TFM image arising from the data given in Table C.2. Notice that the crack is

located in close proximity to the back wall. Using the now known distance of the

flaw from every array element and the estimated pressure wave velocity, the time

window corresponding to the flaw scattering can be isolated for every time trace.

The TFM can then be recalculated for this cropped time-domain dataset; this is

shown in Figure 4.4, image (b). Note that although we are only plotting over a

relatively small interval of 146 timesteps (equivalent to the time taken for the wave

to travel a distance of 8.5mm through the weld), there are still remnants from the

backwall in the image. Figure 4.5 demonstrates that, in some cases, the time

taken to reach the flaw can equal the time taken to reach the back wall. Further

decreasing the interval proves futile and can also result in a loss of definition of

the flaw itself, which is not desirable. Hence, in taking the DFT over this interval

and plotting the resulting scattering matrices, it is expected that there may be

some interference from the back wall.

Scattering matrices generated over this interval have been plotted in Figure

4.6. Plot (a) depicts the full scattering matrix over the 128 array elements plotted
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Figure 4.4: Image (a) has been generated via the TFM (with a 30dB threshold) for
the data arising from the experiment as detailed in Table C.2. Using the location
of the flaw as detected in this image, the Full Matrix Capture of the data has
been cropped around a time interval corresponding to the flaw scattering. Image
(b) shows the resulting TFM over the same imaging domain. Unfortunately,
due to their close proximity, the scattering from the flaw and the back wall are
inextricably linked.
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at the central operating frequency of the transducer. The comparable scattering

matrix as generated by the Born approximation is shown in plot (b). It can be

observed that although the highest amplitude lobe of plot (a) is of similar size and

location as that of plot (b), there is some additional interference in the bottom,

right corner. This can be attributed to scattering by the back wall as discussed

above. To negate this unwanted effect and further regularise the data, we can

choose to use only a submatrix of the scattering matrix. In this case, we have

chosen to consider only the responses corresponding to transmission and reception

by the first 60 array elements. Note, that due to the orientation of the crack, this

is the section of the array which captures the scattered signals which lie closest to

the specular reflection. The signals which have been ignored should be of lower

amplitude as they involve a longer travel time, and are therefore subject to more

attenuation (as seen in Figure 4.5). This submatrix results in plot (c), and the

corresponding model based matrix, plot (d). Plots (e) and (f) depict scattering

submatrices from the same dataset (Table C.2), plotted at different frequencies.

Plot (e) displays a slight narrowing of the central lobe, characteristic of a rise in

frequency (as seen in Section 3.3) and plot (f) depicts a high amplitude pulse-echo

response which continues past the central lobe of the scattering matrix. These

high amplitudes at the pulse-echo can be attributed to the ring down of the array

elements, where the transmitted wave from the transmitting element can initially

interfere with the reception of that same element (see Figure 2.9). This effect can

be overshadowed when the scattering amplitude is large (as in plot (e)) but, due to

the multi-frequency nature of the algorithm, can lead to some misleading results

at lower frequencies. However, the averaging of the crack length estimate over

all frequencies within the bandwidth of the transducer (as discussed in Section

111



4.3), should minimise the interference the ring down has on the final crack length

estimate.

Figure 4.5: The above schematics depict an 128 element array placed over the
shallow sample as described in Table C.2, with a crack of 6mm length at 40◦

orientation located near the back wall. The top schematic demonstrates that in
some cases, the time taken to reach the flaw (solid red arrow) is equal to that taken
to reach the back wall (dashed red arrow). The purple arrow is representative of
the signals excluded from the scattering submatrix. Its longer travel time means
it is more prone to attenuation, hence giving way to a lower scattering amplitude.
The bottom schematic shows that employing only the first 60 array elements,
it is possible to capture the high amplitude scattering arising from the specular
reflection.

4.4.2 Extending the Multi-Frequency Optimisation over

the Scattering Matrix

Until now, both the single frequency and multi-frequency optimisation approaches

have been performed over the pulse-echo responses of the scattering matrices.
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Figure 4.6: Plot (a) is the scattering matrix taken from the experimental data as
described in Table C.2, plotted at the centre operating frequency of the transducer
(5MHz). Plot (b) has been generated via the Born approximation, imitating
the experimental properties in Table C.2. Plots (c) and (d) are the respective
submatrices of (a) and (b), using only the signals captured by the first 60 elements
of the array. Plot (e) is also from the experimental data but plotted at a higher
frequency of 8MHz. Plot (f) is plotted at approximately 2MHz and demonstrates
problems arising from the ring down of the array elements.
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However, in doing so, only N elements of the scattering matrix are utilised. The

method can be extended to fully exploit the N × N elements of the scattering

matrix by implementing the optimisation over the full matrix (or submatrix of

interest), and comparing the total energy received over the entire array. The

difference in this energy, between the scattering matrices arising from the experi-

mental data F e, and the corresponding scattering matrices generated by the model

over a range of crack lengths FB, is what will now be plotted for each frequency

and crack length pair in the objective sizing matrix M

Ma,f = ||
N

∑

i

N
∑

j

FB
i,j(a, f) −

N
∑

i

N
∑

j

F e
i,j(f)|| (4.5)

The results below correspond to submatrices of size 60 × 60 (as seen in Section

4.4.1), arising from the data given by Table C.2. As mentioned in Section 4.3,

the crack orientation is estimated at every frequency, allowing us to tailor the

model based scattering matrices to the experimental scattering matrix in question.

Averaging the estimations of orientation over all frequencies, an objective estimate

of 47◦ crack orientation was reached, giving way to an absolute error of only 7◦.

Figure 4.7 displays the objective sizing matrix calculated by exploiting (a) the

pulse-echo response only and (b) the full scattering submatrix. It is observed

that in both plots, when f ≤ 2MHz, the results seem incongruous with the rest

of the plot. This can be attributed to the bandwidth of the transducer; at its

outer limits the array is more susceptible to noise (such as the ring down, as

discussed in Section 4.4.1 and shown in Figure 4.6). The effects of this can be

minimised by the averaging approach taken over the frequency range. Again, this

can be perceived as a type of regularisation as it minimises the contributions from
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any ill-conditioned matrices. The global minimum of plot (a) occurs when the

crack length is equal to 3mm and the frequency is 5.6MHz. However, averaging

over the range of frequencies covered by the 0.5 − 10MHz pass band filter, the

objective crack length measurement obtained is 3.6mm. Inspecting the objective

crack sizing matrix as plotted in plot (b), generated by optimising over all 60×60

elements of the scattering submatrix, the global minimum occurs when the crack

length is equal to 7.4mm at a frequency of 3.4MHz. Averaging over the frequencies

lying within the band-pass filter applied to the transducer, we obtain the objective

crack length estimation of 6.2mm (recall the actual crack length is 6mm), yielding

a relative error of only 3%.
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Figure 4.7: Plots of the Objective Sizing Matrix for the dataset given in Table C.2,
computed over the range of frequencies determined by the pass band filter that
was applied to the transducer (0.5−10MHz). Plot (a) arises from the optimisation
carried out over the pulse-echo of the scattering submatrices and plot (b) from
the optimisation executed over all N ×N elements of the scattering submatrices.
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4.5 Conclusions

Although the crack sizing algorithm as developed in Chapter 3 proved interesting

from a mathematical perspective, providing analytical insight into the effects of

array pitch and length, crack length to wavelength ratio, frequency and flaw depth,

it was deemed unsuitable for application to experimentally collected data, due to

the difficulty of extracting the zeros of the pulse-echo response curve. Hence, it

was decided to use the model as a basis for an optimisation technique, which

importantly retains the objectivity of the final crack length estimate. Firstly, the

orientation of the crack is determined; it was ascertained in Chapter 3 that the lo-

cation of the global maximum along the pulse-echo response is indicative of crack

orientation. Next, the sum of the energy beneath the pulse-echo response curve

was used to measure the similarity between the scattering matrices generated via

the model and those produced by the data at a fixed frequency (typically chosen

to be the central operating frequency of the transducer in the experiment). Ini-

tial results were poor but it was observed that plotting the pulse-echo response

at different frequencies gave rise to a range of recovered values. Hence, a multi-

frequency approach was developed to exploit the information available over the

entire bandwidth of the transducer. Unfortunately, due to anomalies caused by

the resonance of heterogeneities and the consequences of dealing with experimen-

tal equipment (i.e. the ring down), using the global minimum over this now two

dimensional Objective Sizing matrix, was not always reliable. Therefore, it was

decided to extract the minima of each matrix column, and average over all fre-

quencies. Another adjustment to the algorithm was made in the form of cropping

the scattering matrices. The scattering matrix as derived from the experimental

data in Table C.2 displayed some interference from scattering by the back wall,

116



which was not incorporated in the model. In an attempt to lessen the gap between

the model and experiment, it was decided to use only the submatrix corresponding

to the flaw scattering. The optimisation over the pulse-echo response was once

again executed and produced promising results. However, it was realised that by

only considering the N diagonal elements of the N ×N matrix, useful information

was being excluded. This observation gave rise to the development of the more

effective full matrix optimisation technique. In application to the available exper-

imental data, this provided an objective crack length estimate of 6.2mm with 47◦

orientation, for an actual crack of length 6mm at 40◦ orientation.
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Chapter 5

Improved Signal to Noise Ratio

by Using Chirp Excitations to

Illuminate Flaws

5.1 Coded Excitations

Coded excitations are an effective way of delivering large amounts of energy using

relatively low acoustic pressure amplitudes. Inspiration for coded signal design can

be drawn from bioacoustics; bats and dolphins use frequency modulated sweeps

to navigate and hunt [6, 7]. The use of coded excitations in signal processing has

been shown to improve signal to noise ratio (SNR) and lessen trade-offs between

sample penetration and image resolution [64, 65]. There are numerous examples

of different types of coded excitation. Golay Sequences, commonly used in radar,

are complementary pairs of signals whose out of phase auto-correlation coefficients

equal zero when summed [101]. Zero phase (ZPH) signals, also known as ladder
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chirps [102], are engineered via the summation of a series of sine waves at different

frequencies, with no initial phase offset. They provide high energy over a short

duration to mimic the clicks of dolphins. Figure 5.1, plot (a) depicts a ladder

chirp constructed by the summation of sine waves over sixty different frequencies.

Chirps contain a frequency content that varies with time, typically in a linear or

exponential manner. Their broad frequency content increases the likelihood of

reaching the resonant frequency of a defect, in turn causing stronger vibrations

and consequently improving the probability of detection. Figure 5.1, plot (b)

depicts the plot of a linear chirp with gradient m = 1Hz. For the purposes of this

work, a Gaussian modulated linear chirp in time t of the form

q(t) = exp
[

−2πif1(t + mt2)
]

exp

[

−(t − t1)
2

σ2

]

(5.1)

has been employed, where m is the gradient of the chirp (the rate at which it

sweeps through a prescribed range of frequencies), f1 is the initial frequency, t1 is

the centre of the Gaussian envelope and σ is the standard deviation. By varying f1,

m and σ, the bandwidth of the chirp can be altered. Setting m = 0Hz, the chirp

reverts back to a time harmonic signal with frequency f1. For a fair comparison

of the chirp with a continuous gated waveform (the typical signal emitted by the

transducer), it is imperative both are optimised for the same transducer and hence

utilise its full bandwidth. Figure 5.2 shows one such matched pair. In the time

domain, the gated continuous sine wave (in red) spans a far shorter time interval

than that of the Gaussian modulated linear chirp, whilst both signals have the

same peak amplitude. Studying the plots of their respective Fourier transforms in

plot (b), it is apparent that they have similar -6dB bandwidths (circa 50%) but
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Figure 5.1: Image (a) depicts a ladder chirp constructed by the summation of
sine waves over sixty different frequencies. Image (b) depicts a linear chirp with
gradient m = 1Hz and initial frequency f = 0.2Hz.
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observe that the chirp contains an increased amount of energy.

(a)

(b)

Figure 5.2: Plot (a) depicts a gated continuous sine wave with frequency f = 1Hz
modulated by a Gaussian envelope with parameters σ = 1µs, t1 = 20s (in red)
and a Gaussian modulated linear chirp with parameters σ = 8µs, t1 = 20s, m =
0.22Hz, f1 = 0.1Hz (in blue). Their respective Fourier transforms are shown in
plot (b).
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5.2 The Fractional Fourier Transform

The theory of fractional powers of the Fourier transform was originally presented

by V. Namias in 1980 [60], and later given a rigorous mathematical framework

by McBride and Kerr in [61, 62, 103]. As a generalisation of the ordinary Fourier

transform, the fractional Fourier Transform (FrFT) is more flexible in its applica-

tions and hence of potential interest to any area in which the Fourier transform

is frequently implemented. Its main advantage is that it allows continuous move-

ment between the time and frequency domains, retaining information from each,

thus presenting an alternative to using the time windowed Fourier transform.

Figure 5.3 demonstrates the increased versatility of the FrFT over the ordinary

Fourier transform, depicting just a few of the infinite possibilities which lie in the

continuous spectrum of angles −π ≤ α ≤ π (equivalent to the order of the FrFT

a satisfying −2 ≤ a ≤ 2). There exist several conventions for defining the FrFT,

each of which give a slightly different physical interpretation. For the purposes of

this work, the fractional Fourier transform of order a is given as the linear integral

transform [59]

Fa(u) ≡
∫ ∞

−∞

Ka(u, u′)f(u′)du′, (5.2)

where

Ka(u, u′) ≡
√

1 − i cot α exp
[

iπ(cot αu2 − 2 csc αuu′ + cot αu′2)
]

(5.3)

and α = aπ/2. The kernel Ka(u, u′) satisfies the properties as listed in Table 5.1

and hence allows the FrFT to satisfy the properties as listed in Table 5.2. When

a is an integer, it denotes the number of repeated applications of the ordinary

Fourier transform. Hence, setting a = 1 (and consequently, α = π/2), equation
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Figure 5.3: This schematic demonstrates some of the possibilites of the fractional
Fourier transform where data on the time axis can be mapped to any axis u at
an angle α = aπ/2 (relative to the positive time axis), where −2 ≤ a ≤ 2.

(5.2) simplifies to

F1(u) ≡
∫ ∞

−∞

f(u′)e−i2πuu′

du′, (5.4)

the definition of the Fourier transform as used by Ozaktas et al in [59]. To extend

to the a = 0 case, the kernel given by equation (5.3) is rewritten

Ka(u, u′) ≡ e−i(π sgn(α)/4−α/2)

√

| sin α|
exp

[

iπ(cot αu2 − 2 csc αuu′ + cot αu′2)
]

. (5.5)

Taking the first term of the Laurent series for cotα and csc α around the origin

gives

Ka(u, u′) =
e−iπ sgn(α)/4

√

|α|
exp

[

iπ(u2/α − 2uu′/α + u′2/α)
]

=
e−iπ sgn(α)/4

√

|α|
exp

[

iπ((u − u′)2/α)
]

, (5.6)
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and allowing α → 0, it can be written that

K0(u, u′) = δ(u − u′). (5.7)

Hence, from the sifting property of the Dirac delta function it can be shown

F0(u) =

∫ ∞

−∞

δ(u − u′)f(u′)du′ = f(u), (5.8)

returning the original function. Similarly, at a = ±2 (α = ±π) it can be shown

that

F±2(u) =

∫ ∞

−∞

δ(u + u′)f(u′)du′ = f(−u). (5.9)

It can be observed from equation (5.9) and Figure 5.3 that the FrFT is periodic

in a with period 4. As the name suggests, the fractional Fourier transform is not

limited to integer powers and a can in fact take the value of any real or complex

number. In the case of a complex power, a = a1 + ia2, the index additivity law

(see Table 5.2) can be used to separate the transform into a real ordered transform

and a complex ordered transform (equation (5.2) holds for complex values of a).

However, only real ordered transforms will be considered below. Above, the

fractional Fourier transform is described as a tool which facilitates continuous

movement between the time and frequency domains. This is demonstrated by

the diagram in Figure 5.4, plot (a). Between the time axis, t, and the frequency

axis f , the signal can be plotted along any intermediate axis, u. Each axis u is

partnered with an angle α = aπ/2, relative to the time axis. The translation

to time order plots is shown in plot (b). Figure 5.5 depicts time-order plots of

the FrFT for orders 0 ≤ a < 1 for several different functions. Plot (a) depicts
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Periodicity (a = 4j + b) Ka(u, u′) = Kb(u, u′)

Forward Transform(a = 4j + 1) Ka(u, u′) = K1(u, u′) = exp(−i2πuu′)

Inverse Transform (a = 4j − 1) Ka(u, u′) = K−1(u, u′) = exp(i2πuu′)

Identity Operator (a = 4j) Ka(u, u′) = K0(u, u′) = δ(u − u′)

Parity Operator (a = 4j ± 2) Ka(u, u′) = K±2(u, u′) = δ(u + u′)

Inverse Property K−1
a (u, u′) = K−a(u, u′)

Index Additivity Ka2+a1
(u, u′) =

∫

Ka2
(u, u′′)Ka1

(u′′, u′)du′′

Table 5.1: Properties of the fractional Fourier transform Kernel Ka(u, u′)

Linearity F
[

∑

j αjfj(u)
]

=
∑

j αjFafj(u)

Inverse (Fa)−1 = F−a

Index Additivity Fa2Fa1 = Fa2+a1

Commutativity Fa2Fa1 = Fa1Fa2

Associativity Fa3(Fa2Fa1) = (Fa3Fa2)Fa1

Eigenfunctions Faψl = exp(−ialπ/2)ψl

Parseval 〈f(u), g(u)〉 = 〈fa(u), ga(u)〉

Table 5.2: Properties of the fractional Fourier transform
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(a)

(b)

Figure 5.4: Plot (a) demonstrates the continuous movement between the time and
frequency domains of a time-harmonic wave as facilitated by the FrFT. Plot (b)
depicts how the resulting signals can be displayed in a time-order plot.
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the FrFT of a time harmonic function. The evenly spaced troughs and peaks at

a = 0 (the original time domain signal) slowly converge to a single peak as a → 1,

representing the delta function. Plot (b) shows the results of the application of

the FrFT to a delta function. The single peak at a = 0 slowly flattens out,

culminating in a line with amplitude 1 and infinite bandwidth. As a change of

frequency with time is inherent to the nature of a chirp, the FrFT is a natural

choice for their analysis. Plots (c)-(f) plot the results for four different linear chirp

functions, given by

q(u) = exp
[

iπ(mu2 + 2f1u)
]

, (5.10)

where m is the gradient of the chirp and f1 is the initial frequency. Plot (c)

shows the results for a linear chirp with parameters f1 = 0.01Hz and m = 1Hz.

As m is increased to 5 and then 20 in plots (d) and (e) respectively, it can be

seen that the frequency content of the chirp (at a = 1) gradually approaches that

of the delta function due to the broad frequency content. Plot (f) is the result

of the application of the FrFT to a linear chirp with f1 = 1Hz and m = 1Hz,

demonstrating the effects of altering the initial frequency f1.

5.3 The Wave Equation with Linear Chirp Forc-

ing Function

As mentioned previously, the fractional Fourier transform is complementary to the

multi-frequency nature of the linear chirp. To build a mathematical framework

to allow for analysis of the scattering of an ultrasonic chirp by a flaw, the wave

equation with a time dependent forcing function, q(t), will be solved in the time-
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(a) (b)

(c) (d)

(e) (f)

Figure 5.5: Density plots of the fractional Fourier transform over orders 0 ≤ a < 1
for (a) a time harmonic function, (b) the delta function and a host of linear chirps
with parameters (c) m = 1Hz, f1 = 0.01Hz, (d) m = 5Hz, f1 = 0.01Hz, (e)
m = 20Hz, f1 = 0.01Hz and (f) m = 1Hz, f1 = 1Hz.
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frequency space. Note that q(t) is spatially independent and hence acts like a body

force, affecting the whole flaw domain simultaneously. To justify this, we assume

that the length of the flaw is smaller than the wavelength. This is in keeping

with the low frequency assumption made in the Born approximation [94]. A

second assumption inherent to the Born approximation is that the transmission

and reception of waves takes place at a distance from the flaw which is much

larger than the wavelength; the far-field assumption. Firstly, consider the non-

homogeneous wave equation

∂2

∂t2
f(x, t) − c2∇2f(x, t) = q(t) (5.11)

where x ∈ R
2
+, t ∈ R and c is the wave speed. The solution is bounded in time and

space and must satisfy the Sommerfeld radiation condition as given by equation

(2.5), guaranteeing that the waves are outgoing and decay sufficiently fast so there

exist no sources at infinity. It is also assumed that an initial pressure amplitude of

h0 is present at the ultrasonic array. From [59], the fractional Fourier transform,

with respect to time, of a derivative of a function is given by

Fa

([

(i2π)−1 d

du

]n

f(u)

)

=

[

sin αu + cos α(i2π)−1 d

du

]n

fa(u). (5.12)

Hence, taking the FrFT of every term in equation (5.11) gives

(i2π)2 sin2 αu2fa(x, u) + i4π sin α cos αu
∂

∂u
fa(x, u) + cos2 α

∂2

∂u2
fa(x, u)

= c2∇2fa(x, u) + qa(u), (5.13)

the non-homogeneous wave equation in time-frequency space.
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5.3.1 The Homogeneous Solution

To solve equation (5.13), we start by finding the solution to the homogeneous dif-

ferential equation (qa(u) = 0) via separation of variables. The solution is written

in product form

fh
a (x, u) = h(x)ga(u) (5.14)

and substituted into the homogeneous wave equation to give

(i2π)2 sin2 αu2 + i4π sin α cos αu
g′

a(u)

ga(u)
+ cos2 α

g′′
a(u)

ga(u)
= c2∇2h(x)

h(x)
= −b2 (5.15)

for some b ∈ R. This can then be separated into two equations

(

−4π2 sin2 αu2 + i4π sin α cos αu
d

du
+ cos2 α

d2

du2

)

ga(u) = −b2ga(u) (5.16)

and

c2∇2h(x) = −b2h(x), (5.17)

from which the temporal and spatial components of the homogeneous solution

can be derived. To solve equation (5.16), a chirp like ansatz of the form

ga(u) = exp[γu2 + βu] (5.18)

is chosen. Substituting this into equation (5.16) gives

[

−(4π2 sin2 αu2 − b2) + i4π sin α cos αu(2γu + β)

+ cos2 α(2γ + (2γu + β)2)
]

eγu2+βu = 0. (5.19)
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That is,

u2(4γ2 cos2 α + i8πγ sin α cos α − 4π2 sin2 α) + u(4γβ cos2 α + i4πβ sin α cos α)

+ (2 cos2 αγ + β2 cos2 α + b2)] = 0. (5.20)

Equating coefficients of powers of u, γ and β can be calculated as

γ = −iπ tan α and β = ±
√
−b2 sec2 α + i2π tan α. (5.21)

where the square root is taken so that the real part is positive. Hence

ga(u) =d1 exp[u(−iπ tan αu −
√
−b2 sec2 α + i2π tan α)]

+d2 exp[u(−iπ tan αu +
√
−b2 sec2 α + i2π tan α)]. (5.22)

However, to ensure that the solution is bounded in u, d2 = 0.

Turning attention now to the spatially dependent component of the homoge-

neous solution, equation (5.17) can be recognised as the homogeneous Helmholtz

equation

∇2h(x) + k̂2h(x) = 0 (5.23)

where k̂ = b/c (c is the plane wave velocity and b is analogous to the circular

frequency). An explicit approximation of the scattered wave at a specified b,
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h(y, b), is derived via the Born approximation in Appendix A, giving

h(y, b) = h0
eik̂rs

rs

× a1a2a3[γλ − γρ(ei · es)]

|ei − es|2r2
e

[

sin(k̂0|ei − es|re) − k̂0|ei − es|re cos(k̂0|ei − es|re)

k̂|ei − es|re

]

,

(5.24)

where a1, a2 and a3 represent the flaw dimensions, γρ = 1−ρ0/ρ1 (ρ0 and ρ1 are the

material densities of the host and flaw materials respectively), γλ = 1−λ0/λ1 (λ0

and λ1 are the bulk moduli of the host and flaw materials respectively), rs = |y|

is the distance of the flaw from the array, h0 is the initial pressure amplitude, ei

and es are unit vectors in the incident and scattered wave directions respectively,

and re is the effective radius of the flaw, given by

re =
√

a2
1(eq · u1)2 + a2

2(eq · u2)2 + a2
3(eq · u3)2 (5.25)

where

eq =
ei − es

|ei − es|
. (5.26)

Here, unit vectors u1, u2 and u3 lie along the axes of the flaw. For the purposes

of this work it is enough to only consider the pulse-echo case (where ei = −es)

and so equation (5.24) becomes

h(y, b) = h0
eik̂rs

rs

a1a2a3[γλ + γρ]

4r2
e

[

sin(2k̂0re) − 2k̂0re cos(2k̂0re)

2k̂re

]

, (5.27)

the spatial component of the homogeneous solution.
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5.3.2 The Inhomogeneous Solution

To find a time dependent inhomogeneous solution fp
a (u) to equation (5.11), an

ansatz of the form

fp
a (u) =

∫ ∞

−∞

v(b)sa(u, b)db (5.28)

is chosen, where

sa(u, b) =
√

1 + i tan α exp
[

−iπ(u2 tan α + 2ub sec α + b2 tan α)
]

. (5.29)

This form is chosen as sa is the ath order FrFT of the time harmonic function

exp(i2πbu) [59] and equation (5.28) thus becomes the Fourier transform of v(b)

when a = 0. It follows that

∂

∂u
sa(u, b) =

√
1 + i tan α(−2iπu tan α − 2iπb sec α)

× exp
[

−iπ(u2 tan α + 2ub sec α + b2 tan α)
]

, (5.30)

∂2

∂u2
sa(u, b) =

√
1 + i tan α

[

(−2iπu tan α − 2iπb sec α)2

−2iπ tan α] exp
[

−iπ(u2 tan α + 2ub sec α + b2 tan α)
]

. (5.31)

133



Substituting these into equation (5.13) shows that the left hand side can be written

as

(i2π)2 sin2 αu2sa(u, b) + i4π sin α cos αu
∂

∂u
sa(u, b) + cos2 α

∂2

∂u2
sa(u, b)

=
√

1 + i tan α exp
[

−iπ(u2 tan α + 2ub sec α + b2 tan α)
]

×
[

−4π2 sin2 αu2 + 8π2u2 sin2 α + 8π2ub sin α − 2iπ sin α cos α

−4π2u2 sin2 α − 8π2ub sin α − 4π2b2
]

=
√

1 + i tan α exp
[

−iπ(u2 tan α + 2ub sec α + b2 tan α)
]

(−4b2π2 − iπ sin 2α)

=sa(u, b)(−4b2π2 − iπ sin 2α), (5.32)

which holds for all values of a. Substituting equation (5.28) into equation (5.13)

then gives
∫ ∞

−∞

(−4b2π2 − iπ sin 2α)v(b)sa(u, b)db = qa(u). (5.33)

Note that when u lies along the a = 0 axis, it is analogous to the original

time domain signal. In the work below q0(u) will be written as q(t) to allow

for easier physical interpretation. As mentioned above, by letting a = 0 and

D(b) = (−4b2π2 − iπ sin 2α)v(b) in equation (5.33) (the −iπ sin 2α term must be

retained to allow for general application over all a), the fractional Fourier trans-

form of order a = 1 (as defined in [59]) of the function D(b) is obtained,

∫ ∞

−∞

D(b)e−i2πtbdb = q(t). (5.34)
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It follows that, by taking the fractional Fourier transform of order a = −1 of both

sides, that

D(b) =

∫ ∞

−∞

q(t)ei2πtbdt, (5.35)

and the unknown function v(b) of the integral equation (5.33) can thus be found.

Note that the FrFT of order a = −1 is being applied to the time domain forcing

function q(t) to provide the inhomogeneous solution in equation (5.28). This

maps the solution to the negative frequency axis. Hence, when studying the

inhomogeneous solution, the FrFT of order a = 1 (or ordinary Fourier transform)

will give rise to negative frequencies.

5.3.2.1 Fractional Fourier Transform of Order a = −1 of a Gaussian

Modulated Linear Chirp

An analytical expression for the FrFT of order a = −1 of a Gaussian modulated

linear chirp must now be derived. To evaluate equation (5.35), the chirp given by

equation (5.1) must be rewritten in the form

q(t) = E0 exp[−(p + ir)t2 − iw0t]. (5.36)

Rearranging equation (5.1), it follows that q(t) can be rewritten

q(t) = exp
(

−2πif1(t + mt2)
)

exp

(−(t − t1)
2

σ2

)

= exp

(

−2πif1t − 2πif1mt2 − (t2 − 2tt1 + t21)

σ2

)

= exp

(−t21
σ2

)

exp

(

−
(

1

σ2
+ i2πf1m

)

t2 − i

(

2πf1 +
2t1i

σ2

)

t

)

. (5.37)
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Letting E0 = exp (−t21/σ
2), p = 1/σ2, r = 2πf1m and w0 = 2πf1 + 2t1i/σ

2,

equation (5.36) is obtained. Applying the fractional Fourier transform of order

a = −1 gives

q−1(t) =

∫ ∞

−∞

q(t) exp[i2πtb]dt

=

∫ ∞

−∞

E0 exp[−(p + ir)t2 − iw0t] exp[i2πtb]dt

=

∫ ∞

−∞

E0 exp[−((p + ir)t2 − i(2πb − w0)t)]dt. (5.38)

Note the FrFT of order a = −1 is equivalent to the ordinary inverse Fourier

transform and hence the variables t and b are used here in place of the more

general u and u′. Note that equation (5.38) is simply the integral of a general

quadratic exponent which can be solved

∫ ∞

−∞

exp
[

−ax2 + bx
]

dx =

√

π

a
exp

[

b2

4a

]

. (5.39)

It then follows that the fractional Fourier transform of order a = −1 of the chirp

q(t) can be written

q−1(t) =

√
π√

p + ir
E0 exp

(−(2πb − w0)
2

4(p + ir)

)

. (5.40)

From equation (5.35), D(b) = q−1(t) and so,

v(b) =

√
π√

p + ir

E0

(−4b2π2 − iπ sin 2α)
exp

(−(2πb − w0)
2

4(p + ir)

)

. (5.41)

Due to the independence of D(b) from u, it can be shown that this relationship

between D(b) and q(u) holds for all orders of the FrFT. Taking the FrFT of order
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a of equation (5.34) and using equation (5.29) with a = 0 gives

Fa

(∫ ∞

−∞

D(b)s0(u, b)db

)

= Fa (q0(u)) . (5.42)

From equation (5.2) then

∫ u=∞

u=−∞

Ka(u, u′)

(∫ b=∞

b=−∞

D(b)s0(u
′, b)db

)

du′ = qa(u). (5.43)

Changing the order of integration gives

∫ b=∞

b=−∞

D(b)

(∫ u=∞

u=−∞

Ka(u, u′)s0(u
′, b)du′

)

db = qa(u), (5.44)

and so
∫ b=∞

b=−∞

D(b)sa(u, b)db = qa(u). (5.45)

To validate that this does in fact hold true, the left hand side of equation (5.45) is

plotted on top of the right hand side, for different values of a, in Figure 5.6, and

it can be seen that the two are equal in every case. Finally, by equations (5.29)

and (5.41), the inhomogeneous solution of the wave equation in time-frequency

space is given by

fp
a (u) =

√
π√

p + ir

∫ ∞

−∞

E0

(−4b2π2 − iπ sin 2α)
exp

(−(2πb − w0)
2

4(p + ir)

)

×
√

1 + i tan α exp
(

−iπ(u2 tan α + 2ub sec α + b2 tan α)
)

db. (5.46)
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(a)

(b)

(c)

Figure 5.6: To validate that equation (5.45) holds, the left hand side of the equa-
tion is plotted on top of the right hand side for different values of a: (a) 0 (b) 0.25
and (c) 1.
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5.3.3 The General Solution

Having calculated the homogeneous solution and inhomogeneous solution, the

general expression for the (pulse-echo) scattering from a flaw due to the excitation

by a linear chirp forcing function, is given by

fa(x, u, b) = fh
a (x, u, b) + fp

a (u). (5.47)

Using equations (5.14), (5.22), (5.27) and (5.46), this can be written as

fa(x, u, b) = d1 exp[u(−iπ tan αu −
√
−b2 sec2 α + i2π tan α)]

× h0
eik̂rs

rs

a1a2a3[γλ + γρ]

4r2
e

(

sin(2k̂0re) − 2k̂0re cos(2k̂0re)

2k̂0re

)

+

√
π√

p + ir

∫ ∞

−∞

E0

(−4b2π2 − iπ sin 2α)
exp

(−(2πb − w0)
2

4(p + ir)

)

×
√

1 + i tan α exp
(

−iπ(u2 tan α + 2ub sec α + b2 tan α)
)

db. (5.48)

Note that the spatial component of the solution, which gives rise to the scattering

profile of the defect and encapsulates the geometry of the flaw, is unaffected by

the chirp insonification. The contribution from the chirp simply amplifies the

response and should allow for an increased signal to noise ratio.

5.4 Results

A general solution to the inhomogeneous wave equation (and the scattering by a

flaw) in the time-frequency domain with a Gaussian modulated linear chirp forc-

ing function was arrived at in Section 5.3.3. It can be observed that a specific

value of b is required to calculate the homogeneous solution. This part of the
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solution gives rise to the scattering profile of the defect and when plotted for a

specific b and every transmit/receive pair of array elements, generates a scattering

matrix. The additive inhomogeneous solution does not carry flaw shape informa-

tion but does involve the chirp excitation parameters. If we wish to contrast the

excitation by a chirp with that of a gated continuous wave then we can restrict

attention to the inhomogeneous solution only. To compute the inhomogeneous

solution numerically, the infinite integral over b is approximated by the integral

over the bandwidth of the transducer. This is justified as it can be assumed that

the integral is zero outside this interval (the received signal will not contain any

frequencies outside of the bandwidth). This approach also resolves any issues

around the singularity in the integrand when b = 0 and α = 0. Figure 5.7 shows

two time order density plots of the inhomogeneous solution with forcing function

parameters (a) f1 = 1Hz, m = 0Hz, t1 = 20s and σ = 1µs and (b) f1 = 0.1Hz,

m = 0.22Hz, t1 = 20s and σ = 8µs. By setting the gradient of the chirp to m = 0

in (a), a gated continuous wave form has been simulated. The frequency content

of these signals is shown in Figure 5.2 and the bandwidths are shown to be equal

thus allowing a fair comparison. The time order density plots are plotted over the

range −2 ≤ u ≤ 50 to accommodate for the negative frequencies generated by

taking the FrFT of order a = −1 of the time domain forcing function in equation

(5.35). It is clear from these density plots that use of the chirp results in a greater

spread of energy and that each order of the FrFT contains some signal for analysis.

In the case of the gated continuous wave (plot (a)), some orders of the FrFT (for

example a = 0.55) offer no additive amplification for the scattering matrix at any

point along u. Figure 5.8 depicts the corresponding three dimensional plots to

allow greater appreciation of the amplitude increase offered by use of the chirp.

140



0 10 20 30 40

0.0

0.2

0.4

0.6

0.8

1.0

u

a

(a)

0 10 20 30 40

0.0

0.2

0.4

0.6

0.8

1.0

u

a

(b)

Figure 5.7: Time order density plots of the inhomogeneous solution given by
equation (5.46) with chirp parameters (a) f1 = 1Hz, m = 0Hz, t1 = 20s and
σ = 1µs (gated continuous wave) and (b) f1 = 0.1Hz, m = 0.22Hz, t1 = 20s and
σ = 8µs (Gaussian modulated linear chirp).

To further demonstrate the benefits of excitation by the chirp, Figure 5.9 depicts

scattering matrices (previously examined in Section 3.3) arising from (a) gated

continuous wave excitation and (b) linear chirp insonification, as generated via

the Born approximation for a crack lying parallel to the array. Geometrically,

the scattering matrices are identical, however, it can be seen that the scattering

profile of the flaw is amplified in the case of chirp insonification (plot(b)). It is

clear that if noise were present in the signal, the higher amplitudes exhibited in

the case of chirp excitation would provide an increased signal to noise ratio.

5.4.1 Choosing the Optimal Order a

It is shown in [104] that the fractional Fourier transform of a Gaussian function

has the form of a Gaussian for all orders a. The standard deviation of these
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(a)

(b)

Figure 5.8: 3D surface plots of the inhomogeneous solution given by equation
(5.46) with chirp parameters (a) f1 = 1Hz, m = 0Hz, t1 = 20s and σ = 1µs
(gated continuous wave) and (b) f1 = 0.1Hz, m = 0.22Hz, t1 = 20s and σ = 8µs
(Gaussian modulated linear chirp). 142
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Figure 5.9: Scattering matrices as generated by the Born approximation arising
from (a) gated continuous wave excitation and (b) linear chirp insonification.

Gaussian functions, σa, varies in time-order space, with the narrowing of the

function being synonymous with an increase in maximum amplitude. Hence, it is

concluded that the optimal value of a at which to employ the FrFT is the value at

which the minimum σa occurs. As the chirp rate m increases, this maximum peak

(at min σa) moves further away from the frequency domain. This is explained

schematically in Figures 5.10 and 5.11. The black line in Figure 5.10 represents a

continuous wave (where m = 0) and hence results in a single value on the frequency

axis. As the gradient is increased (see the red and blue lines), the breadth of the

frequency spectrum increases. The curves in Figure 5.11 demonstrate how the

width of the Gaussian changes in the fractional Fourier domain (of course, the

Gaussian is infinite but here the width is approximated by 6σa as 99.73% of the

signal lies within this interval). The fractional order which exhibits the widest

Gaussian support is orthogonal to the order with the narrowest support and the
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two are separated by order 1. It then follows that, as the bandwidth of the chirp

decreases, the order at which the narrowest Gaussian support occurs, approaches

the frequency domain. This can be seen in the time-order plots as shown in Figure

5.12 which arise from Gaussian modulated linear chirps with parameters (a) m =

0.1Hz, t1 = 0s, σ0 = 8µs, f1 = 0.1Hz and (b) m = 5Hz, t1 = 0s, σ0 = 8µs, f1 =

0.1Hz. Plotting the rate of frequency change with respect to time of the linear

Figure 5.10: Schematic demonstrating the increase in bandwidth with the increase
of chirp rate m.

chirp results in the plot as seen in Figure 5.13. The angle made with the frequency

axis can thus be calculated α = tan−1(1/2f1m). This provides the optimum angle

at which to take the FrFT [73] and translates to order a = 2 tan−1(1/2f1m)/π.

These values have been marked by the dashed lines on the plots shown in Figure

5.12 and it can be seen that the predicted optimal order includes the highest

amplitude peak. To assess the formula’s success in regards to the inhomogeneous

solution derived in Section 5.3.2.1, fp
a (as defined in equation (5.46)) is plotted over

orders −2 ≤ a ≤ 2 in Figure 5.14. As the Gaussian function is not centred at zero,
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Figure 5.11: Schematic demonstrating the change in σa in the fractional Fourier
domain [104].

Figure 5.12: Density plots for orders −2 ≤ a ≤ 2 for Gaussian modulated linear
chirps with parameters (a) m = 0.1Hz1, f1 = 0.1Hz, σ = 8µs and t1 = 0 and (b)
m = 5Hz, f1 = 0.1Hz, σ = 8µs and t1 = 0.
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the plot is skewed, however the narrowing phenomena can still be observed. Due to

the low gradient of the chirp excitation, the point of the minimum σa approaches

the frequency domain as predicted. However, the simple algebraic formula derived

for the optimal order of the fractional domain for the Gaussian windowed linear

chirp in [73], exhibits an error in application to the inhomogeneous solution and

does not incorporate the maximum amplitude (which is marked in red). However,

the error is small (within 0.1 of the order at which the maximum does occur) and

the formula could potentially guide the implementation of the discrete FrFT [105,

106], effectively reducing the neighbourhood (and subsequently, the computational

expense) over which the FrFT is taken. It is hoped that the general solution as

derived in Section 5.3.3 (equation 5.48) will act as a basis for further work on

improving the extraction of the optimal order a at which to implement the FrFT

for signals which have encountered a defect and been subsequently scattered,

thus eventually reducing the time-order space to one dimension for numerical

implementations.

Figure 5.13: The geometrical interpretation of the optimal α at which to take the
FrFT, dependent on m and f1.
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Figure 5.14: The inhomogeneous solution as given by equation (5.46), arising from
linear chirp excitation with parameters m = 0.22Hz, f1 = 0.1Hz, σ = 8µs and
t1 = 20s. The dashed line marks the order a at which the formula derived in [73]
predicts the optimal value of a should occur. The predicted optimal a does not
correspond to the order at which the maximum peak occurs (which is circled in
red and emphasised in Figure 5.15).

5.5 Conclusions

A general solution to the inhomogeneous wave equation, and the subsequent scat-

tering by a flaw, in the time-frequency domain, with a Gaussian modulated linear

chirp forcing function was derived in Section 5.3.3. This was achieved by taking
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Figure 5.15: The inhomogeneous solution as given by equation (5.46), arising from
linear chirp excitation with parameters m = 0.22Hz, f1 = 0.1Hz, σ = 8µs and
t1 = 20. The maximum peak (marked by the arrow) occurs at the optimal order
at which to implement the FrFT.
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the fractional Fourier transform of the inhomogeneous wave equation and finding

the homogeneous solution via separation of variables and the Born approxima-

tion. The inhomogeneous solution was reached by choosing an ansatz that, once

substituted into the inhomogeneous wave equation, resulted in a linear integral

equation which could be solved by formulating a Fourier transform pair for a

Gaussian modulated linear chirp. As we have seen in previous chapters there is

a wealth of information regarding the detection, imaging and sizing of flaws con-

tained within the scattering matrix as constructed by data arising from ultrasonic

phased array inspections. Of course, the successful extraction of this information

relies on the received data having a reasonable signal to noise ratio (SNR). This

chapter examined the use of chirp excitation as a means of improving the SNR by

increasing the amplitude of the recovered signal. Since the pulse-echo response at

the ultrasonic array’s centre element has the highest amplitude (for a zero degrees

orientated crack) then it suffices to focus on that component of the scattering

matrix. Additionally, since the excitation parameters are exclusively contained

in the additive term provided by the inhomogeneous solution then again we need

only focus on that term. This single value was plotted in a time-order plot for the

cases where the forcing function was set as (a) a gated continuous wave and (b)

a Gaussian modulated linear chirp and it was shown that, since the linear chirp

contained more energy, there was a marked increase in the scattering amplitude.

This was reinforced by plotting and comparing the corresponding scattering ma-

trices for a chosen peak in the time order plot, which further demonstrated the

increased amplification provided by the chirp. It is hence anticipated that an im-

proved SNR will result when applied to experimental data. Previous work (carried

out in [73, 104]) on the optimal order of a at which to implement the FrFT was
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examined but fell short in application to our inhomogeneous solution. It is envis-

aged that the analytical formulation of the general solution in Section 5.3.3 will

allow improved extraction of the optimal a for the more complicated case of a

chirp which has been scattered by a defect. The benefit in doing so would be the

effective reduction of the time-frequency space to one dimension, thus allowing

reduced computational cost of the numerical FrFT.
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Chapter 6

Conclusions

6.1 Introduction

Ultrasonic nondestructive testing can be employed to detect and characterise de-

fects which are embedded within a wide range of components and materials, al-

lowing for operators to anticipate failure of individual parts and subsequently

implement prevention strategies. It has become increasingly popular in the last

decade due to the development of multi-element piezoelectric transducer arrays

which allow for greater coverage and improved control over beam directivity. How-

ever, mathematical algorithms are required to analyse and take full advantage of

the extensive amount of data collected by these devices.

The focus of this thesis has been the development of novel and improved meth-

ods for the characterisation of defects using FMC data collected by ultrasonic

phased array inspections. The need to reconstruct scatterers from known data

has lent itself to mathematics drawn from the fields of inverse problems and scat-

tering theory. An objective approach to crack sizing was realised via the Born
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approximation and provided an analytical insight into correlations between the

scattering profile of a defect and its size. This was further developed as a basis for

a model-based optimisation technique, allowing for successful implementation to

experimental data. Finally, the use of coded excitations and the fractional Fourier

transform were explored and allowed a forward model of the scattering of a linear

chirp in the time-frequency domain to be derived.

6.2 Results

Existing techniques for the detection and characterisation of defects by analysis of

data arising from ultrasonic phased array inspections were examined in Chapter

2. Results by the Total Focussing Method and the Factorisation Method were

displayed and compared. A disadvantage common to them both was the need

for subjective thresholding of the resulting images. This weakness acted as a

catalyst for the work shown in Chapters 3 and 4. In Chapter 3 an objective,

model-based crack sizing algorithm was formulated using scattering theory. It has

previously been shown (empirically [41]) that there exists a correlation between

the cracklength and the Half-Width, Half-Maximum (HWHM) of the pulse-echo

curve (the diagonal of the scattering matrix). The model based approach as

developed in Chapter 3 shows analytically that given the distance between the

zeros surrounding the central lobe of the scattering matrix, the crack length can

be retrieved. As a result of the analytical formulation, it was possible to draw

conclusions on the minimum resolvable crack length and the minimum array length

required to capture the full scattering profile of the flaw. An analytical expression

for the upper error bound was achieved via a Taylor expansion and allowed for
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comment on the effects of array pitch and flaw depth on the accuracy of the

algorithm. Finally, these conclusions were reinforced by application to scattering

matrices arising from a finite element simulation of the scattering of an ultrasound

wave by a crack.

Although the crack sizing algorithm as developed in Chapter 3 proved interest-

ing from a mathematical perspective, providing analytical insight into the effects of

array pitch and length, crack length to wavelength ratio, frequency and flaw depth,

it was deemed unsuitable for application to experimentally collected data, due to

the difficulty of extracting the zeros of the pulse-echo response curve. Hence, it

was decided to use the model as a basis for an optimisation technique, which im-

portantly retained the objectivity of the final crack length estimate. Firstly, the

orientation of the crack was determined; it had already been ascertained in Chap-

ter 3 that the location of the global maximum along the pulse-echo response was

indicative of crack orientation. Next, the sum of the energy beneath the pulse-

echo response curve was used to measure the similarity between the scattering

matrices generated via the model and those produced by the data at a fixed fre-

quency (typically chosen to be the central operating frequency of the transducer

in the experiment). Initial results were poor but it was observed that plotting

the pulse-echo response at different frequencies gave rise to a range of recovered

values. Hence, a multi-frequency approach was adopted to exploit the informa-

tion available over the entire bandwidth of the transducer. Unfortunately, due

to anomalies caused by the resonance of heterogeneities and the consequences of

dealing with experimental equipment (i.e. ring down), using the global minimum

over this now two dimensional Objective Sizing matrix, was not always reliable.

Therefore, it was decided to extract the minima of each matrix column, and aver-
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age over all frequencies. The optimisation over the pulse-echo response was once

again executed and produced promising results. However, it was realised that by

only considering the N diagonal elements of the N × N matrix, useful informa-

tion was being excluded. This observation gave rise to the development of the

more effective full matrix optimisation technique. In application to the available

experimental data, this provided an excellent objective crack length estimate of

6.2mm with 47◦ orientation, for an actual crack of length 6mm at 40◦ orientation.

Of course, any methodology relies on the signal to noise ratio (SNR) of the

experimental data being above a certain threshold. In difficult materials, this can

prove troublesome and so attention is turned in Chapter 5 to the use of linear

chirp excitation as a means of improving SNR. A general solution to the inhomo-

geneous wave equation in the time-frequency domain with a Gaussian modulated

linear chirp forcing function was arrived at in Section 5.3.3. This was achieved

by taking the fractional Fourier transform of the inhomogeneous wave equation

and finding the homogeneous solution via separation of variables and the Born

approximation. The particular solution was reached by choosing an ansatz that,

once substituted into the inhomogeneous wave equation, resulted in a linear inte-

gral equation which could be solved by formulating a Fourier transform pair for a

Gaussian modulated linear chirp. The pulse-echo response from the arrays central

element (this is the maximum value in the scattering matrix for a 0◦ flaw) was

plotted in a time-order plot for the cases where the forcing function was set as (a)

a gated continuous wave and (b) a Gaussian modulated linear chirp. It was shown

that the linear chirp contained more energy and provided a far higher amplitude

response. An examination of previous work on the extraction of an optimal a at

which to implement the FrFT was examined and, although not precise in the case
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where the chirp has encounterd a defect and been subsequently scattered, it was

concluded that it could guide numerical work on the FrFT, effectively reducing

the range of a over which the FrFT is taken.

6.3 Future Work

Further work on improved application of the factorisation method in an NDT set-

ting is ongoing. For example, to improve the contrast between pixels lying within

the flaw domain and those lying out with, a null space is created by truncating the

SVD of the scattering matrix, thus neglecting the sometimes large contributions

made by the smallest eigenvalues and regularising the problem. The feasibility

of a multi-frequency approach to the factorisation method is also being examined

as a potential direction for future work in this area [88]. Not only would such

an approach fully exploit the multi-frequency data made available by the time

domain experimental data, but averaging over a range of frequencies would also

minimise the contributions of ill-conditioned scattering matrices.

The analytical approach to crack sizing as developed in Chapter 3 proved to be

insightful but was unsuitable for implementation to experimental data. If devia-

tions from the smooth pulse-echo response curve could be accounted for, further

applications would be possible. This could be achieved by including additional

modelling aspects to the flaw scattering as modelled by the Born Approximation.

Modelling considerations for future work include: the modification of the input

signal by pulsers and cables, the conversion of the electrical signal into mechanical

energy and back again by the transducer, the propagation path to and from the

flaw, material attenuation, diffraction by scatterers, refraction in layered media,
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and transmission losses at the flaw and component faces. The addition of these

modelling aspects will lessen the gap between the model based scattering matrices

and those generated by experimental data and hence also benefit the model based

optimisation technique as developed in Chapter 4.

The work on the fractional Fourier transform shown in this thesis is still in its

early stages and there exist several exciting directions in which it could be taken:

1. A natural progression of this work would be the extension of the model to

the elastic case, employing the fundamental solution of Navier’s equations

and the reciprocal theorem for an elastic solid.

2. For application to experimental data, implementation of a numerical FrFT

to the resulting FMC data is possible. Due to the analytical formulation of

the time-frequency solution to the wave equation with a linear chirp forcing

function reached in this work, it may be possible to improve upon the exist-

ing analytical expression for the optimal value of a at which to implement

the fractional Fourier transform in the case where a chirp has been scattered

by a defect. This would reduce the time-frequency space to one dimension

and allow for a more efficient implementation of the numerical FrFT to

experimental data, negating the need to compute the entire spectrogram.

3. The FrFT can be employed as a filtering tool. The correlation of the time-

order representation of a transmitted signal with that of the resulting re-

cieved signal can be computed. It has been shown (see [59]) that the corre-

lation of the time-order representations allows for improved discrimination

between correlated and uncorrelated signals over traditional time-domain

correlation and could prove valuable as a signal processing technique within
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the ultrasonic nondestructive testing industry.

4. From the results shown in Chapter 5, the use of linear chirps within the

NDT industry is advocated as a method for improving SNR. To allow for

further analysis of the benefits, a chirp function could be simulated within

the PZFlex software before being implemented experimentally. Due to the

additive nature of the amplification provided by the use of a chirp, the

scattering profile of a defect should be less obscured by the scattering from

heterogeneities at certain values of a in the time-frequency domain. If the

scattering profile is successfully amplified against the noise, implementation

of the model based methods as discussed in Chapters 3 and 4 may be easier.

5. Although chirp parameters were optimised to exploit the bandwidth of the

transducer in Chapter 5, this was done in an ad hoc manner. It should be

possible to formulate an analytical expression for the optimal m, f1 and σ,

given the bandwidth of the transducer and its central operating frequency.

6.4 Concluding Remarks

This thesis has taken steps towards developing methods for the objective charac-

terisation of defects embedded in steel welds via the application of mathematical

modelling and analysis. It is hoped that this work can be furthered to allow

for practical implementation within the field of ultrasonic nondestructive testing.

In particular, the work concerning the use of the fractional Fourier transform

and coded excitations is in its infancy and demonstrates great potential for the

improvement of both detection and characterisation of defects within highly het-

erogeneous media.
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Appendix A

Derivation of an Explicit

Expression for the Scattered

Wave via the Born

Approximation

To obtain an explicit expression for the scattered wave for a specific b, the Helmholtz

equation

∇2h(x) + k̂2h(x) = 0 (A.1)

where k̂ = b/c, is solved via the Born approximation. Letting h = hinc+hscatt, and

assuming an initial pressure wave amplitude h0 is present at the ultrasonic array, it

can be written (from the reciprocal theorem for a fluid, the integral representation

theorem [94] and the Sommerfeld radiation condition, equation (2.5)) that

β1h
scatt+β2h

inc =

∫

Sf

[

h(xs, b)
∂G(xs,y, b)

∂n(xs)
− G(xs,y, b)

∂h(xs, b)

∂n(xs)

]

dS(xs) (A.2)
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where n is the outward facing normal to Vf , the flaw volume (with surface Sf ), xs

is a point on the surface of the scatterer, y is the point of measurement, G(xs,y, b)

is the fundamental solution to the Helmholtz equation and

β1 =































0, if y is inside Vf

1/2, if y is on Sf

1, if y is outside Vf

β2 =































−1, if y is inside Vf

−1/2, if y is on Sf

0, if y is outside Vf

. (A.3)

In equation (A.2), h and its derivative are evaluated in the host material (which

will now be denoted with a positive superscript). The interface conditions of

continuity of pressure and velocity over Sf can be written

h+(xs, b) = h−(xs, b)

1

ρ0

∂h+(xs, b)

∂n(xs)
=

1

ρ1

∂h−(xs, b)

∂n(xs)
, (A.4)

with the negative superscript indicating evaluation within the flaw medium. Hence,

equation (A.2) can now be rewritten

β1h
scatt(y, b) + β2h

inc(y, b) =
∫

Sf

[

h−(xs, b)∇G(xs,y, b) − ρ0

ρ1

G(xs,y, b)∇h−(xs, b)

]

· n(xs)dS(xs). (A.5)

By Gauss’s theorem, a volume integral can be obtained

β1h
scatt(y, b) + β2h

inc(y, b) =
∫

Vf

[

∇ · [h−(x, b)∇G(x,y, b)] −∇ ·
[

ρ0

ρ1

G(x,y, b)∇h−(x, b)

]]

dV (x), (A.6)
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where x is now any point in Vf . Using the vector identity

∇ · (φ∇ψ) = φ∇2ψ + ∇φ · ∇ψ (A.7)

it follows that

∇ · (h−∇G) = h−∇2G + ∇h− · ∇G (A.8)

and

∇ ·
[(

ρ0

ρ1

∇h−

)

G

]

= ∇ ·
(

ρ0

ρ1

∇h−

)

G +

(

ρ0

ρ1

∇h−

)

· ∇G. (A.9)

Since G is the fundamental solution to the Helmholtz equation then, outside Vf ,

∇2G +
b2

c2
0

G = −δ(x − y). (A.10)

From equation (A.1), it can also be seen that within the flaw

∇ ·
(

ρ0

ρ1

∇h−

)

= −ρ0

ρ1

b2

c2
1

h−. (A.11)

Returning to the physical scenario, if y is the point of reception at the array (see

Figure A.1), y /∈ Vf and hence α = 1, β = 0 (equation (A.3)) and δ(x−y) = 0 by

the sampling property. It then follows from equations (A.6), (A.7)-(A.11) that

hscatt(y, b) =

∫

Vf

(

1 − ρ0

ρ1

)

∇h− · ∇G −
(

b2

c2
0

− ρ0

ρ1

b2

c2
1

)

Gh−dVf

=

∫

Vf

(

1 − ρ0

ρ1

)

∇h− · ∇G − b2

c2
0

(

1 − λ0

λ1

)

Gh−dVf

=

∫

Vf

γρ∇h− · ∇G − b2

c2
0

γλGh−dVf (A.12)
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Figure A.1: Vf is a volumetric flaw in the far field of the ultrasonic transducer.
The ultrasonic array has transmitting and receiving elements at position y /∈ Vf

on the array. ρ and c are the density and pressure wave velocity respectively,
where the subscript 0 indicates they are measured in the host medium and the
subscript 1 indicates they are measured in the flaw.

where c2
i = λi/ρi, with λi the bulk modulus and ρi the material density, γρ =

1 − ρ0/ρ1 and γλ = 1 − λ0/λ1. The far field approximations (when |y| ≫ |x|) of

G and its derivatives are given by [94]

G =
eik̂rs

4πrs

e−ik̂x·es

∂G

∂xm

= −ik̂esm
eik̂rs

4πrs

e−ik̂x·es , (A.13)

where k̂0 = b/c0, es = ŷ is the scattered wave direction and rs = |y| is the distance

of the receiving element on the ultrasonic array from the flaw. Substituting these

into equation (A.12) gives

hscatt(y, b) =
eik̂0rs

4πrs

∫

Vf

[

−ik̂0γρ(es · ∇h−) − k̂2
0γλh

−
]

exp(−ik̂0es · x)dV (A.14)
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The scattered wave can also be written in the form [94]

hscatt(y, b) = h0A(ei; es)
eik̂0rs

rs

, (A.15)

where h0 is the initial pressure amplitude and A(ei; es) is the far field scatter-

ing amplitude (where ei and es are the incident and scattered wave directions

respectively). Letting h̃ = h−/h0, it follows that

A(ei; es) = − 1

4π

∫

Vf

[

ik̂0γρ(es · ∇h̃) + k̂2
0γλh̃

]

exp(−ik̂0es · x)dV (A.16)

To obtain an explicit expression an approximation is introduced. It is assumed in

the Born approximation that the material properties of the host and flaw media

are similar, and so the pressure field h̃ and its derivatives can be obtained from

their values due to the incident wave only, and hence it is assumed that

h̃ = exp(ik̂0ei · x)

and

∇h̃ = ik̂0ei exp(ik̂0ei · x). (A.17)

Assuming that the flaw is of a homogeneous nature (so that ρ1 and λ1 are con-

stant), then

A(ei; es) = − k̂2
0[γλ − γρ(ei · es)]

4π

∫

Vf

exp[ik̂0(ei − es) · x]dV (x). (A.18)

The integral in equation (A.18) is of course related to the geometry of the flaw

via Vf . To make further analytical headway it is assumed that the flaw is an
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ellipsoid with axes lengths given by a1, a2 and a3. Using the stretched coordinates

y = (a1x1, a2x2, a3x3) then converts the flaw volume to that of a sphere. Let us

define the unit vector in the direction of ei − es as

eq =
ei − es

|ei − es|
. (A.19)

Expressing this vector using the basis vectors u that are aligned with the main

axes of the ellipsoid gives

(ei − es) · x = |ei − es|eq · x

= |ei − es|re · y (A.20)

where

re = a1(eq · u1)u1 + a2(eq · u2)u2 + a3(eq · u3)u3. (A.21)

Substituting this into equation (A.18) the integral term S(ei; es, b) becomes

S(ei; es, b) = a1a2a3

∫

V ′

exp[ik̂0|ei − es|re · y]dy1dy2dy3 (A.22)

where V ′ is a unit radius sphere. Using a spherical coordinate system with the

z-axis lying along the effective radius of the flaw re, this can be written

S(ei; es, b) = a1a2a3

∫ r=1

r=0

∫ θ=π

θ=0

∫ φ=2π

φ=0

exp
(

ik̂0|ei − es|rercosθ
)

r2 sin θdφdθdr

= 2πa1a2a3

∫ r=1

r=0

∫ θ=π

θ=0

exp
(

ik̂0|ei − es|rercosθ
)

r2 sin θdθdr

(A.23)
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Letting u = cos θ and du = − sin θdθ, it follows

S(ei; es, b) = 2πa1a2a3

∫ r=1

r=0

∫ u=1

u=−1

exp(ik̂0|ei − es|reru)r2dudr

=
4πa1a2a3

k̂0|ei − es|re

∫ 1

0

r sin(k̂0|ei − es|rer)dr. (A.24)

Using integration by parts gives

S(ei; es, b) =
4πa1a2a3

k̂0|ei − es|re

[

sin(k̂0|ei − es|re) − k̂0|ei − es|re cos(k̂0|ei − es|re)

(k̂0|ei − es|re)2

]

.

(A.25)

By combining equations (A.15), (A.18) and (A.25), the scattered pressure wave

can now be written explicitly as

h(y, b) = h0
eik̂0rs

rs

× a1a2a3(γλ − γρ(ei · es))

|ei − es|2r2
e

(

sin(k̂0|ei − es|re) − k̂0|ei − es|re cos(k̂0|ei − es|re)

k̂0|ei − es|re

)

.

(A.26)

For the purposes of Chapter 5 it is enough to only consider the pulse-echo case

(where ei = −es) and so equation (A.26) becomes

h(y, b) = h0
eik̂0rs

rs

a1a2a3[γλ + γρ]

4r2
e

[

sin(2k̂0re) − 2k̂0re cos(2k̂0re)

2k̂0re

]

, (A.27)

which supplies the spatial component of the homogeneous solution in equation

(5.14)
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Appendix B

Finite Element Data as Simulated

in the Software Package PZFlex

One method used in this thesis to model the array system and material properties

of a weld is the finite element method. This was implemented using the software

package PZFlex [107]. This model allows for consideration of both homogeneous

and inhomogeneous host materials. The inhomogeneous case incorporates exper-

imentally obtained electron back scatter diffraction (EBSD) measurements of the

internal microstructure of an austenitic steel weld [108] allowing for a more ac-

curate realisation of the problem. The simulation also includes the transmit and

receive effects of a linear array (with parameters as listed in the tables below)

situated directly above the weld (see Figure B). For the homogeneous case, the

transducer effects are still incorporated but the microstructure is ‘switched off’ to

simulate a perfectly homogeneous medium. Within both geometries, a series of

flaws have been inserted into the simulations including side drilled holes of varying

size and zero volume flaws (cracks) at differing locations and orientations. This

165



large library of simulations is an excellent test bed for the development and im-

plementation of imaging algorithms. Figure B depicts a schematic of the PZFlex

finite element simulation. The array is placed directly above the weld, with an

absorbing water layer at the back wall. The white disc represents a simulated

flaw within the weld. The weld consists of a single material (Inconel) which is

anisotropic and, due to thermal effects as the weld is forming, forms a spatially

heterogeneous structure due to local fluctuations in the orientation of each crystal.

Each colour within the weld represents a different orientation of grain, creating

the inhomogeneous nature of the medium [108].

Figure B.1: Internal microstructure of an austenitic steel weld as input into the
finite element model implemented in the software package PZFlex. The different
colours signify the grain structure in the material where each colour represents a
particular grain orientation.
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Ultrasonic Transducer Array Parameter Value Unit

Number of Array Elements 64 -

Pitch 2 mm

Array Element Width 1.5 mm

Transducer Centre Frequency 1.5 MHz

Density of Host Material 8280 kg/m3

Pressure Wave Velocity in Host Material (cP0) 7400 m/s

Shear Wave Velocity in Host Material(cs0) 3000 m/s

Flaw type crack -

Flaw radius 2.5 mm

Flaw Orientation 0 - 40 ◦

Distance of Flaw from Array 50 mm

Depth of Sample 76.8 mm

Table B.1: Data A1 - Zero Volume Flaw in Homogeneous Medium
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Ultrasonic Transducer Array Parameter Value Unit

Number of Array Elements 64 -

Pitch 2 mm

Array Element Width 1.5 mm

Transducer Centre Frequency 1.5 MHz

Density of Host Material 8280 kg/m3

Pressure Wave Velocity in Host Material (cP0) 5700 m/s

Shear Wave Velocity in Host Material(cs0) 3000 m/s

Flaw type crack -

Flaw radius 2.5 mm

Flaw Orientation 0 - 40 ◦

Distance of Flaw from Array 50 mm

Depth of Sample 76.8 mm

Table B.2: Data A2 - Zero Volume Flaw in Inhomogeneous Medium (Inconel)
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Appendix C

Experimentally Collected Data

Through collaboration with the industrial sponsors of this project - Amec, NNL,

Rolls Royce, Shell and Weidlinger, and staff at the Centre of Ultrasonic Engineer-

ing in the department of Electronic and Electrical Engineering at the University

of Strathclyde, I have had access to experimentally collected ultrasonic data from

sample materials with defects embedded within. The tables below detail the ex-

perimental parameters used for each experimental dataset referred to throughout

this thesis.
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Ultrasonic Transducer Array Parameter Value Unit

Number of Array Elements 45 -

Pitch 0.7 mm

Array Element Width 1.5 mm

Transducer Centre Frequency 5 MHz

Density of Host Material 8280 kg/m3

Pressure Wave Velocity in Host Material (cP0) 5700 m/s

Shear Wave Velocity in Host Material(cs0) 3000 m/s

Flaw type crack -

Flaw radius 6 mm

Flaw Orientation 90 ◦

Distance of Flaw from Array 35 mm

Depth of Sample 85 mm

Table C.1: Data B1 - Zero Volume Flaw Embedded in an Inconel Weld
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Ultrasonic Transducer Array Parameter Value Unit

Number of Array Elements 128 -

Pitch 0.7 mm

Array Element Width 1.5 mm

Transducer Centre Frequency 5 MHz

Density of Host Material 7830 kg/m3

Pressure Wave Velocity in Host Material (cP0) 5820 m/s

Shear Wave Velocity in Host Material(cs0) 3100 m/s

Flaw type crack -

Flaw radius 3 mm

Flaw Orientation 40 ◦

Distance of Flaw from Array 16 mm

Depth of Sample 22 mm

Table C.2: Data B2 - Zero Volume Lack of Fusion Flaw in Stainless Steel
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