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Abstract

Autonomous Planning and Scheduling (APS) is the problem of autonomously

planning, scheduling and executing a sequence of actions in an environment to

achieve some goals. Due to the increased adoption of APS in sensitive applica-

tions, there is an increasing need for models that are robust to the uncertainty

prevalent in the real world. Robustness can be achieved by modelling the APS

problem via stochastic optimization, however such problems are inherently diffi-

cult to solve. Recently, the column generation method has shown precedent in

solving stochastic optimization problems. In this technique, the main optimiza-

tion problem is decomposed into two more manageable sub problems which are

then solved iteratively: the Restricted Master Problem (RMP) and the Column

Generation Problem (CGP). In this thesis, we apply column generation in a novel

way to develop robust solutions to APS problems.

The first problem we address is a 5G telecommunications planning problem

called the Virtual Network Function Placement and Routing Problem (VNF-

PRP). In 5G, Internet Service Providers (ISP) must deliver tailored network

services for a variety of use cases; often with heterogeneous requirements defining

the expected Quality of Service (QoS). Past approaches at solving this problem

do not consider all of the constraints required to guarantee QoS. Likewise, the

majority of prior algorithms either solve a large Integer Linear Program (ILP),

which is computationally intractable for practical problems; or leverage heuristics,

which give no guarantees on solution quality. In this thesis, we present a column
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Chapter 0. Abstract

generation based VNF-PRP algorithm which solves: the RMP, which optimizes

the placement, replication and routing of the VNFs given the paths generated so

far; and the CGP, which generates new paths. Our approach is the first VNF-

PRP algorithm to consider throughput, latency and availability constraints. It is

also the first that is capable of computing a valid VNF placement, routing and

replication solution, while providing a measure of solution quality. We validate

our approach on a realistic Mobile Edge Cloud (MEC) network architecture and

show that our model can find near optimal solutions to practical sized problems

within a reasonable time.

The second problem we address is a scheduling problem called Strong Con-

trollability (SC). SC of Probabilistic Simple Temporal Networks (PSTN) involves

finding a schedule to execute a sequence of actions that maximises the probability

that all constraints are satisfied (robustness). Previous approaches to this prob-

lem assume independence of probabilistic durations. This gives no guarantee

of finding the schedule optimising robustness, and fails to consider correlations

between action durations that frequently arise in practical applications. In this

thesis, we formally define the Correlated Simple Temporal Network (Corr-STN),

which generalises the PSTN by removing the restriction of independence, and

show that the problem of Corr-STN SC is convex. We present the first Corr-STN

SC algorithm based on column generation which solves: the RMP, which finds

the most robust schedule given an approximation of the joint distribution; and

the CGP, which finds a new point to refine the approximation. We validate our

approach on a number of Corr-STNs and find that our method offers strictly more

robust solutions when compared with prior PSTN SC approaches.
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Chapter 1

Introduction

1.1 Background

Planning and scheduling are two interconnected problems which are at the root

of many decision processes. A planning problem involves selecting a sequence of

actions, and ordering them so as to achieve some goals. For example, assume that

I was at my house and was tasked with delivering some groceries to a friend. In

order to achieve this, I may have to walk to the supermarket, pick up the groceries,

walk to my friends house and finally, deliver the groceries. This sequence of

actions can be considered a plan which achieves the goal condition: my friend has

the groceries. On the other hand, scheduling assumes that the actions required

to achieve the goals are known in advance, and deals with the problem of finding

the best time to execute them. I may need to reason over possible travel times

to decide the best time to leave my house. The assignment of times to actions is

known as a schedule.

Because planning and scheduling problems are so prevalent, there has been a

targeted effort to develop autonomous systems capable of automatically solving

them. These autonomous systems are collectively known as automated planners

and schedulers, while the field associated with developing them is known as Au-

3



Chapter 1. Introduction

tomated Planning and Scheduling (APS) or alternatively Artificial Intelligence

(AI) Planning and Scheduling.

In many applications, planning and scheduling algorithms have matched or

even surpassed human capabilities. A Monte Carlo tree search (a type of planning

algorithm) based planning system was at the core of the AlphaGo algorithm, a

computer program which managed to beat the worlds best player at the game of

Go [3]. The game of Go features some 2 × 10170 possible states, far more than

any human brain can deliberate over [4]. Despite this, developing APS models to

work in real world applications, as opposed to games which often have well defined

rules and logic, poses some additional challenges. One of the key challenges is:

how to make the solution robust. This is becoming increasingly important as

new high risk applications of AI [5–7] have led to a growing call for governmental

regulation [8]. Recently, robustness has been identified by the European Union

high level expert group on AI as one of the key pillars that new AI systems should

be evaluated against in their “ethical guidelines for trustworthy AI” [9].

Robustness of a computer program refers to how well it can perform its func-

tionality in the presence of perturbations, invalid inputs and stressful environ-

mental conditions [10,11]. In planning, Fox et al. define robustness as a measure

of the likelihood that a plan will be executed successfully in the presence of uncer-

tainty in the execution environment [12]. A similar definition has been provided

in the context of scheduling by Fang et al. [13].

It’s worth mentioning that the term robustness is often used within Operations

Research (OR) in the context of robust optimization [14]. In robust optimization,

the goal is to find the optimal solution that satisfies all uncertain values in a pre-

defined uncertainty set. We stress here that, when we refer to robustness in this

thesis we are referring to the definition implied in the APS literature, as opposed

to robust optimization which is not covered. In this thesis, we address robust APS

from a stochastic optimization perspective. Explicitly modelling the uncertainty

4
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via probabilities allows us to reason over the likelihood of the uncertainty sources,

as well as providing quantifiable guarantees on robustness. However, doing so re-

quires solving complicated optimization problems with a number of challenging

characteristics. Dealing with probability distributions directly in the optimiza-

tion can result in non-linear functions which render the optimization particularly

difficult to solve.

Decomposition methods are a suite of techniques from OR which decompose

difficult optimization problems into a number of smaller, more manageable sub

problems. The column generation method, is one such technique which decom-

poses the problem into two problems which are then solved iteratively: a Re-

stricted Master Problem (RMP) and a Column Generation Problem (CGP). The

RMP solves a smaller optimization problem using a subset of the decision vari-

ables, while the CGP finds the best new variables (with an associated column of

coefficients) to include in the next iteration of the RMP. The method terminates

when no improving columns can be found: i.e. there are no new variables which,

when included in the RMP, will improve the objective function value.

The column generation method was first introduced by Dantzig and Wolfe

in their seminal paper, where they suggested iteratively adding columns to a

Linear Program (LP) as required [15]. Since its conception, the column genera-

tion method has made it possible to solve efficiently many interesting classes of

optimization problems which were previously intractable. Gilmore and Gomory

were the first to apply the technique to a practical problem, by using it as a

heuristic to solve the cutting stock problem [16, 17]. Desrosiers et al. embedded

it within a branch and bound framework and used it to find solutions to vehicle

routing problems with time windows, thus pioneering its use for large integer

programs [18].

In this thesis we apply the column generation method in two new ways, to

develop robust solutions to APS problems. In Chapter 4, we look at robustness
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in planning, in particular we study an application of combined task and path

planning with robustness constraints known as the Virtual Network Function

Placement and Routing Problem (VNF-PRP). To make the solution robust to

failures, we introduce redundancies in the routing solution. In this problem, we

use column generation to generate a set of feasible paths, thus decomposing the

path planning from the robustness constraints. In Chapter 5, we look at robust-

ness in scheduling, in particular we aim to develop schedules which are robust to

correlated uncertainty. By encoding the problem using stochastic optimization

we are able to explicitly optimize the robustness. Here, we use the column gen-

eration method to generate an approximation of the multi-variate distribution,

which is then refined in the CGP.

1.2 Outline

We begin in Chapter 2 with a survey on robustness in APS. We introduce basic

definitions of planning, scheduling and optimization and review literature related

to achieving robustness in planning and scheduling, as well as techniques for

optimization under uncertainty.

Since this thesis is intended as an application of the column generation method

to new problems, we assume no prior knowledge of the underlying theory behind

how it works. As a result, in Chapter 3 we provide an intuitive summary of the

underlying principles and theory of the technique. We then demonstrate how

this theory can be applied with reference to a classical application of the column

generation method: the cutting stock problem.

In Chapter 4, we address a well known telecommunications planning problem,

the Virtual Network Function Placement and Routing Problem (VNF-PRP). In

the Network Function Virtualization (NFV) paradigm, Internet Service Providers

(ISP) provide network services to customers by routing and processing traffic

6
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through an ordered sequence of Virtual Network Functions (VNF), for exam-

ple a load balancer or firewall. In the 5th generation (5G) of mobile networks,

multiple service use cases are hosted on a shared physical infrastructure in a

process known as network slicing. The Quality of the Service (QoS) depends on

the quantity and relative placement of the VNFs, and is quantified by a set of

Key Performance Indicators (KPI) in a Service Level Agreement (SLA): a con-

tract reached between the ISP and customer. This can be considered a planning

problem since we are required to compute a sequence of actions (which VNFs to

place on which nodes and which paths to configure for each service request) such

that we achieve the goal of providing the service in line with the requirements

outlined in the SLA. Because we do not know the routing paths in advance, the

problem requires planning paths as well as tasks which renders classical planning

techniques impractical. As a result, the problem is better modelled as a com-

binatorial optimization problem, which are typically solved in OR using branch

and bound [19]. However, since there can be exponentially many paths on the

network, and consequently exponentially many variables, branch and bound fails

to find solutions except for the smallest instances. Instead, we use column gener-

ation as a heuristic and consider the valid routing paths as columns, such that we

consider only the paths which are necessary. The column generation decomposi-

tion involves solving: the RMP which finds the placement and routing solution

of the VNFs maximizing QoS (in terms of latency, throughput and availability),

given the paths generated so far; and the CGP which generates new, improving

paths.

In Chapter 5, we introduce and solve for the first time a scheduling prob-

lem known as Correlated Simple Temporal Network (Corr-STN) Strong Con-

trollability (SC). This is an extension to the existing problem of Probabilistic

Simple Temporal Network (PSTN) SC. PSTNs represent scheduling problems

under temporal uncertainty. SC of PSTNs involves finding a schedule to a PSTN
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that maximises the probability that all constraints are satisfied (robustness). In

Corr-STN SC, action durations are subject to correlated temporal uncertainty.

We show that this is a convex optimization problem for multivariate Gaussian

distributions meaning that the feasible region is convex. By taking a convex com-

bination of approximation points denoted an inner-approximation, on the surface

of the convex set, we can find the optimal solution. However, this can require

exponentially many approximation points and therefore finding a solution means

enumerating the non-linear function exponentially many times. Instead, we use

column generation and consider approximation points as columns, such that we

can consider only the approximation points required. The column generation

procedure involves solving: the RMP which finds the most robust schedule using

the approximation generated so far; and the CGP which computes the best new

approximation point to include.

1.3 Motivation

Despite having its origins in the 1960s, the column generation method is typi-

cally not well understood or acknowledged outwith the realm of OR. This could

be attributed to the fact that the majority of column generation literature ap-

proaches the subject from a highly theoretical perspective which is not so easily

interpreted by researchers in other disciplines. Likewise, most applications and

experimental studies focus on well defined OR problems containing very specific

structures and characteristics. At the time of writing, a survey of the top 100

papers from a scholar search using the criteria “column generation” resulted in 84

papers published in OR specific conferences and journals and only 14 published in

other fields. Likewise, of the 92 papers which contained some form of numerical

study, 35 included vehicle routing problems, 18 included crew scheduling and 12

focused on the cutting stock problem. Applying column generation to new prob-

8
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lems is not especially trivial; it requires technical expertise and knowledge about

problem structure so that it can be exploited effectively. In a contrast to the

norm, this thesis applies column generation to new types of problems. Through

use of numerous practical examples, it is hoped that we can encourage further

application of the technique to other problems.

In both planning and scheduling problems, there are often many potentially

viable solutions. Selecting the best solution amongst a suite of viable solutions,

falls within the domain of optimization and therefore both problems can be seen

more generally as optimization problems. Despite this, the field of APS and OR

have developed somewhat independently, with little dialogue between the two.

This is primarily driven by a divergence in research focus: APS researchers tend

to focus on the development of methods which are domain independent; that is

they are applicable regardless of the problem they are applied to. In contrast,

OR researchers tend to focus on developing techniques which excel at solving

particular problems very well, but may not be applicable to other use cases. As

a result, many techniques which have been developed for optimization problems

in OR, are not utilised to their full extent by APS researchers and vice versa.

Encouraging dialogue between these two fields was a further motivator for this

thesis.

In Chapter 4, the problem we tackle can be considered a combined task and

path planning problem, a particularly challenging class of planning problems.

These types of problems are challenging in that we must reason over both the

actions: where to assign the VNFs; and the paths: how do we route the service

requests. The motivation for selecting this problem, is that the solution must

be exceptionally robust to failures. The scope of services provided in 5G and

beyond networks is vast, but expected use cases include remote surgery [20], au-

tomation of industrial machinery [21] and control of self driving cars [22]. The

term availability refers to the proportion of time that a service is available: up-
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time versus the total time including downtime. The 3rd Generation Partnership

Project (3GPP), the governing body in charge of maintaining industrial stan-

dards in mobile telecommunications networks, refers to high availability services

as being available 99.999% of the time [23]. While this problem has been tackled

in the past, prior approaches typically solve an exact Mixed Integer Program

(MIP) which is not scalable, or use meta-heuristics which give no guarantee of

solution quality. By drawing analogies to well-known OR problems, in particu-

lar vehicle routing problems, it became apparent that column generation was a

good fit [24]. Using column generation allows us to solve the routing problem for

each service independently as a shortest path problem which is computationally

tractable. While column generation has been applied to this problem in the past,

prior column generation based approaches do not consider the availability, con-

tain numerous modelling issues and are incapable of satisfying the diverse SLA

constraints expected in 5G use cases.

The decision for solving the problem of Corr-STN SC, was motivated by the

lack of any literature within APS containing solutions that are robust to correla-

tions in the uncertain parameters. The problem of PSTN SC has been tackled in

the past by a variety of different authors. However all prior solutions assume that

the uncertain durations are stochastically independent. Many sensitive applica-

tions contain durations which are correlated, for example industrial production

scheduling [25] and scheduling of wind turbines in energy networks [26]. As-

suming independence offers no guarantee of finding the most robust schedule if

correlations are encountered when the schedule is executed in the real world.

However, considering correlations across action durations results in a formulation

containing multivariate distributions which are non-linear. Non-linear functions

pose additional challenges which can not be handled by conventional LP tech-

niques. By drawing analogies to the probabilistic programming problems studied

by Prèkopa and colleagues [27], it was found that the problem was convex, en-

10
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abling application of convex optimization techniques. Column generation has

been applied to such problems in the past [28, 29] and has been shown to work

well. One of the key motivators for the use of the column generation method, as

opposed to other probabilistic programming techniques is that the constraining

factor in terms of efficiency is the dimensionality of the multi-variate distributions

considered. Often correlations only exist across subsets of actions. By using col-

umn generation we are able to solve a number of much smaller sub problems (one

for each set of actions containing a correlation) as opposed to one much larger sub

problem. For a more in depth review of techniques for probabilistic programming

we refer the reader to Section 2.4.2.

We would like to point out that the two problems tackled in this thesis are

very different: both in class (one is convex while the other is combinatorial) and

application (one is a stochastic scheduling problem while the other is a telecom-

munications planning problem). We hope that this highlights the versatility of

the technique. Initially it was envisioned that the VNF-PRP would be a prac-

tical use case for the Corr-STN work. An intelligent network slice management

function requires both planning (as per Chapter 4), and scheduling of actions to

adjust the VNF placement and routing in response to predicted SLA violations.

These SLA violation events are temporally uncertain and correlated due to fac-

tors such as traffic density. The scheduling problem could be solved by using a

Corr-STN (as per Chapter 5). This problem is not addressed in this thesis but is

outlined in the future work, Section 6.2 of the conclusion.

1.4 Contribution

In Chapter 4, we introduce the first VNF placement model capable of computing

a bounded optimal solution containing all of the following features: 1) a valid

placement of VNFs to compute nodes, 2) a full routing solution containing a
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set of valid routing paths and the fraction of traffic to route down each path

and 3) the number of VNF replicas required. Similarly, our model is the first

that we are aware of, that is capable of satisfying the throughput, latency and

availability constraints required of 5G network slices. We show that all of these

features can be modelled via a column generation procedure, in which the CGP

is a constrained shortest path problem on an augmented network. This allows

efficient solutions to be computed to practical sized problems. We experimentally

validate this claim on a realistic Mobile Edge Cloud (MEC) test case and show

that our model can typically find near optimal solutions within a reasonable time.

In Chapter 5, we introduce and formally define for the first time the Corr-

STN, which expands the state of the art on PSTNs by permitting modelling of

correlations involving multiple uncertain action durations. We show that the

problem of Corr-STN SC can be expressed as a convex one. This enables the

application of efficient, optimal solution techniques. We describe the first algo-

rithm in the literature for solving the problem of Corr-STN SC based on column

generation. This approach is capable of finding the optimal schedule, in addition

column generation is an any-time algorithm allowing us to trade-off numerical

time spent with an acceptable optimality guarantee. We present an experimental

validation using a drone scheduling test domain with the following findings: 1)

prior PSTN SC algorithms assuming independence are not guaranteed to give a

conservative estimate of robustness if correlations are encountered, 2) prior PSTN

SC algorithms using Boole’s inequality are conservative but can be grossly inac-

curate and 3) by considering correlations our model is capable of computing more

robust schedules versus prior PSTN SC approaches.
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Chapter 2

A Survey of Robust Planning

and Scheduling

“Uncertainty is the only certainty there is, and knowing how to live with

insecurity is the only security.”

– John Allen Paulos

2.1 Introduction

In this chapter, we review literature related to robustness in planning, scheduling

and optimization. We start by introducing the basic problem definitions. We

then look at robustness in APS and present a survey and classification of past

approaches. Following this, we review stochastic optimization and discuss some

techniques for solving stochastic optimization problems.

Throughout this chapter, we discuss our perspective on these approaches,

in particular we motivate the need for APS models with robustness guarantees:

some quantifiable measure of the probability that the solution will function as

expected. This leads us towards stochastic optimization based approaches and

subsequently motivates the application of the column generation method.
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We note that the literature in this section is intended to provide a broad

perspective on a number of related fields. As a result, we have included a variety of

references which allow the reader to gain a more detailed understanding of specific

areas. For planning, we refer the reader to the text book by Ghallab et al. [30] and

for scheduling, the textbook by Pinedo is an excellent resource [31]. For a general

overview of different optimization problems and techniques for solving them we

refer the reader to the book by Sinha [32]. Finally, for a more comprehensive

review specific to stochastic optimization we refer the reader to Prèkopa [33].

It’s also worth pointing out that past surveys of robustness in planning and

scheduling are available but they tend to focus on a narrower scope. Vermaelen et

al. [34] focus on probabilistic planning and scheduling, Bensalem et al. [35] survey

verification and validation techniques, Verderame et al. [36] look at planning and

scheduling under uncertainty from an industrial engineering perspective and a

number of authors survey scheduling under uncertainty [37, 38]. We would like

to stress, that in our survey of robustness, we are referring to robustness as a

design requirement (maintaining functionality in the presence of uncertainty), as

opposed to a purely probabilistic setting where uncertainty is modelled as an

input. Hence, our review covers both deterministic and probabilistic approaches.

As far as we are aware, we are the first to present a survey and classification

related to robustness in planning, scheduling and optimization, considering both

deterministic and probabilistic approaches.

An in depth review of the literature related to the specific problems tackled

in this thesis are provided in the relevant chapters. For the VNF-PRP we refer

to Section 4.3 and for Corr-STN SC we refer to Section 5.3.
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2.2 Background

2.2.1 Mathematical Optimization

Optimization problems involve selecting the best set of resources in order to

maximize reward, sometimes subject to constraints. Mathematical optimization

is the scientific field that studies the mathematical formulation of optimization

problems, whereas mathematical programming refers to the set of techniques used

to solve them.

From a mathematical perspective, the set of resources we wish to select when

solving an optimization problem are the decision variables, which can be assigned

a particular value. The allowable values of the decision variables are constrained

by a set of equality or inequality constraints which define the feasible solution

space; while the level of reward obtained by selecting a particular set of decision

variables is modelled via a mathematical function known as the objective function.

By solving a mathematical optimization problem, we seek to find an assignment

of a feasible value to each of the decision variables, that maximizes or minimizes

the objective function. More formally, a mathematical optimization problem is

defined as per (2.1):

min
x

f(x)

subject to gi(x)≤ 0, i = 1, 2, . . . ,m

xi ≥ 0, i = 1, 2, . . . , n

(2.1)

Where x ∈ Rn is a vector of decision variables, f : Rn → R is the objective

function and gi(x) ≤ 0 are the constraints that define the set of feasible values

for x. A solution to a mathematical optimization problem is an assignment of a

feasible value to x which minimizes (or maximizes) f .

Mathematical optimization problems are typically classified according to the

type of decision variables and class of mathematical functions present. Each class
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has its own particular suite of solution methods, some classes being more challeng-

ing to solve than others. The most basic class occurs when the decision variables

are continuous and the constraints and objective function are linear. Such prob-

lems are denoted Linear Programs (LP). When the variables are continuous, but

the constraints and/or the objective function is non-linear the problem is classed

as a Nonlinear Program (NLP). NLPs are significantly more challenging as there

is no guarantee that the solution will be optimal. The exception to this is when

the functions are nonlinear but convex, in which case efficient algorithms exist ca-

pable of computing the optimal solution. Many practical optimization problems

feature variables whose values are discrete. These types of problems are preva-

lent in planning and scheduling applications, for example when finding a plan we

cannot take parts of each action, we must select either the whole action or not

take it at all. Such a variable is discrete and optimization problems containing

discrete variables are known as Mixed Integer Programs (MIP).

Techniques for solving mathematical optimization problems vary drastically

depending on the application. We only discuss in detail techniques for certain

classes of problems, for a more detailed survey we refer the reader to a relevant

textbook [32]. We do mention however, that optimization problems are typi-

cally solved using either exact, heuristic or approximation methods. Exact meth-

ods can compute the optimal solution but tend to suffer issues with scalability:

whereas heuristic methods can often find high quality solutions within a reason-

able time but offer no guarantee of solution quality. Approximation methods

strike a balance between the two and are often capable of finding a high quality

solution in an efficient manner, while providing numerical guarantees on solution

quality. Approximation algorithms provide an improved understanding of the

problems and underlying structures and can possibly be incorporated within a

larger framework. However, they may not be suitable for a direct implementation

for practical problems. The guarantees may not hold for the application at hand
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or the algorithms themselves may not be scalable. If the problem structure is

of a particular form, decomposition methods allow one to exploit it and break

large scale problems into more manageable problems which can be solved more

efficiently.

2.2.2 Planning

Since the conception of AI, planning has been seen as an essential function of

intelligence and a key component necessary to develop intelligent agents which

can act rationally [39]. Generally speaking, planning can be thought of as the

process of deliberating before acting.

A deterministic task planning domain contains a set of actions which can be

performed in the environment. Actions can only be performed within a state

if a number of preconditions hold. After an action is performed, a number of

conditions change, these are referred to as the effects of the action. More formally,

a planning domain can be defined as a state transition system:

Definition 1 (State Transition System). A state transition system is a tuple,

Σ = (S,A, γ), such that S is the set of states, A is the set of actions that can be

performed and γ is the state transition function γ : S × A → S, which defines

which actions can be legally applied in which states. If γ(s, a) ̸= ∅, then a ∈ A

is applicable in s ∈ S, and will transition the state from s, to some other state

s′ ∈ γ(s, a).

In a planning problem, we start with an initial state s0, and want to find a

plan: π = ⟨a1, a2, . . . an⟩, a sequence of actions which, when applied to our initial

state, satisfies a number of goal conditions g. If we denote Sg ⊆ S as the set of

goal states that satisfy g, we can formally define a planning problem:

Definition 2 (Planning Problem). A planning problem is a tuple, P = ⟨Σ, s0, Sg⟩,

such that Σ is the state transition system, s0 is the initial state and Sg is the set
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of goal states. The solution to P is any plan π, such that γ(s0, π) ∈ Sg.

Planning problems are typically modelled using the Planning Domain Defini-

tion Language (PDDL). PDDL was first introduced by Aeronautiques et al. [40]

and was extended in version 2.1 by Fox and Long to include temporal planning

containing numerous additional features such as durative actions (actions which

have durations) and metrics [41]. We formally define a PDDL temporal planning

instance as per Fox and Long:

Definition 3 (PDDL Temporal Planning Instance). A PDDL temporal planning

instance is a tuple, P = ⟨Dom,Prob⟩. The domain Dom = ⟨Ps, Fs,A, arity⟩,

consists of a set of predicate symbols Ps, function symbols Fs, actions (durative

or non-durative) A and arity, a function mapping each symbol to their respective

arities. In temporal planning, durative actions contain a duration and the condi-

tions and effects can occur at either: the start of the action, the end of the action

or for the overall action duration. The problem Prob = ⟨O, s0, Sg⟩, is composed

of a set of objects O, initial and goal states s0 and Sg as per Definition 2.

Each state in a PDDL temporal planning instance is comprised of three parts:

the time of the state st, the logical part sl, containing the set of facts that hold

True in the state, and the numeric part sn, defining the function values in the

state at the given time.

Definition 4 (Plan State). The set of propositions PROP , is the set composed

of applying the predicate symbols from Ps, to an ordered set of objects o ⊆ O,

while respecting arities. Likewise, the set of primitive numeric expressions PNE,

is composed by applying the function symbols from Fs, to the objects O. The state

s = ⟨st, sl, sn⟩ is a tuple, such that st ∈ R is the time of the state, sl ⊆ PROP is

the set of propositions in the state and sn ∈ R|PNE| is a vector defining the values

of the PNEs in the state.
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We will illustrate these concepts with reference to a toy domain: the vehicle

delivery domain. In this example, the set of objects O is composed of a vehicle

v, a package p and two locations l1 and l2. We refer to the package and vehicle

as locatables since they can be at a given location. The set of predicates are that

the locatables can be at a given location: (at ?loc - locatable ?l - location), two

locations can be connected by a road : (road ?l1 - location ?l2 - location) and the

package can be in a vehicle: (in ?p - package ?v - vehicle). For simplicity, we

do not include function symbols. Finally, in the domain we have three durative

actions: the vehicle can drive between two locations, it can pick-up the package

from a location and it can drop-off the package at a location.

For the pick-up action to be performed, the vehicle must be at the location

for the overall action duration, while the package should be at the same location

at the start of the action. Once the action has been performed, the effect is that

the package is no longer at the location at the start of the action and the package

is in the vehicle at the end of the action. It is assumed that it takes a constant

duration of 1 for the vehicle to pick up the package. This action is described

using PDDL in Listing 2.1.

For the vehicle to be able to drive between two locations l1 and l2, the vehicle

must be located at the first location l1 at the start of the action and there must

be a road connecting the two locations for the overall action duration. Once the

action has been performed, the effect is that the vehicle is no longer at location

l1 at the start of the action, and it is at location l2 at the end of the action. We

assume that the action of driving between two locations takes a constant duration

of 5. This action is described using PDDL in Listing 2.2.

For the vehicle to be be able to drop off the package at a location, the vehicle

must be at the location for the overall action duration and the package must be

in the vehicle at the start of the action. Once the action has been performed,

the effect is that the package is no longer in the vehicle at the start of the action
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and the package is at the location at the end of the action. We assume that this

action also takes a constant duration of 1. This action is described using PDDL

in Listing 2.3.

Listing 2.1: PDDL pick-up action.

( :durative−action pick−up

:parameters (? v − v eh i c l e ? l − l o c a t i o n ?p − package )

:duration (= ? durat ion 1)

:condition (and ( over a l l ( at ?v ? l ) ) ( at s t a r t ( at ?p ? l ) ) )

: e f f e c t (and ( at s t a r t (not ( at ?p ? l ) ) ) ( at end ( in ?p ?v ) ) )

)

Listing 2.2: PDDL drive action.

( :durative−action dr iv e

:parameters (? v − v eh i c l e ? l 1 ? l 2 − l o c a t i o n )

:duration (= ? durat ion 5)

:condition (and ( at s t a r t ( at ?v ? l 1 ) ) ( over a l l ( road (? l 1 ? l 2 ) ) ) )

: e f f e c t (and ( at s t a r t (not ( at ?v ? l 1 ) ) ) ( at end ( at ?v ? l 2 ) ) )

)

Listing 2.3: PDDL drop-off action.

( :action drop−off

:parameters (? v − v eh i c l e ? l − l o c a t i o n ?p − package )

:duration (= ? durat ion 1)

:condition (and ( over a l l ( at ?v ? l ) ) ( at s t a r t ( in ?p ?v ) ) )

: e f f e c t (and ( at s t a r t (not ( in ?p ?v ) ) ) ( at end ( at ?p ? l ) ) )

)

An example proposition is formed by applying the at predicate to the vehicle

v and location l1 with arity 2: (at v l1 ). Thus we can define the logical part of

the initial state as the set of propositions: sl0 = {(at v l1 ), (at p l1 ), (road l1

l2 )}. The initial state begins at time 0, since there are no function symbols, the

initial state is defined as s0 = ⟨0, sl0, ∅⟩. The goal is that the package p should be

located at location l2. This can be defined as the single proposition (at p l2 ).
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Figure 2.1: Example plan for vehicle delivery problem.

An example plan consists of applying three actions sequentially:

π = ⟨pick-up(v, l1, p), drive(v, l1, l2), drop-off(v, l2, p)⟩

The resulting state transition is explained visually in Figure 2.1. We show the

conditions at the start of each action. The start and end times of the action are

described as ts and te respectively. Note that to distinguish between the state

at the start and end of the action, we add a small separation of 0.001 seconds,

hence a1 finishes at te = 1, whereas a2 begins at ts = 1.001. Here, applying the

plan transitions the state from the initial state s0, to a goal state s3.
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2.2.3 Scheduling

Pinedo [31] defines scheduling as the problem of assigning resources (for example

time, computer processors or industrial machinery) in order to complete tasks over

a period of time. In this thesis, we look at one particular application of scheduling

which involves assigning times to actions from a plan. Simple Temporal Networks

(STN), first introduced by Dechter et al. [42], are graphs used to model such

problems. An STN is a graph in which the nodes correspond to time-points and

the edges (links) correspond to durations between the time-points.

Definition 5 (STN). An STN is a tuple, S = ⟨T,C⟩ where t ∈ T is the set

of time-point vertices and C is the set of temporal requirement constraints or

edges between two time-points; normally written in the form c(tj, ti) = tj − ti ∈

[lc,ij, uc,ij], where lc,ij and uc,ij are the lower and upper bound on the allowable

duration between the time-points ti and tj. Let s(t) ∈ R+ be the assignment of a

real value to the time point. A schedule s is the assignment s(t) for all t ∈ T ,

while a valid schedule, is one in which c(tj, ti) ∈ [lc,ij, uc,ij] for all c ∈ C. An STN

with at least one valid schedule is a consistent STN.

As an example, imagine a student tasked with completing a project by a

professor. The student has been given a deadline of 10 days from the current

date to submit their project. They know that the project will take 6 days to

complete and they must decide when to work on the project such that they meet

the deadline. Such a problem can be modelled by the STN provided in Figure

2.2. The time-points represent the following events:

t1 : Time at which the professor gives the project to the student.

t2 : Time at which the student begins work on the project.

t3 : Time at which the student finishes work on the project.

t4 : Time of the deadline (when the student must finish the work by).
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t1 t2 t3 t4
Wait

[0,∞]
Work

[6, 6]
Wait

[0,∞]

Deadline

[10, 10]

Figure 2.2: Example Simple Temporal Network.
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Figure 2.3: Digraph representation of STN from Figure 2.2

While the constraints c(t3, t2) = t3−t2 ∈ [6, 6], represents the action of the student

working on the project; c(t4, t1) = t4 − t1 ∈ [10, 10] represents the deadline; and

the two other edges: c(t2, t1) = t2 − t1 ∈ [0,∞] and c(t4, t3) = t4 − t3 ∈ [0,∞]

represent times at which the student is idle. Such is typically the case, the student

may choose to wait as long as possible before beginning work on the project. In

which case s = {t1 := 0, t2 := 4, t3 := 10, t4 := 10}, represents a valid schedule.

It should be noted that we can represent the constraints tj − ti ∈ [lc,ij, uc,ij]

in the form of two less than inequalities: tj − ti ≤ uc,ij and ti − tj ≤ −lc,ij. If

we represent each of these constraints as an edge in a graph, we can present the

STN as a directed graph with edge weights as shown in Figure 2.3.

Dechter et al. [42] show that checking for negative cycles in the digraph is

23



Chapter 2. A Survey of Robust Planning and Scheduling

equivalent to checking consistency: if there are no negative cycles, then there is

at least one valid schedule. This enabled the application of efficient shortest path

algorithms such as Floyd-Warshall to check consistency and find a schedule to

the STN [43].

2.3 Robust Planning and Scheduling

In this section we review literature related to how to achieve robustness in APS.

We have identified three key groups of approaches: proactive, reactive or proba-

bilistic. Proactive measures attempt to consider in advance the possible failure

sources and develop the solution accordingly, whereas reactive measures react to

the failures as they arise. On the other hand, probabilistic approaches explicitly

reason over the probability of potential failures.

We further group proactive measures according to verification and validation,

contingency based and redundancy based. Vieira et al. present a comprehensive

survey on reactive strategies for scheduling and classify approaches as either:

dynamic or predictive/reactive [44]. We use the same classification in this survey.

Finally, we separate probabilistic approaches into static and dynamic, whereas

static approaches find a single solution, dynamic approaches compute a policy.

2.3.1 Proactive Approaches

Verification and Validation Verification and validation are two techniques

which can be used to check that the model behaves as expected.

In planning, verification and validation has been applied to verify domain

models [35] as well as plans [45] and planners [46, 47]. Verification can be com-

pleted by either model checking [48] or model testing [49, 50]. The prior aims

to ensure that the model works for all possible states, while the latter generates

a set of test cases to ensure that no errors are present. Raimondi et al. note
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that model testing is often preferable to model checking, since the size of the

state space may be prohibitive (it is not possible to test exhaustively all states

for failure) and the domain model may contain features which are not possible

to encode in the language of the model checker [49]. On the other hand, model

testing is reliant on the test cases covering a sufficient portion of the state space;

model checking can prove the absence of faults, whereas model testing can only

show whether faults are present in the test cases [35].

Contingency Based Approaches As opposed to a single plan or schedule,

contingency based techniques produce a solution with multiple branches, usually

in the form of decision tree, where each branch is a valid solution for one possible

uncertain outcome.

Contingency based planning was introduced by Goldman et al. [51] and ex-

tended to include sensing actions which could be used to gather information about

the state that the agent is in [52,53]. Even with information from sensors, contin-

gent planners need to deal with incomplete information and partial observability:

the state that the agent thinks it is in, may not be the state that the agent is

actually in. Bonet and Geffner modelled contingent planning as a search in the

space of belief states [54]. In this approach, the belief space is the space of all

possible states, which is exponential in the number of states in the domain [55].

A number of planners have been proposed which pose the problem of contingent

planning as a search on a binary decision diagram in the belief space [55–58].

More recent advancements involve compiling the contingent problem into a non-

deterministic search in the state space as opposed to the belief space [59,60], thus

enabling the application of classical planning techniques. This result has been

used to compute offline solutions to contingent planning problems [61, 62] and

extended to include temporal planning problems [63]. The problem of contingent

planning is similar in a sense to the problem of just in case scheduling [64], in
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which contingent schedules are computed to cover the failures most likely to be

encountered.

Redundancy based Approaches Rather than explicitly modelling all possi-

ble contingencies, redundancy based techniques aim to absorb some of the uncer-

tainty by introducing conservatism in the form of redundancies, thus mitigating

against potential failures. As such these approaches could also be referred to as

mitigation based approaches.

In a scheduling context, redundancy has been incoporated by adding time to

operations, or inserting dummy operations to cover delays in the event of faults.

Mehta [65] and O’Donovan et al. [66] add idle time to account for failures in the

problem of single machine scheduling. Davenport et al. [67] add two new measures

of temporal slack: the first ensures that each activity will have a set amount of

slack, while the latter varies the amount of slack provided to the activity depend-

ing of the whereabouts of the activity in the schedule. Intuitively, later activities

require more slack since there are more opportunities for a failure upstream of

the activity. By introducing the slack in the scheduling problem definition, as

opposed to simply extending the activity durations, their approach allowed rea-

soning over where to put the slack. Scheduling with redundancy can be compared

to the problem of Strong Controllability (SC) in Simple Temporal Networks with

Uncertainty (STNU), whereby a schedule is found for all possible outcomes of

the uncertain action durations. This problem is covered in Section 5.2. Cimatti

et al. [68] extend SC to strong temporal plans as opposed to schedules. Strong

temporal planning seeks to find a plan that will succeed regardless of the outcome

of uncertain action durations.
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2.3.2 Reactive Approaches

Predictive/Reactive Approaches In predictive/reactive approaches, a proac-

tive plan or schedule is computed in advance which is then adjusted in the event

of a failure.

In scheduling, reactive approaches typically involve rescheduling in the event

of disruption. This disruption can be caused by a number of factors, for example,

machine failure, job cancellation, new jobs or lack of resources [69, 70]. In order

to repair the schedule, a number of techniques have been proposed: shifting the

start time of all tasks in the schedule by some fixed value (right shift reschedul-

ing) [71], repairing only the tasks which are affected by the disruption (partial

rescheduling) [72] and complete regeneration of the schedule for all tasks not yet

completed (schedule regeneration) [73].

A similar line of reasoning has been undertaken within the planning commu-

nity. Reactive measures for dealing with plan failure were discussed by Fox et

al. [74]. In particular, they identify two different approaches: replanning and plan

repair. The two are contrasted through the notion of plan stability : a measure

of how different a new plan is from the existing one. In replanning, a completely

new plan is generated with no consideration paid to how different it is from the

existing one; whereas in plan repair the aim is to modify the existing plan to

work in the new situation, while minimizing the changes. Many techniques have

been proposed in literature for replanning and plan repair [75,76].

Dynamic Approaches In dynamic approaches, the solution is not a schedule

or plan, but a strategy, which is used to select resources or actions online.

In dynamic scheduling, jobs are assigned as the resources become available

according to some preference criteria called a priority rule or dispatch rule (e.g.

shortest processing time), a survey of which is provided by Panwalkar and Iskan-

der [77]. This shares similarities with the problem of dynamic controllability of
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STNUs. An STNU is dynamically controllable if it is possible to compute a dis-

patch strategy which can be adapted in real time based on the the observation

of past events. A number of algorithms have been proposed for proving dynamic

controllability of STNUs and generating dispatch strategies [78–80].

Rather than committing to a plan that is then adjusted upon failure, Do et al.

produce a flexible, partially ordered plan enabling actions to be reordered during

execution [81]. Lima et al. relax the causal structure in temporal plans, also

resulting in a partially ordered plan [82]. This partially ordered plan is then used

to enumerate a set of complete plans, where each such plan has an associated

probability of success. The probabity of success of each plan is reasoned over

to select the best action at execution time. Orlandini et al. present a similar

approach which automatically synthesizes a plan execution controller based on

the generation of a winning strategy in timed game automata [83]. Fox et al. [84]

learn a policy through solving deterministic plan instances, and then passing the

plans as input to a decision tree classifier.

2.3.3 Probabilistic Approaches

In the previous sections, most of the planning and scheduling models were deter-

ministic. Robustness in these approaches is achieved through either anticipating

uncertainty and taking proactive measures, or observing the uncertainty and

taking reactive measures. Uncertainty was not modelled quantitatively. Such

approaches are outlined in this section.

Probabilistic Dynamic In probabilistic planning, the probability of reaching

a state, given an action is explicitly encoded in the state transition system [85].

This is achieved through modelling the planning problem as a Markov Decision

Process (MDP) [86] which can be solved through policy or value iteration [87].

MDPs differ from traditional planning techniques in that their solution is not
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necessarily a plan but a policy defining which action to take in which situa-

tion. The goal of MDPs is typically to find a policy which maximizes the reward

function, where high rewards are generally applied to states that achieve some

goal conditions, thus mapping the goal conditions onto the MDP [88]. MDPs

have been extended to handle a variety of different features: for example partial

observability [89], uncertainty in transition probabilities [90], cost and resource

constraints [91], chance constraints [92] and path constraints [93]. A number

of extensions to PDDL have also been proposed to model planning problems as

MDPs [94,95] for which support is provided in a number of planners [96,97].

Probabilistic Static MDPs require discretization of time and resources to

model uncertainty which can result in a combinatorial explosion of the state

space. In contrast, Beaudry et al. [98] use random variables to model uncertainty.

Their approach employs forward chaining search, coupled with a Bayesian net-

work which maintains dependency relations between the random variables. The

Bayesian network is generated dynamically as the actions are applied in the search

and is used as input to a Bayesian network inference algorithm based on sam-

pling, which computes the probability of success of the returned plan. Since the

resulting plan is often conservative, Coles [99] extends the work of Beaudry et al.

to consider soft goals (goals which can be violated at the expense of a penalty

paid) and opportunistic branches (branches added to the plan which can be taken

advantage of if random variable values are better than expected).

Probabilistic planning deals with finding a policy, while considering the prob-

ability that a state will be reached after taking an action. However these tech-

niques do not reason over the uncertainty in action duration. This reasoning is

typically handled in a scheduling context. Probabilistic Simple Temporal Net-

works (PSTN) are an extension of STNs in which the duration of actions and

events are modelled using probability distributions [100]. A number of papers
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have been written on the topic of finding a schedule to a PSTN while maximiz-

ing the probability that the schedule will succeed [100–102] or minimizing cost,

subject to a tolerance on the probability of success [13, 103]. PSTNs form the

backbone of the work completed in Chapter 5 of this thesis and so a comprehen-

sive review of such approaches is provided in Section 5.3.

2.4 Optimization under Uncertainty

In this section, we discuss approaches to dealing with uncertainty from an opti-

mization perspective. We focus our attention on stochastic optimization, in which

the uncertainty is described with the use of random variables. We introduce the

problem definition and review and discuss some techniques used to solve these

problems.

2.4.1 Stochastic Optimization

Stochastic optimization covers any optimization problem in which random vari-

ables are present. In this thesis, we look at two particular cases. In the first

case, probability maximization, we want to maximize the probability that the

constraints are satisfied. Probability maximization problems can be written in

the general form:

max
x

P (f1(x, ξ) ≥ 0, . . . , fk(x, ξ) ≥ 0)

subject to gi(x) ≤ 0, i = 1, 2, . . . ,m

xi ≥ 0, i = 1, 2, . . . , n

(2.2)

In this case, the decision variables x and constraint functions g are as per Section

2.2.1. Here we want to maximize the probability that the constraints f1(x, ξ) ≥

0, . . . , fk(x, ξ) ≥ 0 are satisfied, where ξ is a multivariate random vector with
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some probability distribution.

In the second case, chance-constrained, we want to satisfy the constraints

with some tolerance on risk. A chance constrained optimization problem can be

written in the form:

min
x

f(x)

subject to P (g1(x, ξ) ≥ 0, . . . , gm(x, ξ) ≥ 0)≥ p

hi(x) ≥ 0, i = 1, 2, . . . o,

xi ≥ 0, i = 1, 2, . . . , n

(2.3)

where we want to minimize a cost function f subject to the fact that the con-

straints g1(x, ξ) ≥ 0, . . . , gm(x, ξ) ≥ 0 must be satisfied with some probability

p ∈ {0, 1}.

Charnes et al. [104] made one of the first attempts at formalising stochastic

optimization problems through addressing the problem of scheduling oil supplies

subject to uncertainty from weather and demand. Later work by Charnes and

Cooper formally defined the chance constrained optimization problem [105]. It

should be noted, that the work of Charnes and Cooper focused on the case that

the chance constraints were treated separately: P (gi(x, ξ) ≥ 0) ≥ pi, where pi is

defined for each constraint gi, as the required probability that it is satisfied.

Prèkopa made the generalization to the case of multi-variate distributions [106]

and joint chance constraints as per (2.3). The author extended this work [107–

109], where it was observed that chance constrained problems dealing with log-

concave probability measures are convex programs. Extensive theory and efficient

solution techniques were developed following this seminal work [110–113].

2.4.2 Solution Methods

Stochastic optimization problems of the form provided in (2.2) and (2.3) have

been solved using a variety of techniques. Prèkopa [106] provided convergence
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proofs for the method of feasible directions [114], and used it to solve the problem

of energy production planning under uncertainty [115]. In the method of feasible

directions, two sub problems are solved iteratively: the first finds a direction

which is feasible for a sufficiently small step size, while the second computes the

maximum step size reducing the objective, for which the direction remains within

the feasible region.

In the sample average approximation technique, the probabilistic constraint or

objective is replaced by a sample average approximation of the random variables.

The resulting deterministic optimization problem can then be solved. Luedtke

and Ahmed [116] solve a problem equivalent to (2.3) and derive sample size

conditions required to have high confidence that the solution to the approximation

will provide a valid lower bound and feasible solution.

Cutting plane methods [117] are techniques which can be used to form an outer

approximation of the convex set formed by the probabilistic constraints, using a

set of linear constraints called cutting planes. In this approach, the intersection

of the cutting planes forms a polytope approximating the feasible region, which

can be solved as an LP. However the solution to the LP is not guaranteed to be

feasible to the original problem. The outer approximation is refined iteratively by

adding new constraints to the LP until the optimal solution is feasible. Prèkopa et

al. [118] use the cutting plane method of Kelley [117], in which the generated cuts

are not guaranteed to support the feasible region [119]. In order to improve the

efficiency of the approach, Veinott [120] proposed using a line search between a

slater point (a known point within the feasible set) and the optimal solution to the

master problem to generate a tighter cut. The resulting supporting hyperplane-

method has been used by Arnold et al. [121] and Szántai [122] in the context of

stochastic optimization.

Prèkopa [123] showed that if the probabilistic constraint is separable, then the

random variable can can be replaced with a set of points satisfying the proba-
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bilistic constraint, referred to as p-efficient points. Prèkopa [118] later presented

a method for solving stochastic optimization problems with discrete random vari-

ables which relied on explicit enumeration of all such points. Rather than explic-

itly enumerating all p-efficient points, Dentcheva et al. [124] use column genera-

tion to generate the points iteratively in their so-called cone-generation method.

Fabian et al. [29] tackle a problem of the form present in (2.2). Their approach

forms an inner approximation of the convex set formed by the probabilistic con-

straint using a number of approximation points, and then uses column generation

to iteratively refine the inner approximation. Their approach is similar to the cone

generation method, however the probabilistic constraint is approximated in the

master problem via the inner approximation. The result is that each new column

is not required to satisfy the probabilistic constraint and so the sub problem is

much simpler. They show that the sub problem amounts to non-linear uncon-

strained minimization which can be solved via gradient descent.

2.5 Discussion and Conclusions

In reviewing techniques related to robust APS, a number of approaches were

identified.

Verification and validation can help to rule out modelling errors and ensure

that the planning and scheduling model is behaving as expected. Even if the

solution is valid with respect to the model, it may be the case that the plan

or schedule fails during execution due to discrepancies in the model versus the

execution environment. In this case, robustness can normally be achieved using

proactive or reactive measures.

By considering and planning for possible faults in advance, proactive measures

can prevent delays at execution time. Redundancy based approaches are simple

and easy to implement, however they can be overly conservative. Using contin-
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gency based approaches can be beneficial as they offer a solution that will work

for every outcome considered, without needing to recompute a new solution on

line. Since each uncertain outcome in contingent planning and scheduling results

in a new branch in the decision tree, these approaches are mainly suited to ap-

plications in which the space of potential outcomes is small. In reality, there are

infinitely many potential outcomes that can arise in the real world. Therefore,

using contingency based techniques requires careful consideration of the most

likely sources of failure. In some cases, it may not be computationally feasible to

plan for all possible contingencies.

A different approach may be to develop a solution which can be refined and

adapted online at execution time in the event of failure. This allows the model

to react to all possible situations that may be experienced in the real world.

Repairing or recomputing a plan or schedule at execution time can be disruptive,

particularly for time sensitive tasks. Additionally, using a dynamic execution

strategy offers no guarantee that the solution being developed is the best one

with respect to any desired metric.

All these approaches decouple the planning and scheduling with the compu-

tation of robustness and have no way of reasoning over the likelihood of failures.

Consequently, such approaches offer no guarantee of finding the most robust solu-

tion. As new regulations call for increased transparency and risk awareness in AI

systems [8,125], having numerical guarantees on robustness is becoming increas-

ingly important. For this reason it was decided to address robust APS from a

probabilistic perspective. In this thesis, we focus primarily on probabilistic static

solutions as opposed to dynamic ones. Such problems can be solved effectively

using techniques from the stochastic optimization literature.

In the sample average approximation approach to stochastic optimization, the

number of samples required can be prohibitive when the dimension of the data is

large [126]. Rather than using random sampling to approximate the distribution,
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decomposition based approaches such as the cutting plane method and column

generation explicitly solve a smaller optimization problem to find the best points

(or cuts) to refine the approximation.

Note, that every LP has an associated dual linear program, such that the

variables in the dual problem are associated with the constraints of the original

primal problem and vice versa [127]. Column generation and cutting plane meth-

ods can be seen as doing the same thing but viewed from a different perspective:

generating variables using column generation is analogous to generating cutting

planes on the dual problem. The choice of which approach to use is normally

driven by modelling convenience, for example which approach permits the sim-

plest sub problems. Cutting plane methods are generally well suited to problems

involving a complicated set of variables. Without these variables, or when the

variables are fixed the problem becomes separable and simple. Likewise, column

generation is normally used when there is a complicating constraint set [128].

When dealing with probabilistic constraints, cutting plane methods form an

outer approximation, whereas column generation forms an inner approximation of

the feasible set. In column generation, the inner approximation gradually grows

within the feasible region, whereas in cutting plane methods, the outer approxi-

mation gradually shrinks around the feasible region. As a result, on any iteration,

the solution to the approximate problem in column generation is guaranteed to

be a feasible solution to the original problem. This is not the case when an outer

approximation is used.

For these reasons, it was decided to focus on the column generation method in

this thesis. In the next chapter we formally introduce the reader to this method.

35





Chapter 3

Technical Preliminaries on the

Column Generation Method

“Nothing is particularly hard if you divide it into small jobs.”

– Henry Ford

3.1 Introduction

In this chapter, we introduce the reader to the column generation method. In

particular, we will discuss the basic theory behind it and some of its character-

istics. Since this thesis is application orientated and it is not assumed that the

reader will be well-versed or even aware of the technique, we will begin with the

fundamentals. Most of this chapter will be focused on getting an intuition for

how it works with the more in depth theory left to other references [129]. In Sec-

tion 3.2 we discuss the fundamentals of linear programming, the Simplex method

and the concept of reduced cost. In Section 3.3 we introduce the theory behind

the column generation method and in Section 3.4 we illustrate the practical appli-

cation of these concepts with reference to the cutting stock problem. For readers

already familiar with these concepts, feel free to progress to Chapter 4.
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3.2 Linear Programming

To understand the basic principles of column generation, it is important to first

discuss the fundamentals of linear programming. LPs are special cases of opti-

mization problems in which all functions and constraints are linear, as per (3.1):

max
x

cTx

subject to Ax≤ b,

xi ≥ 0, i = 1, 2, . . . , n

(3.1)

where x ∈ Rn is the decision variable vector, c is an n-dimensional vector of cost

coefficients, A is an m× n dimensional constraint parameter matrix and b is the

m-dimensional vector of bounds.

The feasible region of the LP is bounded by a polytope (see Figure 3.1) formed

by the intersection of the constraints. Any solution which lies within the feasible

region of the LP is denoted a basic solution, while those which lie on one of the

corner vertices of the polytope are Basic Feasible Solutions (BFS). Each BFS

corresponds to a number of basic variables xB ⊆ x having non-zero value and

non-basic variables xN = x \ xB, whose value is zero.

Simplex Method The simplex procedure was first introduced by Dantzig [130]

and is one of the most widely utilised algorithms for solving LPs. Note that the

optimal solution to the LP (3.1) corresponds to one of the BFS vertices of the

polytope shown in Figure 3.1. When solving (3.1) using the simplex procedure,

the algorithm iteratively moves along an improving adjacent edge of the current

vertex of the simplex polytope, to a new vertex, until it reaches the optimal

solution. Since each vertex corresponds to a BFS, moving from one vertex to

another corresponds to a non-basic entering variable entering the simplex basis

(i.e. taking non-zero value). The edge to traverse is selected in the pricing step of

the algorithm, by finding the edge with the highest improvement in the objective
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function amongst all the adjacent edges (referred to as the steepest edge). The

steepest edge corresponds to the one with the greatest reduced cost. The BFS

vertex corresponding to the optimal solution will have no improving adjacent

edge, meaning that traversing the edge will only reduce the objective function

and so the algorithm can terminate. This procedure is highlighted in Figure 3.1.

Reduced Cost Note that we can rewrite the inequality in (3.1) as an equality

through the inclusion of slack and surplus variables; and that we are free to

change the order of the columns and variables. As such any LP can be written

in the form of (3.2):

max
x

(
cTB cTN

)xB

xN



subject to
[
AB AN

]xB

xN

= b,

xi ≥ 0, i = 1, 2, . . . , n

(3.2)

At any iteration, since the non-basic variables are zero, the following is a BFS

to the above:

Ax =
[
AB AN

]xB

0

 = b (3.3)

and hence xB = A−1
B b. The equivalent objective value is:

cTx =
[
cB cN

]xB

0

 = cBA
−1
B b (3.4)

We now consider that we are moving to another BFS, such that some non-basic

variable assumes a non-zero value, x =
(
x̄B x̄N

)
. Taking the constraint (3.3),
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Figure 3.1: Polytope representing feasible region of an LP. The simplex algorithm
starts at one of the vertices of the polytope and repeatedly moves along the
steepest edge in the improving direction until it reaches the optimal solution.
The steepest edge is found by solving (3.8).
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we have (3.5):

Ax =
[
AB AN

]x̄B

x̄N

 = b (3.5)

Rearranging for the basic variables gives x̄B = A−1
B b − A−1

B AN x̄N . The

equivalent objective is (3.6):

cTx =
[
cB cN

]A−1
B b−A−1

B AN x̄N

x̄N

 = cBA
−1
B b− cBA

−1
B AN x̄N + cN x̄N

(3.6)

If we want to find out how the objective function will change through modify-

ing the basic and non-basic variables, then we can look at the difference in the

objective value (3.6) versus (3.4), ρ:

ρ =
[
cB cN

]x̄B

x̄N

− [cB cN

]x

0

 = cN x̄N − cBA
−1
B AN x̄N

=
∑
i∈N

(ci − cBA
−1
B Ai)xi (3.7)

Note that N = {i : 1 ≤ i ≤ n, xi ∈ xN}, is the index set of non-basic variables

and that Ai refers to the column of coefficients from AN associated with variable

xi.

Intuitively, (3.7) tells us whether the objective function will improve if the

BFS was to change. For any non-basic variable xi whose current value is zero,

the term ρi = ci − cBA
−1
B Ai is the amount by which the objective will change

for every positive unit increase of xi, also known as the reduced cost. If we are

seeking to maximize the objective function (as per (3.1)) and the reduced cost

ρi is positive, then it means that if variable xi were to assume a non-zero value,

the objective function would increase and so it is an improving variable. Note,

the term cBA
−1
B is the vector of dual variables y associated with the constraint
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Ax = b. In the pricing step of the simplex method, we can find the entering

variable by finding the non-basic variable with the greatest reduced cost:

argmax{ci −AiTy | i ∈ N} (3.8)

If at any iteration, the entering variable is not an improving variable, then the

current BFS is optimal and the simplex procedure can terminate. This procedure

is discussed in greater detail by Chvatal [131], for more information we refer the

reader there.

3.3 Column Generation Method

In many cases, the number of variables can be prohibitively large when solving

(3.8) explicitly. The intuition behind the column generation method is that we can

instead solve a smaller problem using a subset of the variables (and columns). We

then iteratively grow this problem columnwise by adding variables and columns

until the problem is big enough that it contains the optimal solution to the

original, much larger problem.

Restricted Master Problem From henceforth, we refer to (3.1) as theMaster

Problem (MP) and use M = {1, 2, . . . , n}, to refer to the index set of all variables

present in the MP. Now assume that we are working with a subset of generated

variables, such that G ⊆ M , is the index set of generated variables. If xG and

cG are the subvectors of x and c corresponding to the index set G; and AG is

the submatrix of A corresponding to the set of columns in G, we can write a

restricted version of (3.1), referred to as the Restricted Master Problem (RMP),
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as per (3.9):

max
x

cTGxG

subject to AGxG≤ b,

xi ≥ 0, i ∈ G

(3.9)

We use B ⊆ M , to refer to the index set of optimal basic variables from the

MP (3.1). Since all non-basic variables take a value of zero, if B ⊆ G, then

solving the RMP (3.9), is equivalent to solving the MP (3.1). The non-entered,

unknown variables corresponding to the index set M \G, are treated as non-basic

variables taking a value of zero in the current BFS. As such, we can start the

RMP with some subset of generated variables and continuously add variables and

columns until the set G, contains all the optimal basic variables. The number of

generated variables can be significantly less than the number of variables in the

MP, making the RMP much easier to solve, while in the worst case the procedure

involves solving the same problem (i.e. RMP = MP). An illustrative example of

the MP and RMP features is provided in Figure 3.2.

Column Generation Problem This begs the question: how can we know

when all of the optimal basic variables have been included in the RMP? We can

use the concept of reduced cost introduced previously and solve the following op-

timization problem called the Column Generation Problem (CGP) (often referred

to as the oracle or pricing problem):

max{ci −AiT y | Ai ∈ A} (3.10)

where we find a new column Ai, that maximizes reduced cost. If the optimal

solution to (3.10) is non-positive then we know that the best column is not an

improving one and consequently all other columns are also not improving and so

the process can terminate.

The structure of the CGP is inherently linked to original MP, often generated
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Figure 3.2: Image showing MP for an LP (top), and equivalent RMP (bottom).
The RMP is grown columnwise on each iteration by adding columns from the
unknown set to the generated set. When the RMP contains all the optimal basic
variables, the solution to the RMP is the same as the solution to the MP. Note
that q = |G|. 44
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columns must abide by a particular structure. As a result, the CGP can take many

forms (for example an LP, an NLP or a MIP). Typically, column generation is

well suited when the CGP is computationally tractable, since it must be solved

in an iterative manner.

Algorithm The full column generation procedure for solving LPs is illustrated

in the flow chart in Figure 3.3a. It relies upon having at least one initial column

for which the MP has a feasible solution, this is typically heuristically computed.

From here the RMP is solved using the initial column(s) and the dual values are

extracted to model reduced cost as the objective to the CGP. The CGP is then

solved to find the column with the greatest reduced cost. A check is then made

to see whether the column is an improving one, i.e. it has a positive reduced cost

if maximising. If so, it is added to the RMP and the process repeats, otherwise

the solution to the RMP is optimal and the process terminates.

Termination Criteria It should be noted, that after any iteration of the pro-

cedure we have access to a measure of solution quality, If we denote x∗
G, the

optimal solution to the RMP for the variables generated so far, then LB = cTGx
∗
G

is a lower bound on the optimal solution. Likewise, if we solve the CGP (3.10)

to optimality and denote ρ∗ as the optimal reduced cost, then if an upper bound

on the variable values holds for the MP: K ≥
∑n

i=1 xi, since it is not possible

to increase the objective by more than ρ∗K, we also have an upper bound on

each iteration: UB = cTGx
∗
G + ρ∗K. Instead of checking whether the solution is

optimal, we can instead compute the difference between the bounds ϵ, known as

the optimality gap:

ϵ =
UB − LB

UB
(3.11)
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(a) Procedure for solving an LP. (b) Procedure for solving an MIP.

Figure 3.3: Flowchart showing the column generation procedure for LPs (a),
versus MIPs (b). In (b), we solve a linear relaxation of the RMP (LRMP). When
the column generation procedure terminates, the variables are made integer once
more and the RMP is re-solved as a MIP.

If we define an acceptable tolerance on optimality, then we are free to termi-

nate the procedure when the gap falls below a predetermined threshold. If this

is the case, then the solution is known as an ϵ-optimal solution.

Column Generation for Mixed Integer Programs The algorithm defined

in Figure 3.3a is only valid for continuous convex models (which includes LPs). As

mentioned in Section 2.2.1, many interesting planning and scheduling problems

feature variables whose values are discrete and are solved as a MIP. Such prob-

lems are non-continuous and non-convex. In order to solve MIPs using column

generation, it is typical to relax the integer restriction on the variables, such that
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the relaxed RMP, referred to as the Linear Restricted Master Problem (LRMP),

is an LP which can be solved using column generation. When the column gener-

ation procedure terminates, the integrality of variables are reintroduced and the

RMP is solved as a MIP, as per Figure 3.3b. To guarantee a valid integer solution

to the RMP, we must start the column generation procedure with a valid integer

solution. This is typically generated using domain knowledge.

Solving a MIP using column generation represents adding columns at the root

node of the branch and bound tree and therefore does not guarantee optimality.

However, it is typically a good heuristic and its efficacy has been proven on many

domains [132]. In order to guarantee optimality, one must employ the branch

and price method [133]. In the branch and price method, each local node in the

branch and bound tree is solved using column generation. Branch and price is

outwith the scope of this thesis and so for interested parties we refer the reader

to Barnhart et al. [133] for a comprehensive overview.

3.4 Example: Cutting Stock

The previous section focused on the theory behind why column generation works.

However, the goal of this thesis is to show how column generation can be applied

to develop new algorithms for solving practical problems. The decomposition into

a column generation framework is not always clear. In this section, we show how

the theory can be applied to solve practical optimization problems, with reference

to the cutting stock problem.

Since its introduction by Kantorovic [134], the cutting stock problem has

become a core example in many classical OR textbooks [131] and remains one

of the most well studied examples of the application of column generation. The

cutting stock problem has practical applications in a variety of industries, for

example forestry [135, 136], carpentry [137], paper [138], construction [139] and
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steel [140].

In this problem, we are tasked with deciding how to cut pieces of stock of

standard size, into orders of specified size while ensuring that we minimize the

quantity of stock material used. Consider that we have a set of orders O and

each order o ∈ O has a width wo, and quantity qo. The stock is a fixed width Ws.

3.4.1 Compact Model

A compact formulation to solve the cutting stock problem was introduced in

Kantorovic [134]. In this formulation, we assume a known upper bound K, on

the quantity of stock material used. We introduce binary variables xi ∈ {0, 1}

for i = 1, 2, . . . K, which states whether stock i is cut. Likewise we enumerate a

combinatorial number of integer variables xi,o ∈ Z+ which define the number of

times order o is satisfied in stock i. The full formulation is provided in (3.12):

minimize
K∑
i=1

xi

subject to
K∑
i=1

xi,o ≥ qo, o ∈ O∑
o∈O

woxi,o ≤ Wsxi, i = 1, 2, . . . K

xi ∈ {0, 1}, i = 1, 2, . . . K

xi,o ∈ Z+, i = 1, 2, . . . , K, o ∈ O

(3.12)

The objective is to minimize the quantity of stock material cut. The first con-

straint enforces that the required quantity for each order is satisfied. The second

constraint states that the total width of all orders cut from a given stock, cannot

exceed the width of the stock material.
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3.4.2 Column Generation Model

Gilmore and Gomory [16, 17] note that solving (3.12) is intractable for all but

the smallest instances. Furthermore solving an LP relaxation of the compact

model is not guaranteed to give a tight lower bound. Martello and Toth [141]

prove that the lower bound can be as low as 50% of the integer objective value.

This is a result of the fact that many fractional solutions (ways of cutting each

stock) may not be feasible if integrality were to be reinforced, and so the optimal

integer solution can be quite different. To counter this, Gilmore and Gomory [16]

proposed enumerating all valid cutting patterns a priori. Each instance of stock

can be cut into a set of patterns P . If we denote xp ∈ Z+, as the quantity of

pattern p ∈ P used and ap,o as the number of times order o appears in pattern p,

then we can write the MP as per:

minimize
∑
p∈P

xp

subject to
∑
p∈P

ap,oxp ≥ qo, o ∈ O, ⟨yo⟩

xp ∈ Z+, p ∈ P

(3.13)

Now, the constraint in (3.13) simply states that each order quantity must be

satisfied within the total patterns used to cut the stock. Note that there can

be exponentially many patterns; Johnson et al. [142] comment that real world

applications of the cutting stock problem in the paper industry can have billions

of viable patterns. Consequently the number of xp variables can be prohibitive.

In addition, we may not explicitly know in advance all possible patterns, and

therefore enumerating the columns associated with all the patterns may not be

practical. Instead, we can start with a small subset and use column generation

to iteratively add new improving patterns. With each constraint, we associate

a dual variable yo such that we can write the reduced cost of including a new
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pattern as:

ρp = 1−
∑
o∈O

ap,oyo (3.14)

Note that we still need to constrain the patterns according to the width of the

stock material. Furthermore since yo ≥ 0, solving maxap{
∑

o∈O ap,oyo} is the

same as solving minap{1−
∑

o∈O ap,oyo}. We can formalise the CGP as:

maximize
∑
o∈O

yo ap,o

subject to
∑
o∈O

woap,o ≤ Ws

ap,o ∈ Z+ o ∈ O

(3.15)

The CGP (3.15), is a knapsack problem, a well-studied problem in combinatorial

optimization which seeks to select the best combination of items to include in

a knapsack such that the value is maximized. Here, we wish to select the best

combination of orders to include in the pattern. The dual value yo, can be con-

sidered as the value of selecting one unit of order o in the pattern. Such problems

are known to be NP-complete, however pseudo-polynomial time algorithms exist

based on dynamic programming. In addition, it is not necessary to solve this

sub problem to optimality, we only require an improving column. Efficient ap-

proximation schemes also exist capable of accelerating the procedure. Hence, in

practice, (3.15) can be solved efficiently. Experimental validation is provided in

numerous references, for example Vanderbeck [143].

3.4.3 Running Example

An example cutting stock problem is provided in Figure 3.4. When solving the

cutting stock problem using column generation as per Figure 3.3b, we start with

some initial solution. Coming up with a good initial solution is potentially chal-
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Figure 3.4: Figure showing an example cutting stock problem. The order quan-
tities and widths are provided in the table. Each pattern is a feasible solution to
the knapsack CGP (3.15). Among all feasible patterns, (3.15) is trying to find
the best pattern for the given dual solution. One possible solution to this cut-
ting stock problem would be to satisfy the orders using one instance of 3 distinct
patterns: p1, p5, p6, and 2 instances of the pattern p4.
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lenging, therefore it is common to kick start the procedure with a naive one.

For the toy example provided in Figure 3.4, we could simply compute the max-

imum amount of each order we could include in the stock by taking the floor:

pi = ⌊Ws/wi⌋. This results in 4 initial patterns:

p1 = {ap1,o1 = 3}, p2 = {ap2,o2 = 1}, p3 = {ap3,o3 = 5}, p4 = {ap4,o4 = 2}

With our initial patterns added, we would then solve a linear relaxation of

(3.13). The solution to the LRMP would be to use 1.67, 1, 1 and 1.5 instances

of patterns p1, p2, p3 and p4 respectively with a total cost of 5.17:

xp1 = 1.67, xp2 = 1, xp3 = 1, xp4 = 1.5

The dual variables would then be extracted using the appropriate function

call from the LP solver of choice and used for the objective to the CGP (3.15).

This could then be solved resulting in a pattern p5, containing 1 instance of o1

and 1 instance of o2:

p5 = {ap5,o1 = 1, ap5,o2 = 1}

We would then check that the reduced cost is negative for the given dual values

yo1 . yo2 using (3.14): 1 − yo1 − yo2 < 0. We find that it is, so the column is an

improving one so we can add it to the LRMP.

With p5 added, the LRMP would choose to select p5 over p2, since it contains

an additional instance of o1. The solution would therefore contain 1.33, 1, 1.5

and 1 instances of p1, p3, p4 and p5 with a total cost of 4.83:

xp1 = 1.33, xp3 = 1, xp4 = 1.5, xp5 = 1

The dual values would once more be extracted and the CGP solved resulting
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in pattern p6 containing 1 instance of o1 and 3 instances of o3:

p6 = {ap6,o1 = 1, ap6,o3 = 3}

Once more, we check that the reduced cost is negative for the given dual values

yo1 , yo3 : 1− yo1 − 3yo3 < 0. The reduced cost is found to be negative and so the

column is an improving one and so we add it to the LRMP.

We solve the LRMP once more and decide to use p6 instead of p3 such that

our solution contains 1, 1.5, 1 and 1 instances of p1, p4, p5 and p6 with a total

cost of 4.5:

xp1 = 1, xp4 = 1.5, xp5 = 1, xp6 = 1

Finally, we extract the dual values and find that there is no improving pattern,

the optimal solution to (3.15) is less than or equal to 1 (the reduced cost (3.14)

is non-negative). We would then solve (3.13) ensuring that the integrality of

variables is reinforced, i.e. xp ∈ Z+. Once integrality is reinforced, we note

that taking 1.5 instances of p4 (as per the LRMP) is not possible. The resulting

solution to the RMP would require 1, 2, 1 and 1 instances of p1, p4, p5 and p6

respectively with a total cost of 5:

xp1 = 1, xp4 = 2, xp5 = 1, xp6 = 1

The optimal solution to the LRMP is a lower bound on the optimal solution,

while the solution to the RMP is an upper bound. The resulting optimality gap

can be computed as per:

ϵ =
5− 4.5

5
× 100 = 10%
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Chapter 4

SLA Aware VNF Placement and

Routing using Column

Generation

“We are all now connected by the Internet, like neurons in a giant

brain.”

– Stephen Hawking

4.1 Introduction

In contrast to previous generations of mobile networks, the 5th Generation (5G)

of networks will use network slicing, with multiple virtual network slices, over-

laying a shared physical infrastructure [144]. Network slicing enables Internet

Service Providers (ISP) to optimize infrastructure usage; while delivering tailored

network services. Each slice corresponds to a particular service use case (e.g. in-

dustrial automation, autonomous driving and Ultra High Definition (UHD) video

streaming [23]), each with contrasting and often competing requirements in terms

of latency, throughput and availability [1]. These requirements are characterised
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by a set of Key Performance Indicators (KPI) quantified in the Service Level

Agreement (SLA): a contract reached between the ISP and customer. Providing

Quality of Service (QoS) means delivering the end-to-end service subject to the

constraints imposed by the SLA.

Each slice is comprised of a number of Service Function Chains (SFC), where

each SFC is a request to route and process traffic via an ordered sequence of Net-

work Functions (NF) (e.g. load balancer, traffic monitor, firewall) [145]. Within

the Network Function Virtualization (NFV) paradigm, NFs are Virtual Network

Functions (VNF) implemented in software running on industry standard high

volume servers [146]. Finding a suitable placement of the VNFs within the net-

work, and subsequently routing the SFCs is a hard problem which has attracted

significant attention and has been designated the VNF Placement and Routing

Problem (VNF-PRP) [147].

Numerous papers have been presented in recent years tackling different varia-

tions of this problem. However, these approaches typically do one of the following:

1) minimize operational expenditure while neglecting QoS [148–150], 2) minimize

specific QoS terms such as latency [151–154] or 3) model SLA constraints as hard

constraints [147,155]. When applied to network slicing, the prior may result in a

VNF placement guaranteed to violate QoS for some slices, the second offers no

distinction between the different QoS requirements of each network slice and the

latter will simply result in no solution when it is not possible to satisfy the QoS

constraints for a particular SFC.

In this chapter we present a VNF-PRP algorithm based on column genera-

tion, in which we iteratively solve a Restricted Master Problem (RMP), which

optimizes the placement, replication and routing of the VNFs given the SFC

paths generated so far; and a constrained shortest path Column Generation Prob-

lem (CGP) which generates new, improving paths. We treat SLA constraints

(throughput, latency and availability) as soft constraints and then minimize SLA
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violation cost, meaning that we satisfy all SLA constraints if possible otherwise

we satisfy as many of them as possible. Unlike many prior studies, our approach

provides a full placement, replication and routing solution. In particular we com-

pute: 1) the quantity of replicas of each required VNF, 2) a placement of each

VNF onto compute nodes, 3) a number of paths for each SFC and 4) the fraction

of flow to send down each path. We experimentally validated our approach on a

realistic Mobile Edge Cloud (MEC) architecture generated using SNDlib bench-

marks [156]. We show that for realistic sized instances (28 vertices, 41 edges,

700 SFCs), our approach is typically able to find near-optimal solutions within a

practical time-frame.

The structure of this chapter is as follows. In Section 4.2 we introduce defi-

nitions related to the VNF-PRP. In Section 4.3 we review relevant literature and

place the contribution of this chapter in context with respect to related work.

In Section 4.4 we give a motivating example based on the MEC architecture to

highlight the challenges associated with VNF-PRP. In Section 4.5 we show how

the VNF-PRP can be decomposed into a column generation framework. In Sec-

tions 4.6 and 4.7 we describe the setup and results of our experimental validation.

We conclude and address avenues for future research in Section 4.8.

4.2 Background

Network Slicing In recent years, there has been an emergence of novel, con-

nected devices such as fitness-monitoring wearables, smart home appliances and

energy monitoring devices [157]. These devices are capable of sensing, storing

and processing large quantities of data and are collectively known as the Internet

of Things (IoT). IoT promises to revolutionise the way we live our lives, from the

development of smart cities and energy grids, to automated medical monitoring,

factories and vehicles [158]. To make this possible, ISPs must decide how to host
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the services, each with their own diverse requirements, while making the most of

the physical network infrastructure at their disposal.

Network slicing is the technology that makes this possible, in which multi-

ple virtual network slices are overlaid on a shared physical infrastructure [144],

thus optimizing infrastructure usage. Three general categories of network slices

expected in 5G have been identified [159] and are summarised below, with the

equivalent KPI requirements outlined in Figure 4.1:

1. Enhanced Mobile Broadband (eMBB) High speed mobile internet

with uniform QoS constraints for human-centric use cases.

2. Ultra Reliable Low Latency Communications (URLLC) Commu-

nications for critical use-cases requiring extremely low latency and high

reliability.

3. Massive Machine Type Communications (mMTC) Communications

between a large number of connected IoT devices characterised by low-

volume intermittent data transmission and high connection density.

Each slice has heterogeneous often competing requirements which makes slic-

ing the network while maintaining QoS a challenging problem. These numeric

requirements are defined according to industrial standards [23] in the SLA.

Network Function Virtualization Within each slice, there are a number of

requests to access the service, denoted SFCs. Each SFC is a request to route and

process traffic via an ordered sequence of NFs [145], where NFs are blocks within

a physical network infrastructure which perform a well defined function, for ex-

ample a firewall or load-balancer. NFs were traditionally built into specialised

proprietary hardware known as middle-boxes. However, this hardware-centric ap-

proach incurred high capital and operational expenditure and was not scalable.

Whenever a new service was to be provided, ISPs were required to purchase and
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Figure 4.1: Figure showing varying KPI requirements for different service groups
(adapted from [1]).

install new expensive middle-boxes, train skilled workers on the installation and

operation of the middle-boxes as well as find physical space within the network

infrastructure [160–162]. Furthermore the middle-boxes could not be reconfig-

ured for new functionality meaning they quickly became redundant [163, 164].

Network Function Virtualization (NFV) is a paradigm that offers to solve these

issues by replacing NFs running on middle box hardware, with Virtual Network

Functions (VNFs) implemented in software running on Virtual Machines (VM) or

containers hosted on industry standard high volume servers [146,165,166]. NFV

offers solutions to many of the challenges of 5G. It will make it easier to provi-

sion new services, increase scalability and improve energy efficiency thus reducing

costs [167].

Cloud and Edge Computing Working in conjunction with network slicing

and NFV to enable 5G are the paradigms of cloud and edge computing. In

cloud computing, virtual resources such as VNFs, are hosted on a large shared
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infrastructure such as a centralised DC and accessed by customers on a pay-per-

use model [168]. Cloud computing lowers costs associated with provisioning new

services since ISPs no longer need to build and maintain their own DCs [167].

On the other hand, hosting all services in a centralised DC is an issue for latency

sensitive services, which are required to be hosted on nodes close to the user [169].

Edge computing provides a solution to this, by enabling computation and data-

processing to be performed on nodes located at the edge of the network, thus

preventing delays associated with transmitting the data to the cloud [170].

VNF Placement and Routing Problem While NS, NFV and edge comput-

ing are some of the key enablers of 5G, they also introduce additional challenges

which must be overcome. One of the most important challenges is: how to pro-

vision the VNFs within the network and route the SFC requests, while satisfying

the diverse QoS constraints imposed by each network slice. This problem has

been denoted the VNF Placement and Routing Problem (VNF-PRP) and will be

the focus of this chapter.

4.3 Related Work

There has been a plethora of literature in recent years addressing the more general

case: the VNF Placement Problem (VNF-PP). For a comprehensive overview, we

refer the reader to a relevant survey [171, 172]. In this section we address only

those which are most relevant. Sun et al. [172] classify the VNF placement prob-

lem into 4 distinct sub problems: the chaining problem computes the VNFs and

outputs a Virtual Network Function Forwarding Graph (VNF-FG) (possible ways

of chaining the VNFs) based on demand; the embedding problem uses the VNF-

FG as input and maps it to the physical links in the network subject to band-

width resources; the placement problem allocates VNFs to the network subject

to compute and network resources and the routing problem takes SFCs as input
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and routes traffic through the respective VNFs. Past literature has primarily

involved: a) solving a combination of these sub problems, b) using an optimiza-

tion method, c) for a particular use case, d) optimizing some metric. This is the

way in which this section will be structured, where Section 4.3.1 addresses the

different combinations of sub problems, Section 4.3.2 reviews different solution

techniques, Section 4.3.3 discusses specific use cases and Section 4.3.4 examines

different optimization metrics. Throughout, we emphasize how the work outlined

in this chapter fits into this categorization.

4.3.1 VNF Placement in General

Early work in literature tackled the problem of placement, chaining and embed-

ding but neglected the flow routing. Cohen et al. [173] formalised the VNF-PP

problem by drawing comparisons to well known OR problems; the facility location

problem and the general assignment problem. They present a near-optimal algo-

rithm based on linearly relaxing an Integer Linear Program (ILP) to an LP, and

then rounding the optimal solution so that it is integral. However, services are

considered as single middle-box modules which are placed on the network while

minimizing distance to the user. Chaining of VNFs and the bandwidth capacity

of the links are not considered. To deal with the transition to NFV, Moens and de

Turck [148] considered a hybrid scenario composed of a combination of middle-

box and VNFs. By taking inspiration from virtual network embedding [174],

they develop an ILP which places VNFs onto the physical infrastructure while

minimizing servers used. While their work considers the bandwidth and latency

of network links, they do not consider the chaining of VNFs which is a key fea-

ture of VNF placement. Mehraghdam [175] consider the chaining of VNFs and

hence maintain the VNF ordering, however they solve the chaining and placement

problems sequentially. First, they enumerate a set of VNF-FGs and then use a

Mixed Integer Quadratically Constrained Program (MIQCP) to embed them in
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the network while optimizing numerous objectives.

The problem we address is better compared to the VNF-PRP introduced by

Addis et al. [147]. In this problem, SFCs are directly encoded in the optimization

as a flow routing problem, where we try to route traffic demands down any num-

ber of paths, while simultaneously placing VNFs directly on the paths subject to

the ordering constraints. Addis et al. encode this problem as a multi-objective

ILP minimizing both servers used and maximum network link utilization. They

then present a matheuristic based on prioritisation of objectives (they split the

optimization problem into a number of objectives which are solved sequentially,

as per lexicographic optimization) to solve larger problem instances. However,

they do not consider the replication of VNFs; in reality VNFs are often replicated

for load balancing, fault tolerance and to cope with demand. Carpio et al. [176]

introduced the VNF-PP with replication which takes this into account. How-

ever, their solution method involves three sequential optimization phases: first

they enumerate a set of viable paths for each SFC, then they find the optimal

placement of the VNFs on the enumerated paths and finally, they see if it is

possible to improve the solution by introducing replicas. Each sub problem is

then solved using a genetic algorithm, meaning it is impossible to measure the

quality of the solution. As far as we are aware, our approach is the first algorithm

capable of generating bounded optimal solutions considering placement, routing

and replication.

In this chapter, we assume the network traffic to be static and deterministic,

such that we can compute a static solution to the VNF-PRP. In practice, network

traffic is dynamic and uncertain and therefore an online solution requires the

capability of adjusting the VNF placement and routing according to demand.

Such a problem is referred to as the dynamic VNF-PRP [177, 178]. Typically,

ISPs will plan a baseline network configuration according to a pre-determined

pattern of network traffic. This baseline configuration can then be adjusted online
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in an iterative manner based on learned experience. On that note, we stress that

the solution presented in this chapter is not a dynamic one but would be used

to determine a baseline configuration. A potential dynamic solution utilising the

techniques from this chapter is outlined in Section 6.2 of this thesis.

4.3.2 Solution Methods

In terms of approach, VNF-PP has predominantly been solved using exact or

heuristic methods. A number of authors present ILPs [5, 147–151, 175, 179–187]

which can exactly compute the optimal solution, however they are incapable

of solving problem instances of a practical size. To achieve scalability, heuris-

tics of varying flavours are often presented. Many authors present greedy algo-

rithms [151,180,181,185,187], Bari et al. [149] presents a dynamic programming

based heuristic, Addis et al. [147] present a math-heuristic, Ghaznavi et al. [183]

and Luizelli et al. [150] present a local and binary search based heuristic and

Carpio et al. [176] use genetic algorithms. While computationally more efficient,

such approaches do not offer guarantees on solution quality.

On the other hand, column generation can be used as a heuristic to solve prac-

tical sized problems while offering bounded optimality. Column generation has

proven one of the most effective techniques for solving vehicle routing problems,

to which the VNF-PRP contains many similarities. The vehicle routing problem

was first formally defined by Dantzig and Ramser [188], as how to serve a set of

geographically distributed customers using a fleet of vehicles. Balinski et al. [189]

were the first to note that the vehicle routing problem can be formulated as a

set-covering problem using a set of predetermined paths. Enumerating the set of

valid paths is not especially trivial, furthermore the number of possible paths on a

graph is exponential. Desrosiers et al. [18] were the first to use column generation

to solve the problem of vehicle routing with time windows (each delivery must

be made within a fixed time), considering only the paths that were needed. In
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the VNF-PRP we can consider the customers as the VNFs, and the vehicles as

the SFCs, such that we want to find a set of routing paths to deliver packages

(data traffic) to the customers (VNFs) beginning from a depot (the source node)

and ending at another depot (the sink node). Just as each customer in the ve-

hicle routing problem with time windows must be served within a set time, each

SFC must traverse the required VNFs to provide the service within the latency

time window. Often in vehicle routing problem, there is a capacity constraint on

how many vehicles can traverse a road at a given time. This is analogous to the

bandwidth constraints in the VNF-PRP; there is a limit on how much traffic we

can route down any network link.

Liu et al. [178] use column generation and exploit it’s any-time property to

dynamically place VNFs to satisfy new SFC requests, however their column gen-

eration sub problem has an exponential runtime. Huin et al. [190] tackle the

VNF-PP in static scenarios and show that the pricing problem can be formu-

lated as a shortest path problem with polynomial time complexity. However,

their approach differs from ours as they do not consider the QoS constraints such

as latency and availability and assume that each SFC is mapped to exactly one

path, with the routing demands down each path known a priori. Furthermore,

they assume that the VNF instances can be fractionally split in terms of CPU

and RAM. This is not the case in practice and can result in infeasible, non-integer

assignments of the VNFs to the computational resources.

4.3.3 Use Case

VNF-PP for 5G has some interesting characteristics which render many of the

general placement strategies insufficient. Cao et al. [191] study the problem of

VNF Forwarding Graph (VNF-FG) design and embedding in 5G networks. A

two-step method is proposed to generate the VNF-FGs according to the SFC

requests, then 4 genetic algorithms are used to embed the graphs and place the

64



Chapter 4. SLA Aware VNF Placement and Routing using Column Generation

VNFs on the network while minimizing bandwidth consumption and maximum

link utilization. Agarwal et al. [192] present a heuristic approach to solve the

VNF-PP in 5G networks while minimizing latency. They note that solving the

VNF-PP ensures that the minimum compute resources required for each VNF

are available on the host node; but that additional resources can be provided to

allow the VNF to process traffic more quickly. The allocation problem uses a

queuing model to schedule the compute resources to individual VNFs hosted on

the same node. Both Cao et al. [191] and Agarwal et al. [192] focus solely on the

mobile core; Zhang et al. [2] highlight that in order to satisfy the ultra low latency

requirement of some 5G services, placing VNFs at the edge is mandatory. They

present an Adaptive Interference Aware (AIA) based heuristic which places VNFs

on network slices wihin an edge-cloud architecture. They optimize throughput

of accepted requests subject to slice-specific latency constraints, however they do

not consider availability and solve the VNF-FG design and embedding problems

sequentially (similar to Mehraghdam et al. [175]). Rather than explicitly mod-

elling availability, Mohan and Gurusamy [193] introduce a resilient VNF-PP ILP

for network slicing in which the objective is to minimize the number of SFCs af-

fected given any node was to fail. As far as we are aware, our approach is the first

VNF-PP solution capable of satisfying the throughput, latency and availability

constraints required in 5G network slices.

4.3.4 Optimization Metric

Prior QoS sensitive approaches to VNF placement have typically handled sub sets

of the required KPIs present in the SLA. While most studies consider throughput,

Mehraghdam et al. [175] highlighted the importance of considering path latency

and performed a Pareto set analysis to show the trade off between latency, number

of servers used and link utilization. Following from this, numerous papers have

considered latency as either the objective [151, 152] or as a constraint [147, 149,
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150, 194, 195]. Rather than considering latency as a hard constraint which must

be satisfied, Ben Jemaa et al. [182] treat it as a soft constraint for which violation

incurs a cost. SLA violation cost is then minimized alongside link utilisation and

server usage using the weighted sum method. Their approach however does not

consider resource availability constraints (outlined in Section 4.5.1) and solves

the problem using an exact MILP which is not scalable. They consider a small

use case with one cloudlet and one cloud server and do not consider flow routing

in the optimization.

More recently, some effort has been placed on incorporating availability in

VNF placement algorithms. Hmaity et al. [184] present resilient strategies for

safe-guarding against specific failures: node failure, link failure and a combina-

tion of both. However these strategies do not quantify availability and therefore

are incompatible with the well-defined, numeric SLA requirements. Vizaretta et

al. [155] were the first to explicitly model SFC availability as a constraint, using

the product of individual VNF, node and link availability. However they model

SLAs as hard constraints which simply returns no solution when it is not possible

to satisfy all SLA constraints. Furthermore, they do not consider replication, in

reality it is impossible to satisfy high availability constraints using only one SFC.

Yala et al. [153] solve a weighted bi-objective optimization problem minimizing

cost, while maximizing availability, where availability is derived using the proba-

bility that a node will fail. Similarly, Carpio et al. [154] model availability con-

sidering replications in a multi-objective framework. To avoid the non-linearity

of the availability function, they choose to optimize a linear inverse penalty func-

tion which does not directly quantify availability. Both these approaches consider

availability as the objective; in reality different slices have significantly different

availability requirements which is why we chose to explicitly model availability

as a constraint for each SFC.

66



Chapter 4. SLA Aware VNF Placement and Routing using Column Generation

4.4 Motivating Example

5G networks use an MEC architecture [196] with a combination of centralised

core Data Centers (DC) and localised NFV enabled edge cloud servers. Core

DCs have potentially unbounded compute and memory resources (they can be

scaled up by adding new servers to cope with increased demand), however they

can often be some distance from the user leading to high latency; while edge

servers are resource constrained but tend to be placed close to the access points,

thus lowering latency [2].

An example of expected 5G network slices is provided in Figure 4.2. Here we

have three slices hosted on the shared MEC infrastructure. Each slice corresponds

to a different use case with different QoS requirements. The autonomous driving

slice falls under the category of URLLC characterised by ultra low latency and

high availability. The UHD video streaming slice can be considered a eMBB

use case and is characterised by high data-rates. Finally, the smart city slice is

composed of a number of connected IoT devices and falls under the category of

mMTC.

In order to satisfy the low latency constraint for the autonomous driving slice,

it may be beneficial to host the VNFs at the edge. The slice also requires high

availability; replicating the VNFs and hosting them on different servers increases

the availability, since in the event of a node failure, traffic can still be processed

by the replica. The total throughput required for the SFC can then be split down

two paths, one visiting the master VNFs and one visiting the replicas. The UHD

streaming slice has high data-rates meaning that a large proportion of the overall

network bandwidth must be allocated. Likewise, the VNFs have traffic processing

limits and so must be replicated to cope with demand. The throughput can be

split down each replica as per the autonomous driving case. Finally the IoT based

smart city slice has high connection density but is not as sensitive to QoS and
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therefore can be placed according to resource availability.

Satisfying all competing constraints for these diverse slices makes the opti-

mization problem incredibly complex. Solving the VNF-PP while neglecting flow

routing offers no guarantee that the latency QoS constraint will be satisfied. Like-

wise, simply placing and routing the VNFs without considering replication may

result in a violation of either the throughput or availability QoS constraint. Con-

sidering any combination of these metrics as the objective does not distinguish

between the different requirements for each slice. Consequently, prior VNF-PP

algorithms are not viable for 5G network slicing. We now formally define the

problem we are tackling.

Definition 6 (VNF-PRP). The VNF-PRP is a tuple: ⟨G,S⟩, where G is the

network topology graph and S is the set of SFCs. The graph G = ⟨V , E⟩, has

a set of vertices V, representing physical locations in the network; and edges

(i, j) ∈ E representing physical connections between the locations. The set of

vertices can be classified into distinct subsets: the set of switches, Vs and the set

of computational server nodes with NFV functionality, Vn. Each node n ∈ Vn,

has compute and memory resources Cn, Mn and availability An, while each link

(i, j) has an associated bandwidth capacity and latency, Bij and Lij respectively.

The set S is the set of SFC requests which must be hosted within the network,

where each SFC request s ∈ S, is defined as a tuple s = ⟨F s, (v0, vd),Rs⟩. The

set F s, is the ordered set of required VNFs for the SFC, where each VNF f ∈ F s,

has compute and memory requirements Cf and M f , availability Af , processing

latency Lf and throughput capacity T f . The pair (v0, vd), represents the source

and sink destination of the SFC traffic, where v0 is the source node and vd is

the destination. The set Rs, is the set of numeric QoS requirements composed

of ⟨T s, Ls, As⟩, where T s, Ls and As are the throughput, latency and availability

requirements respectively. The VNF-PRP problem we seek to solve involves com-

puting: 1) the quantity of replicas of each required VNF, 2) a placement of each
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Figure 4.2: VNF placement example for 5G network slices (adapted from [2]).
The VNFs required for the autonomous driving, UHD video streaming and smart
city slices are shown in green, orange and blue respectively.
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VNF onto compute nodes, 3) a number of paths for each SFC request and 4) the

fraction of flow to send down each path.

4.5 Method

We solve the VNF-PRP via a column generation procedure as outlined in Algo-

rithm 1, in which two optimization phases are iteratively solved:

1. The Restricted Master Problem (RMP) in line 7, which finds the num-

ber of replicas and placement of VNFs and the routing solution given the

paths enumerated so far.

2. AColumn Generation Problem (CGP) in line 10 for each SFC, in which

we find the best new path to include in the RMP.

We will show in the coming section that each path is equivalent to a column

in the RMP constraint matrix, henceforth we can use the terms column and

path interchangeably. We initialise the set of paths Ps, for each SFC using a

heuristically generated valid path p in lines 1-3. We extract the dual values

(Duals) from the solution to the LRMP in line 7, and use them to model the

reduced cost which we set as the objective to the CGP. Since we are minimizing

reduced cost, any path whose reduced cost is negative is called an improving

column. If an improving column can be found (line 11), we add the new path

to the set of paths enumerated for that SFC (line 13). The process then repeats

(lines 6 - 16) until no improving columns can be found.

It should be noted that the RMP in this problem is a Mixed Integer Linear

Program (MILP), however we solve a linear relaxation of this problem (LRMP)

by replacing binary variables with continuous ones (as described in Section 3.3).

This enables us to employ commercial solvers (e.g. Gurobi, Cplex) which do

not permit adding variables at local nodes in the search tree. However, it does
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Table 4.1: Master Problem Decision Variables

Sets

n ∈ V The set of nodes in the network G.

n ∈ Vn The set of compute nodes in the network G.

n ∈ Vs The set of switch nodes in the network G.

(i, j) ∈ E The set of links in the network G.

s ∈ S The set of SFCs.

f ∈ F The set of VNFs.

Variables

xp ∈ R+ Fraction of flow through a path p for an SFC s.

ϕs
T ∈ R+ Amount by which SFC s violates the SLA throughput.

yfn ∈ Z+ Number of instances of VNF f installed on node n.

qs,fi ∈ {0, 1} 1 if i distinct nodes are hosting VNF f , for SFC s.

ϕs
A ∈ {0, 1} 1 if SFC s violates SLA availability, else 0.

βs,f
n ∈ {0, 1} 1 if VNF f for SFC s is hosted on node n, else 0.

Parameters

W s Cost of violating SLA for SFC S.

Cf CPU requirement for VNF f .

Cn CPU resources of server node n.

Mf Memory requirement for VNF f .

Mn Memory resources of server node n.

T s Throughput requirement for SFC s.

T f Throughput capacity of each instance of VNF f .

Bij Bandwidth capacity of edge (i, j).

zpij Number of times an edge (i, j) occurs in a path p.

αp,f
n

Number of times a VNF f installed on node n processes
traffic in path p.

As,f
i Availability for i replicas of VNF f for SFC s.

As Availability requirement for SFC s.

N
Min fraction of SFC flow required for a path to be

considered in the availability calculation.

Kf
q Max number of distinct nodes that can host a VNF f .

ϕp
L 1 if path p violates the SLA latency, else 0.
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come with some caveats, for example it is only a heuristic. Once the column

generation procedure has terminated, we restore the integrality of variables and

solve the RMP as a MILP using the generated paths (line 17). Therefore, while

the solution is not guaranteed to be optimal, it is integral.

Algorithm 1: Column Generation for VNF-PRP

Input : A network, G
A set of SFC requests, S

Output: Placement of VNFs and routing of SFC requests.
1 for s in S do
2 p := FindInitialPath(s);
3 Ps := {p};
4 end
5 Terminate := False;
6 while Terminate := False do
7 Cost, Duals := LRMP(G, S);
8 Terminate := True;
9 for s in S do

10 p := CGP(Duals);
11 if p.ReducedCost < 0 then
12 Terminate := False;
13 Ps.insert(p);

14 end

15 end

16 end
17 Cost, Config := RMP(G, S);

Return: Cost, Config

4.5.1 Restricted Master Problem

If we were to enumerate the set containing all valid paths Ps, for every SFC,

then we can model the optimization problem as per Figure 5.8, with variables

and parameters defined in Table 4.1. We refer to this as the Master Problem

(MP).
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min
x,y,ϕ,β,q

∑
s∈S

W s

(
ϕs
T + ϕs

A +
∑
p∈Ps

ϕp
Lx

p

)

∑
f∈F

yfnC
f ≤ Cn n ∈ Vn (1)∑

f∈F

yfnM
f ≤Mn n ∈ Vn (2)∑

s∈S

∑
p∈Ps

zpijT
sxp ≤ Bij (i, j) ∈ E ⟨µij⟩ (3)∑

p∈Ps

xp + ϕs
T = 1 s ∈ S ⟨πs⟩ (4)∑

s∈S

∑
p∈Ps

αp,f
n T sxp ≤ T fyfn f ∈ F , n ∈ Vn⟨νf

n⟩ (5)

∑
f∈Fs

Kf
q∑

i=1

As,f
i qs,fi + ϕs

A ≥ logAs s ∈ S (6)

Kf
q∑

i=1

qs,fi = 1 s ∈ S, f ∈ F s (7)

Kf
q∑

i=1

iqs,fi ≤
∑
n∈N

βs,f
n s ∈ S, f ∈ F s (8)∑

p∈Ps

Nαp,f
n xp ≥ βs,f

n s ∈ S, f ∈ F s n ∈ Vn ⟨us,f
n ⟩ (9)

Figure 4.3: Master Problem MILP
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Objective ISPs must pay a fee if they fail to abide by the terms outlined in

the SLA: denoted the SLA violation cost. As such, the SLAs are modelled as

soft constraints for which violation incurs a cost (denoted W s), the sum of which

is minimized. If it is not possible to satisfy all SLAs, this approach should still

satisfy the constraints as best as possible. It is trivial to extend this approach

to minimize operational cost as a secondary objective. A weighted bi-objective

framework could be utilised with the weights selected in accordance with the rela-

tive importance of minimizing operational costs and satisfying QoS. Nonetheless,

the purpose of this chapter was to study the optimization of QoS, hence we leave

this analysis as an avenue for future work.

Compute Constraints Constraints (1) and (2) ensure that the sum of CPU

and memory requirements of the VNFs hosted on each node do not exceed the

node resources.

Networking Constraints Constraint (3) says that the sum of all traffic flow

passing through each edge must not exceed the bandwidth capacity of the edge.

Constraint (4) ensures that as much of the required throughput for each SFC

as possible must be routed down the paths. Constraint (5) says that the flow

through all paths which consider a VNF to be installed on a particular node

must be zero if that VNF is not installed on the node (i.e. yfn = 0). Conversely

if yfn > 0, then the flow through all paths in the SFC which consider a VNF to

be installed in that node can be at most T fyfn.

It’s worth mentioning that the ordering of the VNFs is explicitly encoded in

the path (see Section 4.5.3). In order for a path to be selected, each sequential

VNF must be installed on the required node encoded in the path through the

αp,f
n parameters: i.e. for xp > 0, yfn > 0 if αp,f

n = 1. As such, Constraint (5)

maintains the ordering of the VNFs encoded in the path.
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Availability Constraints Availability of a network service refers to the total

fraction of time that the service is functional and is typically computed using the

Mean Time Between Failures (MTBF) and the Mean Time To Repair (MTTR):

A =
MTBF

MTBF +MTTR

Here, the MTBF refers to the average time between failures occurring and the

MTTR refers to the average time it takes to repair the failure. Consequently,

the availability is the fraction of up-time (MTBF) over the total time including

down-time (MTBF + MTTR).

As per prior studies [176,197,198], we consider the availability of an SFC As, as

the probability that the SFC works, which is the probability that each sequential

VNF works: As = Πf∈FA
f
n, where Af

n is simply the product of the availability of

the VNF, and the availability of the node that the VNF is hosted on: Af
n = AnA

f .

The availability of the VNF is the probability that at least one of the replicas

works, which is the complement of the probability that all replicas fail: As =

Πf∈Fs

(
1− Πn∈N

(
1− Af

n

))
. A more accurate way to model SFC availability is

by calculating the probability of at least one valid path being available as per Yang

et al. [199]. This incorporates both node and link availability, however results in

non-linear constraints which consequently renders the MP intractable. Since there

is typically a rich path diversity between any nodes in modern networks [197], it

should always be possible to reroute the traffic through the remaining instances of

the VNFs in the event of simultaneous node failures. Hence, we are considering

the availability of the nodes and VNFs (making sure that we have sufficient

replicas of each of the VNFs running on the nodes) but not the availability of

the links (we assume we can always reroute traffic between the VNFs running on

the nodes). We assume that the availability of each server and VNF is the same,
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such that we can write the availability of the SFC as:

As = Πf∈Fs

(
1−

(
1− Af

n

)qf)
(4.1)

where qf is the number of different nodes hosting a VNF. It’s worth mentioning

that we can have multiple replicas of a VNF running on one node. In which

case, the availability Af
n = An

(
1− (1− Af )i

)
, where i is the number of replicas

running on node n. However, we note that An

(
1− (1− Af )i

)
≥ AnA

f , and so

Equation (4.1) is conservative. A similar justification can be made for assuming

that the availability of all nodes/VNFs is the same.

Constraint (6) ensures that the SLA availability is satisfied and comes from

Equation (4.1). If As is the required availability of the SFC, then we can rewrite

Equation (4.1) as:

∑
f∈Fs

log
(
1−

(
1− Af

n

)qf) ≥ logAs (4.2)

where qf is the number of nodes hosting VNF f . We make an assumption here

that the number of different nodes hosting a VNF can be at most Kf
q . Assuming

Af
n = 0.999, even the availability requirement of 0.999999 can be achieved with

Kf
q = 3, and so this is a reasonable assumption to make. We can then enumerate

the function: As,f
i = log

(
1− (1− Af

n)
i
)
for i = 1, 2, .., Kf

q and introduce the

binary variables qs,fi which take a value of 1 if i nodes are hosting VNF f for an

SFC s. If the LHS terms are not sufficient to satisfy the availability, then ϕs
A = 1

and the SLA violation cost is incurred. Constraint (7) says that exactly one of

these variables must have a value of 1 for each VNF. Constraint (8) forces the

number of replicas to be equal to the number of distinct nodes that host the VNF.

Constraint (9) forces the variable βs,f
n to take a value of 0 if the SFC flow through

the node is less than 1/N of the total SFC flow. This forces the solution away

from assigning arbitrarily small flows to paths in order to satisfy the availability.
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For example if N = 10, then each path must have at least 0.1T s flow through

it. If one path is insufficient to satisfy availability, a valid solution may be to use

two paths, one with xp1 = 0.9 and one with xp2 = 0.1.

4.5.2 Column Generation Problem

Note that there are exponentially many paths in the graph, and therefore enu-

merating all possible paths is computationally prohibitive. In addition, we are

only interested in the paths from our base that are in the vicinity of the optimal

solution. Instead, we iteratively solve a restricted version of the MP, that we

refer to as the Restricted Master Problem (RMP), using a subset of the total

paths. We can imagine that there are many other paths, whose variables xp take

a zero value in the RMP simplex basis and are therefore non-basic.

Each non-basic path variable xp, at index k, in decision vector x has an asso-

ciated column of coefficients Ak:

Ak =
(
0 0 zp

ijT
s 1 αp,f

n T s 0 0 0 −Nαp,f
n

)T
Where each value in Ak is a vector of coefficients from constraints (1-9). Each

path is directly encoded in the column, and is defined by precisely 2 variables:

αp,f
n , which VNFs are installed on which nodes in the path and zpij, how many

times each edge occurs in the path.

The dual variables for each constraint are shown in Figure 4.3 enclosed by ⟨⟩.

Since constraints (3, 4, 5 and 9) are the only constraints containing the path vari-

able xp (all other coefficients in Ak are 0), we denote y =
(
µij πs νf

n us,f
n

)
,

the dual vector. The reduced cost is given by:

ρ = W sϕp
L − πs −

∑
(i,j)∈E

T sµijz
p
ij −

∑
n∈Vn

∑
f∈F

(
T sνf

n −Nus,f
n

)
αp,f
n
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Figure 4.4: Diagram showing multi-layered graph.

The best new path is the one that minimizes the reduced cost: minz,α,ϕ (ρ). For

more details we refer the reader to Chapter 3.

4.5.3 Network Transformation

In this section, we show that the CGP can be solved as a constrained shortest

path problem on a transformed network. For each SFC request, we construct

an augmented network Gs = ⟨Vs, Es⟩. This network is a K-layered graph, where

K = |F s|+1, and each layer is a copy of the network G. We introduce the binary

variable zlij, that says that an edge (i, j) ∈ E , in layer l of the graph, is used in

the path. From each node n ∈ Vn in layer l, we add an edge to the equivalent

node in layer l+1. We have binary variables αl
n that says that one of these edges

from layer l is traversed. Traversing this edge represents an assignment of the

VNF at index l of the set F s, to node n: i.e. if αl
n = 1, αp,f

n = 1. The problem
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min
z,α,ϕ

W sϕp
L − πs +

∑
(i,j)∈E

K∑
l=1

(−T sµij)z
l
ij +

∑
n∈Vn

K−1∑
l=1

(Nus,f
n − T sνf

n)α
l
n

∑
k:(j,k)∈G

zljk −
∑

i:(i,j)∈G

zlij + αl
n − αl−1

n = 0 j, l : jl /∈ {vs0, vsd} (1)∑
k:(j,k)∈G

zljk −
∑

i:(i,j)∈G

zlij = 1 j, l : jl = vs0 (2)∑
k:(j,k)∈G

zljk −
∑

i:(i,j)∈G

zlij = −1 j, l : jl = vsd (3)

∑
(i,j)∈G

K∑
l=1

zlijLij +
∑
n∈Vn

K−1∑
l=1

αl
nL

l −Mϕp
L ≤ Ls (4)

Figure 4.5: Column Generation Problem ILP

is then to route flow from the SFC source node v0 on layer 1 to the destination

node vd on layer K (referred to as vs0 and vsd respectively). An example is shown

for a small network with 2 switches and 4 nodes in Figure 4.4. Consider an

SFC request with source v0 = 1, sink vd = 6 and two VNFs. The sub problem

would be to find a path from node 1 on layer 1, to node 6 on layer 3. A valid

path: p = {(11, 21), (21, 22), (22, 42), (42, 43). (43, 63)} is highlighted in red in

Figure 4.4 and is equivalent to the column with non-zero terms: zp1,2 = 1, zp2,4 = 1,

zp4,6 = 1, αp,1
2 = 1 and αp,2

4 = 1. This transformation was first characterised by

Huin et al. [190].

An ILP to solve this problem is provided in Figure 4.5. The objective is

analogous to minimizing the reduced cost. Constraint (1) says the number of

active edges into and out of each node that is neither the source or destination

must be equal. Constraints (2) and (3) say that exactly one edge must be active

out of and into the source and destination node respectively. Constraint (4)

constrains the latency of the path based on the SLA. If the latency is not satisfied,
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the big M term corresponding to ϕp
L is activated and the SLA violation cost is

incurred.

Note that the dual values are constants in this problem and the zlij and αl
n

variables encode which links in Figure 4.4 are used. We can consider the terms

−T sµij and Nus,f
n − T sνf

n as the edge weights. If we were to remove constraint

(4), along with the term W sϕp
L − πs then what we are left with is just a shortest

path problem. Since µij ≤ 0, the edge weights −T sµij are all positive. Only the

edges representing the assignment of a node to a VNF can be negative. Since

these edges can only be traversed in one direction, the graph has no negative

cycles. Such a problem can be solved efficiently using the Bellman-Ford algo-

rithm [200] which has worst case time complexity O(|V ||E|), where |V | and |E|

refer to the number of vertices and edges in the graph. In practice we found that

employing commercial solvers to solve the ILP in Figure 4.5 was as fast as using

Bellman-Ford and therefore that is the approach taken in this chapter. One could

theoretically use Bellman-Ford to solve the CGP with the exception of constraint

(4), check the reduced cost and if it results in an improving column then add the

column and continue. If on the other hand, Bellman-Ford fails to result in an

improving column, we could resort to solving the ILP from Figure 4.5.

4.6 Experimental Setup

As per prior studies [190], network topologies were taken from SNDlib [156]. Of

the networks available, Abilene and Nobel EU were selected as they gave a broad

range of network size. In order to simulate a realistic MEC architecture, a subset

of nodes were selected to be core DCs, another subset were selected to be edge

DCs and the remaining nodes were set as simple switches which can be access or

destination points for SFC requests but have no NFV functionality. A summary

of the graphs used is provided in Table 4.2.
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Table 4.2: Networks Used

Name |V| |E| No. Core
DC’s

No. Edge
DC’s

Abilene 12 15 2 6

Nobel EU 28 41 5 15

Since the edge DCs are more computationally constrained versus the larger

core DCs, we set each edge DC as a single NFV node with 40 cores and 40GB

of RAM. The Core DCs on the other hand were given 3 NFV nodes, each with

100 cores and 100GB of RAM. This was achieved by minor modification of the

network; the node which was selected to be the core DC was set as the DC

gateway switch, and was connected to three additional nodes. SFC requests could

therefore access the gateway and then reach the required VNF on whichever node

was hosting it. Apart from this, and due to the significant path diversity in the

DCs and the fact that the internal DC latency is negligible, we did not model the

internal DC topology. We note however, that a separate routing problem could

be solved to route traffic between the DC gateways and the nodes if necessary.

Using the coordinates of each node from SNDlib, we computed the length of each

link as the distance between nodes, and then used this to compute the relative

link latency. Latencies were then scaled in the range [0, 2] in line with prior

studies [2,201]. Bandwidth of each link was randomly sampled from {10, 40, 100}

Gbps.

The VNF data used is provided in Table 4.3 and was extracted from prior stud-

ies [2,195,202–204]. We assume an availability of 0.9999 and 0.999 for servers and

VNFs respectively as per Wang et al. [205]. The network slice SFC requirements

used are provided in Table 4.4 and have been extracted from prior studies [2,206],

and industrial technical specifications [23,207].

The slice use cases were selected in line with the general categories identified

in Section 4.2, where autonomous driving, UHD video streaming and smart city
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Table 4.3: VNF requirements: C is the CPU requirement, M is the memory
requirement, T is the throughput and L is the latency.

VNF C (cores) M (GB) T (Mbps) L (ms)

FW 4 4 600 0.8

TM 10 10 2000 0.1

IDS 8 8 600 0.01

NAT 16 16 3200 0.1

VOC 8 8 2320 0.25

ADNF 8 8 1500 0.1

FW: Firewall, TM: Traffic Monitor, IDS: Intrusion Detection System, NAT: Network
Address Translator, VOC: Video Optimization Controller, ADNF: Autonomous Driving
Network Function

correspond to URLLC, eMBB and mMTC respectively, The cost of violating each

SFC was set according to the priority ranking from Jalalian et al. [206].

The number of SFC requests were varied (in the range 20 - 700), with each

request being randomly assigned to slices from Table 4.4 and source and sink

node. In order to simulate realistic traffic scenarios, the probability of sampling

each slice type was estimated based on past internet traffic [208] (shown as Prob

in Table 4.4). To scale the load on the network, we introduced a “load factor”,

which scaled the number of users accessing each SFC; for example a load factor 5

meant that every SFC in the network was being accessed by 5 users and therefore

the total throughput would be 5T s.

Since there are no comparable models incorporating all the features considered

in our approach, we compare our solutions to the LRMP LP solution after column

generation. Note that the column generation procedure was solved to within 1%

of optimality. Through using the reduced cost, we computed the lower bound

from the LP solution (shown in the “LP Obj” column) which is a valid lower

bound on the original MP. Similarly each RMP MILP was solved using branch

and bound with an optimality gap of 1% and a time limit of 3600s. As per the
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Table 4.4: SFC requirements for different slices: T is the throughput requirement,
L is the latency, A is the availability, Prob refers to the probability of sampling
the slice and W is the SLA violation cost.

Network
Slice

Required
VNFs

T
(Mbps)

L (ms) A (%) Prob W s

Autonomous
Driving

NAT-FW-
TM-ADNF

10 5 99.999 0.1 3

UHD
Streaming

NAT-FW-
TM-VOC-

IDS
200 100 - 0.4 2

Smart City
NAT-FW-

IDS
0.1 - - 0.5 1

LRMP, this still gives us a valid upper bound on the MP (shown in the “Obj”

column). Gurobi was selected as the solver since it has been shown to be faster

than similar competitors on recent benchmarks [209].1

4.7 Results

Experimental results are provided in Table 4.5.

SLA Violation Cost The total SLA violation cost is provided in the objective

column “Obj.” which shows the objective of the RMP MILP. Note that since we

are minimizing, this is an upper bound on the optimal solution. Comparatively,

the LP objective column “LP Obj.” shows the optimal solution to the LRMP

which is a lower bound on the optimal value. The difference between the upper

and lower bound (UB−LB)/UB, is shown as a percentage in the “Gap” column.

Typically the model performs poorer on cases in which the number of SFCs

and load factor is low. This is thought to be attributed to the high fractionality of

the assignment variables yfn for these cases. In a number of instances in which the

1Source code and problem instances can be accessed online at: https://anonymous.4open.
science/r/VNFPP-CG-00DC
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Network
No.
SFCs

Load
Factor

LP
Obj.

Obj.
Gap
(%)

Total
Pens.

Av.
Pens.

Lt.
Pens.

Tp.
pens.

Run-
time
(s)

MILP
Run-
time
(s)

CG
Run-
time
(s)

abilene 20 1 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.00 0.50
abilene 20 2 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.49 0.00 0.49
abilene 20 3 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.50 0.01 0.49
abilene 20 4 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.62 0.01 0.61
abilene 20 5 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.93 0.02 0.91
abilene 50 1 0.30 0.33 7.87 0.11 0.00 0.10 0.01 2.25 0.09 2.16
abilene 50 2 0.60 10.66 94.38 4.21 2.00 0.20 2.01 2.21 0.60 1.61
abilene 50 3 0.90 0.90 0.12 0.30 0.00 0.30 0.00 2.17 0.21 1.96
abilene 50 4 1.20 9.73 87.68 4.43 0.00 0.80 3.63 5.12 2.96 2.16
abilene 50 5 1.50 29.46 94.91 14.34 0.00 0.50 13.84 21.93 18.62 3.31
abilene 100 1 3.60 11.86 69.64 5.29 0.00 1.20 4.09 3.71 0.35 3.36
abilene 100 2 7.20 7.20 0.02 2.40 0.00 2.40 0.00 5.15 1.04 4.11
abilene 100 3 14.70 31.80 53.78 14.00 0.00 3.60 10.40 1034.45 1015.17 19.28
abilene 100 4 102.41 111.89 8.48 53.06 0.00 4.80 48.26 495.25 477.39 17.86
abilene 100 5 189.78 202.82 6.43 97.50 0.00 6.00 91.50 476.61 456.25 20.36
abilene 200 1 0.60 3.67 83.65 1.67 0.00 0.30 1.37 32.55 25.09 7.46
abilene 200 2 112.49 125.32 10.24 61.56 0.00 1.00 60.56 316.41 287.58 28.83
abilene 200 3 292.04 304.58 4.12 150.64 0.00 0.30 150.34 930.08 912.31 17.77
abilene 200 4 471.19 484.75 2.80 239.39 0.00 1.20 238.19 132.48 114.82 17.66
abilene 200 5 651.25 661.47 1.54 326.73 0.00 1.50 325.23 45.35 29.19 16.16
nobeleu 300 1 6.00 9.60 37.50 3.20 1.00 2.20 0.00 26.54 4.59 21.95
nobeleu 300 2 12.00 35.66 66.35 15.23 0.00 5.00 10.23 1154.69 1119.17 35.52
nobeleu 300 3 83.20 114.00 27.01 53.31 0.00 1.50 51.81 3783.57 3600.06 183.51
nobeleu 300 4 318.91 347.23 8.16 168.02 0.00 8.00 160.02 3757.26 3600.09 157.17
nobeleu 300 5 554.94 572.15 3.01 278.39 0.00 10.00 268.39 3812.27 3600.06 212.21
nobeleu 400 1 30.00 37.16 19.27 12.42 2.00 10.05 0.37 162.34 126.63 35.71
nobeleu 400 2 71.51 122.35 41.55 50.33 0.00 17.80 32.53 3682.93 3600.03 82.90
nobeleu 400 3 409.70 434.28 5.66 199.64 0.00 6.90 192.74 3778.47 3600.07 178.40
nobeleu 400 4 754.20 775.62 2.76 363.62 0.00 16.64 346.98 3755.44 3600.05 155.39
nobeleu 400 5 1090.90 1116.75 2.31 527.75 0.00 10.50 517.25 3756.83 3600.17 156.66
nobeleu 500 1 21.00 21.00 0.00 7.00 0.00 7.00 0.00 70.46 8.64 61.82
nobeleu 500 2 258.10 289.93 10.98 136.25 0.00 15.00 121.25 3913.12 3600.08 313.04
nobeleu 500 3 699.10 725.38 3.62 348.68 0.00 15.30 333.38 3867.85 3600.02 267.83
nobeleu 500 4 1127.55 1168.94 3.54 564.90 0.00 28.40 536.50 3871.82 3600.12 271.70
nobeleu 500 5 1570.07 1600.55 1.90 775.13 0.00 35.50 739.63 2056.64 1834.34 222.30
nobeleu 600 1 36.00 36.60 1.64 12.20 0.00 12.20 0.00 3674.62 3600.02 74.60
nobeleu 600 2 374.15 404.05 7.40 188.09 0.00 24.60 163.49 4010.19 3600.08 410.11
nobeleu 600 3 871.27 896.11 2.77 425.58 0.00 7.50 418.08 3918.77 3600.02 318.75
nobeleu 600 4 1366.79 1399.76 2.36 669.62 0.00 45.12 624.50 3828.99 3600.07 228.92
nobeleu 600 5 1862.69 1903.24 2.13 912.00 0.00 20.45 891.55 1928.65 1667.65 261.00
nobeleu 700 1 21.00 80.60 73.94 35.87 0.00 8.30 27.57 3720.72 3600.02 120.70
nobeleu 700 2 579.78 611.52 5.19 295.51 0.00 5.00 290.51 4178.42 3600.04 578.38
nobeleu 700 3 1170.59 1208.35 3.12 587.61 0.00 4.50 583.11 4058.58 3600.08 458.50
nobeleu 700 4 1774.12 1808.35 1.89 881.25 0.00 28.80 852.45 3981.58 3600.12 381.46
nobeleu 700 5 2370.00 2408.31 1.59 1174.83 0.00 7.00 1167.83 871.56 379.51 492.05

Table 4.5: Table showing experimental results.

84



Chapter 4. SLA Aware VNF Placement and Routing using Column Generation

network flow was low, the throughput constraint (constraint (5) in the LRMP)

could be satisfied by setting yfn ≈ 0. Paths were thus generated assuming this was

a valid configuration. When integrality was restored and the variables yfn were

forced to be integer, the ILP tried to set yfn = 1, but this resulted in a violation of

constraints (1) and (2) for that particular node. Since the yfn variables were then

required to be zero, and no paths had been generated for other configurations,

these cases ended up paying some quantity of throughput penalties which were

not paid in the LRMP. This is evident for example in Abilene with the number

of SFCs 50 and load factor 4. Nonetheless, the more realistic sized cases tended

to be solved to within 10% of optimality.

In the cases we ran, the model mostly managed to satisfy availability for

the SFCs. For every autonomous driving SFC, the model will always choose to

split the flow down at least two paths. For example the model could select one

path with low latency to send 90% of the flow down, and then another with high

latency to send 10% of the flow down. Since the latency penalty is fractional, this

would contribute to a cost of 0.1W s. Conversely, since the availability penalty

is binary, if we were to route all the flow down the low latency path, the model

would pay a cost of W s. Of course a different tradeoff could be achieved through

a different parameterisation of the availability penalty versus latency.

Runtime The runtime for the procedure is highlighted in the column “Run-

time”. We also show a breakdown of the column generation runtime (“CG Run-

time”) versus the RMP MILP runtime (“MILP Runtime”). Note that the column

generation runtime corresponds to the total runtime over the course of all CGP

subproblems and LRMP LPs. It’s worth noting that the column generation pro-

cedure is quite quick with all problems being solved within 600s. This is partially

attributed to the fact that we solve the LRMP to within 1% of optimality, since

we found that the column generation procedure struggles with convergence as
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the gap approaches zero. It was empirically found that 1% represented the best

termination criteria, tightening the gap resulted in new columns being generated

that did not result in a significant improvement to the objective. This was already

deemed sufficient enough for practical purposes and so we did not investigate any

stabilisation techniques. Most of the runtime is composed of solving the RMP

MILP, since it involves solving a large MILP with many integer variables. We

also found that branch and bound struggled to converge within a reasonable time

for many instances when solving the RMP; hence our decision to also solve the

RMP to within 1% of optimality.

Despite having significantly less variables than if we were to enumerate all

paths, the RMP still has a significant number of variables (19595 continuous and

9623 integer for Nobel EU with 700 SFCs and load factor 5). As such solving

the RMP MILP was still impractical for the larger instances. Instead, we set a

time-limit of 1 hour (3600s) for Gurobi. When the problem could not be solved,

the best incumbent solution was returned which still gives a valid upper bound

on the optimal solution. Hence, where the MILP runtime is quoted as 3600s,

the solver failed to find the optimal solution within the time-limit. Despite not

satisfying the optimality termination criteria, the solver is typically able to find

solutions that are within 10% of the optimal value. It’s important to note that

this gap is conservative since the LP lower bound is not tight, therefore the actual

optimality gap may be much smaller than quoted in Table 4.5.

We would like to mention that we use integer variables to model the assign-

ment of VNFs to compute nodes, yfn. Of course, this could be replaced with

multiple binary variables yf,in ∈ {0, 1}, where i refers to the number of instances

of VNF f installed on node n. This could potentially improve the convergence

efficiency of branch and bound in the RMP, however it was found that the model

quickly reached reasonable incumbent solutions (±10% within 100s) and so this

comparison was left as an avenue for future work.
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Figure 4.6: Plot showing gap versus MILP runtime for Nobel EU with 700 SFCs
and load factor 3.

It’s also worth pointing out that the RMP MILP tends to find a reasonable

incumbent solution quite quickly. This is shown for the Nobel EU case with 700

SFCs and load factor 3 in Figure 4.6. After 100 seconds of solving, the optimality

gap is just 5.20% with the remaining 3500s only resulting in a 2.08% reduction.

4.8 Conclusion

We present a QoS sensitive VNF-PRP algorithm which satisfies SLA constraints

(latency, throughput and availability) if possible, otherwise it minimizes the cost

of SLA violations. This allows us to generate solutions which are compliant with

the diverse requirements of 5G network slices. We introduce one solution method

using column generation, in which we iterate between generating improving paths

and optimizing the placement and routing of the VNFs given the generated paths.

The column generation sub problem can be solved efficiently meaning that

practical sized problems can be solved in a reasonable time. We experimentally

validated our approach on a realistic MEC architecture generated using SNDlib
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benchmarks. We show that for realistic sized instances (28 vertices, 41 edges,

700 SFCs), our approach is typically able to find near-optimal solutions within a

practical time-frame (±10% of optimal value within 1 hour).

We conclude by addressing some caveats and avenues for future work. First,

we found that when the number of SFCs and the network load is low (low number

of users/SFCs), the solution can be quite poor (gap of 94.91% for the worst case).

This is a result of the fractionality of the VNF assignment variables as explained in

Section 4.7. One solution would be to employ a branch and price framework [133]

to add columns at local nodes in the search tree. This would permit finding the

optimal solution but would require using specialised solvers (e.g. SCIP [210]).

Implementation of a branch and price solution using SCIP would be a significantly

involved engineering project requiring writing custom branching rules. While a

Python interface for SCIP exists (see PySCIPOpt [211]), support is limited and

column generation was providing good solutions, hence our decision not to pursue

this avenue. Another potentially interesting avenue is a more comprehensive

study of the trade-off between satisfying QoS and minimizing operational cost.

Operational cost is typically a function of the bandwidth and number of nodes

used. One could model the problem as a multi-objective optimization problem

as explained in Section 4.5.1. By varying the weights, a Pareto front of solutions

could be generated.
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Chapter 5

A Column Generation Approach

to Correlated Simple Temporal

Networks

“A plan is what; a schedule is when. It takes both a plan and a schedule

to get things done.”

– Peter Turla

5.1 Introduction

Automated planning is the problem of selecting a sequence of actions which,

when applied to some initial state, satisfies a number of goal conditions [30].

Temporal planning is a particular class of planning problems in which actions

have durations. Once the plan has been found there remains the problem of

executing the actions within the real world. Actions have a number of conditions

which must be satisfied for their success to be guaranteed, therefore maintaining

the correct order of the actions is crucial. This is increasingly difficult in temporal

planning where external uncertainty factors can result in action durations taking
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significantly longer or shorter than those assumed in the planner. As such it

becomes necessary to decide when to perform the actions such that this ordering

is maintained. Such a problem falls within the realm of scheduling.

Simple Temporal Networks with Uncertainty (STNU) [212], are graphs used

to represent and reason over scheduling problems involving uncertain durations.

In an STNU, actions are denoted as time-point vertices on the graph, whereas the

edges represent constraints on the duration between the time-points. A solution

to an STNU, is a schedule at which to execute the time-points, such that the

temporal constraints are satisfied. STNUs capture uncertainty in the problem

through the inclusion of set-bounded contingent links. Continuous probability

distributions are a more accurate representation of duration uncertainty; Proba-

bilistic Simple Temporal Networks (PSTN) model the uncertain duration with a

probability density function [13,100].

When dealing with uncertainty in temporal networks, it is typical to classify

the problem in terms of controllability [213], which states how sophisticated an

execution strategy is allowed. Strong Controllability (SC) asks if there is a single

schedule robust to all uncertain outcomes, i.e. all constraints are satisfied no

matter what happens. However, PSTNs are rarely strongly controllable as the

continuous probability distributions are unbounded.

A PSTN can be reduced to a strongly controllable STNU through truncating

the distributions over durations. However, this discards some of the probability

mass of the distribution, thus reducing the robustness of the schedule. A variety

of approaches have been introduced for solving SC of PSTNs while maximizing

robustness [13,100–102]. However, these approaches either bound above the risk

using Boole’s inequality which offers no guarantee on optimizing robustness; or

solve a generic non-linear optimization problem which can be computationally

expensive. Furthermore, all prior approaches assume independence of uncontrol-

lable outcomes, which does not always hold. As an example consider a network of
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drones to be used in the delivery of medical supplies to rural communities [214].

The drone must fly between locations, picking up and dropping off supplies before

they expire. Each leg of the journey is subject to correlated temporal uncertainty

as a result of weather factors such as wind speed and direction. In vehicle routing

problems correlation has been shown to exist in travel times [215], with coeffi-

cients as high as 0.75 [216].

In this chapter we introduce the Correlated Simple Temporal Network (Corr-

STN) which generalises the PSTN by removing the assumption of independence.

We show that the problem of optimizing robustness is convex for a wide range of

log-concave distributions. This allows us to solve Corr-STN SC using one of the

many available convex optimization algorithms. We introduce one such approach

leveraging the column generation method [217], in which we iteratively refine and

optimize on an approximation of the distributions. This approach provides the

decision maker the choice to trade-off numerical time spent with an acceptable

optimality guarantee.

We test our approach on a number of drone delivery temporal planning prob-

lems. Corr-STNs are generated from the solution to the planning problem (the

plan) and solved to compute a schedule maximizing robustness. We compare

results against a linear program (LP) using Boole’s inequality [101] and our

approach assuming independence. We then perform Monte-Carlo simulations,

simulating the execution of each schedule on the Corr-STN and compare the ro-

bustness (the total probability of success) and accuracy of solutions. We show

that considering the correlations offers more robust schedules than using Boole’s

inequality or assuming independence. Although the robustness benefit of consid-

ering correlations varied substantially, we typically experienced greater improve-

ments when the optimal robustness was low. When the optimal robustness was

less than 0.5, considering correlation offered an average robustness improvement

of 8.51% over using Boole’s, and 3.50% over assuming independence. We also
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highlight that while Boole’s is a bounding approximation of the true robustness,

it can be grossly inaccurate, whereas assuming independence can be more ac-

curate but is not guaranteed to give a conservative estimate of robustness. On

the other hand, considering the correlation gives an accurate approximation of

the true robustness but is more computationally expensive versus the other two

approaches.

In Section 5.2 we introduce definitions related to STNUs, PSTNs, controlla-

bility and robustness. In Section 5.3 we review relevant literature and place the

contribution of this chapter in context with respect to related work on PSTN SC.

In Section 5.4 we motivate the importance of considering correlations through

reference to a toy example and formally define the Corr-STN. In Section 5.5 we

highlight how Corr-STN SC can be encoded as a convex optimization problem.

In Section 5.6 we present one possible solution approach utilising the column gen-

eration method. In Sections 5.7 and 5.8 we describe the setup and results of our

experimental evaluation. We conclude and address avenues for future research in

Section 5.9.

5.2 Background

Simple Temporal Networks with Uncertainty Simple Temporal Networks

(STN), outlined in Section 2.2.3, are graphs used to model scheduling problems

involving actions. One of the key issues with STNs is the assumption that all

time-points are controllable; we can control the duration that actions will take.

STNUs [212] were introduced to model the temporal uncertainty inherent in the

real world. In STNU semantics, a distinction is made between contingent links,

for which the duration of the interval is uncertain, and requirement links, for

which we can choose the duration.

Definition 7 (STNU). A STNU is a tuple, SU = ⟨Tc, Tu, C,G⟩ where b ∈ Tc is
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b1 b2 e2 b3
Wait

[0,∞]
Work

[6, 10]
Wait

[0,∞]

Deadline

[10, 10]

Figure 5.1: Example Simple Temporal Network with Uncertainty.

the set of controllable time-points and e ∈ Tu is the set of un-controllable time-

points, such that t ∈ {Tc ∪ Tu}. The set C is the set of temporal requirement

constraints between two time-points, normally written in the form c(tj, ti) = tj −

ti ∈ [lc,ij, uc,ij]. The set G is the set of contingent links given in the form g(ei, bi) =

ei − bi ∈ [lg,i, ug,i]. Here lc∨g, uc∨g is the lower and upper limits for the constraint

or contingent link respectively. Let s (b) ∈ R+ be the assignment of a value to the

controllable time-point b. Let o (e) ∈ R+ be the value observed by an uncontrollable

time-point e. A projection of a contingent link gi is ωi := o(ei)− s(bi).

Returning to the example introduced in Section 2.2.3, we assume that the

student cannot choose exactly how long it will take for him to complete his

assignment, but that it will take some duration between 6 and 10 days. An

equivalent STNU is provided in Figure 5.1 and the relevant time points are listed

below:

b1 : Time at which the professor gives the project to the student.

b2 : Time at which the student begins work on the project.

e2 : Time at which the student finishes work on the project.

b3 : Time of the deadline (When the student must finish the work by).

Note that the time-point e2, is uncontrollable. The student is free to choose

when to begin the project, but since the duration that it will take to perform
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the work is uncertain (denoted by contingent link g(e2, b2) highlighted in red in

Figure 5.1), the student cannot schedule the time that he will finish the work.

An effective strategy must consider all possible projections of the contingent link.

Strong Controllability The concept of consistency was extended for STNUs

by Vidal [213] to the notion of controllability. Split into three categories (strong,

dynamic and weak) controllability can be considered as a way of classifying how

much control is needed to satisfy all constraints. Strong controllability (SC) says

that the STNU is consistent, regardless of the outcome of the uncertain contingent

links.

Definition 8 (Strong Controllability). Denote Ω, the space of outcomes of the

contingent links: Ω = ×g∈G[lg, ug]. Let the schedule s be the assignment: s(b),

∀b ∈ Tc. An STNU S is said to be strongly controllable if: ∃s | c(tj, ti) ∈

[lc,ij, uc,ij], ∀c ∈ C, ∀ω ∈ Ω.

SC is a highly desirable property, as it offers the advantage that a fixed-time

schedule can be computed offline which will work regardless of how the contingent

links are realised at execution.

Without loss of generality, the requirement constraints can be separated into

the set of controllable constraints Cc in the form: c(bj, bi) = bj − bi ∈ [lc,ij, uc,ij]

and uncontrollable constraints Cu in the form: c(ej, bi) = ej − bi ∈ [lc,ij, uc,ij]

(as per c(e2, b1) in Section 5.4) or c(bj, ei) = bj − ei ∈ [lc,ij, uc,ij] (as per c(b2, e1)

in Section 5.4). By substituting ej = bj + ωj or ei = bi + ωi, we can write

the uncontrollable constraints in terms of the controllable time-points, and the

projection, as per Equations (5.1) and (5.2):

c(ej, bi) = bj + ωj − bi ∈ [lc,ij, uc,ij] (5.1)

c(bj, ei) = bj − bi − ωi ∈ [lc,ij, uc,ij] (5.2)
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To check whether an STNU S is strongly controllable, it is sufficient to check

that the requirement constraints are satisfied for the worst possible projection of

the contingent links. This can be achieved by rearranging for ω, giving us the

maximum and minimum value (ug and lg respectively) that the projection can

take, while still satisfying the uncontrollable constraint. For constraints of the

form present in Equation (5.1), the worst cases are provided in Equations (5.3)

and (5.4):

max
ωj∈[lg,j ,ug,j ]

c(ej, bi) := ug,j ≤ bi − bj + uc,ij (5.3)

min
ωj∈[lg,j ,ug,j ]

c(ej, bi) := lg,j ≥ bi − bj + lc,ij (5.4)

And for constraints of the form present in Equation (5.2), the equivalent worst

cases are presented in Equations (5.5) and (5.6):

max
ωi∈[lg,i,ug,i]

c(bj, ei) := ug,i ≤ bj − bi − lc,ij (5.5)

min
ωi∈[lg,i,ug,i]

c(bj, ei) := lg,i ≥ bj − bi − uc,ij (5.6)

For further details on solving STNU SC, we refer the reader to the work of Morris

and Muscettola [218] or Cimatti et al. [219].

Returning to the STNU example from Figure 5.1, the schedule s = {b1 :=

0, b2 := 0, b3 := 10} is a valid schedule for every projection ω2 ∈ [6, 10] and so the

STNU is SC.

Probabilistic Simple Temporal Networks When sufficient data is available,

it is more accurate to model the space of projections of a contingent link by a

probability density function. This allows the scheduling process to focus on the

durations most likely to be realised at execution. Probabilistic Simple Temporal

Networks (PSTN) were introduced by Tsamardinos et al. [100].
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b1 b2 e2 b3
Wait

[0,∞]
Work

X2 ∼ N (8, 1)
Wait

[0,∞]

Deadline

[10, 10]

Figure 5.2: Example Probabilistic Simple Temporal Network.

Definition 9 (PSTN). A PSTN is a tuple, SP = ⟨Tc, Tu, C,D⟩, where Tc, Tu and

C are as per the STNU. The set of probabilistic constraints D, are in the form

d(ei, bi) = ei − bi = Xi, where Xi is a random variable with a set of outcomes

Ωi, probability density function f(ωi) and cumulative probability function F (z) =

P (Xi ≤ z).

The STNU in Figure 5.1, offers no insight into the likelihood of the student

taking 6 days versus 10 days to complete the assignment. Furthermore, it assumes

that there is zero probability that the task will take longer than 10 days, or less

than 6 days. This is not necessarily the case in practice. A more accurate

representation may be to use a Gaussian distribution: the length of time that the

student will take to perform the assignment can be described with a mean of 8

days, and a standard deviation of 1 day. An example PSTN is given in Figure 5.2.

PSTN SC and Risk It should be noted that the PSTN in Figure 5.2 is not

SC as the Gaussian distribution is unbounded. Even if the student was to be-

gin working on the assignment as soon as it was provided, there is a non-zero

probability that the assignment will take significantly longer than 10 days. The

probability of such an event occurring however is very small, and so considering

these unlikely outcomes could be deemed overly conservative.

As a result, it is typical to truncate the distribution by neglecting the extreme,

unlikely outcomes in the tails, i.e: Ω∗i = [ld,i, ud,i]. If we denote by d∗(ei, bi) the
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transformed probabilistic constraint with value defined by random variable X∗i

and set of outcomes Ω∗i, then performing this transformation transforms the prob-

abilistic constraint to a contingent link: d∗(ei, bi) = ei − bi = X∗i ∈ [ld,i, ud,i] ≡

g(ei, bi). Applying this transformation to all d ∈ D, is equivalent to transforming

the PSTN SP , to an equivalent STNU S∗U . However the schedule is now only

robust to the outcomes considered in S∗U . The probability mass excluded by

performing this transformation is the risk of S∗U , while the probability mass con-

sidered is the robustness. This is shown for one particular probabilistic constraint

in Figure 5.3, where the hatched area refers to the risk and the area between the

dotted and dashed line is the robustness. We refer to Fang et al. [13] for a

definition of robustness and risk, written in its equivalent form below.

Definition 10 (Robustness and Risk). Let s be a schedule and denote c(s, ω), the

value of constraint c ∈ C, given the schedule s and outcome ω ∈ Ω. If for every

c ∈ C, c(s, ω) ∈ [lc,ij, uc,ij]: then ω ∈ ΩR ⊆ Ω. The robustness Γ, of a schedule s,

is P (ΩR), while the risk ∆, is P (Ω̄R), where Ω̄R denotes the complement of the

set ΩR.

Since the joint probability functions, P (ΩR) and P (Ω̄R) may be non-trivial,

it is typical to treat each probabilistic constraint independently, such that the

robustness can be evaluated: Γ =
∏

d∈D P (ld ≤ X ≤ ud) and the risk: ∆ =

1 −
∏

d∈D P (ld ≤ X ≤ ud). The values of ud and ld are determined through the

SC relationships, Equations (5.3) to (5.6), by substituting lg, ug for ld, ud. To

permit a linear formulation, it is possible to bound above the risk using Boole’s

inequality. Boole’s inequality states that the probability of at least one event

happening is strictly less than sum of the probabilities of the individual events.

The risk can therefore be approximated as ∆ =
∑

d∈D (1− F (ud) + F (ld)), while

the robustness: Γ =
∑

d∈D (F (ud)− F (ld)).

Returning to the example PSTN from Figure 5.2, from Equations (5.3) to (5.6),
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Figure 5.3: Figure showing risk associated with squeezing a probabilistic con-
straint to an equivalent contingent link.

to enforce SC we need the following conditions to hold:

b2 − b1 ≤ ∞

b2 − b1 ≥ 0

b3 − b1 = 10

ud,2 ≤ b3 − b2

ld,2 ≥ b3 − b2 −∞

Assuming the schedule s = {b1 := 0, b2 := 0, b3 := 10}, for SC to hold, we have

that ud,2 ≤ 10 and ld,2 ≥ −∞. We can transform the probabilistic link d(e2, b2)

to a contingent link g(e2, b2) = e2 − b2 ∈ [−∞, 10]. The resulting STNU is SC

with schedule s, robustness Γ = P (−∞ ≤ X2 ≤ 10) and risk ∆ = 1− P (−∞ ≤

X2 ≤ 10).
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5.3 Related work

5.3.1 Algorithms for PSTN SC

PSTNs were first introduced by Tsamardinos [100]. They motivated the need for

such a framework by highlighting that prior STNU SC approaches [220], assume

that the probability of durations existing outwith the bounds of contingent links

is zero: which is not the case in practice. Instead, they explicitly compute the

probability mass excluded by transforming a PSTN to a strongly controllable

STNU. They show that robust execution of PSTNs should focus on finding the

schedule that maximizes the probability of success (robustness). By assuming

independence, they leverage Sequential Quadratic Programming to find static

schedules: thus first solving the problem of PSTN SC.

Fang et al. [13] noted that maximizing robustness can lead to conservative

solutions. To counter this, they introduced the Chance Constrained PSTN (CC-

PSTN), by enforcing an allowable tolerance on the risk as a constraint in the

system. Some other objective function could then be optimized, while ensuring

that the schedule risk does not exceed the bound. Perhaps more importantly,

they show that constraints containing an uncontrollable time-point can be con-

verted to a set-bounded contingent link, thus drawing analogies between PSTNs

and STNUs. Their solution uses Boole’s inequality to bound above the risk and

therefore is a conservative approximation of the true robustness. Wang et al. [221]

introduce a more efficient method of CC-PSTN scheduling based on conflict de-

tection. In this approach, the problem is decomposed into smaller problems: the

first allocates risk evenly across uncertain durations resulting in an STNU, while

the latter checks the STNU for SC and returns conflicts to be added to the first

model in the form of constraints.

In some instances, the risk required to enforce SC can be deemed too high. Yu

et al. [103] extend the chance-constrained framework to the Relaxable CC-PSTN
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by permitting the use of soft constraints which can be relaxed. The relaxable

CC-PSTN is solved by Yu et al. as per Wang et al. [221] using a nonlinear solver,

combined with a conflict detection mechanism based on identification of negative

cycles in STNUs.

All aforementioned methods make use of non-linear optimization solvers to

solve SC of PSTNs. Such approaches are often difficult to solve and offer no

guarantee of global optimality. By using Boole’s inequality and forming piece-

wise linear approximations of the cumulative density function (CDF), Santana

et al. [101] were the first to present a fully linear encoding of PSTN SC. This

enabled solutions to be found online, using commercial off the shelf linear pro-

gramming solvers. Lund et al. [102] also leverage linear programming solvers in

their Static Robust Execution Algorithm (SREA). They iteratively pose and solve

an LP using non-bounding approximations of the probability mass in the tails

of the probability distributions. By iteratively solving SREA within a loop, they

present a dynamic execution algorithm which can react to unexpected outcomes

at execution, thus paving the way to PSTN dynamic controllability.

To the best of the authors’ knowledge, all previous approaches to PSTN SC

assume independence [13, 100–103], and either use Boole’s inequality to bound

above the risk [13, 101, 103], or solve a generic non-linear optimization prob-

lem [100,221]. Using Boole’s inequality permits the use of LPs, however it is not

guaranteed to return the optimal solution maximizing robustness (see Section

5.4); procedures used to solve generic non-linear optimization problems offer no

guarantee on either optimality or computational efficiency.

In Section 5.5, we show that PSTN SC can be modelled as a convex optimiza-

tion problem enabling globally optimal, robust schedules to be found. We suggest

one approach in Section 5.6, that has been employed in convex optimization lit-

erature. Rather than using piecewise linear approximations of the CDF which

is not convex (see Santana [101]), we form inner approximations of the negative
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log of the CDF which is convex. These inner approximations are analogous to

piecewise linear approximations in one dimension, however generalise to polyhe-

dral approximations at higher dimensions. This makes it possible to approximate

multivariate random variables and consequently consider correlations in the op-

timization. Every approach outlined in this section assumes independence of

probabilistic constraints, making our approach the first to consider correlations.

5.3.2 Correlations in Scheduling

While assuming independence when solving scheduling problems improves tractabil-

ity, it can often lead to inaccurate or sub-optimal solutions. This is particularly

the case when strong correlations exist. Correlated uncertainty exists in many

practical applications of scheduling algorithms, in this section we aim to elucidate

this with reference to some examples.

Industrial Production In Zhang et al. correlated uncertainty is studied in

production scheduling of ethylene plants [25]. The authors highlight that causal

relations between upstream and downstream equipment in the process, as well

as uncertainty in the demand and supply of resources can lead to correlations

between consumption rates of different furnaces, with coefficients as high as 0.5.

In a similar vein, Lu et al. [222] study the single machine scheduling problem and

show that correlations may arise in job processing times, driven by factors such

as shortage of raw materials, availability of staff and machine breakdowns.

Energy Networks In renewable energy networks, energy providers face the

challenge of balancing energy generation to cope with demand. Renewable energy

generation from different turbines is inherently uncertain and depends strongly

on correlation factors such as wind speed [223]. The problem of scheduling when

to activate the generators is denoted the energy and reserve dispatch scheduling
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problem. Xu et al. [26] study the energy and reserve dispatch problem and

note that supply of energy from different turbines is strongly correlated, with

coefficients as high as 0.9.

Construction Ökmen and Öztaş [224] focus on analysing risk in construction

schedules and highlight that weather may affect which tasks can be performed

when, or how long it takes to perform particular tasks. Wang et al. [225] also

note that labor and site conditions contribute to correlations in activity durations.

Maronati and Petrovic [226] note that construction activity durations of the same

type (i.e. welding or concrete pouring) are often highly correlated. Likewise, Eiris

Pereira and Flood [227] note that correlation in activity durations greater than

0.8 can result in the construction crew spending 7% of their time idle, as well as

a 12% extension in project duration.

Vehicle Routing Park et al. [216] showed that correlations can exist in travel

times between roads, with coefficients as high as 0.75. They note that traffic

congestion in upstream roads can correlate with increased travel times in the

near future. Conversely, Nicholson [228], highlights that negative correlation can

occur in road networks as a result of drivers increasing speed to make up for

delays caused by congestion. Bakach et al. [215] study vehicle routing problems

under correlated uncertainty and show that considering correlations can result

in a 13.76% reduction in solution make span. For delivery companies, whose

profit is driven by how many customers can be served in a set time, considering

correlation could yield a significant improvement in profits.

5.4 Motivating Example

We motivate our approach by discussing the toy example given in Figure 5.4.

Consider a drone used in the transportation of medical supplies. After being
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b1 e1 b2 e2
Travel
N (60, 10)

Collect

[0,∞]
Travel

N (100, 25)

Deadline

[0, 160]

Figure 5.4: Image showing toy example

notified of a potential delivery, the drone must fly from a depot, to a location to

pick it up. The travel time of this leg of the journey (e1 − b1) is described by

the random variable X1 ∼ N (60, 10). After it has collected the supplies it must

fly to the drop off point and deliver the supplies within the required time-frame

(between 0 and 160 minutes after setting out e2 − b1). This leg of the journey

(e2 − b2) can be described by the random variable X2 ∼ N (100, 25).

We want to find the schedule that maximizes robustness Γ. We have two

uncontrollable constraints c(b2, e1) and c(e2, b1). From Equations (5.1) and (5.2)

we have:

c(b2, e1) ≡ 0 ≤ b2 − b1 −X1 ≤ ∞

c(e2, b1) ≡ 0 ≤ b2 +X2 − b1 ≤ 160

The only decision variable is the difference between the time assigned to b2 and

b1. W.l.o.g. we assume b1 = 0.

Boole’s Inequality Using Boole’s inequality we can formulate the objective

as:

max
b2
{P (b2 −∞ ≤ X1 ≤ b2) + P (−b2 ≤ X2 ≤ −b2 + 160)}

If we consider first that b2 = 75 then we have:

(FX1(75)− FX1(−∞)) + (FX2(85)− FX2(−75)) = 1.21
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Next we consider that b2 = 67 so we have:

(FX1(67)− FX1(−∞)) + (FX2(93)− FX2(−67)) = 1.14

Using Boole’s, b2 = 75 is clearly the better schedule.

Joint Outcome with Independence If we consider the joint outcome with

independence then the objective is:

max
b2
{P (b2 −∞ ≤ X1 ≤ b2)P (−b2 ≤ X2 ≤ −b2 + 160)}

For b2 = 75:

(FX1(75)− FX1(−∞)) (FX2(85)− FX2(−75)) = 0.26

And b2 = 67:

(FX1(67)− FX1(−∞)) (FX2(93)− FX2(−67)) = 0.30

Considering the joint outcome, the optimal solutions are switched with the sched-

ule b2 = 67, offering a 15% increase in robustness versus the solution returned

using Boole’s inequality. This effect is observed in greater detail in Figure 5.5.

Joint Outcome with Correlation We will now show that, even consider-

ing the joint outcome with independence is not necessarily guaranteed to return

optimal solutions if the correlation is experienced when the schedule is executed.

We return to the drone example and consider that the travel times X1 and

X2 are correlated due to uncertainty in wind speed. We plotted the robustness

for varying b2 and varying correlation coefficient ρ in Figure 5.5. Note that

positive correlation could occur when the two legs of the drones journey are in
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Figure 5.5: Comparison of robustness using Boole’s versus actual robustness with
varying correlation coefficient ρ (below).

the same direction (if one leg encounters a headwind, then the other leg should

also encounter a headwind). On the other hand, negative correlation could occur

if the two legs are in opposite directions (if one leg encounters a headwind, the

other should encounter a tailwind and consequently take longer). Considering a

fixed schedule of b2 = 67, with ρ = 0 we have independence and consequently

the robustness is as per the previous section Γ = 0.30. On the other hand, if the

two variables have correlation ρ = 0.9 then the robustness Γ = 0.39. If we were

to assume independence in the optimization then this is the best robustness we

can hope for. It is clear from Figure 5.5, that better robustness can be achieved

through scheduling b2 five minutes earlier (b2 = 62) such that the robustness

Γ = 0.44. In this case, considering correlation in the scheduling process offers a

12.8% improvement in robustness.

To explain this difference, we refer to Figure 5.6, which shows a contour plot

of the joint probability density function of X = [X1, X2]. With b2 = 67, the ro-

bustness is given by the volume beneath the contour plot within a rectangle with

dimensions −∞ ≤ X1 ≤ 67 and −67 ≤ X2 ≤ 93 (shown by the vertical and hor-
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izontal blue lines). The dimensions of the box are fixed by the constant bounds,

[lc, uc] associated with each uncontrollable constraint. Finding the schedule that

optimizes robustness, involves moving the box (by changing the schedule), such

that it covers as much of the probability mass as possible. This in turn is depen-

dent on the underlying distribution - for which correlation may have a significant

effect. For the correlated case the optimal occurs at b2 = 62, such that the rect-

angle has bounds −∞ ≤ X1 ≤ 62 and −62 ≤ X2 ≤ 98 (shown by the vertical

and horizontal red lines).

Objective Accuracy It’s worth noting that if you assume independence, you

are not guaranteed to have a conservative estimate of the actual robustness. For

example in Figure 5.5, with ρ = 0, the robustness from the model would be

Γ = 0.3. The decision maker would be expected to make a decision based on

this value, whereas in reality the robustness experienced could be much lower. If

correlation ρ = −0.9 was experienced at execution time, the actual robustness

from the schedule b2 = 67 would be Γ = 0.16. Referring to Figure 5.6 can offer

some insight into this effect. When we solve assuming independence, the solution

is a conservative approximation of the probability mass under the blue contour

plot, enclosed within the blue box. The actual robustness is the probability mass

under the red contour plot (also within the blue box). This is not guaranteed

to be strictly less than the equivalent probability mass under the independent

probability density function. While the optimal schedule for Boole’s and corre-

lation ρ = −0.9 are similar, the objective of Boole’s Γ = 1.2, offers nothing to

a decision maker who has to reason over the risk of the schedule. Under such

circumstances it becomes necessary to consider the correlation directly. We now

formally introduce the Corr-STN:

Definition 11 (Corr-STN). A Corr-STN is a tuple, SC = ⟨Tc, Tu, C,D,R⟩,

where Tc, Tu and C are as per the PSTN. R is the set of correlations involv-
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Figure 5.6: Image showing bi-variate Gaussian distribution probability density
function with and without correlation.

ing a number of probabilistic constraints with correlation matrix ϱ. Each r ∈ R

defines an n dimensional multivariate Gaussian vector X ∼ (µ,Σ) with mean

vector µ and covariance matrix Σ. The set D is the set of independent proba-

bilistic constraints. If there are no correlations, then the set R = ∅ and the set

D is the set of all independent probabilistic constraints as per the PSTN.

5.5 Corr-STN SC is Convex

In this section we show how Corr-STN SC can be formulated as a convex opti-

mization problem.

Decision Variables The decision variables include the vector of controllable

time-points x, and the vector of lower and upper bounds z (introduced below).

Controllable Constraints The controllable constraints can be written in the

form of two less than inequalities: bj−bi ≤ uc,ij and bi−bj ≤ −lc,ij, such that they
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represent a polyhedron: Ax ≤ β, where A is the coefficient matrix of values,

Aij ∈ {−1, 1, 0}, β is the vector of bounds βi ∈ {uc,−lc} and x is the decision

variable vector.

Independent Probabilistic Constraints For each d ∈ D, we have a number

of uncontrollable constraints preceding/succeeding it. From (5.3) to (5.6), we can

write the uncontrollable constraints in the form: bi−bj+ lc,ij ≤ Xj ≤ bi−bj+uc,ij

and bj−bi−uc,ij ≤ Xi ≤ bj−bi−lc,ij. Consequently, we have the matrix inequality

zd ≤ T dx+qd, where zd,i ∈ {ud,−ld}, Td,ij ∈ {−1, 1, 0} and qd,i ∈ {uc,−lc}. The

probability that the constraint is satisfied is given by the probability function

Fd = P (ld ≤X ≤ ud).

Correlations For each correlation r ∈ R, we write the nr uncontrollable con-

straints involved in the correlation in the form: zr ≤ T rx + qr. The difference

here is that we have more than one random variable involved in each correlation.

The vector of upper and lower bounds are in the form ur = [ur,1, . . . , ur,nr ]
T and

lr = [lr,1, . . . , lr,nr ]
T , and therefore calculating the probability that the constraints

are satisfied involves calculating the joint probability function Fr = P (lr ≤X ≤

ur), for the multivariate distribution X ∼ N (µ,Σ) as per Definition 11.

Objective Function For each d ∈ D and r ∈ R, we know that the lower

and upper bounds ld,ud and lr,ur are directly encoded in the vectors zd and zr

which represent rows of a vector z, such that z = [zd1 , . . . ,zd|D| , zr1 , . . . ,zr|R| ]
T .

The objective function is to maximize the robustness Γ, giving the following

optimization problem:

max
x,z
{
∏
r∈R

Fr

∏
d∈D

Fd | z ≤ Tx+ q, Ax ≤ β}
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On Convexity Following from above, the only non-linear function here is the

robustness Γ =
∏

r∈R Fr

∏
d∈D Fd, used in the objective.

Proposition 1 (Corr-STN SC is Convex). Let X ∼ N (µ,Σ) be the multi-

variate Gaussian random vector representing the random durations. Prèkopa [33]

shows that the multi-variate Gaussian distribution is log-concave. Note that we

can rewrite P (l ≤ X ≤ u), as P (ηX ≤ z), where η = [I,−I]T and z =

[u,−l]T [229]. If X is log-concave, then so is ξ = ηX, since it is a linear

transformation of a log-concave distribution (Prèkopa [33] Theorem 10.2.4). If ξ

is log-concave, then the function P (ξ ≤ z) is log-concave since it is the cumulative

probability function of a log-concave distribution (Prèkopa [33] Theorem 10.2.1).

This implies that the functions Fr and Fd are log-concave. If Fr and Fd are log-

concave then so is Γ since it is the product of log-concave functions [230] and

therefore:

log

(∏
r∈R

Fr

∏
d∈D

Fd

)
=
∑
r∈R

logFr +
∑
d∈D

logFd

is concave. As a result we can reformulate the optimization problem as a convex

one:

min
x,z
{
∑
r∈R

ϕr +
∑
d∈D

ϕd | z ≤ Tx+ q, Ax ≤ β} (5.7)

In fact, the result in Proposition 1 is not unique to multi-variate Gaussian dis-

tributions: the result stands so long as the random vectors X have log-concave

probability distributions. Many useful distributions contain this characteristic, a

survey of which is provided by Bagnoli et al. [113].

Running Example Consider the small Corr-STN from Figure 5.4. In this

example, we have no controllable constraints, no independent probabilistic con-

straints and only one correlation defining a multivariate Gaussian distribution

X = [X1, X2]. The uncontrollable constraints associated with the correlation are
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c(b2, e1) for X1 and c(e2, b1) for X2 respectively. We encode this as:

[
ur,1
ur,2

−lr,1
−lr,2

]
≤
[ −1 1

1 −1
1 −1
−1 1

] [
b1
b2

]
+

[
0

160
∞
0

]

The objective is to find the value of vectors:

x = [b1, b2]
T

z = [ur,1, ur,2,−lr,1,−lr,2]T

that minimizes ϕr.

5.6 Method

The result of the previous section is that the problem is convex, allowing use of a

rich suite of existing solution methods. For a recent survey of techniques, we refer

to Van Ackooij [231]. In the coming section, we introduce one such method that

forms an inner approximation of the convex functions ϕd and ϕr using a number

of generated approximation points (hereby referred to as columns) [29, 232].

The problem is then solved via the column generation procedure as outlined in

Algorithm 2, in which two optimization phases are iteratively solved:

1. The Restricted Master Problem (RMP), which solves the probability

maximisation problem using the columns generated so far (line 4).

2. A Column Generation Problem (CGP) for each function ϕd and ϕr,

which finds the best new column to include in the RMP (line 7).

The results of the RMP and CGP are stored in modelR and modelC respec-

tively. We extract the dual values (modelR.duals) from the solution to the RMP,

and use them to model the reduced cost which we set as the objective to the CGP
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(modelC.objective). Since we are minimizing reduced cost, any column whose

reduced cost is negative is called an improving column. If an improving column

can be found (line 8), we set terminate to False (line 9), and add the new column

(line 10). The process then repeats until no improving column can be found.

Algorithm 2: Algorithm for SC of Corr-STN

Input : A Corr-STN, SC

Output: An optimization model modelR containing a schedule that
optimizes robustness.

1 columns← getInitialColumn(SC);
2 terminate← False;
3 while terminate← False do
4 modelR← RMP(columns, SC);
5 terminate← True;
6 for function ∈ D ∪R do
7 modelC ← CGP(modelR.duals, function);
8 if modelC.objective < 0 then
9 terminate← False;

10 columns.add(modelC.solution)

11 end

12 end

13 end
Return: modelR

Inner Approximation Note that ϕr and ϕd are the only nonlinear functions

in Equation (5.7) and they are convex. For any convex function ϕ, if we have

enumerated sufficiently many finite points, {z1, z2, ...,zK}, referred to as base

(see Geoffrion [233]), in its domain, and let ϕi := ϕ(zi), then we can approximate

minϕ(z) with :

min{
K∑
i=1

ϕiλi :
K∑
i=1

λi = 1, λi ≥ 0} (5.8)

where K depends on the desired level of approximation (see Figure 5.7). Note

that from henceforth the notation i refers to the ith column. Since the inner
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approximation is an over-estimate of the convex functions ϕr and ϕd, it is a

conservative approximation of the robustness Fr and Fd.

Figure 5.7: Inner approximation for a bivariate convex function ϕ(z). The red
crosses are the approximation points (columns) zi at which the function has been
evaluated and the black dots are the function evaluations ϕi.

Running Example To highlight this we return to the running example. As-

sume that we have evaluated the function ϕr at a number of points: li,ui for

i = 1, 2, .., K, such that ϕi
r refers to ϕr(l

i,ui). The inner approximation would

be:  u1
r,1 ... uK

r,1

u1
r,2 ... uK

r,2

−l1r,1 ... −lKr,1
−l1r,2 ... −lKr,2

[ λ1
r

...
λK
r

]
≤
[ −1 1

1 −1
1 −1
−1 1

] [
b1
b2

]
+

[
0

160
∞
0

]

[ 1...1 ]

[
λ1
r

...
λK
r

]
= 1, λi

r ≥ 0, ϕr =
K∑
i=1

ϕi
rλ

i
r (5.9)

While the column: zi = [ui
r,1, u

i
r,2,−lir,1,−lir,2].
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min
x,λ

∑
r∈R

Kr∑
i=1

ϕi
rλ

i
r +

∑
d∈D

Kd∑
i=1

ϕi
dλ

i
d

s.t. Ax ≤ β

Kr∑
i=1

λi
rz

i
r ≤ T rx+ qr r ∈ R (dual : πr)

Kd∑
i=1

λi
dz

i
d ≤ T dx+ qd d ∈ D (dual : πd)

Kr∑
i=1

λi
r = 1 r ∈ R (dual : νr)

Kd∑
i=1

λi
d = 1 d ∈ D (dual : νd)

xi, λ
i ≥ 1

Figure 5.8: Master Problem

Restricted Master Problem If we form an inner approximation for each

independent probabilistic constraint and correlation using Equation (5.8), we

can re-write Equation (5.7) in its approximate form as a linear program as shown

in Figure 5.8. We refer to this as the Master Problem (MP). Notice that we

have replaced the z variables in Equation (5.7) with λ variables. With each

point, zi, in our base we can associate a column of coefficients in the constraint

matrix corresponding to the variable λi (as shown in Equation (5.9)). The value

of the λ variables allow for the convex combination of the columns enumerated

so far. We refer Kr, Kd as the number of columns generated for each correlation

r and independent probabilistic constraint d. Likewise we refer λr as the Kr

dimensional vector of variables associated with the columns of a correlation r

and λd as the Kd dimensional vector of variables associated with the columns

generated for an independent probabilistic constraint d.

K can be prohibitively large when solving the MP in Figure 5.8 directly.
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In addition, we are only interested in the columns from our base that are in

the vicinity of the optimal solution. The key idea is that we iteratively solve a

restricted version, that we refer to as the Restricted Master Problem (RMP),

where only a subset, {z1, . . . ,zk} such that k << K, of our base is considered.

Note that the optimal solution to the RMP is always feasible to the MP. For it

to be optimal, none of the unconsidered columns in our base would improve the

objective when included in the RMP. If no such column exists, then the optimal

solution of the RMP is also optimal to the MP.

Finding an Initial Feasible Point In order to initialise the algorithm, we

must find an initial column z0, for which the RMP has a feasible solution. Any

previous PSTN SC algorithm can be used to generate a feasible point. To see

this, consider that we obtain a schedule, i.e. an assignment of a value to all

the controllable time-points: x0 ∈ Rn
+, which satisfies all the constraints. The

equivalent column can then be evaluated as z0 = Tx0 + q. Many efficient PSTN

SC algorithms exist capable of finding such a feasible point, for details on how to

implement such an algorithm, we refer the reader to the relevant paper [13,100–

102]. In this chapter, we chose to use the algorithm of Santana et al. [101] since

it is an LP and can be solved efficiently.

Column Generation Problem A column is said to be an improving column

if the reduced cost is negative [234]. Given a linear program minx{cTx | Ax ≤

b, xi ≥ 0}, any variable xi that takes a zero value in the simplex procedure

is known as a non-basic variable. The reduced cost of introducing a non-basic

variable xi into the simplex basis is: ci −AiTy, where Ai refers to column i of

matrix A and y is the dual vector.

Running Example Returning to the ongoing example, we show how to gen-

erate an improving column zk+1
r , for ϕr. The objective coefficient would be

114



Chapter 5. A Column Generation Approach to Correlated Simple Temporal
Networks

ck+1 = ϕk+1
r . From Equation (5.9), the column of coefficients in the constraint

matrix associated with variable λk+1 is Ak+1 = [zk+1
r , 1]T and from Figure 5.8

the dual vector y = [πr,νr]. We can therefore find the best improving column

by minimizing reduced cost, which amounts to solving the following optimization

problem.

min
zr

{ϕr(zr)− zT
r πr − νr} := min

lr ,ur

{− logF (lr,ur)

−[ur,−lr]

πur

πlr

− νr | ur > lr} (5.10)

Such that πur,i
=
∑

{j:zr,j=ur,i} πr,j refers to element i in vector πur , where j =

1, 2, ...,m and m is the number of rows in constraint matrix zr ≤ T rx + qr.

Similarly πlr,i =
∑

{j:zr,j=−lr,i} πr,j refers to element i in vector πlr . To prevent

domain errors with log(0), we constrain the upper bound to be greater than the

lower bound, ur > lr.

We refer to this as the Column Generation Problem (CGP). We solve

one CGP for all r ∈ R and d ∈ D. If no improving column can be found for

any function, at any iteration, then it is not possible to find another variable

λk+1 (and column zk+1) which will improve the objective when entered into the

simplex basis. In other words, our inner approximation already contains the

optimal solution and so we can terminate the algorithm. The convergence of this

procedure has been shown in Dantzig [234].

In order to solve Equation (5.10), it is necessary to efficiently compute the

gradient vector. This can be evaluated as:

∇
(
ϕ(zr)− zT

r πr − νr
)
= −∇F (lr,ur)

F (lr,ur)
−

πur

πlr


There exists efficient algorithms capable of calculating cumulative probabilities of
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multivariate Gaussian distributions (e.g. [235]). Prekopa [33] proves it is possible

to analytically evaluate the gradient of the function F (z) for multi-variate Gaus-

sian distributions using the same efficient algorithm [236, 237]. Van Ackooij et

al. [236] present a formula for the case, ∇F (l,u) which relies on the same result.

On Correlated Chance Constrained STNs In this chapter we focus on

problems in which the objective it to optimize robustness. Often it is the case that

some other objective function cTx, should be optimized subject to a user-defined

tolerance on risk [13]. As an example we may want to deliver all medicines while

minimizing the number of trips used (since this may be a proxy for cost), subject

to the constraint that the plan has a 95% chance of succeeding. In this section

we show that this approach can easily be adapted to solve a chance-constrained

problem while considering correlation.

We define an allowable tolerance on risk δ such that we can model the chance

constraint as: 1 −
∏

r∈R Fr

∏
d∈D Fd ≤ δ. Taking the log of both sides as per

Section 5.5 and substituting ϕδ = log(δ − 1) we have:

∑
r∈R

ϕr +
∑
d∈D

ϕd ≤ ϕδ

Again, we are free to form an inner approximation of the functions ϕr and ϕd

as outlined in Equation (5.8). The only difference versus the probability maxi-

mization case, is that the reduced cost function needs some minor modification.

The objective is now some arbitrary function cTx and so the objective coefficient

associated with each new approximation point is zero. Furthermore we now have

a dual variable associated with the chance constraint which we will call µ. The

column generation problem then becomes:

min
zr

{−µϕr(zr)− zT
r πr − νr}
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which relies on exactly the same functions and derivatives and so can be solved

using the same approach.

5.7 Experimental Setup

We experimentally validated our approach on a number of Corr-STNs generated

for the drone delivery planning domain introduced in Section 5.4. In this section

we discuss the generation of the Corr-STN instances.

5.7.1 Planning Domain and Problem

To generate Corr-STN instances, a temporal planning domain and problems were

first constructed using PDDL [238].

Description of PDDL Domain

The domain file is provided in Appendix A and contains information describing

the rules of how the world works.

In the drone planning domain, we have a set of drones which must deliver a

set of medicines to their respective delivery points. Here, we have two classes

of objects, those which can be located at a place, denoted locatables and the

locations themselves. The locatables contain the drones as well as the medicines

to be delivered.

The drone can perform a number of actions to achieve the goal of delivering

the medicine. First it can move between two locations. For this action to take

place, the drone must be located at the initial location, the two locations must

be connected and the drone must have sufficient battery to complete the journey.

The battery used for the journey is a function of the battery rate and the travel

time between the two locations.
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When the battery of the drone reduces below a certain level, it may wish

to recharge the batteries. Only some of the locations contain charging facilities,

which we refer to as the depots. Once the recharge action has taken place,

the battery of the drone is refilled to its full capacity. The time it takes to

complete this action depends on the recharge rate of the drone and the battery

level remaining.

If the drone is at the same location as a medicine and the medicine is not

too heavy, then it may wish to pick-up the medicine. Each medicine has a fixed

weight, and each drone has a load capacity which defines the maximium weight

it can carry. Conversely, if the drone is carrying a medicine then it can drop-off

the medicine at a given location, providing that it is located at that location.

Finally, to model the expiration deadline of the medicines, we create an addi-

tional action complete-delivery, which is conditional on: the medicine being at the

location and the medicine not being expired. Timed intitial literals (TIL), were

used to model the expiration of each medicine. TILs enforce that a predicate

becomes true at a given time. In this instance, the medicines become expired

when their expiration time is reached. The effect of the complete-delivery action

is that the medicine is considered delivered at the location.

PDDL Problem Generation

Each PDDL problem involved a number of deliveries which must be completed by

the drones. To generate problems of different size, we varied the number of drones

and medicines to be delivered. Ten cases were generated for each combination of

drones from the set {1, 2, 3, 4}, and medicines from the set {1, 2, 4, 8}.

Each drone was sampled from three sizes: small, medium and large, with vary-

ing load capacity, battery capacity, battery rate and recharge rate, as outlined in

Table 5.1. Similarly, each medicine delivery was sampled from 9 different medicine

types with varying weight, probability and expiration time as per Table 5.2.
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Table 5.1: Drone types

Size
Load

Capacity
Battery
Capacity

Battery Rate
Recharge

Rate

Small 10 50 1 10

Medium 20 100 1 5

Large 50 150 1 4

Table 5.2: Medicine Types

Name Weight
Expiration

Time
Probability

Penicillin 2 400 0.25

Insulin 1 180 0.15

Defibrillator 20 100 0.05

Blood 10 120 0.15

Organ 20 100 0.1

Vaccine 2 150 0.1

Atorvastatin 2 200 0.05

Levothyroxine 3 300 0.05

Metformin 5 500 0.1

The number of locations was kept constant at 10, with the number of depots

containing charging facilities fixed at 2. The depots were uniformly sampled for

each problem instance from the 10 locations available. Finally, the distances

between each location was sampled in the range of 10 to 100.

Each drone and medicine was then randomly assigned to one of the 10 loca-

tions. Thus the initial state was composed of the drones being located at their

given locations, drones having full battery and load capacity, medicines being

located at their given locations and not currently expired.

The goal was to complete the delivery of all medicines to their respective

delivery location. Each delivery location was also randomly sampled from the

available locations. One example problem file is provided in Appendix B for
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reference.

5.7.2 Corr-STN Instance Generation

Each PDDL problem instance was then solved using the temporal planner OP-

TIC [239], resulting in a temporal plan. The plan output for the PDDL problem

file in Appendix B is shown in Listing 5.1.

Listing 5.1: Example of PDDL plan file.

0 .000 : (move d0 l 7 l 4 ) [ 2 0 . 0 0 0 ]

20 .001 : (move d0 l 4 l 8 ) [ 2 0 . 0 0 0 ]

40 .002 : (move d0 l 8 l 5 ) [ 3 0 . 0 0 0 ]

70 .002 : ( pick−up d0 l 5 m0) [ 5 . 0 0 0 ]

75 .002 : (move d0 l 5 l 8 ) [ 3 0 . 0 0 0 ]

105 .003 : (move d0 l 8 l 3 ) [ 3 0 . 0 0 0 ]

135 .004 : ( drop−off d0 l 3 m0) [ 5 . 0 0 0 ]

140 .005 : ( complete−del ivery m0 l 3 ) [ 0 . 0 0 1 ]

An STN was then constructed from each PDDL plan file using the Open Task

Planning Library1, as shown in Figure 5.9.

For each STN, we then generated 10 separate PSTN instances by sampling

mean and standard deviations to apply to actions. For each PSTN, we then

create 3 separate Corr-STN instances by sampling random correlation matrices

of size 2, 3 and 4. Finally, TIL deadlines were then varied to generate Corr-STN

problems with a wide variety of robustness. The result was a total of 5850 Corr-

STN problem instances of which 4872 could be solved (the unsolvable ones had

a robustness of zero)2.

1https://github.com/taskplanning/otpl
2Source code and benchmark problems can be accessed online at: https://anonymous.

4open.science/r/CORRSTN-3E78/
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Figure 5.9: Image showing STN example constructed from plan.
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5.7.3 Solution Methods

Each Corr-STN was then solved using three methods: an SC Linear Program

with Boole’s inequality (implementation of the PARIS algorithm from Santana

et al. [101]) (referred to as Boole’s); Column Generation method assuming inde-

pendence (referred to as Independent); Column Generation with correlation (re-

ferred to as Correlated). Python was used for the implementation with Gurobi

as the linear programming optimizer, and the SLSQP solver within the Python

package SciPy as the column generation solver.

5.8 Results

Plots showing results for robustness, runtime and accuracy are provided in Fig-

ures 5.10, 5.11 and 5.12 respectively. Note that ΓMC and ΓTH refer to the

Monte Carlo robustness, and theoretical robustness obtained from the optimiza-

tion model. The notation b, i, c, c2, c3 and c4 refer to the results for Boole’s,

independent, all correlated cases, and correlated cases of sizes 2, 3 and 4 re-

spectively (number of events that are considered correlated with one another).

Figures 5.10 and 5.12 are plotted against the optimal probability, as obtained

from the Monte Carlo simulations considering correlation.

Robustness To assess the robustness we simulated each schedule, for each

Corr-STN, 20,000 times and calculated the Monte-Carlo robustness. Boole’s and

independent robustness were then compared to correlated, and the percentage

difference plotted in Figure 5.10.

The improvement in robustness when we consider correlation versus using

Boole’s is substantial but has a wide variance. In general, we see a significant

improvement on problems in which the optimal robustness is low with some cases

offering up to 80% improvement. The intuition for this can be gained from
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Figure 5.10: Plot showing % difference in Monte Carlo robustness for different
solutions: θx,y = (ΓMC

x −ΓMC
y )/ΓMC

x ×100. Boole’s and independent are compared
to correlated of different sizes.

Figure 5.11: Plot showing % of cases solved versus runtime for Boole’s, indepen-
dent and correlated.
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Figure 5.12: Plot showing % difference in Monte Carlo and theoretical robustness:
αx,y = (ΓMC

x − ΓTH
y )/ΓMC

x × 100. Theoretical for independent and correlated are
compared to correlated Monte-Carlo.

Figure 5.6. As discussed in Section 5.4, the problem of Corr-STN SC involves

moving a box (by varying the schedule) of n dimensions over the n dimensional

multivariate Gaussian probability density function. When the box is small and

constrained to the outer corners of the distribution, the optimal location of the

box can be quite different. Of the 928 cases where the correlated Monte Carlo

robustness was less than 0.5, correlated offered a mean improvement of 8.51%

over Boole’s and 3.50% over independent.

Runtime Figure 5.11 plots the percentage of cases solved versus runtime for

the Boole’s, independent and correlated of varying correlation sizes. As expected

using the Boole’s LP is substantially faster with all cases solved within 1 second.

This is a result of the fact that the encoding is entirely linear. On the other

hand approximately 90% of the independent cases and 80% of the correlated size

2 cases could be solved within 1 second. The runtime grows exponentially with
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the size of the distribution, some cases with correlation size 4 took up to 400

seconds. Nonetheless approximately 80% of the correlated size 3 cases and 50%

of the correlated size 4 cases could be solved within 10 seconds.

Note that the stopping criteria allows for a trade-off between the solution

quality and runtime. All of the problems were solved with a gap of 1% (i.e.

ε = 0.01), however it is possible to terminate the algorithm earlier, and return

the best solution found so far. Generally, we found that the column generation

procedure tends to struggle to close the gap for some instances, hence those which

took significantly longer than other cases of a comparable size, tended to reach

a reasonable intermediate solution quite quickly. Of course, the amount of time

that it is acceptable to dedicate to the scheduling depends on the application

domain, for example a robot domain may require very fast solutions, whereas a

crew scheduling domain may not. It’s also important to mention, that since we

initialise the column generation procedure with the solution using Boole’s inequal-

ity, the column generation solution is at least as good as the Boole’s inequality

solution from the start of the procedure.

Accuracy To measure accuracy, we compare the theoretical robustness ob-

tained from the objective for independent and correlated, with the Monte-Carlo

robustness considering the correlation. The percentage difference is plotted in

Figure 5.12. If we assume independence, we can obtain theoretical robustness val-

ues which are up to 3 times higher than the actual robustness observed through

Monte-Carlo simulation. This is because assuming independence is not guar-

anteed to provide a bounding approximation of the correlated robustness (see

Section 5.4 and Figure 5.6). We do not plot the theoretical versus experimental

robustness using Boole’s since the objective is not representative of the actual

probability.
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Comparison on other Domains In order to show the applicability of our

approach to other domains, we provide a comparison of robustness Γ, and runtime

t, for Boole’s, independent and correlated on International Planning Competition

[240] domains: rovers and crew-planning. We solved 10 instances from each

domain and generated 3 Corr-STNs for each instance. To highlight the percentage

improvement in robustness for low versus high robustness cases, we generated 3

instances from each STN associated with low, mid and high robustness (identified

in the Robustness Level column). Correlation size 2 was selected as it offered a

good improvement in robustness for minimal impact in runtime. Similarly, we

add correlation coefficients of 0.9 across constraints involved in the correlations,

as high correlation instances were shown to result in the greatest improvement

in robustness of correlated versus Boole’s and independent. Standard deviations

were randomly sampled to apply to actions as per the drone domain. Results for

the rovers domain is provided in Table 5.3, whereas results for the crew-planning

domain is provided in Table 5.4. Note that θc,b and θc,i refers to the percentage

difference in robustness of correlated versus Boole’s and independent (as outlined

at the start of this section) and that #Cts refers to the number of constraints

involved in the network.

First, it is important to note that the trend observed in the drone planning

domain (greater percentage improvement in robustness when the overall robust-

ness is low) is also observed in the rovers and crew-planning domain. In general,

considering correlation appears to be more effective on the rovers domain versus

the crew-planning domain. This is thought to be attributed to the difference

in structure of the two domains. Whereas rovers problem instances tend to in-

volve consecutive actions to achieve the goals (as per the drone planning prob-

lem), the crew-planning domain often involves more concurrent actions occurring.

Nonetheless, we still see a significant improvement in robustness in both domains.

In the rovers domain we observe an average improvement of 20.61%, 7.56% and
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Instance
Robustness

Level
# Cts ΓMC

b ΓMC
i ΓMC

c tb (s) ti (s) tc (s)
θc,b
(%)

θc,i
(%)

1 Low 44 0.041 0.042 0.061 0.177 0.289 1.523 32.869 30.574
1 Mid 44 0.377 0.445 0.467 0.177 0.296 1.494 19.244 4.594
1 High 44 0.948 0.949 0.950 0.182 0.346 2.411 0.237 0.158
2 Low 26 0.106 0.120 0.155 0.134 0.246 0.677 31.266 22.739
2 Mid 26 0.515 0.526 0.547 0.132 0.217 0.662 5.982 3.891
2 High 26 0.952 0.953 0.954 0.131 0.221 1.476 0.283 0.100
3 Low 64 0.378 0.404 0.412 0.332 0.514 1.403 8.172 1.858
3 Mid 64 0.892 0.895 0.897 0.335 0.502 1.157 0.547 0.167
3 High 64 0.957 0.959 0.960 0.336 0.456 4.584 0.323 0.099
4 Low 28 0.169 0.161 0.170 0.158 0.268 1.153 0.881 5.316
4 Mid 28 0.510 0.566 0.580 0.153 0.258 1.605 12.131 2.473
4 High 28 0.905 0.907 0.907 0.156 0.254 1.237 0.210 0.033
5 Low 94 0.001 0.002 0.002 0.405 0.699 2.302 29.730 16.216
5 Mid 94 0.249 0.260 0.270 0.397 0.734 2.709 7.765 3.558
5 High 94 0.788 0.790 0.794 0.403 0.733 3.107 0.768 0.497
7 Low 73 0.213 0.208 0.232 0.379 0.440 1.702 8.523 10.375
7 Mid 73 0.588 0.589 0.605 0.372 0.446 1.098 2.908 2.644
7 High 73 0.873 0.882 0.886 0.374 0.554 2.955 1.372 0.350
8 Low 143 0.009 0.014 0.016 0.658 1.174 4.098 42.188 14.688
8 Mid 143 0.366 0.373 0.381 0.646 1.100 4.627 4.051 2.281
8 High 143 0.930 0.935 0.936 0.649 0.976 12.753 0.662 0.112
10 Low 152 0.018 0.020 0.023 0.706 1.127 2.644 21.245 14.592
10 Mid 152 0.195 0.206 0.223 0.706 1.075 3.615 12.371 7.297
10 High 152 0.907 0.913 0.916 0.706 1.144 4.317 0.939 0.289
11 Low 145 0.110 0.119 0.136 0.644 1.036 4.274 18.950 12.266
11 Mid 145 0.593 0.604 0.613 0.641 0.890 3.310 3.302 1.459
11 High 145 0.891 0.901 0.902 0.638 0.973 2.643 1.175 0.122
12 Low 91 0.010 0.010 0.012 0.461 0.709 2.619 12.340 13.617
12 Mid 91 0.353 0.370 0.381 0.468 0.679 1.785 7.284 2.809
12 High 91 0.949 0.952 0.953 0.474 0.705 8.324 0.430 0.058

Table 5.3: Table showing results for rover domain.
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Instance
Robustness

Level
# Cts ΓMC

b ΓMC
i ΓMC

c tb (s) ti (s) tc (s)
θc,b
(%)

θc,i
(%)

1 Low 86 0.219 0.219 0.235 0.068 0.112 0.275 6.729 6.729
1 Mid 86 0.739 0.746 0.755 0.069 0.134 1.237 2.191 1.271
1 High 86 0.995 0.995 0.995 0.068 0.322 0.116 0.000 0.000
2 Low 73 0.216 0.215 0.232 0.090 0.129 0.821 7.272 7.293
2 Mid 73 0.405 0.405 0.423 0.091 0.134 0.620 4.291 4.291
2 High 73 0.841 0.849 0.852 0.092 0.435 1.210 1.274 0.340
3 Low 82 0.110 0.110 0.121 0.111 0.168 1.192 8.838 8.838
3 Mid 82 0.284 0.284 0.300 0.112 0.167 0.623 5.343 5.343
3 High 82 0.849 0.858 0.860 0.111 0.536 0.651 1.296 0.302
4 Low 116 nan 0.052 0.056 nan 0.362 1.503 100.000 8.363
4 Mid 116 0.620 0.620 0.625 0.136 0.244 0.533 0.832 0.832
4 High 116 0.929 0.929 0.931 0.142 0.200 1.512 0.204 0.204
5 Low 89 0.052 0.052 0.058 0.155 0.697 0.643 9.801 9.801
5 Mid 89 0.656 0.664 0.673 0.154 0.264 1.091 2.556 1.330
5 High 89 0.898 0.904 0.904 0.157 0.303 1.218 0.658 0.044
6 Low 133 0.041 0.041 0.043 0.178 0.870 1.601 5.665 5.665
6 Mid 133 0.585 0.593 0.601 0.183 0.308 1.260 2.638 1.248
6 High 133 0.896 0.900 0.900 0.187 0.342 2.119 0.455 0.056
7 Low 160 0.045 0.045 0.049 0.141 0.211 0.597 7.536 7.434
7 Mid 160 0.783 0.784 0.790 0.140 0.278 0.923 0.855 0.665
7 High 160 0.958 0.958 0.958 0.135 0.214 0.943 0.026 0.031
8 Low 142 0.039 0.039 0.043 0.157 0.238 0.757 9.618 9.618
8 Mid 142 0.249 0.249 0.255 0.159 0.238 0.929 2.312 2.312
8 High 142 0.950 0.951 0.951 0.156 0.280 1.400 0.131 0.074
9 Low 158 0.012 0.012 0.013 0.222 0.326 0.996 11.364 11.364
9 Mid 158 0.466 0.467 0.479 0.222 0.414 1.593 2.661 2.556
9 High 158 0.718 0.723 0.730 0.231 0.450 3.339 1.644 0.891
11 Low 212 0.092 0.098 0.108 0.245 0.501 1.640 14.444 8.843
11 Mid 212 0.213 0.223 0.230 0.245 0.479 2.782 7.599 3.300
11 High 212 0.996 1.000 1.000 0.250 0.271 3.684 0.360 0.005

Table 5.4: Table showing results for crew-planning domain.
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0.64% over Boole’s and 14.22%, 3.12% and 0.18% improvement over independent

for low, mid and high robustness respectively. In the crew planning domain we

observe an average improvement of 18.13%, 3.13% and 0.60% over Boole’s and

8.39%, 2.31% and 0.19% over independent for low, mid and high robustness re-

spectively. All rover instances considering correlation are solved within 12.753s,

whereas all crew-planning problems are solved within 3.684s.

5.9 Conclusion

To summarise, we formally define the Corr-STN and show that Corr-STN SC is

convex for multivariate (log-concave) distributions. We introduce one solution

method using column generation, in which we iteratively refine and optimize on

an approximation of the distributions.

In our experimental validation we solved a number of Corr-STNs using 1.

Boole’s inequality, 2. column generation with independence and 3. column gen-

eration with correlations of varying sizes. We compared schedules in terms of

robustness, runtime and accuracy. We find that, for problems in which the opti-

mal probability is small, considering correlation can offer a significant robustness

improvement versus Boole’s inequality and column generation with independence.

Since these cases have a high probability of failure, it may be worth spending ad-

ditional time to ensure that the schedule has the best chance of succeeding. We

generalise this result by comparing our approach versus Boole’s and indepen-

dent on a number of International Planning Competition domains. To ensure an

accurate, bounding approximation of robustness, considering correlation is nec-

essary, however it comes with additional computational expense which may be

prohibitive for many applications. Nonetheless, the any-time nature of our ap-

proach means that the decision maker can spend as long as they want finding a

schedule: the more time spent, the better the solution will be.
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While we have empirically shown that considering the correlation in the

scheduling process can be important and have outlined a method for doing so, we

note that the value of considering the correlation varies significantly. For some

cases, the improvement is substantial, however for others it is not worth the addi-

tional computational effort. There are a vast number of problem specific factors

which affect this: size/magnitude of correlation, tightness of constraints as well

as which constraints we consider correlated to name a few. In future work we

hope to define a metric which can be used to determine the benefit of considering

the correlation for particular networks.

130



Chapter 6

Conclusion

Planning and scheduling are necessary functions for autonomous agents to be

able to act rationally to achieve their goals. Due to the increased use of AI in

sensitive applications, developing planning and scheduling models which are ro-

bust to uncertainty is becoming increasingly important. In this thesis we tackled

robustness from a probabilistic perspective, and developed approaches to solving

planning and scheduling problems with robustness guarantees using the column

generation method.

Our conclusions are presented in two sections. First, we summarise the key

insights and contributions presented in this thesis. After this, we briefly mention

a number of potential directions for future work related to the thesis.

6.1 Summary and Contributions

In Chapter 2, we reviewed, and then classified past approaches for achieving

robustness in planning and scheduling according to proactive, reactive and prob-

abilistic. Taking a proactive approach and considering ways to account for the

uncertainty in advance can prevent delays at execution time. In reality however,

it is not possible to consider in advance all possible outcomes that may arise in
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the real world. Reacting to issues dynamically as they arise may be preferable in

some cases, however it can lead to delays at execution time. Furthermore, sensi-

tive applications may require a numeric guarantee on how robust the solution is.

This can only be achieved by explicitly modelling the uncertainty using probabil-

ities, and then solving an optimization problem to reason over the uncertainty.

By reviewing techniques for handling uncertainty in optimization, we motivate

the use of the column generation method.

In Chapter 3, we introduced the reader to the column generation method.

We mention that a number of other excellent sources are available outlining the

fundamentals of column generation (perhaps my favourite being Desrosiers and

Lübbecke’s “a primer in column generation” [241]), however our overview differs

in that it is intended to give the reader an intuition for how it works. This is

achieved through the use of numerous figures and examples. The justification

for this, was to make it easier for readers to apply the technique to solving new

problems, as has been the core focus of this thesis.

In Chapter 4, we introduced a column generation approach to solving the

VNF-PRP that amounts to iteratively solving the RMP, which places VNFs onto

the network and routes the SFCs; and a CGP for each SFC that generates a new

improving path. We highlight that prior approaches to this problem typically

only handle a subset of the features required for 5G network slicing. By treating

QoS metrics such as latency, data-rate or availability as the objective, they do not

distinguish between the different levels required for each slice use case. Most past

approaches use either exact ILPs which are not scalable; or meta-heuristics which

give no guarantee of solution quality. While column generation can find bounded-

optimal solutions to practical sized problems, past attempts at using it to solve

the VNF-PRP contain numerous issues: they assume that VNF instances can be

fractionally split in terms of CPU and RAM, they do not consider replication,

assume that the routing flow is known a priori and do not model availability. In
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this chapter our contribution is as follows:

• The first VNF placement model capable of computing a full placement, rout-

ing and replication solution while providing guarantees on solution quality.

• The first VNF-PRP model capable of handling throughput, latency and

availability QoS constraints, while maximizing QoS. This makes it the first

approach capable of satisfying the diverse service requirements expected in

5G and beyond.

• We show that the VNF-PRP for network slicing can be solved via a column

generation procedure in which the sub problem is a shortest path problem

on an augmented network, enabling the application of efficient solution

methods.

• We experimentally show that our VNF-PRPmodel is capable of finding near

optimal solutions on a realistic MEC network test case within a reasonable

time-frame.

In Chapter 5, we formally introduced the definition of Corr-STN and presented

a column generation approach to Corr-STN SC. This amounts to iteratively solv-

ing the RMP, which finds the optimal schedule given an approximation of the

joint distribution; and a CGP, which finds a new point to refine the approxima-

tion. Past approaches to solving the problem of PSTN SC assume independence

and either use Boole’s inequality to bound above the risk, or solve a generic

non-linear optimization problem. Assuming independence is not guaranteed to

find the most robust schedule, or even return a conservative approximation of

the robustness if correlations are experienced at execution time. Using Boole’s

can be overly conservative and grossly inaccurate, whereas solving a non-linear

optimization problem can be computationally inefficient and is not guaranteed to

find the global optimum. In this chapter our contribution is as follows:
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• We introduce and define for the first time the Corr-STN and the problem of

Corr-STN SC. This makes it possible to model many practical scheduling

problems containing correlations.

• We show that Corr-STN SC can be framed as a convex optimization prob-

lem, when the uncertain durations are modelled using a multivariate Gaus-

sian distribution.

• We present an inner approximation approach to solving Corr-STN SC using

column generation. This is the first algorithm for solving Corr-STN SC.

• We empirically show that prior approaches to PSTN SC assuming inde-

pendence are not guaranteed to give a conservative approximation of ro-

bustness. Likewise, approaches leveraging Boole’s inequality can be grossly

inaccurate.

• Our experimental validation shows that by considering correlations, our

Corr-STN SC algorithm finds strictly more robust solutions versus prior

PSTN SC algorithms.

6.2 Future Research Directions

Planning and Scheduling for the Unknown Unknowns In Chapter 2,

we reviewed methods for achieving robustness in planning and scheduling and

mentioned the importance of robustness guarantees. It’s worth mentioning that

in order to derive a robustness guarantee, we need to be able to accurately capture

the uncertainty using probabilities. Where sufficient data is available, this can be

leveraged to derive or predict a distribution. Going forward it will be important

to develop models which are robust to all uncertainty, not just that which we

have sufficient data to model or predict. This is highlighted by Dietterich [242]

who commented on the use of AI models in high stakes applications:
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“Such applications require AI methods to be robust to both the

known unknowns (those uncertain aspects of the world about which

the computer can reason explicitly) and the unknown unknowns (those

aspects of the world that are not captured by the system’s models)”

The author goes on to discuss a number of approaches to dealing with the lat-

ter. Model failure prediction can be used to detect when a model has insufficient

knowledge before it makes a mistake. Chang and Frank [243] use an online plan

viability checker for autonomous robot task planning in space. The plan viabil-

ity checker is able to continuously monitor changes to the world and determine

conditions that lead to a partially executed plan no longer being valid, thus ini-

tiating a re-planning procedure. Using an ensemble of AI models [244] can help

to improve robustness, since it introduces diversity to the decision making. Fern

and Lewis [245] demonstrate this in a planning context by using an ensemble

of Monte Carlo tree search models to make planning decisions in a variety of

domains. Ensemble reinforcement learning models have also shown promise in

planning [246,247].

Improving the Efficiency of Decomposition Methods In Chapter 5 we

present an approach to stochastic optimization in which the sub problem involves

computing multi-variate probabilities and gradients. This procedure is particu-

larly time consuming. Recently there has been a great deal of focus on improving

the speed of decomposition methods using heuristics and surrogate models.

Ruszczyński and Świtanowski [248] present numerous techniques for accelerat-

ing Benders decomposition to solve stochastic network design problems. By lever-

aging a combination of cutting planes, partial decomposition, heuristics, stronger

cuts, reduction and warm-start strategies they are able to achieve significant run

time improvements. Lee et al. [249] proposed using a machine learning regressor

and classifier to predict practically useful cuts. Rather than using machine learn-
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ing in place of the sub problem, Mana et al. [250] use a reinforcement learning

surrogate model in place of the master problem, resulting in a 30% reduction in

run time. In column generation, Yu et al. [251] use a hybrid column generation

algorithm, in which the CGP is solved using a number of meta heuristics. Finally

Kraul et al. [252] use machine learning to predict the optimal dual variables for

instances of the cutting stock problem. In general, the use of machine learning

technologies to improve the efficiency of decomposition methods such as the col-

umn generation method has shown promising results, however it’s worth noting

that this is only the case if a similar problem will be solved repeatedly, else the

training time is prohibitive.

Dynamic Virtual Network Function Placement and Routing In Chap-

ter 4, our approach produced a static solution to the VNF-PRP. In reality, a

number of events can occur which result in a violation of the SLA [253, 254]. A

dynamic VNF-PRP solution requires the capability of predicting SLA violations

and computing a plan to reconfigure the network so as to avoid the violation. It’s

also worth mentioning that the arrival time of SLA violations is uncertain but

can often be predicted using historical data. It may be the case that the new

configuration is more costly than the latter, hence it is beneficial to delay the

reconfiguration as long as possible. On the other hand, if the SLA violation is

encountered, the ISP may be responsible for paying a premium.

Hence, a dynamic VNF-PRP may involve: planning a sequence of actions

to reconfigure the network so as to satisfy the SLAs and scheduling the actions

so as to minimize cost subject to some tolerance on risk. We envision such a

problem could be solved using a combination of the techniques from Chapters 4

and 5. The column generation procedure in Chapter 4 could be warm started

using the pre-existing paths, alongside some additional constraints to generate a

new optimal state. This goal state could then be passed to a planner to compute
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the sequence of actions required to achieve it; and a CC-PSTN SC problem could

be formulated and solved using the plan, to decide when to schedule the actions

while trading off against operational expenditure and SLA violation cost.

Correlated Dynamic Controllability In Chapter 5, we tackled the problem

of Corr-STN SC, but did not attempt to solve the problem of Corr-STN dynamic

controllability. Dynamic controllability enables the agent to leverage informa-

tion gained at execution time to improve robustness. Dynamic controllability

of PSTNs is an ongoing research problem but has been addressed recently in a

number of papers [102,255,256].

From a Corr-STN perspective, each time an uncertain outcome is observed we

have access to new information which can be used to inform our strategy. For ex-

ample, consider two sequential actions whose durations are positively correlated.

If we observe that the first action takes longer than expected, then the correla-

tion tells us we can expect that the latter uncertain duration will also take longer.

Thus our schedule can be adjusted taking into account this new information.

Combined Temporal and Resource Controllability It’s worth mentioning

that correlated uncertainty can also exist in resources. Considering correlations

across resources and durations could be achieved through the use of a Correlated

Simple Temporal Network with Resources (Corr-STNR).

We mention that temporal networks with resources are not new - Laborie

introduced them in 2003 [257] and Combi et al. [258] address resource availability

in the context of conditional STNUs. Cashmore et al. [259] compute the set of

all parameters for which a temporal plan is valid - including resource parameters

such as consumption rates. Extending Corr-STNs to handle resources could be

achieved by deriving a joint distribution over the set of all uncertain parameters,

as opposed to just action durations.

137





139



Appendix A. PDDL Drone Delivery Domain

Appendix A

PDDL Drone Delivery Domain

( define (domain drone−del ivery )

( :requirements :typing :durative−actions : f luents : t im e d− i n i t i a l− l i t e r a l s )

( :types

l o c a t i o n l o c a t ab l e − ob j e c t

drone medic ine − l o c a t ab l e

)

( :predicates

( noexpired ?m − medicine )

( d e l i v e r e d ?m − medicine ? l − l o c a t i o n )

( located−at ?o − l o c a t ab l e ? l − l o c a t i o n )

( connected ? l 1 ? l 2 − l o c a t i o n )

( ca r ry ing ?d − drone ?m − medicine )

( is−depot ? l − l o c a t i o n )

( nocharging ?d − drone )

( no loading ?d − drone )

)

( : functions

( load−capacity ?d − drone )

( weight ?m − medicine )

( battery−capac i ty ?d − drone )

( ba t t e ry− l eve l ?d − drone )

( battery−rate ?d − drone )

( recharge− rate ?d − drone )

( trave l−t ime ? l 1 ? l 2 − l o c a t i o n )

)
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( :durative−action move

:parameters ( ?d − drone ? l 1 ? l 2 − l o c a t i o n )

:duration (= ? durat ion ( trave l−t ime ? l 1 ? l 2 ) )

:condition (and

( at s t a r t ( located−at ?d ? l 1 ) ) ( over a l l ( connected ? l 1 ? l 2 ) )

( over a l l ( nocharging ?d ) ) ( over a l l ( no loading ?d ) )

( at s t a r t (>= ( bat t e ry− l eve l ?d)

(∗ ( battery−rate ?d) ( trave l−t ime ? l 1 ? l 2 ) ) ) ) )

: e f f e c t (and

( at s t a r t (not ( located−at ?d ? l 1 ) ) ) ( at end ( located−at ?d ? l 2 ) )

( at end (decrease ( ba t t e ry− l eve l ?d)

(∗ ( battery−rate ?d) ( trave l−t ime ? l 1 ? l 2 ) ) ) ) )

)

( :durative−action r echarge

:parameters (?d − drone ? l − l o c a t i o n )

:duration (= ? durat ion (/ (− ( battery−capac i ty ?d)

( ba t t e ry− l eve l ?d ) ) ( recharge− rate ?d ) ) )

:condition (and

( over a l l ( located−at ?d ? l ) ) ( over a l l ( is−depot ? l ) )

( over a l l ( no loading ?d ) ) )

: e f f e c t (and

( at s t a r t (not ( nocharging ?d ) ) ) ( at end ( nocharging ?d ) )

( at end ( assign ( ba t t e ry− l eve l ?d) ( battery−capac i ty ?d ) ) ) )

)

( :durative−action pick−up

:parameters (?d − drone ? l − l o c a t i o n ?m − medicine )

:duration (= ? durat ion 5)

:condition (and

( over a l l ( located−at ?d ? l ) ) ( at s t a r t ( located−at ?m ? l ) )

( at s t a r t (> ( load−capacity ?d) ( weight ?m) ) )

( over a l l ( nocharging ?d ) ) )

: e f f e c t (and

( at s t a r t (not ( no loading ?d ) ) )

( at s t a r t (decrease ( load−capacity ?d) ( weight ?m) ) )

( at s t a r t (not ( located−at ?m ? l ) ) ) ( at end ( ca r ry ing ?d ?m) )

( at end ( no loading ?d ) ) )

)
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( :durative−action drop−off

:parameters (?d − drone ? l − l o c a t i o n ?m − medicine )

:duration (= ? durat ion 5)

:condition (and

( at s t a r t ( located−at ?d ? l ) ) ( at s t a r t ( ca r ry ing ?d ?m) )

( over a l l ( nocharging ?d ) ) )

: e f f e c t (and

( at s t a r t (not ( no loading ?d ) ) ) ( at s t a r t (not ( ca r ry ing ?d ?m) ) )

( at end ( located−at ?m ? l ) ) ( at end ( no loading ?d ) )

( at s t a r t ( increase ( load−capacity ?d) ( weight ?m) ) ) )

)

( :action complete−del ivery

:parameters (?m − medicine ? l − l o c a t i o n )

:precondition (and

( noexpired ?m) ( located−at ?m ? l ) )

: e f f e c t (and

(not ( located−at ?m ? l ) ) ( d e l i v e r e d ?m ? l ) )

)

)
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PDDL Drone Delivery Problem

( define (problem instance−1 )

( :domain drone−del ivery )

( :objects

d0 − drone

l 0 l 1 l 2 l 3 l 4 l 5 l 6 l 7 l 8 l 9 − l o c a t i o n

m0 − medicine

)

( : i n i t

; ; depo t s

( is−depot l 8 ) ( is−depot l 7 )

; ; drones

( located−at d0 l 7 ) ( no loading d0 ) ( nocharging d0 )

(= ( load−capacity d0 ) 50) (= ( battery−capac i ty d0 ) 150)

(= ( bat t e ry− l eve l d0 ) 150) (= ( battery−rate d0 ) 1) (= ( recharge−rate d0 ) 4)

; ; medic ines

( located−at m0 l 5 ) ( noexpired m0) ( at 300 (not ( noexpired m0) ) ) (= ( weight m0) 3)

; ; l o c a t i o n s

( connected l 0 l 7 ) (= ( trave l−t ime l 0 l 7 ) 70) ( connected l 0 l 9 ) (= ( trave l−t ime l 0 l 9 ) 50)

( connected l 1 l 2 ) (= ( trave l−t ime l 1 l 2 ) 30) ( connected l 1 l 6 ) (= ( trave l−t ime l 1 l 6 ) 30)

( connected l 1 l 7 ) (= ( trave l−t ime l 1 l 7 ) 20) ( connected l 1 l 9 ) (= ( trave l−t ime l 1 l 9 ) 60)

( connected l 2 l 1 ) (= ( trave l−t ime l 2 l 1 ) 30) ( connected l 2 l 6 ) (= ( trave l−t ime l 2 l 6 ) 60)

( connected l 3 l 4 ) (= ( trave l−t ime l 3 l 4 ) 80) ( connected l 3 l 5 ) (= ( trave l−t ime l 3 l 5 ) 70)

( connected l 3 l 7 ) (= ( trave l−t ime l 3 l 7 ) 40) ( connected l 3 l 8 ) (= ( trave l−t ime l 3 l 8 ) 30)

( connected l 3 l 9 ) (= ( trave l−t ime l 3 l 9 ) 50) ( connected l 4 l 3 ) (= ( trave l−t ime l 4 l 3 ) 80)
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( connected l 4 l 7 ) (= ( trave l−t ime l 4 l 7 ) 20) ( connected l 4 l 8 ) (= ( trave l−t ime l 4 l 8 ) 20)

( connected l 5 l 3 ) (= ( trave l−t ime l 5 l 3 ) 70) ( connected l 5 l 6 ) (= ( trave l−t ime l 5 l 6 ) 40)

( connected l 5 l 8 ) (= ( trave l−t ime l 5 l 8 ) 30) ( connected l 5 l 9 ) (= ( trave l−t ime l 5 l 9 ) 30)

( connected l 6 l 1 ) (= ( trave l−t ime l 6 l 1 ) 30) ( connected l 6 l 2 ) (= ( trave l−t ime l 6 l 2 ) 60)

( connected l 6 l 5 ) (= ( trave l−t ime l 6 l 5 ) 40) ( connected l 6 l 7 ) (= ( trave l−t ime l 6 l 7 ) 30)

( connected l 6 l 9 ) (= ( trave l−t ime l 6 l 9 ) 80) ( connected l 7 l 0 ) (= ( trave l−t ime l 7 l 0 ) 70)

( connected l 7 l 1 ) (= ( trave l−t ime l 7 l 1 ) 20) ( connected l 7 l 3 ) (= ( trave l−t ime l 7 l 3 ) 40)

( connected l 7 l 4 ) (= ( trave l−t ime l 7 l 4 ) 20) ( connected l 7 l 6 ) (= ( trave l−t ime l 7 l 6 ) 30)

( connected l 8 l 3 ) (= ( trave l−t ime l 8 l 3 ) 30) ( connected l 8 l 4 ) (= ( trave l−t ime l 8 l 4 ) 20)

( connected l 8 l 5 ) (= ( trave l−t ime l 8 l 5 ) 30) ( connected l 9 l 0 ) (= ( trave l−t ime l 9 l 0 ) 50)

( connected l 9 l 1 ) (= ( trave l−t ime l 9 l 1 ) 60) ( connected l 9 l 3 ) (= ( trave l−t ime l 9 l 3 ) 50)

( connected l 9 l 5 ) (= ( trave l−t ime l 9 l 5 ) 30) ( connected l 9 l 6 ) (= ( trave l−t ime l 9 l 6 ) 80)

)

( :goal

(and ( d e l i v e r e d m0 l 3 ) )

) )
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[115] A. Prékopa, S. Ganczer, I. Deák, and K. Patyi, “The stabil stochastic pro-

gramming model and its experimental application to the electrical energy

sector of the Hungarian economy,” Stochastic Programming, pp. 369–385,

1980.

[116] J. Luedtke and S. Ahmed, “A sample approximation approach for opti-

mization with probabilistic constraints,” SIAM Journal on Optimization,

vol. 19, no. 2, pp. 674–699, 2008.

[117] J. E. Kelley, Jr, “The cutting-plane method for solving convex programs,”

Journal of the society for Industrial and Applied Mathematics, vol. 8, no. 4,

pp. 703–712, 1960.
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