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Abstract

LiFi (short for light fidelity) is emerging as a complementary technology to the ex-

isting radio frequency (RF) telecommunication ecosystem. With the increasing data

throughput and power consumption demands of new wireless RF standards, develop-

ing a LiFi physical layer that supports high data throughput (at least 10Gbit/s) and

energy-efficient transmission (less than 1 nJ/bit) is paramount.

Designing a high-speed and power-efficient LiFi system necessitates considering both

the transmission protocol and the optoelectronic front-end. The first part of the the-

sis addresses this by exploring the use of the Generalised Space Shift Keying (GSSK)

technique for digital baseband modulation. However, to maintain stable communica-

tion under changing channel conditions, an adaptive GSSK algorithm is required, which

includes beam selection and codebook adjustment based on instantaneous channel con-

ditions. The thesis explores such algorithm and demonstrates that, depending on the

use case, a transmission protocol based on adaptive GSSK can be used for high-speed

and energy-efficient LiFi transceiver design, even in mobile scenarios.

To demonstrate the viability of adaptive GSSK for real system deployment, the

thesis introduces a practical DSP implementation of an HDL-synthesizable adaptive

GSSK algorithm for field-programmable gate arrays (FPGAs).

Beyond modulation techniques, optoelectronic front-end elements can limit system

performance. Custom receiver optics for high-speed photodiodes (PD) or PD arrays

can enhance the LiFi transceiver’s performance. The thesis adopts freeform optics de-

sign methodology, typically used for far-field irradiance pattern generation, for receiver

optics design, which can be tailored for specific scenarios such as an adaptive GSSK

link.
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Chapter 0. Abstract

In summary, the thesis demonstrates how a high-speed, power-efficient LiFi system

can be implemented using the proposed adaptive GSSK algorithm. The efficiency of

such a system can be further enhanced by a freeform optical concentrator, which can be

customised to suit the transmission technique. These contributions lay the foundation

for a high-speed, power-efficient LiFi transceiver prototype.
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Chapter 1

Introduction

1.1 Motivation

Mobile data serves as both a primary impetus for and a significant challenge within

modern society. Our reliance on wireless communication has intensified in both daily

life and industrial sectors. According to estimations by Ericsson, monthly mobile data

traffic reached 93 exabytes (EB) by the end of 2022 and is expected to expand by a

factor of 3.5 to 329EB per month by 2028 [1]. The COVID-19 pandemic had further

intensified the increase in demand for data traffic, which witnessed a 40% increase from

February to mid-April of 2020 [2].

The escalating data traffic corresponds to an increase in energy consumption. Esti-

mates suggest that Information and Communication Technology (ICT) [3] contributes

to between 5−9% of the worldwide energy usage and approximately 2% of global CO2

emissions, which is comparable to the fuel emissions from the entire aviation indus-

try [4]. Although the rise in energy consumption attributed to ICT has been more

gradual than previously projected1 [5], the burgeoning proliferation of the Internet of

Things (IoT), exhibiting an annual market expansion of 20% [6], along with the emer-

gence of Virtual Reality (VR) technologies [7,8], is poised to significantly elevate energy

usage at the consumer level.

The telecommunications sector has duly acknowledged this challenge, establishing

1A principal factor in the slower-than-anticipated growth of energy consumption has been the
markedly enhanced energy efficiency of data servers [5].
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stringent energy criteria and a strategic roadmap for energy efficiency and consumption

within their networks [9]. The capabilities of 5G and WiFi 5 significantly surpass those

of the previous generation’s 4G and WiFi 4 connections, in terms of both data rate

and energy efficiency. The 3GPP NR (5G) standard has realised a 90% enhancement in

energy efficiency compared to 4G LTE [10], while the IEEE 802.11ac (WiFi 5) standard

has achieved a tenfold improvement over the IEEE 802.11n (WiFi 4), achieving an

energy efficiency of 1 nJ/bit [11].

Nevertheless, the advent of more energy-efficient 5G networks comes with the trade-

off of a considerable increase in data consumption, particularly due to the rise of Indus-

try 4.0 [12]. Studies forecast that the quantity of connected devices will surge to 100

billion by 2030 [13] and that the data traffic managed by 5G networks will exceed that

of 4G by a factor of one thousand [14]. Despite current advances in energy efficiency,

it is projected that a 5G network could utilise 140% more energy than its 4G pre-

decessor [15, 16]. Consequently, next-generation wireless networks necessitate further

substantial enhancements in energy efficiency to combat rise in energy consumption

due to the increasing connectivity.

Presently, there is an extensive array of research underway pertaining to the en-

ergy efficiency of both existing wireless networks (5G and WiFi 6) and forthcoming

generations (6G and WiFi 7). Research efforts are exploring a variety of solutions: the

deployment of massive Multiple Input and Multiple Output (MIMO) systems [17–19],

lean carrier design [20, 21], the integration of advanced sleep modes [21, 22], and the

application of machine learning techniques [23]. Additional research is focused on

Edge Intelligence (EI) [24], extending frequency bands beyond sub-6 GHz to the ter-

aHertz (THz) range [25, 26], employing Non-orthogonal Multiple Access (NOMA) ap-

proach [27, 28], utilising Large Intelligent Surfaces (LIS) [29, 30], swarm intelligence

network algorithms [31], and Self-Sustaining Networks (SSN) [32].

While these technological solutions hold promise for enhanced data throughput and

energy efficiency, the escalating demand for bandwidth presents an increasingly intri-

cate challenge. A seemingly straightforward remedy involves expanding the baseband

by integrating new segments of the spectrum; for the 3GPP an extension up to 71
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GHz is considered [33], for 6G teraHertz bands are being proposed [34]. However, such

expansions are counterbalanced by the propagation characteristics of these environ-

ments, which include high path loss — inversely related to wavelength — pronounced

molecular absorption within specific bands [35], and the manufacturing complexities

associated with teraHertz devices [36].

In deployment scenarios considering extremely high data rates (on the order of

several gigabits per second), the efficacy of these solutions in enhancing the energy

efficiency of next-generation wireless technology—amid increasingly stringent energy

efficiency requirements—remains a considerable challenge.

An alternative to the prevailing Radio-Frequency (RF) solutions lies in Optical

Wireless Communication (OWC) [37, 38] and its sub-type, Visible Light Communica-

tion (VLC) [39, 40]. Over the past decade, VLC and OWC have surfaced as tenable

complementary to contemporary RF wireless technologies. Analogous to the proposed

next-generation sub-millimetre wave (mmWave) technologies, they present access to a

vast and unregulated light spectrum of 300 teraHertz [41], which they utilise for data

transmission and reception. The spectrum is expandable into the infrared region with

wavelengths of as much as 1550 nm in consideration [42]. Contrary to mmWave tech-

nologies, OWC and VLC boast a well-established baseline technology, with a plethora

of commercially available suppliers and off-the-shelf components capable of achieving

data transmission rates of several gigabits per second—rates [43–45] that are ambitious

targets for the more complex forthcoming RF wireless systems.

LiFi, short for ’light fidelity’ (coined by Professor Harald Haas in 2011 [46]), presents

an alternative to WiFi and 5G based on OWC or VLC, forming a fully networked, bi-

directional, multi-user communications system [47]. Recently, companies such as pure-

LiFi, Signify, ZERO1, Oledcomm, Velmenni, Lucibel, and Lightbee have advanced and

showcased a variety of innovative LiFi, VLC, and OWC products [48]. Additionally,

the IEEE 802.11bb task group has enacted necessary modifications to the IEEE 802.11

standard to facilitate interoperability between LiFi and WiFi, with LiFi systems oper-

ating within the optical infrared spectrum ranging from 800 to 1000 nanometres [49].

However, for LiFi-based technology to fully emerge as a viable market complemen-
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tary to next-generation RF wireless technologies, which are subject to increasingly

stringent energy-saving mandates, it must align with green design principles [50]. This

necessitates the development of energy-efficient system designs that are at minimum on

par with their RF-based counterparts in terms of energy efficiency, i.e < 1 nJ/bit [11].

Furthermore, for LiFi networks to integrate seamlessly and complement next-generation

RF wireless networks, they must meet high data throughput demands. As the forth-

coming 5G and WiFi-6 networks are poised to offer connectivity with data throughput

of 10Gbit/s [51, 52] the development of highly energy-efficient LiFi devices should be

contextualized within this 10Gbit/s benchmark framework.

Attaining high energy efficiency and data throughput in a LiFi network necessitates

primary focus on the physical layer design, which includes the OWC or VLC transmitter

and receiver—integral components of the system [47]. Such physical layer analysis

and design development should cover holistically a range of aspects, from modulation

techniques to opto-electronic front-end design and channel state adaptive algorithms.

1.1.1 Main Contributions

The thesis investigates physical layer designs and techniques to achieve high data

throughput (up to 10Gbit/s) and high energy efficiency (less than 1 nJ/bit) for VLC or

OWC wireless links. The thesis addresses this challenge from two perspectives: mod-

ulation techniques and optoelectronic front-end. The main contributions of this work

can be summarized as follows:

• Adaptive generalised space shift keying (GSSK) algorithms.

We analyse a transmission protocol based on GSSK for both mobile VLC and

fixed OWC scenarios. The performance of this transmission protocol is heavily

dependent on instantaneous channel conditions. Therefore, adaptive beam selec-

tion and encoding algorithms are required to ensure stable connectivity.

We present various adaptive GSSK algorithms based on different beam selection

criteria. Specifically, we analyse beam selection algorithms based on the maximal

minimum Euclidean distance criterion, the maximal signal-to-noise ratio (SNR)

criterion, as well as our proposed optimal GSSK channel ratio selection criterion.
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Each algorithm possesses its own trade-offs in terms of computational complex-

ity, achievable data throughput, and data throughput spatial uniformity, with the

optimal GSSK channel ratio selection criterion providing intermediary results in

all categories.

We embed these algorithms in VLC and OWC link models with an optoelectronic

front-end selected to achieve the required data throughput. Our modeling shows

that for high-speed VLC link implementation, adaptive GSSK can be used in

mobile scenarios. However, the energy efficiency is very low, primarily due to the

high power consumption of the high bandwidth transmitter. This is due to the

high voltage required to drive in-series connected micro-LEDs in order to min-

imise their capacitance for the required bandwidth enhancement. In contrast,

in a device-to-device OWC scenario, adaptive GSSK is well-suited for high data

throughput and energy-efficient data transmission, with comparable performance

in data throughput and energy efficiency to direct current biased optical orthog-

onal frequency division multiplexing (DCO-OFDM).

This contribution demonstrates that, depending on the use case scenario, a trans-

mission protocol based on adaptive GSSK is a considerable alternative to existing

common data transmission algorithms such as DCO-OFDM when high speed and

high energy efficiency are required. The presented beam selection algorithms and

computational complexity analysis demonstrate the viability of a LiFi transceiver

system utilising such a communication protocol, even in mobile scenarios where

channel conditions can change significantly over short time periods.

• Adaptive GSSK Algorithm Simulink Implementations.

While the first contribution focused on the theoretical modeling of the differ-

ent adaptive GSSK algorithm performance, the second contribution deals with a

practical digital signal processing (DSP) implementation of hardware description

language (HDL) synthesizable adaptive GSSK algorithm utilising maximal mini-

mum Euclidean distance beam selection criterion.

The results of this contribution show how, using basic DSP building blocks,

an adaptive GSSK system can be designed for field-programmable gate array
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(FPGA) implementation. The adaptive properties of the algorithm are demon-

strated on a per data packet basis with appropriate training preambles, which

are used to identify number of available transmitter beams for the selection, the

number of beams to be selected and the training GSSK symbols.

This contribution builds on the previous work by demonstrating a practically vi-

able implementation of the adaptive GSSK, which can be used towards developing

a functioning prototype utilising the transmission protocol.

• Freeform Receiver Concentrator.

While the previous two contributions primarily deal with communication proto-

cols and algorithms, the third contribution is centered on optical front-end design.

Here, we adapt the freeform optics design methodology, which is primarily used

to generate an irradiance pattern in the far-field, for receiver optics. To validate

the method, we design a simple thin on-axis lens consisting of multiple freeform

lenslets to provide light focusing, yielding similar performance to convex and Fres-

nel lenses.

More beneficial for LiFi applications, however, is a 10-degree field-of-view (FoV)

concentrator, which has comparable performance to a compound parabolic con-

centrator (CPC) in terms of achievable optical concentration while retaining a

more uniform concentrated beam pattern.

The importance of uniformity becomes more apparent when we expand our anal-

ysis to an array of photodiodes. CPCs struggle to provide uniform concentration

gain across multiple angular directions, whereas the performance of our freeform

concentrator remains consistent. This makes a freeform concentrator a strong

design candidate for high-speed optical communication systems that utilise pho-

todiode arrays.

The better control of the beam profile at the receiver plane, can also benefit a

GSSK based system, where a freeform optical concentrator could be designed to

redirect different incidence angle transmitter beams onto different photodetectors,

which can be leveraged to enhance distinguishability between different beams and

spectral efficiency of the link.
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The contribution demonstrates that by leveraging existing freeform optics design

methodology for far-field beam shaping, receiver concentrating optics can be effec-

tively designed. This expands our knowledge beyond commonly known imaging

and non-imaging solutions. Furthermore, the good performance of the freeform

optics receiver concentrator when paired with photodiode arrays presents a novel

approach to designing optical front-ends for high data throughput VLC or OWC

links in LiFi. Furthermore, a custom design of freeform optics could be designed

to ehnance the performance of LiFi system utilising GSSK as a transmission

protocol.

1.1.2 Thesis Layout

The rest of the thesis is organised as follows:

Chapter 2 provides an introduction to the relevant background of the thesis, focusing

on key aspects of data transmission and reception in optical wireless communication

and visible light communication for LiFi. This chapter includes an overview of opto-

electronic front-end components, channel modeling, photodetection noise, modulation

schemes, and power consumption models.

Chapters 3 and 4 present the first main contribution of the thesis. In Chapter 3 we in-

troduce the adaptive GSSK algorithm utilising various beam selection algorithms and

derive for each beam selection algorithm computational complexity. We present the

channel models for both indoor VLC and OWC scenarios with the aim to achieve high

data throughput (up to 10Gbit/s). Chapter 4 focuses on MATLAB Monte Carlo com-

puter simulations. The analysis of the results in the chapter focuses on achieved data

throughput, computational complexity of beam selection algorithms, spatial uniformity

of data throughput, power consumption, and energy efficiency.

Chapter 5 focuses on the second main contribution of the thesis. Here, we present

an HDL-synthesizable DSP implementation of adaptive GSSK using the maximal Eu-

clidean distance criterion beam selection algorithm in MathWorks Simulink.

Chapter 6 addresses the third main contribution of the thesis. It introduces a novel

method for designing freeform receiver optics. A proof of concept for an on-axis narrow
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field-of-view (FoV) lens and a 10-degree FoV concentrator are presented based on this

method. The performance, in terms of concentration gain, is analysed for both single

photodiodes and arrays of photodiodes.

Chapter 7 summarizes and concludes the thesis. It discusses the study’s limitations

and provides recommendations for future research.
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Chapter 2

Background

2.1 Introduction

Optical communication generally refers to the transmission of information through

light. Information is encoded optically at the transmitter, then conveyed across an

optical channel, and subsequently received, decoded, and reproduced by a receiver [53].

Although recent years have seen the development of innovative optical communication

technologies, such as LiFi [47], the initial instances of optical communication can be

traced back to antiquity, where rudimentary methods like smoke signals and fire beacons

were employed for signalling [54].

Presently, the most pervasive form of optical communication is fibre optic commu-

nication, employed globally by numerous telecommunication companies. This technol-

ogy facilitates the transmission of telephone and cable television signals and provides

internet communication [55]. The current world record holder is National institute

of information and communications technology (NICT) in Japan, with a record data

throughput of 1.53Pbit/s per channel over 25.9 km [56].

Since the 1970s, the advancement of optical fibre communication has spurred the

technological development of transmitter and receiver semiconductor devices, such as

Laser Diodes (LDs), Light Emitting Diodes (LEDs) and Photodiodes (PDs), which orig-

inally predominantly operated in the Infrared (IR) spectrum [57]. However, lately with

the advancements coloured and white LEDs [58], and microLEDs [59], the availability
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of visible light spectrum for optical communication technology has grown significantly.

OWC is a form of optical communication that facilitates the transmission and re-

ception of information via a wireless free-space optical channel, eliminating the need

for fibre or wire [38]. The optical channel may be indoor, atmospheric, or underwater,

and can operate on a Line-of-Sight (LoS) or Non-Line-of-Sight (NLoS) basis [53].

The initial proof-of-concept for IR OWC links emerged alongside semiconductor

lighting technology in the early 1960s [60], with the first OWC television transmis-

sion demonstrated by MIT Lincoln Laboratory in early 1962 [53]. This demonstration

achieved a distance of over 30 miles using a Gallium Arsenide (GaAs) LED. The first

long-distance laser free-space atmospheric communication link was demonstrated later

in 1962, spanning a range of 18 miles with a Helium-Neon (He:Ne) laser [61].

One of the primary limitations of early OWC technology was the absence of compact

and cost-effective transmitters [62]. Initially, laser technology was confined to gas lasers,

such as helium-neon (He:Ne) lasers, or solid-state lasers like the Neodymium-doped

Yttrium Aluminum Garnet (Nd:YAG) laser, which were typically too large and costly

for use in small devices [62]. Consequently, in its early years, OWC technology was

considered impractical and superfluous when juxtaposed with the more economical and

accessible RF technology, thus relegating its use primarily to niche applications such

as satellite and military communications [60].

In recent decades, significant advancements in semiconductor lighting device tech-

nology and manufacturing have substantially reduced the size and cost of semiconductor

lasers, LDs, LEDs, Vertical Cavity Surface-Emitting Lasers (VCSELs) and PDs [62].

This progression has facilitated their widespread integration into a variety of devices,

such as smartphones, cameras, laser printers, televisions, and other smart devices [62].

The resulting ubiquity of semiconductor devices has catalysed a resurgence of interest

in OWC [60].

The development of Solid-State Lighting (SSL) has significantly propelled advance-

ments in VLC technology [39]. VLC, a subset of OWC, exploits the visible light spec-

trum ranging from 380 nm to 750 nm, corresponding to a 370THz wide unlicensed spec-

trum, for wireless data transmission [40]. This technology can be seamlessly integrated
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with lighting applications and their existing infrastructure [40].

In VLC systems, the communication signal is created by superimposing a modulated

signal onto the DC (Direct Current) bias of an solid state optical device. VLC pre-

dominantly employs SSL devices such as LEDs [40], but can also employ LDs [63], and

micro-LEDs [64] for signal transmission, with PDs serving as receivers [39]. The com-

mercial prevalence of these devices and the established SSL infrastructure pave the way

for the broad commercial deployment of wireless links based on VLC technology [40].

Although, as previously mentioned, the origins of VLC can be traced back to an-

cient times, the contemporary concept of using light for simultaneous illumination and

information transmission was proposed in 2003 at Nakagawa Laboratory, Keio Univer-

sity, Japan [53]. This proposition marked the establishment of VLC as a distinct and

standalone technology.
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2.2 Light as an Information Carrier

Information within light can generally be encoded and decoded using either Intensity

Modulation with Direct Detection (IM-DD) or coherent modulation schemes [53]. In

the case of IM-DD, the information is encoded in a single degree of freedom, namely,

the emitted light intensity at the transmitting end. The receiver directly detects the

signal strength as the photocurrent induced by the photoelectric effect within the pho-

todetector [53]. To achieve this objective, the transmitted signal must be positive and

real-valued. By contrast, in an RF-based system, the data carrier can be complex and

bipolar when emitted from an antenna. IM-DD is the simplest and most widely used

method for information detection [53].

Coherent detection, while more complex than IM-DD, offers the advantage of en-

abling the complete restoration of information from the optical signal carrier wave [53].

This includes the amplitude or in-phase (I) component, the phase or quadrature (Q)

component, and the polarisation of the complex optical electric field [53]. Coherent de-

tection employs heterodyne or homodyne detection techniques and necessitates adap-

tive control for the phase and polarisation of the signal carrier wave in the received

signal [53].
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2.3 Opto-electronic Front-End Elements

IM/DD is the method most commonly employed in VLC and OWC systems [53].

In such systems, the transmitter processes digital data, which is modulated, scaled

and transformed into an analogue electrical signal via a Digital-to-Analogue Converter

(DAC) [65]. This electrical signal is subsequently converted into a light signal by an

optical source, such as an LED [40, 65], microLED [64], LD [63], VCSEL [44], or Pho-

tonic Crystal Surface-Emitting Laser (PCSEL) [66]. The transmitter can use existing

RF basebands such as WiFi baseband in the IEEE 802.11bb standard [49] or operate

with a custom baseband. Optionally, depending on the use case, the transmitter may

utilise an optical element to shape the transmitted beam’s irradiance pattern to suit

the target coverage area [67].

The light beam, carrying the signal, propagates through the optical channel un-

til the receiver detects it using direct detection (DD) [53]. At this point, the light is

transduced back into an electrical signal with additionally acquired Additive White

Gaussian Noise (AWGN) [53]. This conversion is achieved using either a single PD

or an array of PDs [68]. Various types of PDs can be employed for light detection in

OWC and VLC, including p-i-n photodiodes [69], Avalanche Photodiodes (APDs) [70],

Single-Photon Avalanche Diodes (SPADs) [70], Schottky photodiodes [71], and p-n pho-

todiodes [72]. Optionally, the receiver may also utilise optical filters and concentrating

optics to enhance the Signal-to-Noise Ratio (SNR) [73].

The electrical signal is then filtered and reconverted into a digital signal via an

Analogue-to-Digital Converter (ADC), and subsequently demodulated into data bits

[65]. The block diagram of a typical IM/DD OWC or VLC system is depicted in

Figure 2.1.
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Figure 2.1: IM/DD OWC or VLC system block diagram.

2.3.1 Transmitter Front-End

Typically, for an IR OWC link, the choice of optical sources falls on such devices as

VCSELs [74], LDs [75], or the more recently emerging PCSELs [66] depending on the

application and the wavelength requirements. These devices commonly operate at the

range emission wavelengths from 750 nm to 1550 nm [66,76–81]. They are characterised

by their narrow emission wavelengths, Gaussian beam distribution in the single mode

operation [82], high achievable bandwidth [83] (on the order of multiple GHz, with

potentials reaching tens of GHz), and relatively high electrical-to-optical conversion

efficiency (approximately up to 50% for VCSELs [82] and up to 70% for laser diodes

[84]). These are however the higher reported achievable efficiencies, which can be

achieved by carefully optimised design, for example, by utilising waveguides [85] or

intracavity gratings as waveguides [86]. Commercially cheaper VCSELs and laser diodes

report lower efficiency values typically around 20−25% [87]. Additionally, all IR sources

are subject to stringent laser eye safety requirements [88].

In contrast, for the majority of VLC applications, LEDs are preferred due to their
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widespread presence in existing SSL infrastructure [40] and more relaxed eye safety

requirements for the visible light sources [65,88].

Nevertheless, the pursuit of achieving widespread commercial implementation of

high data throughput VLC based on LEDs remains challenging due to the limited−3 dB

bandwidth of commercially available off-the-shelf LEDs, which is typically around 10−

20MHz [65]. Although high data throughput can be attained through the use of suitable

multiplexing techniques, such as OFDM andWavelength Division Multiplexing (WDM)

[45], this is offset by the drawback of increased power consumption in the LED driver

circuitry [89] and from the additional Digital Signal Processing (DSP) components [90].

An alternative approach to addressing the bandwidth deficiency and link power

consumption issues associated with LEDs is to consider miniaturising them, that is,

utilising micro-LEDs [91, 92]. This approach is motivated by the fact that the re-

sponsivity of an LED, specifically its rise and fall time, is dependent on its internal

capacitance. This capacitance, in turn, is proportional to the area of the LED’s active

region; thus, reducing the size of the LED can lead to improved performance [93].

2.3.2 Vertical Cavity Surface-Emitting Laser

In OWC systems, VCSELs are prospective optical sources due to their high bandwidth

properties, making them ideally suited for applications requiring high data through-

put [44, 94, 95]. A VCSEL, is a type of laser diode [82]. The main difference between

them is that standard LDs are edge-emitting, while VCSELs emit light vertically from

the surface of the semiconductor chip [82]. This vertical emission can facilitate straight-

forward integration of VCSELs onto a chip [96–98].

The resonator within a VCSEL is created using an active layer, a few micrometres

thick, consisting of multiple quantum wells, which is surrounded by multiple layers of

Bragg reflectors [82]. The advantage of this design is the ease of chip integration due

to the vertical emission. However, a drawback is the limited emission area size, beyond

which the beam quality significantly deteriorates [82]. Consequently, for multiple high-

performance, high-bandwidth VCSELs, the diameter of a VCSEL mesa is typically only

a few micrometres [82].
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Similar to LEDs, VCSELs operate on the principle of electroluminescence [82].

Typically, current is applied to the active layer through a ring electrode [99] and is

confined to the region supporting the resonator mode [82]. Within this region, injected

charges recombine with quantum dots, emitting light through electroluminescence [82].

This light is then further amplified by stimulated emission, a process that is facilitated

by the Bragg reflector layers [82].

Typical VCSEL emission wavelengths range from 750 to 980 nm, with 850 nm being

the most prevalent [82]. These wavelengths are characteristic of the GaAs/AlGaAs

material system [82]. However, longer wavelengths, such as 1310 and 1550 nm, can be

achieved using GaInNAs quantum wells on GaAs substrates [82] or InAlGaAs quantum

wells on InP substrates [100,101].

If the emission area of a VCSEL is maintained at a few micrometres in diameter,

it can achieve single-mode transverse emission, ensuring a high-quality, single-mode

Gaussian beam output profile [82]. A Gaussian beam irradiance at distance z from the

beam source and radial distance r away from the beam optical axis can be modelled

using [93]:

Wphot(r, z) = Popt
1

πw(z)2/2
exp

(
−2

r2

w(z)2

)
, (2.1)

where Popt is beam’s optical power, w(z) is the beam radius defined as the distance

from the beam axis where irradiance drops to 1/e2 of the maximum value [93].

Furthermore, VCSELs are capable of producing a low beam divergence [82], which

describes the rate at which the laser beam expands from its beam waist (the loca-

tion where the beam radius is at its minimum) [93]. This characteristic facilitates

straightforward VCSEL collimation, achievable with simple optical lenses. In compar-

ison, laser diodes exhibit significantly larger beam divergence [102], which is highly

assymetric making collimation difficult [93]. The beam divergence half-angle θ is given

by [93]:

θ =
λ

πw0
, (2.2)

where λ is wavelength and w0 represents beam waist.

Owing to the aforementioned advantages, VCSELs have seen widespread imple-
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mentation in high-speed OWC applications. Proposed applications include up to

Tbit/s backhaul connection [74], 250Gbit/s over 5000 km inter satellite links [103],

and 250Gbit/s long haul OWC channels over 500 km distance [104].
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2.3.3 Light Emitting Diode

For VLC links, LEDs are the optical sources most frequently considered for commu-

nication [65]. An LED is a semiconductor device comprising p-doped and n-doped

semiconductor crystals. The p-doped semiconductor possesses excess holes, whereas

the n-doped semiconductor contains excess electrons. A p-n junction separates the two

types of crystals [93].

When no voltage is applied, the depletion region at the junction inhibits electrons in

the n-doped semiconductor from recombining with holes in the p-doped semiconductor

[93]. However, applying a forward voltage across the junction enables the current

to overcome the intrinsic electric field of the depletion layer, allowing electrons to

recombine with holes, which results in light emission through electroluminescence [93].

The emission wavelength of LEDs is dependent on the bandgap of the semiconductor

material. To produce a specific colour [93], different LEDs can be combined on a single

chip, or alternatively, a layer of light-emitting phosphor may be used in conjunction

with the LEDs [105].

The radiant intensity of an LED can be modelled using Lambertian model [53]:

SLED = PLED
(mLED + 1)

2π
cosmLED(φ), (2.3)

where PLED is the optical output power of the LED, φ is the radiant angle and mLED is

the Lambertian emission order of the LED, which is related to the half-power half-angle

φ1/2, which is given as [53]:

mLED = − ln 2

ln cos(φ1/2)
. (2.4)

As previously mentioned, the typical bandwidth of a commercial LED suitable for

VLC communication ranges between 10 − 20MHz [65]. One of the primary reasons

for this limited bandwidth is the capacitance of the p-n junction, which affects the

charge carrier lifetime in the active region [93]. This large capacitance arises in most

commercial LEDs from the illumination requirements, wherein high output optical

power is typically expected [106]. Such power necessitates a large active region area,
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which, in turn, results in an increased capacitance of the junction [106].

The miniaturisation of LEDs to enhance bandwidth has garnered significant re-

search interest over the past decade. Active research has been undertaken in the field

of micro GaN (Gallium Nitride) [91, 107] and InGaN LEDs [108]. In the paper by Xie

et al., over 10Gbit/s was achieved using a GaN series-biased micro-LED array with a

−3 dB bandwidth of 980MHz [109]. Most recently, a −3 dB bandwidth of up to 3.6GHz

has been achieved using InGaN quantum dot microLEDs [110].

Apart from GaN, alternative semiconductor junctions are also being explored; for

instance, Carreira et al. have demonstrated a 1Gbit/s VLC link utilising an AlGaInP

red micro-LED [111].

While the miniaturisation of LEDs offers the advantage of significant bandwidth

improvement, it also presents a drawback: a marked reduction in illumination from

the transmitter, which can lead to a severe decrease in the SNR, thus severely limiting

the operational range of the VLC link. Nonetheless, considerable progress has been

made in the development of small, ultrabright micro-LEDs. Notably, Bai et al. have

demonstrated InGaN micro-LEDs with a luminance exceeding 107 cd/m2 [112].

2.3.4 Non Linearity of Optical Sources

A characteristic shared by semiconductor optical sources is their nonlinear response to

increasing current [113]. This response is illustrated in Figure 2.2a and Figure 2.2b.

It is evident that at low current densities, the electrical-to-optical conversion efficiency

remains consistent, with optical power rising linearly alongside an increase in current.

However, with further increases in current, there is a notable decrease in conversion

efficiency, a phenomenon referred to as ’current droop’ [115]. Analogously, a marked

decline in electrical-to-optical conversion efficiency is also observed with rising temper-

atures, an effect termed ’thermal droop’ [116]. Several quantum mechanisms have been

proposed to account for both phenomena [115].

The nonlinearity displayed by the optical sources can considerably impact the per-

formance of OWC or VLC links, resulting in distortions, especially when multi-level

modulation schemes are employed. A significant body of research has been dedicated

20



Chapter 2. Background

Figure 2.2: VCSEL light-current curves from [114] demonstrating the effect of current
and temperature droop. At a) 1.3 µm and b) 1.55 µm.

to the development of equalizers and pre-distortion techniques aimed at reducing the

effect of nonlinear distortions on the SNR [117–119].

2.3.5 Transmitter Driver

A transmitter driver refers to the circuitry that modulates the optical source. Typically,

digital binary information is processed through a modulator or encoder, which maps

digital bits to transmission symbols [53]. Each symbol can correspond to a particular

amplitude, phase, quadrature [53], colour [120], polarisation [121], or a combination of

parameters, depending on the modulation scheme employed [53].

For the majority of modulation schemes, the digital data characterising the symbol

is converted into an analogue electrical signal by the use of a DAC [65]. Commercially

available DACs can achieve sampling rates of up to 20.48 Giga-Samples per Second

(GSPS) on a single channel (Texas instruments DAC39RF10) [122]. While there are

multi-channel options, the sampling rate typically decreases when multiple channels are

used [123]. A significant drawback of DACs in high data throughput communication is

their relatively high power consumption at such elevated frequencies. For instance, a

20.48GSPS DAC’s power consumption can reach up to 3.8W, which markedly affects

the energy efficiency of the communication link [122].

DAC is a critical component in the transmitter circuit for signals with multiple
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amplitude levels [65]. However, in principle, binary modulation schemes like On-Off

Keying (OOK) do not necessarily require the use of a DAC. This is because the mod-

ulated signal, superimposed on the DC bias, can be applied by simply switching the

optical source on or off [89]. Circuits for this purpose can be straightforwardly realised

through the use of transistors, such as Bipolar Junction Transistors (BJTs) [124]. The

primary drawback of this approach is the limited spectral efficiency of binary modula-

tion schemes, where at most, a single bit can be encoded per symbol [89].

Once the digital signal is converted into an analogue one, it may require amplifica-

tion by a direct current (DC) amplifier if the output analogue signal is too weak relative

to the dynamic range of the optical source [89]. Subsequently, the modulated signal is

combined with the DC bias of the optical source. Typically, a bias tee is utilised to

merge the signal and the bias [53].

In both OWC and VLC, the signal received at the receiver end is characterised

by intensity, a property of the electrical field that is inherently real and non-negative.

Consequently, the transmitted signal in OWC and VLC must also be real and posi-

tive [53]. This requirement can significantly influence energy efficiency, especially when

high data throughput links are in consideration. In such cases, commonly DC-Biased

Optical OFDM (DCO-OFDM) is employed to achieve high data throughput with lim-

ited available bandwidth [125]. In DCO-OFDM, a substantial DC bias is applied to the

modulated signal to prevent clipping that would occur due to the negative parts of the

signal [125]. This biasing can adversely impact the energy efficiency of the link [126].

In recent years, there has been substantial research aimed at optimising such driver

circuits. For instance, Rodriguez et al. [89] and Sebastián et al. [127] have demonstrated

that by using two DC-DC power converters connected in output-series, it is possible to

efficiently split the AC (Alternating Current) and DC components of the signal. This

results in an overall driver circuit efficiency of around 90%. Further enhancements

in circuitry efficiency can be achieved by developing an efficient amplitude modulator

in conjunction with a ripple canceller [128], as well as by employing the out-phasing

technique, which is characteristic of existing RF solutions [129].
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2.3.6 Transmitter Optics

Transmitter optics are as critical to link design as the optoelectronic components them-

selves. Collimating optics play a vital role in point-to-point communication links, where

they ensure that the light beam travels long distances with minimal energy loss [53].

Typically, simple convex or plano-convex lenses are employed for this purpose [53].

Nevertheless, in indoor OWC or VLC settings, beam shaping can also be advantageous

to enhance the beam’s energy density at the intended target area to boost SNR.

Although light collimation represents one of the simplest approaches to beam shap-

ing, there exists a much larger variety of more specialized optics designed to tailor

radiant intensity. These include diffusers [130], beam homogenisers (biprism, fly’s eye

lenslet arrays) [131], Diffractive Optical Elements (DOEs) [132], aspheric lenses [133],

Spatial Light Modulators (SLMs) equipped with micromirror arrays or liquid crys-

tals [131, 134], cylindrical lenses [135], metalenses [136] and metasurfaces [137], and

freeform lenses [138]. These optical components may be utilised to attain a specific

irradiance distribution at the receiver plane, enhance the Maximum Permissible Expo-

sure (MPE) [88,139], or reduce the mutual interference of multiple beams [140].

Alongside beam shaping optics, optical beam steering elements can also be em-

ployed. The beam steering has the capacity to adapt and redirect the transmitter

beam in response to feedback from the link. Contemporary methods for beam steering

typically employ mechanical means, either macroscopic or microscopic [141]. Devices

used for this purpose encompass a range of technologies, including Risley prisms [142],

mirrors mounted on motorised rotation stages [143], arrays of micromirrors actuated

electrostatically [144], SLMs that utilise liquid crystals [145], and the more recently

proposed tunable metasurfaces [137].

2.3.7 Receiver Front-End

In the framework of OWC and VLC transceivers, the design of the optical receiver is

as crucial as that of the transmitter in determining the attainable data throughput and

energy efficiency. An effective receiver design requires a comprehensive approach that

integrates both the optoelectronic and optical elements to meet the desired performance
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objectives.

After the transmitted beam has propagated over the optical channel to reach the

receiver, the photodetector converts the optical energy of the beam into the electrical

energy [53]. This conversion occurs as the energy from incident photons is transduced

via the photoelectric effect into generating the electrical charge of the resulting pho-

tocurrent [93]. The typically small photocurrent, on the order of tens-to-hundreds of

microamperes, is then transformed into a voltage and amplified by a Transimpedance

Amplifier (TIA) [146]. Subsequently, the received signal voltage may be optionally

passed through electrical filters and further amplified by an RF amplifier. The final

analogue signal voltage is converted into a digital signal by an ADC, which is then

decoded to extract the data bits [65].

2.3.8 Photodiode

In OWC and VLC, PDs are commonly utilised for optical detection and the conversion

of light into photocurrent [53].

Generally, a PD employs a p-i-n or p-n junction to generate photoinduced charges.

Analogous to LEDs, a photodiode typically comprises two semiconductor crystals that

are doped p-type and n-type [93]. In a p-i-n photodiode, the depletion layer is expanded

by incorporating an intrinsic or lightly doped semiconductor layer, for example, pure

Silicon (Si), situated between the p and n doped semiconductor layers. The photon

absorption, which contributes to the photocurrent can only happen within the depletion

layer or in its vicinity, because of the absence of the accelerating electrical field outside

the depletion layer.

In contrast to LEDs, which operate primarily under forward bias voltage, a PD

utilises reverse bias to enhance its depletion layer [93]. This reverse bias serves several

crucial functions: first, it increases the width of the depletion layer, thereby enlarging

the area where photons can induce charge generation through the internal photoelectric

effect. Second, it increases the electric field within the depletion layer, which accelerates

the separation of charge carriers and lowers the likelihood of their recombination within

this region.
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Additionally, the expansion of the depletion layer reduces the junction’s capacitance,

which in turn influences the RC constant of the photodiode and its bandwidth [93].

It is worth noting that due to the inherently increased depletion layer width, p-i-n

PDs are much more common than p-n PDs because they offer better responsivity and

bandwidth, which is a vital requirement for OWC and VLC links.

Consequently, the bandwidth and the photodiode’s responsivity can be tuned [93].

However, there is a limit to how much the reverse bias voltage can be increased, con-

strained by the maximum value known as the breakdown voltage. Beyond this point,

there is an exponential increase in the dark current, even with minimal incident pho-

ton flux, which can lead to a rapid rise in temperature and potential damage to the

photodiode if not properly managed.

The responsivity of a photodiode, denoted as RPD, quantifies the photocurrent gen-

erated per unit of incident optical power by photons [93]. Responsivity typically varies

with wavelength and is a characteristic parameter of the PD. Photons impinging on the

PD are converted to the photocurrent solely within the depletion layer, provided that

the photon’s energy exceeds the semiconductor material’s bandgap. The photodiode’s

responsivity is related to the quantum efficiency of PD ηPD (0 ≤ ηPD ≤ 1), which is

the probability that an incident photon will generate a charge carrier pair contributing

to the photocurrent. This relation is given as [93]:

RPD = ηPD
q

hν
, (2.5)

here q is elementary charge, h is Planck’s constant, ν is free space frequency of light.

The generated photocurrent can be expressed as [53]:

I = Pr,optRPD, (2.6)

where Pr,opt represents the optical power absorbed by the photodiode (PD) in the

depletion layer and its vicinity, an area commonly referred to as the photoactive area.

While it might seem that improving the responsivity and photocurrent of a PD

could be easily achieved by enlarging the depletion layer, this approach has a significant
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drawback [93]. Specifically, it considerably increases the charge transit time, adversely

impacting the PD’s response time and consequently reducing its bandwidth.

The aforementioned trade-off, coupled with the reality that p-i-n PDs operating in

reverse bias mode can generate only a single electron-hole pair per photon (responsivity

is less than 1A/W) [93], poses significant challenges for their deployment in high-data-

throughput free-space links due to the SNR constraints.

This limitation can be addressed through the development of APDs. An APD

operates under a high reverse bias (up to 400V in silicon-based devices [147]), utilising

a strong electric field within the junction to accelerate the charge carriers [70,93].

The fundamental operating principle of APDs lies in exploiting the avalanche gain

resulting from impact ionisation [93]. This phenomenon occurs when photoinduced

charged particles within the multiplication layer are accelerated to kinetic energies sur-

passing the semiconductor material’s bandgap energy. Consequently, a charge carrier,

either an electron or a hole, can generate an additional electron-hole pair upon collid-

ing with another carrier. Given a sufficiently strong electric field, this can lead to an

exponential increase in charge carriers, a process known as avalanche multiplication.

Ideally, an APD should be designed for single-carrier type multiplication, mean-

ing that either electrons or holes alone are responsible for the avalanche process [93].

Mixed ionisation can lead to increased noise levels in the multiplication process, dimin-

ish the APD’s bandwidth, and make the device more prone to unstable and damaging

avalanche breakdowns. The parameter that characterises the type of ionisation occur-

ring within an APD is known as the ionisation ratio, denoted by κion and is defined as

follows [93]:

κion =
αh

αe
, (2.7)

where αh, αe are ionisation coefficients of holes and electrons respectively. The ionisa-

tion coefficient represents the average distances between consecutive ionisations.

In comparison to p-i-n and p-n diodes, APDs have non-unity gain MAPD due to

the avalanche multiplication. For electron injection majority APDs the gain is given
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as [93]:

MAPD =
1− κion

exp (−(1− κion)αelPD)− κion
. (2.8)

Here lPD is the thickness of multiplication layer of photodiode. For Si APDs the mul-

tiplication gain can reach up to 250, resulting in a high responsivity of up to 130A/W

for Si APDs [53]. The photocurrent of APDs is given by the following equation [53]:

I = Pr,optRAPD,0MAPD, (2.9)

where RAPD,0 is the responsivity of the APD at a unit multiplication gain.

One of the primary challenges associated with APDs arises from the presence of

an additional time constant known as the avalanche buildup time [93]. This constant

represents the time required for the avalanche process to occur and subsequently to

settle down. Despite this challenge, recent literature and a variety of commercial prod-

ucts demonstrate the development of APDs with multiple GHz bandwidth, suitable for

high-speed OWC or VLC systems.

APDs that are operated in Geiger mode, where a single incident photon is suffi-

cient to initiate avalanche multiplication, are known as SPADs. [70,93]. These devices

and their required circuitry are extensively researched for use in Light Detection and

Ranging (LiDAR) applications [148]. However, there has also been considerable recent

research interest in exploring the potential use of SPADs in VLC and OWC applica-

tions [149].

VLC receivers primarily require the use of silicon-based photodiodes, such as p-

i-n PDs, APDs, and SPADs, owing to their spectral sensitivity aligning better with

the visible light spectrum range of 380 − 700 nm [53]. For OWC receivers, silicon-

based PDs are appropriate for wavelengths below 1100 nm [53]. However, for longer

wavelengths—beyond 1100 nm-PDs made from materials like Indium Phosphide (InP),

Indium Gallium Arsenide (InGaAs), or Germanium (Ge) are recommended [93].
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2.3.9 Receiver Circuitry

For digital read-out, it is necessary to convert typically small photocurrent current into

a readable amplified voltage [65]. While a simple solution involves connecting the PD

to a load resistor to facilitate this conversion, this configuration, in practice, tends to

suffer from reduced bandwidth and linearity. To overcome these limitations, a TIA is

employed to convert the current into voltage [150].

A TIA typically comprises an Operational Amplifier (OP-AMP) and a feedback

circuit. This feedback circuit includes a feedback resistor, which sets the TIA’s gain,

and a feedback (or compensation) capacitor, which governs the circuit’s bandwidth

and stability [150]. The OP-AMP, feedback resistor, and capacitor are connected in

parallel, forming a low-pass filter that is essential for the stabilization of the TIA.

The output voltage signal from the TIA may then be further filtered using low-

pass filters to eliminate high-frequency noise components [53]. Subsequently, the signal

voltage can be additionally amplified by an RF amplifier.

The analogue voltage can ultimately be converted into a digital signal using an

ADC [65]. The fastest commercially available ADCs can achieve a 12-bit resolution with

a sampling rate of up to 10.4GSPS in single-channel mode, or 5.2GSPS in dual-channel

mode [151]. Similar to DACs, high-speed ADCs exhibit high power consumption, which

can reach up to 4W [151]. ADCs are a crucial component in systems employing non-

binary (multiple-symbol) modulation schemes.

2.3.10 Receiver Optics

In addition to optoelectronic elements, other optical front-end components are typically

necessary. These may include concentration optics and optical bandpass filters, the

latter of which serve to block out significant portions of background illumination [73].

Bandpass filters are commonly constructed from multiple thin dielectric layers, with

the filtering effect resulting from optical interference, which depends on the incidence

angle and wavelength of light [152]. The dependence on the incidence angle can shift

the passband of the oblique incident light, a phenomenon known as passband shift [153].

A photoreceiver detects incident optical power, which is proportional to the effective
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light collection area of the PD. However, increasing the PD area is generally undesirable,

which, as discussed, can result in a substantial decrease in the receiver’s bandwidth [93].

Concentrating optics are often utilised to enhance the SNR for this very reason.

These optics can be categorised as either imaging [53] or non-imaging [73]; imaging

optics preserve the image of the incident radiance, whereas non-imaging optics do not.

Imaging optics, which commonly encompass types of convex, plano-convex, or

aspheric lenses, are generally most appropriate for precisely aligned point-to-point

links [53]. They characteristically exhibit a low Field-of-View (FoV), resulting in a

narrow reception coverage area and a low tolerance for misalignment. However, high

optical concentration can be achieved with a narrow FoV [154]. The smaller the pho-

toactive area of the receiver, the lower its tolerance to misalignment becomes.

Increasing the tolerance to misalignment can be achieved by positioning the PD

closer to the lens’s exit aperture, at a point where the concentrated rays have not yet

converged to a single (focal) point [67]. However, this adjustment leads to a trade-

off where the photon energy density reaching the PD’s photoactive area is reduced,

resulting in a diminished optical concentration gain [155].

Alternatively, non-imaging concentrators have been frequently considered for OWC

and VLC links [73]. Various types of non-imaging concentrators suitable for commu-

nication links include hemispherical lenses [73], Compound Parabolic Concentrators

(CPC) [156], Dielectric Totally Internally Reflecting Concentrators (DTIRC) [157], To-

tal Internal Reflection (TIR) lenses [158], and Köhler concentrators [159]. Generally,

non-imaging optics offer a better trade-off between optical concentration and FoV,

which is limited by their acceptance half-angle Ψc [53].

Additionally, one can increase the received optical signal power while maintaining

the required bandwidth by arranging PDs in N ×N arrays [146]. Such an arrangement

can significantly relax the FoV constraints for the required SNR, which is crucial for

high data throughput links in free space.

However, as we will show later, this approach introduces new challenges in the de-

sign of concentrating optics. The limitations of these, particularly CPCs, are discussed

more in detail in Chapter 6, which also explores how novel receiver optical concen-
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trating elements designed based on freeform optics, can offer advantages for high data

throughput in OWC and VLC receivers.
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2.4 Channel Modelling

So far, we have discussed the opto-electronic front-end elements; however, another cru-

cial component of an OWC or VLC link is the optical channel itself, through which the

modulated light signal propagates. Generally, as previously mentioned, an optical chan-

nel can be wired or wireless, LoS or NLoS, and it may operate in various environments

such as indoor, atmospheric, underwater, or even extraterrestrial settings [53].

An optical channel is characterised by its channel impulse response, denoted as

h(t) [53]. In LoS links, which are the primary focus of this work, an optical channel

acts as an attenuator of the light signal. Furthermore, in IM/DD OWC or VLC links,

the high-frequency nature of the optical carrier itself (i.e., the wavelength of light) can

be disregarded. The relationship between the received and transmitted signals, y and

x, are characterised by the following equations [53]:

ys(t) = RPDxs(t)⊛ h(t) + n(t) (2.10)

=

∫ +∞

−∞
RPDxs(τ)h(t− τ)dτ + n(t),

here n(t) is AWGN and ⊛ symbolises convolution operation. The DC channel gain

h(0) is given by [53]:

h(0) =

∫ +∞

−∞
h(t)dt. (2.11)

In short-distance scenarios characteristic of most indoor LoS environments, multipath

dispersion can be ignored and the channel gain can be considered as a frequency-

independent linear attenuation coefficient. In such cases, h(0) = h, and the impulse

response simplifies to the following [53]:

h(t) = hδ(t− d

c
), (2.12)

here d represents the distance from the transmitter to the receiver, δ is the Dirac delta

function and c is the speed of light.

VLC channels are often modelled based on the principle of Lambertian emission.
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In addition, non-imaging concentrators equipped with optical filters are used to block

unnecessary background radiation. This model assumes the use of a single PD for signal

reception [53]:

h =


(mLED+1)

2πd2
cosmLED(φ)APD cos(ψ)Gfilter(ψ, λ)Gcon(ψ) ψ ≤ Ψc

0 ψ > Ψc

, (2.13)

here Gfilter(ψ, λ) characterises the transmissivity of the optical filter, Gcon(ψ) is the

non-imaging concentrator gain, ψ is the incidence angle of the light beam relative to

the surface normal vector of receiver.

This model, however, is limited to Lambertian emitters (primarily LEDs), thus its

applicability to OWC where Gaussian sources (laser diodes and VCSELs) are prevalent

is constrained. In cases of OWC, Gaussian beam models [93] or ray tracing [67] sim-

ulations can be employed to determine the channel gain. In our work, we opt for the

latter. Furthermore, this model overlooks the irradiance and radiance characteristics

at the PD and optical concentrator interface. Additionally, the model is restricted to

a single PD; the introduction of an array of PDs necessitates an irradiance analysis at

the concentrator array interface. This is discussed in more detail in Chapter 6.
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2.5 Photodetection Noise

Every optical channel is inherently noisy. It is a well-known fact that the channel capac-

ity is fundamentally limited by noise, as stated by the Shannon-Hartley theorem [160].

Therefore, it is critical to identify and model the noise sources in the telecommunication

link.

In OWC and VLC, one of the main sources of noise originates from the statisti-

cal nature of incident photons at the PD [53]. This is known as shot noise. As we

already understand, a PD utilises the photoelectric effect to generate photocurrent,

through the absorption of photons and the excitation of electron-hole pairs. However,

while the mean arrival rate of photons per unit area and time at the depletion layer

is constant, the instantaneous flux of photons is fundamentally nondeterministic. This

is a consequence of the Heisenberg uncertainty principle, particularly the energy-time

uncertainty [161]. Consequently, the photon arrival rate is described by Poisson statis-

tics [53].

Another source of shot noise arises from background radiation, which can also con-

tribute to charge carrier generation but carries no useful information [53]. For this

reason, particularly in VLC links, optical bandpass filters are employed to reduce the

total flux of incident background radiation at the PD.

Owing to Poisson statistics, the variance of the number of photons arriving at a

time instant t is equal to the mean photon arrival rate. When this is converted to

photocurrent without avalanche multiplication, as in the case of p-i-n PDs, this leads

to a shot noise variance of [53]:

σ2shot,PIN = 2q⟨I⟩B, (2.14)

where ⟨I⟩ denotes the mean generated photocurrent and B represents the bandwidth.

For ADPs the noise arising from the random nature of avalanche multiplication should

also be considered. In such cases, the shot noise variance is [53]:

σ2shot,APD = 2q⟨I⟩M2
APDFAPDB, (2.15)
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here FAPD is the excess noise factor. Excess noise is defined as the ratio of the mean

square avalanche multiplication gain ⟨M2⟩ to the mean gain. The excess noise factor is

related to the ionisation ratio κion and the multiplication gainM through the following

equation [53]:

FAPD =MAPDκion + (2− 1

MAPD
)(1− κion). (2.16)

Different semiconductor materials exhibit varying excess noise factors due to dif-

ferent ionisation ratios. For instance, silicon has a very low ionisation ratio (about

0.02), indicating that avalanche multiplication is mediated almost exclusively by elec-

trons [93]. This results in typical excess noise factors ranging from 3 to 4.9 for gains

of 150 to 500. In contrast, germanium has an ionisation ratio close to unity (about

0.9), meaning that both electrons and holes contribute nearly evenly to the avalanche

multiplication. This leads to a much larger excess noise factor of about 9.2 for a typical

gain of 10. Consequently, Si APDs have found widespread application, while Ge APDs

have not.

The background illumination shot noise can be expressed as for p-i-n PDs as [53]:

σ2bcg,PIN = 2qPr,bcgRPDB, (2.17)

where Pr,bcg optical power from the background radiation. For the APDs the back-

ground shot noise is [53]:

σ2bcg,APD = 2qPr,bcgRPDM
2
APDFAPDB. (2.18)

Another source of noise in the receiver circuit is thermal Johnson–Nyquist noise, at-

tributable to the thermal fluctuations of electrons [53]. The current variance due to

thermal noise is given by the following equation [53]:

σ2T =
4kBTB

Rload
, (2.19)

here T is the receiver circuit temperature, kB is the Boltzmann constant and Rload is

the load resistance of the receiver circuit.
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The last major noise source in OWC and VLC receiver circuits is the input-referred

current noise, σ2TIA of a TIA [162]. The primary contributor to noise at low frequencies

is flicker noise (also known as 1/f noise), which is inversely dependent on the signal

frequency f . At high frequencies, the thermal noise of the TIA circuit, proportional

to f2, becomes dominant. The input referred current noise density NTIA is usually

specified in TIA datasheets in terms of pA/
√
Hz. The TIA input noise variance then

can be calculated as:

σ2TIA = N2
TIAB. (2.20)

Due to the additive properties of Gaussian distributions, we can sum all the noise

contributions to estimate the total noise variance [53]. For p-i-n PDs, the total noise

variance is calculated as follows:

σ2PIN = N0B = 2q⟨I⟩B + 2qPr,bcgRPDB +
4kBTB

Rload
+N2

TIAB, (2.21)

where N0 is the power spectral density of the total noise. For the APDs we get:

σ2APD = N0B = 2q⟨I⟩M2
APDFAPDB + 2qPr,bcgRPDM

2
APDFAPDB +

4kBTB

Rload
+N2

TIAB.

(2.22)
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2.6 Modulation Schemes

In OWC and VLC, modulation schemes are primarily based on IM-DD [53]. These

schemes can be either single-carrier or multi-carrier, consisting of only one carrier or

multiple subcarriers within a data frame, respectively. Furthermore, while data in

OWC and VLC can be modulated using analogue intensity modulation techniques,

such as frequency modulation (FM) and amplitude modulation (AM), digital baseband

techniques are more prevalent in VLC and OWC 2 [53]. The preference for digital

baseband techniques stems from the previously discussed non-linearity of LEDs and

VCSELs at high biasing currents, which leads to harmonic and intermodulation dis-

tortions. These distortions are more pronounced with continuous analogue modulation

signals compared to discrete digital ones [53,65].

Single Carrier Modulation Schemes

In a Single Carrier Modulation scheme (SCM), transmitted information bits are mod-

ulated onto a single frequency carrier [53]. Various well-known digital SCMs can be

applied to VLC and OWC links. For example, in IM/DD, information can be encoded

in multiple intensity levels of optical source emission, as seen in Pulse Amplitude Mod-

ulation (PAM) [164]. Other methods include Pulse Width Modulation (PWM) [165]

and Pulse Position Modulation (PPM) [166], where pulses are typically rectangular in

shape. If alternative waveforms, such as sine waves, are used, other symbol param-

eters can be employed. These include phase and quadrature, which form the basis

for Quadrature Phase Shift Keying (QPSK) [167] and, when combined with multiple

amplitude levels, Quadrature Amplitude Modulation (QAM) [168].

The simplest modulation scheme within this category is On-Off Keying (OOK)

[169], where the information directly modulates the intensity of the LED or VCSEL

by switching between two states – ’on’ and ’off’ or ’high’ and ’low’. This modulation

scheme is binary, represented by two states. As previously discussed, such modulation

2The namesake of digital baseband techniques comes from the fact that the data in this schemes
is not translated to a much higher frequency before intensity modulation and the spectrum of the
modulated data is within the vicinity of DC (direct current) [163].
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schemes can drive optical sources without requiring a DAC. Furthermore, a simple

Class-D amplifier can be employed for the transmitter driver circuitry [170].

When considering a high data throughput link, high bandwidth and high spectral

efficiency are generally desirable. Often, this leads to a trade-off between the two, as

demonstrated in the following well known Hartley’s law [171]:

Cdata ≤ 2 log2(M)B = 2ηB, (2.23)

where Cdata is the data throughput, η represents the spectral efficiency represented by

bit/s/Hz while B is the single sided modulation bandwidth and M is the number of

constellation points.

Depending on the targeted data throughput and link parameters, the bandwidth or

energy budget of the link may be limited. In such scenarios, a high spectral efficiency

and an advantageous SNR versus Bit Error Ratio (BER) trade-off for a given spectral

efficiency are crucial in selecting a modulation scheme. However, many Single Carrier

Modulation schemes (SCMs) may fail to meet these requirements due to either low

achievable spectral efficiency or a poor SNR versus BER trade-off [53]. A prime example

of the first case is OOK, where the spectral efficiency is limited to just η = 1bit/s/Hz,

leading to very high bandwidth requirements to achieve high data throughput [53].

The latter case is exemplified by PAM. While PAM allows for arbitrarily high

spectral efficiency, a significant drawback emerges: within the limited linear region of

the optical source, the density of the symbols rapidly increases with increasing spectral

efficiency due to the nearest number of neighbouring symbols being limited to 2 [65].

This leads to diminished mutual Euclidean distances between symbols, resulting in a

rapid increase in BER for a given SNR as the spectral efficiency increases making the

modulation scheme being best suited for high SNR links.

One way to address this challenge is to exploit different parameters of the symbols,

instead of relying solely on amplitude. For instance, significantly improved BER versus

SNR performance for a given spectral efficiency can be achieved using QAM [53]. In

QAM, various quadrature phase shifts are used to enhance spectral efficiency without

increasing the symbol density within the amplitude domain [172]. However, this ap-
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proach has a drawback: it is sensitive to timing jitter [173] and Intersymbol Interference

(ISI) [174], issues that become more pronounced at higher bandwidths.

Multi Carrier Modulation Schemes

As mentioned in the previous chapter, most SCM schemes either suffer from low achiev-

able spectral efficiency, poor BER versus SNR performance, or are limited by jitter and

ISI, thus hindering their capability to support very high data throughput solutions.

A commonly employed method to address these challenges is the use of Multi-Carrier

Modulation (MCM) techniques, which, as the name suggests, involve the use of multi-

ple carriers within a data frame [65]. In MCM, multiple modulated RF sub-carriers are

combined into a single waveform, which then modulates the optical source. The most

frequently used schemes in MCM are based on OFDM [65].

OFDM, a group of MCM schemes, is the most utilised solution for high data

throughput and Intersymbol Interference ISI robust applications in both RF (IEEE

802.11 standard) [175] and OWC/VLC [176]. The fundamental concept of OFDM most

frequently involves transmitting data in parallel using QAM modulated sub-carriers

through frequency division multiplexing [177]. In essence, OFDM divides the avail-

able spectrum into N sub-carriers. Since each sub-carrier is narrowband (occupying

1/NT bandwidth, where T is the length of the OFDM frame) and experiences nearly

flat fading, OFDM systems facilitate simple equalisation. The orthogonality and ro-

bustness against ISI of the sub-carriers are achieved through the use of Fast Fourier

Transform (FFT) and a Cyclic Prefix (CP) [177]. Furthermore, the performance of

OFDM links can be enhanced by employing adaptive bit loading techniques, such as

the Levin-Campello algorithm [178].

The implementation of OFDM in OWC and VLC communication systems imposes

an additional constraint that the time-domain signal must be both real-valued and

unipolar [176]. To ensure the signal is real-valued, Hermitian symmetry must be im-

posed on an OFDM frame [176]. Two methods commonly used to achieve a unipolar

signal in OWC and VLC are Direct Current Biased Optical OFDM (DCO-OFDM) and

Asymmetric Clipping Optical OFDM (ACO-OFDM) [179].
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In the former method, DCO-OFDM, a DC bias is applied to ensure that all in-

formation carrying sub-carriers are positive valued [179]. In contrast, ACO-OFDM

enables only the odd sub-carriers while setting the even sub-carriers to zero [179]. The

use of DC bias in DCO-OFDM increases the Peak-to-Average Power Ratio (PAPR)

of the link, significantly reducing its energy efficiency [125]. ACO-OFDM, although

avoiding DC bias and having a lower PAPR, comes with the trade-off of reduced spec-

tral efficiency, as only the odd sub-carriers are used to carry data, effectively halving

it [125,179].

Furthermore, due to the high PAPR in OFDM, selecting the appropriate biasing

point becomes particularly important, as the linear range of most optical sources is

limited either by their inherent linear range or by laser eye safety constraints [125]. To

avoid distortions, the OFDM signal should be clipped at certain power levels. How-

ever, the clipping process itself can introduce additional distortions; therefore, a careful

selection of both biasing and clipping points is required [125].

While recent advancements in OFDM have significantly contributed to achiev-

ing high data throughput links in free-space optical OWC/VLC systems, the main

drawback is achieving high energy efficiency. OFDM systems heavily rely on power

amplifiers, which are known to struggle with energy efficiency [129], exacerbated by

the typically high PAPR of DCO-OFDM or the reduced spectral efficiency of ACO-

OFDM [125]. Although other OFDM schemes exist that circumvent these limita-

tions [180–183], they suffer from high computational and implementation complexity.

Multiple-input-multiple-output (MIMO) Schemes

An alternative approach to improving energy efficiency while maintaining high data

throughput is to exploit channel diversity and multiplexing gains using MIMO trans-

mission techniques, which involve the use of multiple transmitters and receivers within

the link [184].

The most basic MIMO technique, applicable to both RF and OWC/VLC systems,

is Repetition Coding (RC) [185, 186]. In this technique, the same signal waveform is

simultaneously transmitted by multiple synchronised transmitters, resulting in ampli-
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fied signal strength at the receivers. The spectral efficiency of the RC technique is

determined by the spectral efficiency of the individual signal, which is η = log2(M).

Alternatively, to increase data throughput different independent signal streams can

be transmitted over a MIMO channel, a technique known as Spatial Multiplexing (SMP)

[187]. Here Nt transmitters are used for Nt independent data transmission streams. In

comparison to RC, SMP achieves a spectral efficiency of η = Nt log2(M).

Spatial Modulation (SM) is another MIMO technique that, in addition to the signal

domain, utilises the spatial domain to encode information [188]. It leverages varying

channel gains across different pairs of transmitters and receivers. This capability en-

ables SM to achieve a spectral efficiency of η = log2(Nt) + log2(M). During SM trans-

mission, only a single transmitter out of Nt is active. For instance, a 4-transmitter

SM link employing 4-Pulse Amplitude Modulation (4-PAM) can achieve a spectral ef-

ficiency of η = 4bit/s/Hz, where 2 bits represent the activated transmitter, and the

other 2 bits represent the PAM level transmitted by the active transmitter.

SM can be further extended to Generalised Spatial Modulation (GSM), where mul-

tiple transmitters can be simultaneously active during symbol transmission [189]. In

this modulation scheme, the number of possible activation combinations of transmit-

ters is 2Nt . Therefore, Generalised Spatial Modulation (GSM) can achieve a maximum

spectral efficiency of η = Nt + log2(M).This means that, as per the previous example,

GSM can achieve the same spectral efficiency as Spatial Modulation (SM) with only

half the number of transmitters. However, the drawback is that GSM is more prone to

Inter-Channel Interference (ICI) and produces a higher decoding complexity compared

to SM.

A specific case of GSM, where the signal domain is represented by a binary modu-

lation (such as OOK), is known as Generalised Space Shift Keying (GSSK) [190]. This

MIMO modulation technique will be discussed in more detail in Chapter 3.
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2.7 Power Consumption Modelling

The power consumption of an OWC or VLC link is a paramount benchmark parameter

in the context of next-generation green communication [50]. Generally, the power con-

sumption is proportional to the bandwidth of the link [191]. Consequently, links with

very high data throughput are expected to have higher power consumption, whereas

those with low data throughput will experience significantly lower power consumption.

Therefore, to effectively compare the performance of these links against other commu-

nication systems, such as RF based ones, it is more practical to use energy efficiency

as a metric [192].

The energy efficiency, denoted as EE characterises the amount of energy required

to transmit a unit of data (bit) for a given data throughput (or channel capacity) C in

the link can be expressed as follows [192]:

EE(B) =
Plink(B)

C(B)
, (2.24)

where Plink is the total power consumption of the link, which includes receiver, trans-

mitter optoelectronic front-end, DSP and networking layer power consumption.

The link power consumption can be divided into two analogue and digital part [191]:

Plink(B) = Pa(B) + Pd(B), (2.25)

where Pa represents the power consumption of analogue or optoelectronic front-end

devices in the link, and Pd denotes the digital power consumption arising from DSP

and networking layer processing.

Generally, modelling the digital power consumption is quite challenging, as it can

depend on various factors, such as the implementation and optimisation of DSP, the

energy efficiency of the signal processing device (for example, on a Field Programmable

Gate Array or FPGA for short), which can vary significantly from device to device,

and the networking layer protocols and algorithms, among others.

For the evaluation of physical layer performance, the analogue component is as
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important, if not more so, than the digital one. By assessing the power consumption

of the analogue component, one can determine the lower limit of power consumption

(or the upper limit of energy efficiency). Such an assessment can be instrumental in

determining whether the optoelectronic design under investigation is feasible for the

targeted energy efficiency and data throughput. This approach offers significant merit,

as while one can optimise the algorithms and implementation of DSP and the network-

ing layer to enhance energy efficiency, the overall improvement will be constrained by

the energy efficiency of the physical layer.

The analogue power consumption for a typical OWC and VLC system can be

straightforwardly decomposed as follows [193]:

Pa(B) = PTX(B)+PRX(B) = PADC(B)+PDAC(B)+Pemit+PTX,driver+PTIA, (2.26)

here PADC(DAC)(B) is the power consumption of ADC (DAC), Pemit(B) is the power

consumption of optical source, PTX,driver(B) is the power consumption of TX driver

and PTIA is the power consumption of TIA.

42



Chapter 2. Background

2.8 Summary

In this chapter, the concepts of OWC and VLC are introduced. We provide a detailed

description of the essential optoelectronic front-end elements and principles behind their

operational modes for both the transmitter and receiver ends. Furthermore, we analyse

the channel modeling and identify sources of photodetection noise. We also delve into

a discussion of both single-carrier and multi-carrier digital modulation techniques em-

ployed in OWC and VLC. Additionally, we present various MIMO techniques. Finally,

we examine power consumption modeling.
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Adaptive Generalised Space Shift

Keying (GSSK) Algorithms

3.1 Introduction

An VLC or OWC system can employ incoherent light sources such as LEDs [53, 194],

micro-LEDs [64,109,195,196] or VCSELs [44,53,197] in IM/DD techniques. One of the

main requirements for these wireless communication systems is high data throughput

(in multiple Gbit/s). Experimental VLC demonstration of up to 15.73Gbit/s aggre-

gate data rate using WDM has been presented in [45] using off-shelf components. More

recent research has achieved a remarkable aggregate data rate of 28.93Gbit/s in WDM

link by utilising a single-chip silicon substrate LED array within a free-space commu-

nication link [198].

In OWC data transmission rates of up to 37.4Gbit/s per channel and an aggregate

capacity of 224Gbit/s have been achieved over a distance of 3m using WDM and a

holographic beam steerer as shown in [199]. Additionally, data throughput of up to

400Gbit/s has been reported in [200] a fibre-wireless-fibre link where both transmitter

and receiver are steered. The highest up to date aggregate data rate surpassing 1Tbit/s

over 3.5m distance is demonstrated utilising a ten-channel WDM OWC link [201].

Another crucial benchmark parameter for OWC and VLC links, especially in the

framework of green communication technology, is energy efficiency [50, 202–204].The
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concept of energy efficiency concerns the capacity of a modulation scheme utilised in

the physical layer of choice to transmit data at a specified throughput level in relation

to the amount of energy it consumes [192]. A wide array of research topics encompass

the endeavour of the energy efficiency enhancement of VLC and OWC links.

At the physical layer the energy efficiency can be advanced through various means.

Firstly, one such avenue involves the design of transmitter optical sources in the chip

and optics level to attain higher electrical-to-optical conversion efficiency [50,205,206].

This entails maximizing the amount of optical power generated for a given amount

of electrical power input with related concept of external quantum efficiency [205].

Secondly, developing photodetectors and their associated optics and circuitry to op-

timise responsivity and signal amplification while constraining the power consump-

tion [50,67,207–210]. Furthermore, modulation techniques and modulation bandwidth

plays pivotal role in determining the overall energy efficiency of the communication

link [50, 211, 212]. The factors collectively influence how effectively data can be trans-

mitted while minimizing power consumption [50].

A comprehensive scope of research has been applied on the concurrent enhance-

ment of the spectral and energy efficiency within the domain of VLC and OWC sys-

tems [213]. Of notable interest is the exploration of multi-carrier modulation techniques

such as optical orthogonal frequency division multiplexing (O-OFDM) [214]. Modula-

tion techniques such as DCO-OFDM [215], ACO-OFDM [216], Unipolar OFDM (U-

OFDM) [181], Flip Orthogonal Frequency Division Multiplexing (FLIP-OFDM) [217],

enhanced Unipolar OFDM (eU-OFDM) [182] and Pulse-Amplitude Modulation Dis-

crete Multitone Modulation (PAM-DMT) [218], as well as hybrid OFDM techniques

combining multiple basic OFDM schemes [214].

However, it is essential to consider that the implementation of multi-carrier modu-

lation techniques necessitates the incorporation of comparatively advanced transmitter

driver circuitry, encompassing voltage amplifiers and DAC, along with sophisticated

DSP circuitry. The complexity of the transmitter opto-electronic front-end and DSP

can exhibit a notable increase in power consumption within the communication link,

especially when dealing with higher modulation bandwidths [89,194].
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One effective strategy, which can enhance the spectral efficiency while maintaining

a constant modulation order (potentially decreasing it) within the electrical domain

of the transmitter signal involves utilisation of MIMO based transmission techniques.

The techniques leverage the spatial diversity and array gain by employing multiple

transmitters and receivers [184]. MIMO techniques, whether in the RF or in the optical

domain can exploit differences in DC optical channel gains of various transmitter and

receiver pairs. The channel differences are characterised by the channel correlation

[219].

A classic example of such a MIMO modulation scheme, which exploits differences

in DC channel gains is SM [188]. Within the SM framework the encoding of trans-

mitted bits involves a distinct mapping to a active a specific beam pattern. A beam

activation pattern is described by a set of transmitter beams in either ”on” or ”off”

state. Each pattern can transmit a waveform of an electrical domain signal associated

with a constellation point derived from the selected modulation, such as PAM or QAM.

In the context of SM it is important to note that within the beam activation pattern

only a single transmitter beam can be in ”high” state while all others remain in the

”low” state. In such transmission, the binary digits are encoded in the particular beam

activation pattern of the singular activated beams and in the signal transmitted by

them.

GSM [189] is a type of SM, where multiple transmitter beams within the beam

activation pattern can be simultaneously active in ”high” state. While in ”high” state

they all simultaneously transmit the same signal waveform. In such case the binary

bits are encoded both in the particular activation pattern of multiple active beams and

in the signal waveform transmitted by them.

A distinct variant of SM, which exclusively maps transmitted bits to a unique beam

activation pattern while restricting the electrical domain signal constellation points to

binary levels (”high” and ”low”) is called Space Shift Keying (SSK) [220]. In essence,

SSK entails a single transmitter transmitting an OOK signal in the electrical domain.

However, due to the different DC channel gains between different receiver pairs, multi-

level signal levels emerge at the receivers in the electrical domain. SSK possesses
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a significant advantage over SM, characterized by reduced computational complexity

and resilience to non-linearity effects exhibited by transmitters such as LEDs [113].

However, SSK’s spectral efficiency is constrained by the logarithm of the number of

beams, rendering it primarily suitable for applications with moderate target data rates

[220].

Enhanced spectral efficiency compared to SSK can be achieved through the util-

isation of combinations involving multiple concurrently active beams in high state,

resulting in what is referred to as GSSK [190]. Notably, an experimental demonstra-

tion has showcased a spectral efficiency of up to 16 bits per symbol in GSSK link [221].

SSK and GSSK, in general, do not necessitate the use of a DAC for the data trans-

mission as the transmitter circuitry can be directly driven by a digital voltage source

output pin such as FPGA [222]. This, in turn, substantially reduces complexity of the

driver circuitry and can be utilised to boost energy efficiency of the communication

link.

Numerous theoretical and empirical investigations have been conducted on the in-

corporation of GSSK in VLC and OWC systems [45, 221, 223, 224]. The studies en-

compass a range of aspects, such as the selection of transmitter beam sets [225] and

adaptive GSSK modulation to accommodate dynamic channel conditions [226]. How-

ever, a comprehensive evaluation of the performance of an adaptive GSSK link in the

context of indoor VLC and OWC scenarios, with a focus on high data throughput

(multiple Gbit/s) and high energy efficiency (≈ 1 nJ/bit) implementation is lacking.

Furthermore, such an evaluation has yet to be conducted utilising off-the-shelf com-

ponent models to determine the feasibility of adaptive GSSK for next generation high

data throughput applications within the green communications framework.

An adaptive GSSK algorithm is tested with various transmitter beam selection cri-

teria such as maximal minimal Euclidean distance and maximal SNR. Additionally, we

introduce a method for transmitter beam selection based on an optimal GSSK channel

ratio condition, which we elaborate on in this study. We compare the performance of

adaptive GSSK using different transmitter beam set selection criteria within a VLC

angle diversity hemispherical transceiver model. This model is designed to represent a
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free space indoor mobile use case. The transmitter and receiver front-end are selected

to maximise the data throughput with the set target of 10Gbit/s. We evaluate and

compare the 3 adaptive GSSK transmitter beam set selectors in terms of the mean data

throughput achieved in the indoor scenario. The evaluation and comparative analysis

of the computational complexity is conducted to offer estimates for the approximate

lower latency bound linked to each transmitter beam set selector.

Furthermore, we present an OWC directional device-to-device communication sce-

nario set at 1m transmitter-receiver distance and 20×20 cm2 target area at the receive

plane. Here transmitter beams are arranged in symmetrical square lattices. Within this

framework we explore two distinct scenarios concerning the arrangement of transmitter

beams: namely, close spacing and sparse spacing.

In the first configuration we seek to replicate the conditions of a small form factor

device as a transmitter such as a smartphone, where transmitter beam sources, for

example, VCSELs are densely clustered. We make the assumption that a passive beam

shaping devices, such as optical wedge prisms, are applied to modify the irradiance

patterns of these beams at the receive plane. No active beam shaping or steering is

assumed.

On the other hand, the second configuration concerns a larger form factor device for

the transmitter end, such as a display. Here the transmitter beam sources are positioned

at greater distances from each other, and no beam shaping or steering mechanisms are

employed.

In both scenarios, we carefully select the transmitter and receiver off-the-self front-

end components for OWC-type communication. The target minimum data throughput

is set to be same as in the VLC scenario. We subsequently compare the performance

of these scenarios in terms of mean data throughput within the defined coverage radius

of the target area in the receive plane. Our investigation encompasses the testing of

various numbers of transmitter beams within the grid and different spacing intervals

between them, providing a comprehensive analysis of their impact on performance.

Lastly, our study evaluates the energy efficiency for both OWC and VLC scenarios

based on the off-shelf opto-electronic components. Furthermore, a comparative analysis
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of energy efficiency is provided for the OWC device-to-device link scenario. Here, the

energy efficiency of adaptive GSSK link is compared to QAM and DCO-OFDM links

designed to operate with the same opto-electronic front-end components.

3.2 Generalised Space Shift Keying

In the existing body of literature there are two primary definitions of GSSK. The

first interpretation involves binary encoding of the symbols within the beam activation

pattern wherein a fixed number of beams are concurrently active [190]. Conversely, the

second interpretation diverges by considering the number of active beams in the beam

activation pattern as variable, encompassing both indices of active and inactive beams

[223]. In the latter technique the spectral efficiency of the link exhibits proportionality

to the overall count of beams engaged in the link.

In GSSK the data transmission exclusively leverages symbols within the spatial do-

main. The data encoding is achieved by utilisation of various beam activation patterns,

wherein each unique pattern corresponds to a symbol within the constellation space.

Each of these beam patterns encompasses a multitude of active and inactive transmitter

beams. In the depicted activation pattern, every transmitter beam is associated with

a designated index. This index is directly mapped to the respective bit position within

the data transmission symbol as illustrated in Figure 3.1. Contingent upon whether the

ith bit bi assumes a binary state of “1” or “0”, the ith transmitter beam emits optical

power Pi that corresponds to either a ”high” or ”low” magnitude such that:

P (bi) =


PH bi = 1

PL bi = 0.

In this work we are adopting the GSSK definition as outlined in [223] where the

number of active and inactive transmitter beams within the beam activation pattern

varies. Within this definition the total count of existing beam activation patterns equals

to 2Nt , where Nt denotes the count of transmitters participating in the communication

link. Each of these activation patterns effectively serves as a constellation point, which
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Figure 3.1: GSSK Encoding: In this representation, transmitters are identified by red
indices, which correspond to specific bit positions within the data symbol. Depending
on whether the associated bit holds a logical ”1” or ”0” value, the transmitter emits
”high” or ”low” optical power.

subsequently maps to a corresponding electrical domain constellation point as recon-

structed at the receiver. This mapping results in a linear relationship between spectral

efficiency and the number of engaged beams.

The bit error performance of GSSK is contingent on the Euclidean distance between

mutually distinct activation patterns observed at the receivers [225]. This dependence is

subject to the optical DC channel gain difference between different transmitter-receiver

pairs in a MIMO channel, which determines their distinguishability.

The imposition of a minimum Euclidean distance poses constraints on the density,

range and coverage of optical link deployment, particularly when dealing with compact

devices of limited form factor. Consequently, it proves advantageous in the deployment
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of GSSK-based communication systems to incorporate angle or spatial diversity tech-

niques [227, 228]. An approach to address these limitations can involve distribution

of transmitter beams and receivers uniformly across the hemispherical surfaces [229].

Additionally, further improvements can be realized by incorporating optical bandpass

filters into the system [73].

Another crucial factor influencing error performance in GSSK systems is the choice

of the plurality of engaged beams for beam activation patterns [229]. A major part

of up-to-date theoretical research and experimental investigations concerning SSK and

related modulation schemes have predominantly employed a complete set of a prede-

termined transmitter beams and receivers.

However, there exist instances and situations that frequently arise where the set of

accessible transmitter beams and receivers can undergo substantial alterations. Such

changes might manifest when, for instance, a sudden obstruction partially blocks the

communication path. Alternatively, receivers positions or orientations with respect to

the transmitters may evolve over time. In such situations, it is conceivable that a

portion or even the entirety of the initially available transmitters could shift out of the

receivers’ FoV. This dynamic mobility scenario typifies use cases where receiving User

Equipment (UE) such as smartphone, is in motion relative to the transmitter Access

Point (AP) or other user devices.

Furthermore, contingent upon the prevailing channel conditions, it may be advanta-

geous to activate only a subset of the available transmitter beams to enhance the mutual

Euclidean distance between distinct beam activation patterns. Conversely, there may

also be cases where the opposite holds true and the channel supports engagement of

an expanded set of available transmitter beams.

Hence, to ensure reliable communication with GSSK in non-stationary settings, the

adoption of a location and channel condition adaptive method for selecting engaged

beam sets becomes a critical necessity. The method should construct an adaptive code-

book of beam activation patterns. Such adaptability is required to ensures the system’s

robustness when confronted with dynamic changes in the transmission environment and

receiver mobility.
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The exploration of adaptive codebooks in MIMO transmission has been extensively

investigated within the realm of RF communication, as evidenced by previous studies

such as [230] and [231]. This area of research can be also categorised under the domain

of link adaptation [232]. Adaptive MIMO RF codebook schemes have been devised

to address the challenges posed by time-varying channel distributions. For instance,

within the 802.16m standard, adaptive codebook methods are considered to tackle

dynamic channel conditions. These codebooks dynamically adjust the distribution

of codewords in accordance with channel statistics, which are characterized by the

transmit covariance matrix that describes spatial correlations across antennas [233].

In the domain of MIMO SM, the pursuit of link adaptation can be approached from

various angles. One avenue involves the utilisation of antenna selection techniques, as

proposed in [234], where antennas are chosen based on either optimized Euclidean

distance or optimized channel capacity criteria.

Another strategy involves the implementation of adaptive modulation, as presented

by Yang in [235], which employs a Modulation Order Selection Criterion (MOSC)

algorithm based on maximizing the minimum Euclidean distance. Antenna selection

and adaptive modulation, can be combined, as exemplified in Yang’s subsequent work

detailed in [236]. There adaptive modulation, transmit mode switching techniques are

integrated into Optimal Hybrid-SM (OH-SM).

Further investigations in the field of adaptive SM are endeavors encompassing con-

stellation optimization [237], randomization [238], power allocation [239], and transmit

precoding algorithms [232]. These efforts primarily aim at achieving BER minimization

and complexity reduction.

In the realm of adaptive SSK techniques, Chung and Hung approached multi-

antenna selection in their 2012 work [240]. They proposed three distinct selection

criteria, each tailored to address different properties of the channel gain matrix. The

first criterion prioritised the maximisation of the column vector within the channel

matrix, akin to the classical SNR maximisation [241]. The second criterion centred

on the similarity between column channel matrix vectors, effectively analogous to the

maximisation of minimal Euclidean distances [234]. Finally, combined both approaches
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in the 3rd - hybrid criterion.

Conversely, in the domain of MIMO communication adaptive GSSK was introduced

by Ntotin and Di Renzo in 2013 [226]. Their method adopted a closed-loop precoding

strategy. This approach allowed for enhanced transmit-diversity gains surpassing the

capabilities of traditional GSSK with static antenna configurations.

Within the realm of VLC, the pursuit of adaptive SM techniques for massive MIMO

systems has also garnered significant attention. Xu in [242] proposed a method for the

adaptive selection of LED sets, centered on the minimisation of ICI as a key criterion.

Another noteworthy avenue in the realm of adaptive SM for VLC is the channel

adaptive bit mapping scheme introduced in [243]. This scheme offers a versatile solu-

tion capable of adapting SM to an arbitrary number of transmitters. By dynamically

adjusting the bit mapping based on channel conditions without transmitter number

constraint, it provides a flexible framework for optimising data transmission using SM.

For indoor VLC scenarios with energy efficiency as a target benchmark, [244] intro-

duces an adaptive MIMO method. This method selects between SM, RC, and spatial

multiplexing depending on the prevailing channel conditions. By making dynamic

choices between transmission techniques based on real-time channel assessments, it

optimises energy consumption.

For GSSK the optimal symbol set selection based on the maximal minimum Eu-

clidean distance maximisation between different LED beams is presented in [225]. To

achieve optimisation, the authors adopt LED beam set selection search space reduc-

tion using clustering and local tree search. Recently, there is a substantial interest in

employing GSSK VLC links in NOMA [245], in that framework a naive Bayesian beam

selection algorithm is proposed in [246]. Another recent approach is to utilise machine

learning for the LED set selection with reconfigurable intelligent surfaces proposed

in [247].
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3.3 Adaptive GSSK Algorithm

In this study, the concept of adaptive GSSK incorporates transmitter beam selection,

receiver selection, and spectral efficiency adjustment - the number of engaged beams

in the communication link. These adaptations are made in response to the local (DC)

channel conditions within the communication link.

An optical single user GSSK link is characterised by a MIMO or Multiple-Input

and Single-Output (MISO) optical DC channel. In this setup, one or multiple receivers

receive a composite signal from multiple transmitter beams. The received signal de-

pends on various transmitter optical beam activation patterns, each associated with a

specific signal amplitude at the receiver. The signal amplitude from a particular beam

activation pattern may vary between multiple receivers. The study considers mobile

use case type scenarios. In this case the receivers are assumed to be integrated into

user-operated devices such as smartphones, tablets, laptops, or other similar gadgets.

The channel state between ith receiver and jth transmitter optical beam is charac-

terised by an optical DC channel gain hij . The channel gain is contingent on several

time-dependent conditions. One crucial factor is the relative positioning of the receiver

with respect to the source of the transmitter optical beam, which is given as:

rij(t) = ri(t)− rj(t) = [(xi(t)− xj(t))e1, (yi(t)− yj(t))e2, (zi(t)− zj(t))e3],

here e1, e2, e3 are unit length vectors of global x, y and z axes given in m, and t is time

(s).

Another factor to consider is the receiver’s relative orientation to the transmitter

beam, which determines the angle of light incidence ψij(t) at the receiver. The orienta-

tion of an object with respect to the global axes within R3 space can be characterised

through three elementary rotations. The elementary rotations are described by Euler

angles - α, β, γ given in rad [248]. A vector describing an ith receiver orientation to

the global axes can be then written as Ωi(t) = [αi(t), βi(t), γi(t)] and j
th transmitter

beam’s as Ωj(t) = [αj(t), βj(t), γj(t)] respectively.

The optical DC channel characteristics may exhibit temporal variations over time
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t, even when the relative positions and orientations of transmitter beams and receivers

remain constant. This temporal variability can arise in scenarios involving obstructions,

fog as well as channel scintillation resulting from atmospheric or underwater turbulence

[53].

The optical DC channel gain is then a function dependent on all of these parameters

such that hij = f(θij(t)), with:

θij(t) = [rij(t),Ωi(t),Ωj(t), t],

the optical DC channel gain matrix is then:

H0(Θ(t)) =


h11(θ11(t)) ... h1Nt(θ1,Nt(t))

...
. . .

...

hNr,1(θNr,1(t)) ... hNr,Nt(θNr,Nt(t))

 , (3.1)

where Nt is number of transmitter beams and Nr is number of receivers present in the

channel. Generally, the number of transmitter beams and receivers that can support

data transmission can vary locally and temporally and is not necessarily equal to their

total number present in the channel.

In optical GSSK, any data sequence s is represented by an n-tuple consisting of a

single or multiple binary permutation vectors bk, where bk = [b0, b1, ...bNe
t (Θ(t))−1]

T ∈

B(Θ(t)) and bj,k ∈ {0, 1} is mapped one-to-one to a symbol vector given as xk =

[x0, x1, ...xNe
t (Θ(t))−1]

T ∈ X(Θ(t)), xj,k ∈ {PL, PH} using a mapping function fX(Θ(t)) :

bk ∈ B(Θ(t)) 7→ xk ∈ X(Θ(t)). Here B(Θ(t)) and X(Θ(t)) are the locally and tempo-

rally chosen binary permutation vector set and symbol alphabet.

The selection of sets and mapping functions is determined based on the chosen

receiver and transmitter beams. In the context of this study for the GSSK encoded

data transmission, the receiver and transmitter beams that are selected for participation

within the beam activation patterns are referred to as ”engaged.” The indices within

a symbol vector correspond to the indices of these engaged transmitter beams. The

variable N e
t (Θ(t)) represents the count of engaged transmitter beams selected from the

55



Chapter 3. Adaptive Generalised Space Shift Keying (GSSK) Algorithms

total available beams. Each engaged transmitter beam emits optical power at a level

of PH when active and PL when inactive.

In this study, we define a codebook for GSSK data transmission as:

F (Θ(t)) = {B(Θ(t)),X(Θ(t)), fX(Θ(t)),H0(Θ(t))}. (3.2)

The codebook encompasses a binary permutation vector set, a symbol alphabet, and

a one-to-one mapping function. It operates by taking binary serial data as input,

representing it through binary permutation vectors, and subsequently mapping these

binary vectors into symbol vectors selected from the symbol alphabet. Now, the size

of the GSSK symbol alphabet, which is locally and temporally assembled based on the

codebook is:

|X(Θ(t))| = |B(Θ(t))| = 2N
e
t (Θ(t)).

The number of engaged transmitter beams N e
t (Θ(t)) = |Et(Θ(t))| can be smaller

than the number of transmitter beams locally and temporally available for the se-

lection Na
t (Θ(t)) = |At(Θ(t))|, such that N e

t (Θ(t)) ≤ Na
t (Θ(t)). Here Et(Θ(t)) =

{n0, n1, ..., nNe
t (Θ(t))−1} is the set of locally and temporally engaged transmitter beams

nj and At(Θ(t)) = {m0,m1, ...,mNa
t (Θ(t))−1} is the set of all locally and temporally

available transmitter beams mj with properties Et(Θ(t)) ⊆ At(Θ(t)) and Et(Θ(t)) ∈

Et(Θ(t)), where Et(Θ(t)) is:

Et(Θ(t)) = {ø,Et,0(Θ(t)),Et,1(Θ(t)), ...,Et,2|Et(Θ(t))|−1(Θ(t))},

the local and temporal power set of all possible Et,κ(Θ(t)) sets of combinations of

engaged transmitter beams. The empty set ø is included for the completeness, and

represents the case where no transmitters are available.

Similarly one can define the set Er(Θ(t)) = {l0, l1, ..., lNe
r (Θ(t))−1} ⊆ Ar(Θ(t)) of

locally and temporally engaged receivers li and Er(Θ(t)) ∈ Er(Θ(t)) where Er(Θ(t)) is

given as:

Er(Θ(t)) = {ø,Er,0(Θ(t)), Er,1(Θ(t))...E2|Er(Θ(t))|−1(Θ(t))},
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with the number of locally and temporally engaged receivers given as N e
r (Θ(t)) =

|Er(Θ(t))|.

An engaged set of transmitter beams and receivers can be written as their union:

Et,r(Θ(t)) = Et(Θ(t)) ∪ Er(Θ(t)). Et,r(Θ(t)) determines the content of the codebook

through some internal mapping function such that:

F (Θ(t)) = f(Et,r(Θ(t))) = F (Et,r(Θ(t))). (3.3)

Therefore, the selection of Et,r(Θ(t)) determines codebook selection. For the selection

an input optical DC channel gain matrix of all available transmitters and receivers is

required:

H0,a(Θ(t)) =


h11(θ11(t)) ... h1Na

t (Θ(t))(θ1,Na
t (Θ(t))(t))

...
. . .

...

hNa
r (Θ(t)),1(θNr,1(t)) ... hNa

r (Θ(t)),Na
t (Θ(t))(θNa

r (Θ(t)),Na
t (Θ(t))(t))

 .
(3.4)

In order for a specific combination of transmitter beams and receivers to be engaged,

it must locally and temporally maximise some performance metric denoted as W . The

metric is closely associated with the quality of the user experience in LiFi, OWC or

VLC.

Before we proceed to define the engaged transmitter beam and receiver set as a

function that maximises the metric W , it is necessary to first define the metric itself.

In this context, a metric is defined as a function that takes all the elements of the set

as its input and maps them to a single real scalar value. This scalar value serves to

characterize the metric, and it is used to assess and quantify the performance or quality

as follows:

W (E) = f : E 7→ R1.

We can then define Et,r(Θ(t)) as a solution to a maximisation problem as follows:

Et,r(Θ(t)) = argmax
Et,κ(Θ(t))⊆Et(Θ(t))
Er,χ(Θ(t))⊆Er(Θ(t))

W (Et,κ(Θ(t)) ∪ Er,χ(Θ(t))). (3.5)
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In the realm of optical GSSK, this performance metric can take various forms depending

on the specific objectives. It might involve minimizing connectivity loss, maximizing

channel capacity, optimizing SNR, enhancing energy efficiency, and so on.

The particular choice of metric can vary according to the specific use case scenar-

ios being addressed. However, in the context of a LiFi deployment, a primary goal

would be to ensure that the quality of user experience is maintained at a high level by

minimizing the occurrence of connectivity loss (outages) to the greatest extent possi-

ble. Another two important metrics are channel capacity C (or data throughput) and

energy efficiency EE, which are related to each other through [192]:

EE =
Pc

C
, (3.6)

where Pc - power consumption of the link.

In general, it is typically desirable to maximise both of these metrics while taking

into account power consumption constraints and safety considerations related to laser

eye safety. To enhance the GSSK channel capacity, it becomes necessary to increase

the number of transmitters and/or receivers in the communication link. To illustrate

this, we consider the channel capacity of a N e
t ×N e

r GSSK link.

In the case of GSSK, the closed-form solutions of the channel capacity are consid-

erably difficult to obtain when optimal Maximum-Likelihood (ML) detection is consid-

ered [227,228], which we assume in this work. Instead, it is more useful is the fact that

upper bound of the channel capacity for GSM and GSSK is know and is less or equal

to the N e
t ×N e

r spatially multiplexed MIMO channel capacity [249,250]:

CGSSK ≤ C
Ne

t×Ne
r

MIMO , (3.7)

here CGSSK - channel capacity of GSSK link, C
Ne

t×Ne
r

MIMO - MIMO channel capacity, which

for a constant MIMO channel with total optical emission power constraint P is given

as [184,249,250]:

C
Ne

t×Ne
r

MIMO = EH(log2(det(INe
r
+

1

N e
t

SNR×HHT ))), (3.8)
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here INe
r
- N e

t ×N e
r dimension identity matrix, E(·) - expectation operator. We employ

the transpose operation rather than the conjugate transpose, as LiFi channel gain

matrices are constrained to possess solely real values. In the case of GSSK, the total

transmitted optical power denoted as P is evenly distributed among the N e
t active

transmitter beams. The task is then to search for Et,r(Θ(t)) that maximises channel

capacity as given by Equations (3.7) and (3.8).

In a real-world LiFi scenario, the GSSK link’s SNR is constrained by factors such as

maximum permissible exposure (MPE) or power consumption limits. When symbols

with higher optical power are subject to MPE constraints, the incorporation of addi-

tional engaged beams necessitates an increase in symbol density within the Euclidean

space and decrease in the mutual Euclidean distance between the symbols. This in-

tuitive observation implies the existence of an optimal number of engaged transmitter

beams and receivers that maximise channel capacity. As a result, it suggests that the

set selection problem described in Equation (3.8) takes on a convex nature when either

channel capacity or energy efficiency through (3.6) is the focus of consideration:

Et,r(Θ(t)) = argmax
Et,κ(Θ(t))⊆Et(Θ(t))
Er,χ(Θ(t))⊆Er(Θ(t))

CGSSK(Et,κ(Θ(t)) ∪ Er,χ(Θ(t))), (3.9)

or

Et,r(Θ(t)) = argmax
Et,κ(Θ(t))⊆Et(Θ(t))
Er,χ(Θ(t))⊆Er(Θ(t))

EEGSSK(Et,κ(Θ(t)) ∪ Er,χ(Θ(t))), (3.10)

both with the search space of size 2(N
a
t (Θ(t))+Na

r (Θ(t))).

After selecting Et,r(Θ(t)) and defining the codebook as F (Θ(t)) = F (Et,r(Θ(t))),

the transmission of symbols over the MIMO channel by the engaged transmitter beams

and received by the engaged receivers is characterised by a N e
r (Θ(t)) × N e

t (Θ(t)) di-

mension optical DC channel gain matrix:

H0,e(Θ(t)) =


h11(θ11(t)) ... h1Ne

t (Θ(t))(θ1,Ne
t (Θ(t))(t))

...
. . .

...

hNe
r (Θ(t)),1(θNr,1(t)) ... hNe

r (Θ(t)),Ne
t (Θ(t))(θNe

r (Θ(t)),Ne
t (Θ(t))(t))

 .
(3.11)
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Each matrix element hij(θij(t)) corresponds to an optical DC channel gain between

the engaged pair of li ∈ Er(Θ(t)) (ith) receiver and nj ∈ Et(Θ(t)) (jth) transmitter.

The received over the optical DC channel signal is given by the vector y(Θ(t)) =

[y0, y1, ...yNe
r (Θ(t))−1]

T ∈ RNe
r (Θ(t))×1, where y(Θ(t)) is given as:

y(Θ(t)) = H0,e(Θ(t))xk + n(Θ(t)), (3.12)

where xk ∈ X(Θ(t)) ⊆ F (Et,r(Θ(t))) and RNe
r (Θ(t))×1 dimension vector n(Θ(t)) denotes

the AWGN vector, the elements of which are distributed by N (0, σ2i (Θ(t))), where

σ2i (Θ(t)) is variance of effective noise process at the ith receiver. Assuming that the

noise contribution from each jth transmitter beam to the ith receiver is a random and

independent process, we can express σ2i (Θ(t)) using the variance sum law as follows:

σ2i (Θ(t)) =

Ne
t (Θ(t))−1∑
j=0

σ2ij(Θ(t)) + σ2R,i(Θ(t)),

here, the first term describes the noise component dependent on the transmitted signal

at the ith receiver (e.g., shot noise). The second term describes the noise component

independent of the transmitted signal (e.g., thermal noise and TIA voltage noise). The

noise variance is calculated as:

σ2ij(Θ(t)) = N0,ij(Θ(t))B,

where N0,ij(Θ(t)) is the transmitted signal dependent single-sided noise power spec-

tral density at the ith receiver and B - the effective noise process bandwidth. Same

expression can be applied for the independent component:

σ2R,i(Θ(t)) = N0,R,i(Θ(t))B,

here N0,R,i(Θ(t)) describes single-sided noise power spectral density of the independent

transmitted signal effective noise process.

In this study, the detection at the receiver end is based on the ML detection principle
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where the estimated transmission vector x̂k is given from:

x̂k = argmax
xk∈X(Θ(t))

py(y(Θ(t))|He(Θ(t))xk) (3.13)

= argmin
xk∈X(Θ(t))

|y(Θ(t))−He(Θ(t))xk|2F.

Alternative decoding methods, such as the least squares error decoding approach, can

be employed. The estimated transmission vector is then linked to the corresponding

binary permutation vector denoted as b̂k. This vector can either be directly used to

generate the decoded data sequence ŝ or be input into a channel coding scheme, such

as a Forward Error Coder (FEC) or a Reed-Solomon coder.

Set Selector Encoder &
Transmitters

Data source

Decoder &
ReceiversData sink

Figure 3.2: Adaptive GSSK block-diagram.

Following our discussion, we can now define the adaptive GSSK algorithm as one

that engages in transmitter beam and receiver selection based on a metric, solving (3.5)

while considering a user experience quality-related metric denoted asW . Subsequently,

the algorithm constructs a codebook, as detailed in (3.2), using (3.3), and proceeds to

transmit data through the channel, represented by (3.1). The received signal, described

by (3.12), is then decoded using the maximum likelihood principle, as outlined in (3.13),

or employing alternative decoding techniques. For algorithm codebook compilation
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channel estimation can be performed during the set selection using some known pilot

signal.

The adaptive GSSK algorithm can be conceptually divided into three distinct parts:

transmitter beam and receiver set selection (set selector), encoding, and decoding. A

visual representation of the adaptive GSSK algorithm’s is provided in Figure 3.2.

3.3.1 GSSK Link Bit Error Ratio

A useful parameter to analyse GSSK link performance, is BER. We employ the widely

recognized union bounding technique [251]. Our approach commences with a general

expression for the Symbol Error Ratio (SER):

Ps(Θ(t)) ≤
|X(Θ(t))|∑
k=1

|X(Θ(t))|∑
k′=1

Pxk
(Θ(t))dH(xk,xk′ )

Pxk→xk′ (Θ(t)), (3.14)

here dH(Xk,Xk′
) - Hamming distance or the number of erroneous bits between symbols

xk and xk′ . Pxk
(Θ(t)) - a priori probability to select a transmission vector xk. The

Pairwise Error Probability (PEP) for a binary modulation [252] is given as:

Pxk→xk′ (Θ(t)) = Q

1

2

√√√√d2(xk,xk′ )
(Θ(t))

σ2(xk,xk′ )
(Θ(t))


= Q

(
1

2

|H(Θ(t))∆Xk,Xk′ |F
σ(xk,xk′ )

(Θ(t))

)
, (3.15)

here d(xk,x
′
k)

- mutual Euclidean distance between symbols xk and xk′ , and ∆xk,xk′ is

defined as:

∆xk,xk′ = xk − xk′ .

For the a priori probability PXk
(Θ(t)) we assume that all symbols within the alphabet

have an equal likelihood, thus:

Pxk
(Θ(t)) =

1

|X(Θ(t))|
. (3.16)
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Inserting (3.15) and (3.16) into SER union bound expression (3.14) we get:

Ps(Θ(t)) ≤ 1

|X(Θ(t))|

|X(Θ(t))|∑
k=1

|X(Θ(t))|∑
k′=1

dH(xk,xk′ )
Q

(
1

2

|H(Θ(t))∆xk,xk′ |F
σ(xk,xk′ )

(Θ(t))

)
. (3.17)

Ultimately, to obtain the BER union bound, we consider the contribution of only the

nearest neighbours, resulting in a single erroneous bit. Consequently, we can approxi-

mate the BER from the SER, as detailed in [252], in the following manner:

Pbit(Θ(t)) ≈ Ps(Θ(t))

log2 |X(Θ(t))|
=

Ps(Θ(t))

N e
t (Θ(t))

. (3.18)

We get the final BER union bound expression by inserting (3.17) into (3.18):

Pbit(Θ(t)) ≤ 1

|X(Θ(t))|N e
t (Θ(t))

|X(Θ(t))|∑
k=1

|X(Θ(t))|∑
k′=1

dH(Xk,Xk′ )

×Q

(
1

2

|H(Θ(t))∆xk,xk′ |F
σ(xk,xk′ )

(Θ(t))

)
. (3.19)

3.3.2 Adaptive GSSK Algorithm Set Selector

We will now focus on the set selector part of the adaptive GSSK algorithm. As described

in the preceding section, H0,a(Θ(t)), At(Θ(t)) and Ar(Θ(t)) , it is essential to recognize

that these parameters generally rely on a multitude of factors. These factors include

but are not limited to: relative positions of the receivers with respect to the transmitter

beams, the opto-electronic front-end of both the receivers and the transmitter beam

sources, the orientation of both the receiver and transmitter beams and on the time

dependent channel conditions.

The variability associated with the aforementioned factors give rise to the possibility

of selecting a multitude of different sets of Et,κ(Θ(t)) ∈ Et(Θ(t)) and Er,χ(Θ(t)) ∈

Er(Θ(t)). Given the input values of H0,a(Θ(t)), At(Θ(t)) and Ar(Θ(t)) the set selector

solves (3.5) and using (3.2) outputs F (Et,r(Θ(t))) to the encoder and the decoder.

In the context of LiFi deployment, where users have the freedom of movement, it is

paramount to recognize that the channel conditions can undergo rapid fluctuations as
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a function of Θ(t). However, there are time intervals, denoted as ∆t = t2 − t1, where

the channel gains and transmitter beam and receiver sets can be reasonably considered

as constant and time correlated, specifically when ∆t is less than the channel coherence

time, denoted as τ .

For mobile indoor LiFi scenarios, this coherence time is typically around few hun-

dreds of ms [253]. Consequently, during the time periods of channel coherence the set

selection of Et,r(Θ(t)) is time constrained to tsel << τ , where tsel denotes the time

required to make selection of Et,r(Θ(t)).

Latency constitutes another important aspect of the user experience metric requir-

ing substantial consideration in the design of an adaptive GSSK-based LiFi system. In

the realm of 5G NR (new radio) [254], one of its fundamental tenets is Ultra-Reliable

Low-Latency Communications (URLLC), necessitating over the interface latency levels

as low as, or even lower than 1 ms [255, 256]. As emerging services with stringent la-

tency requirements like streaming, video conferencing [257], Augmented Reality (AR)

and VR [258] continue to gain prominence in consumer applications, a LiFi-based sys-

tem must align with these latency prerequisites within the context of mobile usage

scenarios. Therefore, to select Et,r(Θ(t)) condition tsel ≤ 1ms must be satisfied.

Consider the scenario where the set selector is employed to solve the optimization

problem (3.9), aimed to maximise channel capacity. In order to assess the latency

impact resulting from the selection of transmitter beams and receiver sets, we derive

the number of Floating-point Operations (FLO) associated with solving (3.9).

The detailed derivation of this computation is provided in Appendix A.

Nops,sel
CGSSK

=

|Er(Θ(t))|∑
Er,κ∈

Er(Θ(t))

|Et(Θ(t))|∑
Et,κ∈

Et(Θ(t))

((N2
bit|Er(Θ(t))|2(|Er(Θ(t))|+ |Et(Θ(t))|+ 1)

+Nbit|Er(Θ(t))|(|Er(Θ(t))|+1)+
|Er(Θ(t))|(|Et(Θ(t))| − 1)

2
)+22(N

a
t (Θ(t))+Na

r (Θ(t))).

(3.20)

If we assume energy efficiency as the performance metric under test denoted as W , it

can be straightforwardly demonstrated that the number of operations for solving (3.10)
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is equal to (3.9) with an additional 2(|Er(Θ(t))|+|Et(Θ(t))|) divisions:

Nops,sel
EEGSSK

= Nops,sel
CGSSK

+ 2(N
a
t (Θ(t))+Na

r (Θ(t)))N2
bit. (3.21)

In this work, we assume that matrix channel gain elements are represented by 16-bit

numbers denoted as Nbit for performing arithmetic operations. As can be seen from

(3.20) and (3.21), the number of operations exponentially grows with the last term,

which depends on the search space of all combinations of available transmitters and

receivers. The time complexity upper bound of (3.20) and (3.21) asymptotically tends

to:

lim
|Et,κ(Θ(t))|→∞

Nops,sel
CGSSK

= O(22(N
a
t (Θ(t))+Na

r (Θ(t)))) (3.22)

Figures 3.3 and 3.4 illustrate the relation between the number of operations, the

selection time required to solve (3.9) with respect to the available transmitter beams

and receivers in the channel. In the figures, the dashed lines represent the maximum

permissible latency, which is set at 1ms. To evaluate tsel we assume processing power of

3681.3×109 FLO/s (floating point operations per second) based on commercially avail-

able state-of-art smartphone processors such as Qualcomm SM8550-AC Snapdragon 8

Gen 2 [259]. The selection time tsel can be then calculated as:

tsel =
Nops,sel
CGSSK

FLO/s
. (3.23)

Comparing Figures 3.3 and 3.4, we observe a more substantial increase in Nops,sel
CGSSK

against Na
r compared to Na

t . This difference arises due to the complexity with evalu-

ating determinant, which is proportional to |Er,κ|3 in (3.20). This dependency can be

inverted by reordering the channel gain terms in the channel matrix (transposing hij

to hji). In that case the increase of Nops,sel
CGSSK

would exhibit stronger contingency on Na
t

compared to Na
r . The choice on matrix indexing can be based on the particular use

case scenario.

From both Figures, the number of operations computed in (3.20) demonstrates the

challenges of solving (3.9) directly for the receiver and transmitter beam selection. The
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Figure 3.3: Number of floating point operations (FLO) and selection time required to
select Et,r(Θ(t)), which maximises CGSSK for various fixed Na

r dependent on Na
t . The

dashed line represents maximal latency.

cardinalities of At(Θ(t)) and Ar(Θ(t)), which define the search space for Et,r(Θ(t)),

that can be used for the beam selection, are constrained to low values to retain the

permissible latency.

Generally, we want the search space to be as extensive as possible to accommodate a

wide range of use-case scenarios involving varying number of available transmitter beam

sources and receivers are considered. However, Figure 3.4 shows the largest achievable

search space occurs when Na
r = 5 and Na

t = 10. An increase in the number of available

receivers results in a reduced transmitter beam search space within acceptable latency

limits. For example, when Na
r = 10, the number of available transmitters for the

selection decreases to Na
t = 4, whereas for Na

r = 15 transmitter selection cannot be

performed within the latency constraints.

From (3.20) and Figures 3.4 and 3.3 we can conclude that directly solving (3.9)

within latency constraints is only feasible when a small number of receivers is em-

ployed in the link. This limitation hinders the practical utility of this type of engaged
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Figure 3.4: Number of floating point operations (FLO) and selection time required to
select Et,r(Θ(t)), which maximises CGSSK for various fixed Na

t dependent on Na
r . The

dashed line represents maximal latency.

transmitter beam and receiver set selector.

A further challenge in implementing this set selector arise from the necessity of

evaluating the SNR term in (3.8) would require measuring SNR for each ith receiver

and jth transmitter beam pair. Furthermore, the noise variance for each pair can

vary significantly due to shot noise, which depends on the incident optical power at

each receiver. Additionally, while (3.8) assumes equal SNR for all symbols during

transmission, in practice, due to shot noise each symbol will have a distinct noise

variance.

Maximal Minimum Euclidean Distance Based Set Selector

Alternatively, instead of attempting to directly solve (3.9) or (3.10), we can set the tar-

get metricW to be the maximum number of engaged transmitter beams that minimises

BER Pbit(Θ(t)) subject to the constraint that Pbit(Θ(t)) < Pbit,0, where Pbit,0 repre-

sents the maximum BER threshold. Such threshold can be set, for example, 1× 10−9
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when no channel coding is assumed [260] or 3.8×10−3 when FEC is applied [261]. With

this approach we select transmitter beam and receiver set that maximises spectral effi-

ciency while keeping BER within permissible threshold. For a given bandwidth B and

spectral efficiency, this can be conceptualised as attempting to increase mutual infor-

mation I(X|Y) between transmitted symbol (represented by random variable X and

received symbol, (represented by a random variable Y) tending towards the channel

capacity.

However, analytically estimating BER can be computationally complex, as can be

inferred from (3.19). Specifically, calculation of Q-function repeated over the entire

search space significantly increases the computational demands. Instead, we can ob-

serve that from (3.15) and (3.19) that BER strongly depends on the mutual Euclidean

distances between different symbols. When the SNR is sufficiently high, we can assume

that only the nearest neighbours contribute to BER with the highest error probability

contribution originating from symbols with the minimal mutual Euclidean distance.

Therefore, the task of minimising BER can be approximated by finding Et,r(Θ(t))

that maximises the minimal mutual Euclidean distance dxk,xk′ > 0 between symbols xk

and xk′ of X(Θ(t)) constructed from (Et,κ(Θ(t))∪Er,χ(Θ(t))) similar to work in [234].

The constraints of this optimisation problem include maximisation of engaged number

of transmitter beams, and ensuring that Pbit(Θ(t)) < Pbit,0.

Set selection Algorithm 1 is designed to address the given task. This algorithm takes

as the input the sets of all available transmitter beams and receivers. For the sake of

simplicity, it engages all available receivers in the selection. This assumption is justified

since one can adjust the availability condition based on the signal strength at the ith

receiver relative to a predetermined threshold (trigger), thereby eliminating receivers

with a detrimental contribution to BER, for instance, those exhibiting considerably

smaller SNR compared to other receivers. Receiver availability can be based using a

front-end dependent signal input threshold levels or triggers, for example, such as signal

amplitude or SNR.

The algorithm searches in Egt (Θ(t)) = {∀Et,κ(Θ(t)) ∈ Et(Θ(t)) : ∀ |Et,κ(Θ(t))| =

g}, where g ∈ {1, 2, 3, ..., Na
t (Θ(t))} for Et,r(Θ(t)) in the ascending cardinality or-
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Algorithm 1: Maximal Minimum Euclidean Distance Criterion Based Set
Selector
Input: At(Θ(t)),Ar(Θ(t)),H0,A(Θ(t)),
Define: Pbit,0 as the upper BER threshold,
Set: Ẽt,r(Θ(t)) = {Ar(Θ(t)) ∪∅}, Pbit = 0, l = 1,
while Pbit < Pbit,0 do

Set Ẽ′
t,r(Θ(t)) = Ẽt,r(Θ(t)),

Select Ẽt,r(Θ(t)) that:

maximize
Et,κ(Θ(t))⊆At(Θ(t)),
Et,κ(Θ(t))∈Et(Θ(t))

min d(xk,x
′
k)

subject to d(xk,x
′
k)
> 0,

{xk,x′
k ∈ Xκ(Θ(t))},

Xκ(Θ(t)) = f(Et,κ(Θ(t))),

|X(Θ(t))| = 2|Et,κ(Θ(t))|,

|Et,κ(Θ(t))| = l,

Er,κ(Θ(t)) = Ar(Θ(t))

Estimate Pbit for the selected set Ẽt(Θ(t))
if Pbit > Pbit,0 ∧ l == 1 then

return Et,r(Θ(t)) = ∅
break

else if Pbit > Pbit,0 ∧ l > 1 then

return Et,r(Θ(t)) = Ẽ′
t(Θ(t))

break
else

continue
end

return Et,r(Θ(t)) = Ẽt,r(Θ(t)), F (Θ(t)) = F (Et,r(Θ(t)))

end

der of the engagable transmitter beam sets starting with g = 1 until either subsets

Egt (Θ(t))(b = Na
t (Θ(t))) are searched through or Egt (Θ(t)) is reached that satisfies

following:

Egt (Θ(t)) = {∀Et,κ(Θ(t)) ∈ Et(Θ(t)) : ∀ |Et,κ(Θ(t))| = g

∧ ∀Et,κ(Θ(t)) : Pbit(Et,κ(Θ(t))) > Pbit,0},

where last part signifies, that each engaged beam subset Et,κ(Θ(t)) in the set Egt (Θ(t))
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satisfies the BER requirements. To evaluate the computational complexity of this

algorithm we first note the Euclidean distance expression for two symbols:

dxk,xk′ (Θ(t)) = |H(Θ(t))∆Xk,Xk′ |F. (3.24)

It is shown in Appendix B that the number of operations for evaluating (3.24) is:

Nops
dxk,xk′

(Et,κ(Θ(t))) = Na
r (Θ(t))Nbit(|Et,κ(Θ(t))|Nbit + 1 +Nbit) + |Et,κ(Θ(t))|Nbit.

(3.25)

For each set Et,κ(Θ(t)), there are
(
2|Et,κ(Θ(t))|

2

)
distinct Euclidean distances between

unique symbols to be evaluated. Therefore,the number of operations required to eval-

uate all the unique Euclidean distances in the set Et,κ(Θ(t)) and select the minimum

is:

Nops
Et,κ(Θ(t)) = Nops

dxk,xk′
(Et,κ(Θ(t)))

(
2|Et,κ(Θ(t))|

2

)
+ (

(
2|Et,κ(Θ(t))|

2

)
)2, (3.26)

the second term accounts the sorting algorithm complexity used to select minimum

Euclidean distance. The time complexity upper bound of (3.26) asymptotically tends

to:

lim
|Et,κ(Θ(t))|→∞

Nops
Et,κ(Θ(t)) = O((

(
2|Et,κ(Θ(t))|

2

)
)2). (3.27)

The total number of operations to select Et,r(Θ(t)) up to the number of engaged trans-

mitter beams |Et(Θ(t))| = G can be calculated as follows:

Nops
tot (|Et(Θ(t))| = G) =

g=G∑
g=1

∑
Et,κ(Θ(t))
∈Eg

t (Θ(t))

(Nops
Et,κ(Θ(t)) + |Egt (Θ(t))|2), (3.28)

the second term in the sum represents the number of operations required to select the

set that maximises the minimum Euclidean distance in the set Egt (Θ(t)). The number

of summations for g = G is
(Na

t (Θ(t))
G

)
.

The number of operations and selection time required for Algorithm 1 as a function

of engaged receivers and transmitter beams are represented in Figure 3.5 and Figure

3.6 respectively. Similar to Figures 3.3 and 3.4, the dashed line indicates the maximum
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Figure 3.5: Number of floating point operations (FLO) and selection time required to
perform maximal minimal Euclidean distance based set selection for various fixed Na

r

dependent on G. Dashed line indicates maximal latency.

permissible latency. The number of available transmitter beams in both Figures is set

to 15.

In Figure 3.5 there is a strong exponential growth in number of operations as the

number of engaged beams increases. The complexity for various number of receivers

converges towards the same asymptotic curve at G = 10 as expected from (3.27).

In Figure 3.6, we observe a comparatively smaller increase in the complexity as the

number of available receivers grows. The primary source of computational complexity

arises from the need to compute a large number of unique pairwise Euclidean distances

together with the increasing size of the search space. For instance, when G = 2 we

need to evaluate only 6 distances but for G = 6 this number grows to 2016.

Figure 3.7 illustrates the impact on the number of available transmitters on the

computational complexity of Algorithm 1. In this evaluation, we maintain the number

of available receivers at 15. We observe that depending on the number of available

transmitter beams, the number of maximum engaged transmitter beams within the
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Figure 3.6: Number of floating point operations (FLO) and selection time required to
perform maximal minimal Euclidean distance based set selection for various fixed G
dependent on Na

r . Dashed line indicates maximal latency.

latency constraints transmitters can vary from G = 5 for Na
t = 5 to G = 3 for Na

t = 15.

From results above we can conclude that the computational complexity of the max-

imal minimum Euclidean distance selection is comparable to that of channel capacity

maximisation. However, unlike the channel capacity maximisation the primary limita-

tion here arises from the number of available and engaged transmitter beams (target

spectral efficiency). The limitation arises from the large search space of all the possible

combinations of engaged beams. This implies that the adaptive GSSK algorithm using

Euclidean distance as a beam selection criterion can support a large number of receivers

but it is constrained to a low number of available transmitter beams in the link that it

can process within the latency requirements.
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Figure 3.7: Number of floating point operations (FLO) and selection time required to
perform maximal minimal Euclidean distance based set selection for various fixed Na

t

dependent on G. Dashed line indicates maximal latency.

Maximal SNR Based Set Selector

As we have seen, the selections based on the previous two metrics are computationally

costly. Another parameter that can be used for the codebook selection is SNR. In this

case, the algorithm selects a transmitter beam set that maximises the total channel

gain:

∆hk =

|Ar(Θ(t))|∑
i=1

h2ik (3.29)

The selection is conducted over the columns where each column index represents a trans-

mitter beam, in the available transmitter and receiver channel gain matrix HA(Θ(t)).

Algorithm 2 performs transmitter beam set selection, similar to Algorithm 1, which in-

volves engaging all available receivers. The algorithm starts with a single-beam GSSK

transmission and, in the each subsequent iteration, selects the next column of matrix

Ha that maximises condition (3.29). It tests the condition Pbit < Pbit,0 until either the

BER threshold is met or all available transmitters beams are engaged.
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Algorithm 2: Maximal SNR Criterion Based Set Selector

Input: At(Θ(t)),Ar(Θ(t)),HA(Θ(t));
Define: Pbit,0 as the upper BER threshold, element of matrix HA(Θ(t)) as hik;
Set: Et,r(Θ(t)) = {Ar(Θ(t)) ∪∅}, Pbit = 0, l = 1, kl=0 = 0
while Pbit < Pbit,0 ∧ l ≤ |At(Θ(t))| do

Select: HA(Θ(t)) column kl ∈ k = {1, 2, ..., |At(Θ(t))|} such that:

kl = argmax
k ̸=k(l−1)

|Ar(Θ(t))|∑
i=1

h2ik

Set: Ẽt,r(Θ(t)) = {Et,r(Θ(t)) ∪mkl ∈ At(Θ(t))}
Estimate Pbit for the selected set Ẽt,r(Θ(t))
if Pbit > Pbit,0 ∧ l == 1 then

return Et,r(Θ(t)) = ∅
break

else if Pbit > Pbit,0 ∧ l > 1 then

return Et,r(Θ(t)) = Ẽt(Θ(t)) \ {mkl}
break

else
continue

end

return Et,r(Θ(t)) = Ẽt,r(Θ(t)), F (Θ(t)) = F (Et,r(Θ(t)))

end

Number of operations for Algorithm 2 can be shown to be (see Appendix B):

Nops
SNR(Et,κ(Θ(t))) = |At(Θ(t))||Ar(Θ(t))|N2

bit + |At(Θ(t))||Ar(Θ(t))|Nbit

+ |At(Θ(t))|2. (3.30)

As can be seen from (3.30) the number of operations is only dependent on the number of

available receivers and transmitter beams. The time complexity asymptotically tends

to:

lim
|At(Θ(t))|→∞

Nops
SNR(Et,κ(Θ(t))) = O(|At(Θ(t))|2), (3.31)

and

lim
|Ar(Θ(t))|→∞

Nops
SNR(Et,κ(Θ(t))) = O(|Ar(Θ(t))|). (3.32)

While the number of operations in (3.31) asymptotically tends towards O(|Ar(Θ(t))|2),

the third term in (3.30) begins to dominate over the first two terms when |At(Θ(t))| =
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272 with |Ar(Θ(t))| = 1 and at |At(Θ(t))| = 4080 with |Ar(Θ(t))| = 15. Therefore,

for all practical scenarios, the number of operations of Algorithm 2 exhibits a linear

relationship with both |Ar(Θ(t))| and |At(Θ(t))|. The discussed linear dependency can

be clearly observed in Figures 3.8 and 3.9.

0 5 10 15

0

1

2

3

4

5

6

7
10

4

Figure 3.8: Number of floating point operations (FLO) required perform maximal SNR
based set selection for various fixed Na

r dependent on Na
t .

Compared to Algorithm 1, the number of operations required to select Et,r(Θ(t))

can be orders of magnitude lower for an arbitrarily high number of receivers and trans-

mitters. In scenarios with around 10 transmitter beams and receivers, the algorithm

incurs a latency penalty in the order of tens of nanoseconds.

The primary drawback of using maximal SNR as a transmitter beam set selection

criterion is its lack of differentiation towards different transmitter beam optical powers

observed at the receiver. For example, a maximal SNR selection criterion based algo-

rithm might choose 2 transmitter beams, that together maximise (3.29). However, the

difference between these selected beams can sometimes be arbitrarily small. In such

cases, the Euclidean distance between symbols representing bit vectors like ”10” and
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Figure 3.9: Number of floating point operations (FLO) required to perform maximal
SNR based set selection for various fixed Na

t dependent on Na
r .

”01” approaches 0 while the bit error probability will tend towards 0.5, assuming equal

symbol probabilities. Care must be taken in the design of an optical transmission and

reception system that would impose physical constraints that prevent such selections.

Optimal GSSK Channel Ratio Set Selector

So far, the beam selection algorithms have either been very exhaustive and selective on

the inter-symbol Euclidean distances such as Algorithm 1 leading to high computational

complexity costs. Or, in contrary, as Algorithm 2 has displayed they lack granularity

towards the inter-symbol spacing, focusing on a single common value such as overall

link SNR. However, we can exploit the properties of optical GSSK to design a more

computationally efficient algorithm than the maximal minimum Euclidean distance one,

while accounting for the required beam distingushability with improved granularity

compared to Algorithm 2.

Consider an N e
t -beam GSSK link. The number of symbols in the alphabet required
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to transmit any data sequence is 2N
e
t . The maximum optical power P is received when

{∀xi ∈ x
k=2N

e
t −1

: xi = PH} and minimum P0 when {∀xi ∈ xk=0 : xi = PL}. For each

symbol xk there is a corresponding optical power level received Pk =
∑Ne

t
i=1 xik. The

symbol optical power levels form a one-dimensional array of increasing values akin to

the points on a line of length L = P − P0 measured in watt.

It is well-known that to maximise the minimal distance between points on a line,

they should be uniformly distributed with their spacing given by:

δ =
L

2N
e
t − 1

. (3.33)

The symbol power levels then are distributed as: P0, P0 + δ, P0 + 2δ, ..., P0(2
Ne

t − 1)δ.

Because of uniform point distribution we can write the following:

Pk − Pk−1 = P2 − P1 = δ, (3.34)

assuming GSSK encoding, P2 and P1 correspond to symbols xk=2 = [PL, PL, ..., PH , PL]

and xk=1 = [PL, PL, ..., PL, PH ] as measured at the receiver. We can write then that:

P2 = aP1, (3.35)

where a is some proportionality coefficient. Inserting (3.35) into (3.34) we get:

Pk − Pk−1 = P1(a− 1) = δ,

P1(a− 1) = P1 − P0,

a = 2 +
P0

P1
. (3.36)

The second term in (3.36) resembles the inverse of extinction ratio re. It can be shown

that in the limit of a single transmitter and receiver link, a becomes 1/re of the trans-

mitter beam source. If we assume a perfect extinction ratio of the source, where

P0 = PL = 0, then a = 2 correspondingly. In practice, however, a can vary substan-

tially with the extinction ratio, which can potentially affect the performance of the
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adaptive algorithm.

Based on the expressions above, to maximise symbol spacing, each successive trans-

mitter beam added to the engaged set under test Ẽt,r(Θ(t)) should transmit optical

power, which at the receiver is half of the previously added beam. Since all transmit-

ter beams emit the same optical power PH or PL, the distinguishability between them

relies on the differences in receiver and transmitter beam channel gains. The algorithm

should select the first transmitter beam to maximise (3.29) while each subsequent lth

transmitter beam minimises the following:

∆hk(l),k(l−1)
=

|Ar(Θ(t))|∑
i=1

|
h2ik(l−1)

h2ik
− a|2. (3.37)

Algorithm 3 (see the next page) performs transmitter beam selection similarly to Al-

gorithm 2. Like the maximal SNR based condition set selector, Algorithm 3 engages

all available receivers in the selection process. Each matrix column index one-to-one

matches an available transmitter beam index. The algorithm starts with a single beam

GSSK transmission selection based on the maximum SNR by solving (3.29). In each

subsequent iteration, the algorithm selects the next matrix Ha column that minimises

condition (3.37). The algorithm tests Pbit < Pbit,0 and continues adding transmitter

beams to the set under test until it either meets the BER threshold or engages all

available transmitter beams. This approach ensures that each additional beam main-

tains uniformly spaced optical transmission power levels at the receiver, resembling the

maximal minimum Euclidean distance-based transmitter beam selection.
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Algorithm 3: Optimal GSSK Channel Ratio Criterion Set Selector

Input: At(Θ(t)),Ar(Θ(t)),HA(Θ(t));
Define: Pbit,0 as the upper BER threshold, element of matrix HA(Θ(t)) as hik;
Set: Et,r(Θ(t)) = {Ar(Θ(t)) ∪∅}, Pbit = 0, l = 1, a = 2
while Pbit < Pbit,0 ∧ l ≤ |At(Θ(t))| ∧ kl ≤ |At(Θ(t))| do

if l == 1 then

Select: HA(Θ(t)) column k̃ ∈ K = {1, 2, ..., |At(Θ(t))|} such that:

k̃ = argmax
k∈K

|Ar(Θ(t))|∑
i=1

h2ik

Set: Ẽt,r(Θ(t)) = {Et,r(Θ(t)) ∪mk̃ ∈ At(Θ(t))}
Estimate Pbit for the selected set Ẽt,r(Θ(t))
if Pbit > Pbit,0 then

return Et,r(Θ(t)) = ∅
break

else

Set: l = l + 1, K = K \ {k̃}
continue;

end

else

Set: k0 = k̃
Select: HA(Θ(t)) column k̃ ∈ K such that:

k̃ = argmin
k∈K

|Ar(Θ(t))|∑
i=1

|(hik0
hik

)2 − a|2

Set: Ẽt,r(Θ(t)) = {Ẽt,r(Θ(t)) ∪mk̃ ∈ At(Θ(t))}
Estimate Pbit for the selected set Ẽt,r(Θ(t))
if Pbit > Pbit,0 then

return Et,r(Θ(t)) = Ẽt,r(Θ(t)) \ {mk̃}
break

else

Set: l = l + 1, K = K \ {k̃}
continue

end

end

end

return Et,r(Θ(t)) = Ẽt,r(Θ(t)), F (Θ(t)) = F (Et,r(Θ(t)))
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The number of operations for Algorithm 3 to select |Et,r(Θ(t))| engaged transmitter

beams can be shown to be (see Appendix B):

Nops
Alg3(Et,κ(Θ(t))) = |At(Θ(t))||Ar(Θ(t))|N2

bit + |At(Θ(t))||Ar(Θ(t))|Nbit

+|At(Θ(t))|2+
|Et(Θ(t))|−1∑

i=1

(2(|At(Θ(t))|−i)|Ar(Θ(t))|Nbit(1+Nbit)+(|At(Θ(t))|−i)2).

(3.38)

As can be seen in (3.38) the first three terms represent the number of operations needed

for maximal SNR condition based selection. In fact, in the case of a single beam

selection, the number of operations for Algorithm 3 is reduced to that of Algorithm

2. In the sum term, we can observe that, for most practical scenarios, the number of

operations depend linearly on the number of available transmitter beams and receivers.

The number of required operations, depending on the number of engaged trans-

mitter beams, is illustrated in Figure 3.10. Here the number of available transmitter

beams is set to 15. It is evident that the number of operations rapidly increases until

N e
t = 5. This slowing of increase can be attributed to the decreasing contribution from

sum terms with a greater number of engaged transmitter beams. As more transmitter

beams are engaged in the link, fewer beams need to be evaluated for the next selection,

resulting in reduced search space and computational resources.

Figure 3.10 shows that the number of operations in Algorithm 3 is larger than

in Algorithm 2. Still, it is orders of magnitude smaller than that of Algorithm 1,

which allows for transmitter beam selection from a large pool of available transmitters

accommodating a wider scope of use case scenarios. In the case when Na
r = 15 and

Na
t = 15 the expected latency incurred by Algorithm 3 is in the range of a few hundred

nanoseconds to microseconds.

Similar dependency for the number of required operations on the number of avail-

able receivers for the fixed number of engaged transmitter beams is shown in Figure

3.11. So far we have presented a mathematical framework and introduced the adaptive
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Figure 3.10: Number of floating point operations (FLOs) required to perform optimal
GSSK channel ratio set selection for various fixed Na

r dependent on N e
t .

GSSK algorithm. The critical component of this adaptive algorithm is the set selec-

tor, which, for each unique engaged transmitter beam and receiver set, determines the

codebook to be used in GSSK data transmission. We’ve explored various set selection

criteria, including maximisation of mutual information, maximal minimum Euclidean

distance, maximal SNR, and optimal GSSK channel ratio, and compared their compu-

tational complexity. To comprehensively assess the performance of adaptive GSSK with

different set selector algorithms, we also need to consider factors such as connectivity

loss and achievable data throughput.

To this end we need to introduce a simulation optical test setup in which we will

implement the adaptive GSSK algorithm and evaluate its performance for various set

selector criteria.
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Figure 3.11: Number of floating point operations (FLOs) required to perform optimal
GSSK channel ratio set selection for various fixed N e

t dependent on Na
r .

3.4 Simulation Optical Test Setup

In this study, we will delve into the performance evaluation of the adaptive GSSK

algorithm within the context of two different optical test scenarios. The first scenario

assumes a LoS indoor VLC scenario for mobile users. The scenario is characterised by

non-directionality, signifying that the alignment of transmitter beams and the receivers

along their distance vector is not perfectly aligned with their respective optical axis.

The receiver end is embedded into portable UE allowing users the freedom to move

around the room, while the transmitting end is incorporated into a fixed ceiling AP.

The objective of scenario is to investigate the capability of the adaptive GSSK

algorithm in maintaining seamless connectivity, achieving high data throughput and

retaining acceptable latency within set limits. The scenario considers various set selec-

tion algorithms described in the previous section. The VLC optical front-end is selected

with the aim to support 10Gbit/s downlink data throughput. Uplink is not considered

in this study. Both scenarios model a single user communication link.
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In the second scenario, we investigate a directional infrared OWC link. In this

configuration embedding of both transmitter end and receiver within a small factor

device is considered. The compact device is characterized by a diameter of less than a

centimeter. Such setup emulates a directional user-to-user device data transmission or

a device-to-device connection, particularly relevant in the context of IoT applications

or backhaul. The primary objective of this scenario is to assess the capability of the

adaptive GSSK algorithm facilitating high data throughput device communication,

aiming for the average throughput of 10Gbit/s. The scenario considers a fixed distance

and target coverage radius, while adhering to the latency constraints.

3.4.1 Hemispherical Transceiver MIMO-VLC Channel

In the initial scenario, we consider a configuration where both UE and AP are em-

bedded onto hemispherical surfaces for angle diversity. This geometric arrangement

is deliberately chosen to optimise LiFi link coverage in indoor environment all while

adhering to the constraint of employing a singular AP and UE. The UE is equipped

with an angle-diverse hemispherical receiver, comprising multiple segmented receiver

photodiode cells and an embedded decoder. On the other hand, the AP features an

angle-diverse hemispherical transmitter, equipped with multiple segmented transmitter

micro-LED cells and an embedded encoder.

The set selector can be embedded either on the transmitter or receiver end or it

can be hosted by a third-party device. For the purposes of our simulations we assume

perfect channel sate information at the set selector and time synchronisation, and the

adaptive GSSK transmission follows the block diagram in Figure 3.2. Whilst such

conditions are idealistic, in indoor LoS scenario synchronisation can be achieved using

clock recovery [262]. The impact of noisy channel estimation, however, can negatively

impact the beam selection algorithm, the impact of which has been described in Chapter

5. Additionally, we assume that the communication link between the set selector and

the encoder/decoder is assumed to be perfect.

As the scenario considers indoor environment we can assume that atmospheric scin-

tillation has a negligible impact on the data transmission. Additionally, we consider
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an environment devoid of obstructions, where the scenario analyses an empty room use

case with a single UE and a single fixed AP. The channel condition parameter in this

scenario θ′ij(t) between ith engaged receiver photodetector cell and jth engaged LED

cell beam can be simplified to:

θ′ij(t) = [rij(t),Ωi(t)].

As previously mentioned the object’s orientation with respect to the global co-

ordinate axes are described using three Euler angles using successive elementary rota-

tions about the global co-ordinate axes. These elementary rotations are represented by

the multiplication of 3 elementary rotation matrices. Importantly, in this context the

matrix multiplication is non-commutative, which means that there are 6 possible ways

to arrange the sequence of successive rotations.

In this work, we adhere to the World Wide Web Consortium (WC3) specification

[253] for the order of rotations. The intrinsic rotation orders are then given as: (z →

x′ → y′′) here x′y′z′ and x′′y′′z′′ are the local co-ordinate systems rotated about z-

axis, which is followed by a rotation about x′-axis. The elementary rotations are pitch

β ∈ [−π, π) corresponding to the rotation about x-axis, roll γ ∈ [−π
2 ,

π
2 ) corresponding

to the rotation about y-axis and yaw α ∈ [0, 2π) corresponding to the rotation about

z-axis. The elementary rotations are shown in Figure 3.12.

By applying the Euler’s rotation theorem, the rotation matrix for given angles

α, β, γ can be written as [253]:

R(α, β, γ) =


cosα cos γ − sinα sinβ sin γ − sinα cosβ sinα sinβ cos γ + cosα sin γ

cosα sinβ sin γ + sinα cos γ cosα cosβ sinα sin γ − cosα sinβ cos γ

− cosβ sin γ sinβ cosβ cos γ

 .

A normal vector of ith (jth) receiver photodetector cell (LED cell beam) is ni =

[n1,i, n2,i, n3,i] or nj = [n1,j , n2,j , n3,j ], the rotated normal vector depending on the

UE orientation is given as n′
i = [n′1,i, n

′
2,i, n

′
3,i]. The rotated normal vector can be
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Figure 3.12: Orientations of a hemisphere: a) aligned to global axes, b) yaw rotation
with angle α, c) pitch rotation with angle β, d) roll rotation with angle γ. Figure
reproduced from [263].

expressed as:

n′
i = R(α, β, γ)ni.

In this particular scenario, the MIMO hemispherical micro-LED (photodetector) cell

arrangement for transmitter (receiver) and the geometry of the channel model is il-

lustrated in Figures 3.13a and 3.13b, respectively. For the receivers avalanche pho-

todiodes are considered. The data transmission over the LoS VLC channel for given

channel state conditions Θ′(t) at time instant t within the room is characterised by

N e
r (Θ

′(t))×N e
t (Θ

′(t)) dimension optical DC channel gain matrix H0,e(Θ
′(t)) given by

(3.11).

Assuming Lambertian emitters for the transmitter beam sources, each element of

this matrix denoted as hij(θ
′(t)), represents the optical DC channel gain between ith

engaged receiver photodetector cell and jth engaged LED cell beam and is defined
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as [73]:

hij(θ
′(t), λ) =

mlens + 1

2πd2ij(rij(t))
APDG

filter
ij (θ′(t), λ)Gcon

× cosmlens (φij(rij(t)) cos (ψij(θ
′(t)))rec

(
ψij(θ

′(t))

Ψc

)
.

(3.39)

The angles φij and ψij are given by the following expressions [194]:

a) b)

Figure 3.13: a) The arrangement of transmitter beam sources or receivers (indicated
with dark ellipses) on a hemispherical transmitter (receiver) surface, b) The geometrical
representation of the hemispherical channel link model, ”Rx” indicates the UE and
”Tx” - the AP.

φij(rij(t)) = arccos

(
nj · rij(t)
dij(rij(t))

)
,

ψij(θ
′(t)) = arccos

(
ni(Ωi(t)) · rij(t)

dij(rij(t))

)
.
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The LoS constraint for the photodetector and LED cells is modelled with the rectan-

gular functions [194]:

rec

(
ψij
Ψc

)
= 1 ψij ≤ Ψc,

rec

(
ψij
Ψc

)
= 0 ψij > Ψc,

here Ψc is the acceptance angle of the optical concentrator. The Gfilter
ij (θ′(t)) – optical

gain from the optical bandpass filter at the receiver end, which is given as [153]:

Gfilter
ij (θ′(t)) = Tfilter(λ

ψ
ij(θ

′(t))),

here Tfilter(λ
ψ
ij(θ

′(t))) is the transmissivity of the band-pass filter at the angle of inci-

dence ψ relative to the surface normal of the filter. λψij(θ
′(t)) corresponds to the central

wavelength of the transmission passband accounting the shift [153]:

λψij(θ
′(t)) = λ

√
(1− (

n0
nfilter

)2 sin2 ψij(θ′(t)),

here n0 is the refractive index of the external medium, nfilter is the refractive index of

the optical bandpass filter and λ is the central wavelength of the transmission passband

at the incidence angle ψ normal to the filter’s surface. APD is the photoactive area of

a photodetector cell. Lambertian order mLED is given as [194]:

mLED = − ln 2

ln (cos (Φ1/2))
,

where Φ1/2 - half intensity angle of an LED. The compound parabolic optical concen-

trator gain Gcon is given as [73]:

Gcon =
n2con

sin2 (Ψc)
,

where ncon is the refractive index of the photodetector cell optical concentrator.

Photocurrent generated in the ith receiver cell of APDs due to the incident optical
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power emitted by the jth transmitter beam at a specific receiver location r is [53]:

Iij(θ
′(t), λ) = P lens

opt (B)hij(θ
′(t), λ)H(B)R(λ)MAPD, (3.40)

here avalanche photo-diode responsivity is given by R(λ), multiplication factor isMAPD

and H(B) is photodiode frequency response given at the centre frequency. The optical

power P lens
opt (B) after condenser lens on the cell is [264]:

P lens
opt (B) =

(mLED + 1)D2
lens

8d′2
TlensPopt(B),

where Dlens is the condenser lens diameter, d′ is the distance between micro-LED array

and lens and Tlens - transmissivity of the lens. The half intensity angle of the condenser

lens is given as [264]:

Φlens
1/2 =

DLED

2d′
,

here DLED - diameter of the LED array. The Lambertian order of the beam after

passing the condenser lens is given as [264]:

mlens = − ln 2

ln (cos (Φlens
1/2 )

.

The received electrical power at ith photodetector cell from jth transmitter is [194]:

P elec
ij (θ′(t), λ) =

I2ij(θ
′(t), λ)G2

TIA

RLoad
,

here GTIA is transimpedance amplifier (TIA) gain and RLoad - the photodetector’s cell

load resistance of 50 ohms.

The electrical SNR γij is given as [194]:

γelecij (θ′(t), λ) =
P elec
ij (θ′(t), λ)

σ2ij(θ
′(t), λ)

. (3.41)

We assume the use case scenario within well-illuminated office conditions, where the

primary source of noise is shot noise due to the incident photons from background
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illumination and signal at jth transmitter beam at ith receiver is expressed as [194]:

σ2ij(θ
′(t), λ) = 2qM2

APDFAPDR(λ)BPbg(θ
′(t)) +

Iij(θ
′(t), λ)

MAPDR(λ)
)
G2

TIA

RLoad
, (3.42)

here F - excess noise factor of an APD and Pbg - incident background optical power

collected over a photodetector cell area. Using 450 nmCWL 50nm bandpass filter [265]

we evaluate that about 93% of background optical noise is filtered out.

The thermal Johnson-Nyquist noise was evaluated to be 2 orders of magnitude lower

than the background shot noise at 300 K temperature. If high-sensitivity and low input

current density TIAs such as the 1.4GHz Semtech NT25L51 [266] are employed, the

TIA noise is also two orders of magnitude lower than the combined shot noise from the

signal and ambient lighting. Consequently, only the shot noise contribution is relevant

to the link’s performance.

Optical Test Setup

We now describe the test setup and the optical front-end for the VLC mobile use

case scenario. The experimental setup encompasses a room measuring 4 × 4 × 3 m in

dimensions. Within this room, the AP is fixed to the ceiling, and positioned precisely

at the central co-ordinates of the room: rAP = [2e1, 2e2, 3e3]. The AP is oriented

downward aligning itself with the global z-axis. The UE is situated at the ground level

z = 0. The UE is free to be moved along the XY-plane of the room. We initially test

the GSSK link performance in a fixed orientation scenario. Here the UE orientation

in regards to the global z-axis (nz) is fixed. Later, we assume a random position and

orientation model for the UE.

In our experimental setup both the receivers at the UE and transmitter beam

sources on the AP end are deployed and uniformly distributed on r = 0.1 m radius

hemispheres. At the transmitter end, as depicted in Figure 3.14 there are total 41

transmitter beam source cells (as illustrated in Figure 3.13a). These cells emit Lam-

bertian beams. Each cell consists of multiple blue GaN micro-LED arrays from [109]

with a central wavelength (CWL) λCWL = 450 nm and −6 dB one-sided spectral elec-
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Aspherical 
Condenser lens

Array of blue 
microLEDs

Inner hemisphere
(circuitry embedded)

An LED cell

Figure 3.14: AP layout with transmitter beam source (micro-LED) cells shown.

trical modulation bandwidth of B = 980MHz. The maximum emitted optical power of

each individual 3 × 3 array is Parray = 10mW and half-intensity angle Φ1/2 = 60 deg.

For each transmitter beam cell we assume a condenser lens with variable parameters.

For the simulations we vary the half-intensity angle of the lens. The optical emission

power at the lens P lens
opt is set to 1W. The extinction ratio of the transmitter is assumed

to be 10.

Blue bandpass 
filter

Compound
Parabolic
Concentrator

Array of Si
APDs
(Avalanche
photodiodes)
900 MHz
bandwidth

Inner hemisphere
(circuitry embedded)

a) b)

Figure 3.15: a) Diagram of a single receiver cell, b) receiver layout.

On the receiver end, we incorporate 41 receiver cells with each cell consisting of 25×

25 Silicon APD arrays. While such arrays are very expensive to produce, deployment

of large Silicon photodiode arrays such as in silicon photomultipliers (SiPMs) is well

know, with manufacturers like Onsemi producing up to 12× 12 arrays [267]. A CPC is
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Table 3.1: Receiver cell optical front-end elements and their key parameters.

Component Model Key Parameter Values

Photodiode
Hamamatsu
Si APD S12023 [268]

Cutoff frequency:
fAPD = 0.9 GHz
Spectralresponse range:
λ ∈ (400 : 1000 nm)
Photosensitivity:
R(λ450 nm) = 0.04 A/W
Photosensitive area:
∅ = 0.2 mm
Multiplication factor:
MAPD = 50
Excess noise factor:
FAPD = 3.

Optical
Concentrator

4.34mm Output Dia.,
Compound Parabolic
Concentrator
(Edmundoptics) [269] 3

Acceptance angle:
Ψc = 25 deg
Refractive index:
ncon = 1.47

Optical Filter

450nm CWL, 25mm Dia.
Hard Coated OD 4.0
50nm Bandpass Filter
(Edmundoptics) [265]

Central wavelength
λCWL = 450 nm
FWHM:
∆λ = ±25 nm
Maximum transmittance:
Tfilter = 0.94

mounted on top of these arrays, such that the array is located on the exit aperture of

the CPC. A blue band-pass filter is considered on top of each CPC as shown in Figure

3.15. The overview of the receiver optical front-end elements is given in Table 3.1. For

background illumination we assume a uniform 500 lux background illumination. The

colour temperature is 3000 K, which is based on standard domestic LED spectrum [270].

These specific illumination and colour temperature values have been chosen to replicate

typical office working conditions, as recommended by [271].

The spectral efficiency of the link depending on θ′(t) is given as:

η(θ′(t)) = log2 |X(θ′(t))| = N e
t (θ

′(t)), η(θ′(t)) ∈ N. (3.43)

We assume FEC with 7% (line rate of 93% compared to uncoded case) overhead at

3No longer available at Edmundoptics.
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3.8× 10−3 BER [261], which is frequently used in VLC as upper FEC limit [272, 273],

therefore the maximum data throughput that can be achieved for a given bandwidth

B is:

Cpeak
data (θ

′(t), B) = 2× 0.93η(θ′(t))B = 1.86η(θ′(t))B. (3.44)

3.4.2 Directional Infrared Transceiver MIMO-OWC Channel

For this scenario, we model that both the UE and the AP as being embedded on flat,

planar surfaces. This setup simulates mobile to mobile or stationary device-to-device

communication scenario. Both transmitter beam emitters and receivers are distributed

on regular square lattices. Within this framework we consider two distinct arrangements

of the transmitter beam sources as represented in Figure 3.16.

In the ”close” arrangement, as illustrated in Figure 3.16a, the transmitter beam

sources are distributed in a compact square lattice with a spacing denoted as s0. Im-

portantly, this spacing s0 is less than the spacing of the beam centroids at the receive

plane, represented as s. This configuration is designed to model a scenario where the

transmitter end consists of small form factor devices. To achieve the desired spacing

of the beam centroids s at the receiver plane, we assume a passive beam steering and

deflection mechanism such as through the implementation of wedge prisms [274].

In the ”sparse” arrangement, depicted in Figure 3.16b, the transmitter beam sources

are spatially separated in a square lattice with spacing s0 = s. This configuration is

designed to simulate a scenario where the transmitter end consists of large form factor

devices, such as displays or multiple APs. The (x, y) co-ordinates of the transmitter

beam sources precisely correspond to the (x, y) co-ordinates of the transmitter beam

centroids at the receive plane.

The receive plane is separated from the transmitter plane by a distance of z =

1m. The target area, representing the intended coverage at the receive plane is set

to 20 × 20 cm2. For the simulations in ”close” scenario we fix s0 = 1 cm, which is

constrained by the convex lens diameter. In both scenarios variable s is adjusted.

For the simulations we evaluate different square lattices of transmitter beam sources,

including 3× 3, 5× 5, 7× 7 and 9× 9 configurations.
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Figure 3.16: a) ”Close” arrangement scenario, b) ”sparse” arrangement scenario.

Each receiver contains a single Si APD with a convex lens mounted on top to

concentrate light. The spacing between different receivers in a square lattice is 1.6mm,

which is determined by the aperture diameter of receiver lenses. For the simulations,

we explore various square lattice configurations of receivers, including 1×1, 2×2, 3×3

and 4 × 4 arrays. In the simulations, the co-ordinates (x, y) of the receiver array are

treated as variables constrained within the target area. The orientation of both the

receiver array and the transmitter beam array is fixed and aligned with the optical

z-axis.

Transmitter Design

We model a transmitter beam source as a square array of size N ×N composed of mul-

tiple VCSEL chips positioned in front of a convex lens, as depicted in Figure 3.17. This

Figure is generated by Zemax OpticStudio, which we employ for ray-tracing various

irradiance distributions of the VCSEL array at different locations: the receive plane,

the exit aperture of the lens and at a distance z = 10 cm, corresponding to the Most

Hazardous Position (MHP) [88]. The consideration of MHP for MPE evaluation is

essential in laser eye safety assessments.

For the VCSEL chips in the array we use λ = 850 nm Optowell SM85-1AH001 [275]

VCSELs. The main parameters of the chips used in the simulations are summarised in

Table 3.2.

The convex lens selected for this setup is Thorlabs ACL108U [276] with an aperture
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mm5mm5

a) b)

Figure 3.17: a) Isometric projection of the transmitter beam source and ray diagram
array, b) side-view and ray diagram of the transmitter beam source.

Table 3.2: OWC transmitter beam source VCSEL chip parameters.

Parameter Value

Wavelength, λ,
nm

850

Divergence angle, ΘVCSEL,
deg

18

Optical output power PVCSEL,
mW

3

Spacing between chips sarray,
µm

250

diameter of 1 cm and a focal length of flens = 8mm. We chose this lens to maximise

the apparent source size of the transmitter beam for laser eye safety considerations,

while also taking into account the limited form factor required for mobile devices.

As previously mentioned, it is crucial to consider laser eye safety constraints. To

address this concern, we evaluate MPE using the procedure described in [88]. This

evaluation involves comparing the peak irradiance obtained from the ray-tracing sim-

ulations at the MHP with the MPE values to ensure that our design meets the laser

eye safety constraints. We conduct this assessment for various sizes of chip arrays and

array distances from the lens. Our objective is to determine the optimal number of

VCSELs that can maximise the irradiance from the transmitter beam source at the

receiver plane while adhering to the MPE constraints. We have determined that the

highest irradiance levels are attained with a 6 × 6 VCSEL chip array, producing an

output optical power: Parray = 108mW. The optimal distance between the array and

the lens is found to be 3mm.

To accommodate for extended simulation times, we have fitted the single-beam irra-
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diance distribution results at the far field (z = 1,m), generated in Zemax OpticStudio,

with an approximate Gaussian fit, as illustrated in Figure 3.18. These results are pro-

vided along the optical axis of the beam. The beam profile is provided along the x axis
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Irrad Results

Gaussian fit

Figure 3.18: Irradiance distribution at the receive plane, x-axis projection.

at the receiver. We assume symmetrical (identical) Gaussian beam profile when viewed

along y axis. The analytical fit follows expression as defined by MathWorks MATLAB

as [277]:

Ibeam(x) = Aie
−(

x−bi
c2
i

)2

. (3.45)

We can extended (3.45) straightforwardly to 2D as follows:

Ibeam(x, y) = Aie
−(

x−bi
c2
i

)2

e
−(

y−bi
c2
i

)2

. (3.46)

The analytical fit parameters and fitting statistics are summarised in Table 3.3. We

employ the analytical fit approximation of the Gaussian irradiance distribution to de-

scribe the transmitter beam at the target area. In the case of beam steering, we assume

that optical aberrations have a negligible impact on the beam profile for beams located
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Table 3.3: Irradiance Gaussian fit parameters and fitting statistics.

Ai, W/m2 bi, mm ci, mm
2.651 -0.1966 141.2

95% Confidence interval (2.623, 2.679) (-1.4,1.007) (139.5,142.9)

SSE = 2.514

R2 = 0.989

Adjusted R2 = 0.989

further away from the central optical axis of the transmitter device. For a beam in the

square lattice situated at nx and ny lattice units away from the optical axis centre, the

parameter bi is calculated as bi =
√
(snx)2 + (sny)2.

Receiver Design

We model a receiver array as a N×N sized square array comprised of Si APDs (Hama-

matsu S14643-02) [278] with convex lenses for concentration as depicted in Figure 3.19

with the ray diagram generated in Zemax OpticStudio. As an example, we illustrate

mm2 mm2

a) b)
APD

APD

Figure 3.19: a) Isometric projection of the discrete component receiver array, b) side-
view and ray diagram of the array. Red circles are used to indicate the APD position.

a 2 × 2 discrete component receiver array in the figure. The Si APDs, represented as

small circles in the isometric projection, are positioned before the focal length of the

lenses, as depicted in the ray diagram in Figure 3.19(b). This arrangement is designed

to ensure that the FoV of the receivers fits within the specified coverage area.

We have chosen the Thorlabs 354140-B lens for the receiver [279]. This lens has a

focal length of 1.5mm and an aperture diameter of 1.6mm. Our selection of this lens is

based on its ability to offer optimal optical concentration for defocused receivers within
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the specified target area.
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Figure 3.20: Receiver Lens Gain Dependency on the Incidence Angle.

Similar to the approach used for the transmitter model, and to account for long

simulation times, we model the lens gain (optical concentration gain) as a function of

the incidence angle, ψ. This is achieved by conducting ray tracing simulations for a

single receiver-convex lens pair. These simulations generate an irradiance distribution

at the receiver’s photo-active area using a test source with arbitrary optical power. We

then compare the total optical power integrated over the receiver area, denoted as ARx,

to the reference optical power without a convex lens, denoted as Pref , for the given

incidence angle ψ. We define the lens gain, which is related to the flux concentration

gain [280] as follows:

Glens(ψ) =
Plens(ψ)

Pref(ψ)
=

∫
ARx

Ilens(x, y, ψ)dxdy∫
ARx

Iref(x, y, ψ)dxdy
.

We present the analytical polynomial fit of the lens gain results obtained from the
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ray-tracing simulations in Figure 3.20. The analytical fit follows expression:

Glens(ψ) = p1ψ
4 + p2ψ

3 + p3ψ
2 + p4ψ + p5.

The analytical fit parameters and fitting statistics are summarised in Table 3.4.

Table 3.4: Lens gain polynomial fit parameters and fitting statistics.

p1 p2 p3 p4 p5
−0.0267 0.6684 −5.451 7.255 64.01

95 % Confidence
interval

(−0.0382,
−0.0151)

(0.4816,
0.8552)

(−6.438,
−4.465)

(5.357,
9.152)

(62.95,
65.07)

SSE = 13.96

R2 = 0.999

Adjusted R2 = 0.999

The peaking of the lens gain in Figure 3.20 at a non-normal incidence angle is due

to the non-uniform irradiance hotspots located outside the FoV of the photodiode at

a normal incidence. These hotspots originate from the spherical aberration of the lens

where meridional rays intersect optical axis at a longer focal length compared to the

paraxial rays [281].

The received optical power at the ith receiver in the array from jth transmitter

beam at z = 1m distance and (x, y) co-ordinate can be written as:

Pij(x, y) = Ij(x, y)ARxGlens(ψij).

The parameters of the Si APDs and TIA are provided in Table 3.5. The Si APDs

were selected to offer maximal bandwidth at λ = 850 nm while maximizing the photoac-

tive area. To optimise signal amplification while reducing the excessive shot noise, the

avalanche multiplication gain was set M = 30 (with reverse voltage of 75V assumed).

The primary criterion for selecting the TIA was a bandwidth exceeding 2GHz to match

the bandwidth of APDs, along with minimal input-referred noise. In this scenario, we

assume the absence of a wavelength filter at the receiver, as the impact of background

illumination noise is negligible at λ = 850 nm. For indoor scenarios, this assumption is

valid when LEDs are considered for background illumination [282].
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Table 3.5: OWC receiver opto-electronic front-end component parameters.

Component Model Key Parameter Values

Photodiode
Hamamatsu
Si APD

S14643-02 [278]

Cutoff frequency:
fAPD = 2 GHz

Spectralresponse range:
λ ∈ (400 : 1000 nm)
Photosensitivity:

R(λ850 nm) = 0.04 A/W
Photosensitive area:

∅ = 0.2 mm
Multiplication factor:

MAPD = 30
Excess noise factor:
FAPD = 2.774.

TIA
Analog Devices

TIA
ADN2880 [283]

Bandwidth:
B0 = 2.5GHz

Input refered noise
σTIA,I,0 = 315 nA

Transimpedance Gain:
GTIA = 4400Ω

In contrast to the VLC hemispherical model scenario, the TIA noise is comparable

to the signal shot noise while the background illumination is negligible. The input-

referred noise is provided for B = 2.5GHz. From this, the input-referred noise density

can be determined as 6.3 pA/
√
Hz. After adjusting for the modulation bandwidth of

2GHz, we calculate using (3.47) the input-referred noise to be σTIA,I = 282 nA where

σTIA,I,0 = 315 nA, B0 = 2.5GHz and B1 = 2GHz.

σTIA,I = σTIA,I,0

√
B1

B0
. (3.47)

The generated peak-to-peak voltage by jth transmitter beam at ith receiver at point

(x, y) in the plane of transmitter and receiver:

Vij(x, y, λ) =
1

2
Pij(x, y)R(λ)MAPDGTIA, (3.48)

with factor 1/2 due to −3 dB bandwidth of the Si APD at B = 2GHz modulation

bandwidth.
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The total noise (expressed in volts) in this case is given as:

σij =
√
σ2TIA + σ2shot,ij , (3.49)

where:

σ2TIA = σ2TIA,IG
2
TIA, (3.50)

the shot noise is calculated as:

σ2shot,ij = 2qM2
APDFAPDR(λ)BPijG

2
TIA. (3.51)

100



Chapter 4

Computer Simulation Results

and Analysis

4.1 Union Bound Approximation

To achieve the maximal data throughput distribution across a wide range of measure-

ment points, such as different room positions and orientations, we need to evaluate

BER for given location and orientation based on the transmitter beam and receiver

set selection. Typically, we conduct BER evaluations using Monte Carlo simulations,

involving a minimum of 106 bit realizations for the given MIMO channel. This gives

a good overhead and accuracy to test for target BER of 3.8× 10−3 at FEC condition.

However, for an extremely large number of data points, computational requirements

can become prohibitively time-consuming.

Alternatively, we can approximate BER using the upper union bound (3.19) for

faster evaluation. When channel coding is not employed, the union bound can serve as

a reasonable approximation of the BER. We validate this assumption through Monte

Carlo computer simulations, considering at least 107 bit realizations for a single-user

link for a further enhanced precision. The union bound approximation applies generally

to the GSSK data transmission, therefore it is also applicable for the adaptive GSSK

algorithm evaluation.

A fixed orientation and position is chosen for the receiver which is situated beneath
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the AP at r = [2e1, 2e2, 0e3] with the hemisphere aligned upwards along the global z-

axis. To determine the engaged beam set, we employ the maximal minimum Euclidean

distance beam selector. We vary the cardinality of the engaged beam set selection

from 1 to 6 and evaluate the BER using both Monte Carlo simulations and analytical

union bound. The number of engaged receivers remains fixed at N e
r = 6. The optical

power of individual transmitter beams is varied to set different pairwise channel SNR

levels. The SNR can vary among different transmitter-receiver pairs due to factors such

as differences in transmitter beams, receiver inclination angles, and distances. For this

reason, we calculate the average SNR from all the transmitter-receiver pairs considered:

γ̃elec = 10 log(
1

N e
rNTx

Ne
r−1∑
i=0

NTx−1∑
j=0

γelecij ).

The BER versus the average electrical SNR per receiver is depicted in Figure 4.1. The
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Figure 4.1: BER performance versus average electrical SNR per receiver for N e
r = 6

engaged receivers.

results are presented with analytical union bounds shown as dashed lines and Monte
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Carlo simulations as solid lines.

As observed in Figure 4.1, the union bound approximation closely aligns with the

results obtained from Monte Carlo simulations across a range of cardinalities for en-

gaged transmitter beams. Significant disparities between simulation and analytical

results only emerge when BER values exceed the target FEC limit by two orders of

magnitude, and this occurs when the number of engaged beams is greater than 2. Con-

sequently, for BER evaluations, the union bound approximation is both applicable and

will be employed for the remainder of the simulations.

4.2 Fixed Orientation Hemispherical MIMO-VLC Scenario

We can now assess the achievable data throughput of adaptive GSSK using the set

selectors with different selection criteria. We explore various transmitter beam half-

intensity angles (by adjusting the convex lens half-intensity angle) while keeping the

remaining front-end parameters constant. The simulations are conducted on a 202×202

square grid with a step size of ∆x,y = 2 cm. This grid spans from x0 = −2m to x = 2m

and from y0 = −2m to y = 2m.

4.2.1 Maximal Minimum Euclidean Distance Set Selector

The spatial distribution of the maximum achievable data throughput in the xy plane of

the room, obtained with different transmitter beam half-intensity angles using the max-

imal minimum Euclidean distance-based set selector following Algorithm 1, is presented

in Figures 4.2 (a-d). These figures reveal that the spatial distribution of achievable data

throughput exhibits two notable characteristics.

Firstly, it varies significantly in uniformity, ranging from highly non-uniform to

nearly uniform. Secondly, the distribution follows various symmetrical geometrical

patterns, each with a 36-degree symmetry, corresponding to the azimuthal placement of

transmitter beam sources. This highlights a strong dependency of the data throughput

distributions on the transmitter beam half-intensity angle.

The maximum achievable data throughput, as depicted in the figures, exhibits sig-
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(a) Φlens
1/2 = 5 deg (b) Φlens

1/2 = 10 deg

(c) Φlens
1/2 = 15 deg
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(d) Φlens
1/2 = 30 deg

Figure 4.2: Room maximum achievable data throughput distribution for various val-
ues of Φlens

1/2 and when using the maximal minimum Euclidean distance set selection
criterion.
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nificant variations depending on the transmitter beam half-intensity angle and spatial

user equipment coordinates. This range spans from a minimum of 1.674Gbit/s to a

maximum of 8.37Gbit/s. To determine the mean maximal data throughput achievable

in this scenario for a given transmitter half-intensity angle, we calculate it as follows:

E(Cpeak
data ) =

1

NxNy

Nx∑
i=0

Ny∑
j=0

Cpeak
data (x0 +∆x,yi, y0 +∆x,yj), (4.1)

here Nx and Ny are number of grid points along x and y axis respectively. The standard

deviation of the maximal data throughput can be calculated as:

σ(Cpeak
data ) =

√√√√ Nx∑
i=0

Ny∑
j=0

Cpeak
data (x0 +∆x,yi, y0 +∆x,yj)− E(Cpeak

data )

NxNy − 1
. (4.2)

The mean maximal data throughput and standard deviation is given in Table 4.1.

As shown in the table, the mean data throughput experiences a rapid increase from

2.9Gbit/s at 5 deg to 6.43Gbit/s at 10 deg. With a further increase in the half-intensity

angle, there is only a modest increase in mean data throughput, and the results plateau

from Φlens
1/2 = 15 deg to Φlens

1/2 = 40 deg, after which the data throughput gradually begins

to decline. The peak mean data throughput, E(Cpeak
data ) = 6.98Gbit/s, is observed at a

half-intensity angle of Φlens
1/2 = 15 deg. In this case, the adaptive GSSK algorithm most

frequently engages 4 beams. A further increase in the half-intensity angle leads to a

slow decrease in the average number of engaged beams that can support a link within

the given BER FEC constraint.

To analyse these results of mean data throughput dependence on the half-intensity

angle, we examine the geometrical distribution presented in Figures 4.2 (a-d). Firstly,

we observe a region of low data throughput in the middle of the room, which corresponds

to users being directly under the AP. In this scenario, all neighbouring beams within the

FoV have nearly identical irradiance at the receiver. When the half-intensity angles of

the transmitter beams are very narrow, as in the case of Φlens
1/2 , the nearest neighbouring

beams are also narrow. Due to the roll-off in the Lambertian irradiance pattern, these

narrow beams cannot be selected as the engaged beam, and the only available option
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Table 4.1: Mean data throughput and standard deviation for various Φlens
1/2 and maximal

minimum Euclidean distance set selector.

Φlens
1/2 , deg

Mean Data Throughput:

E(Cpeak
data ), Gbit/s

Standard Deviation:

σ(Cpeak
data ), Gbit/s

5 2.9 0.3
10 6.43 0.14
15 6.98 0.21
20 6.7 0.16
25 6.67 0.17
30 6.69 0.08
35 6.68 0.16
40 6.62 0.27
45 6.5 0.4

is the beam aligned with the global z-axis.

However, as we increase the half-intensity angle, the next nearest neighbouring

beams become available for the engaged beam selection, leading to an increase in data

throughput at the centre of the room. As we move radially outward from the centre, two

observations become evident. Firstly, there is an increase in the local data throughput.

Secondly, a symmetric radial pattern of varying data throughput emerges. In this

pattern, the local minima in data throughput correspond to regions with increased

overlapping of neighbouring beams.

In the hemispherical Lambertian irradiance model, when considering a single re-

ceiver, the channel gain ratio between two nearest neighbouring transmitter beams,

denoted as j and j+1, at the ith receiver can be approximated at the distances consid-

ered in the simulation. This approximation holds when ψij ≈ ψi(j+1) and dij ≈ di(j+1),

and it can be expressed as:

hi(j+1)

hij
= (

cosφi(j+1)

cosφij
)m = (

cosφi(j+1)

cosφij
)
− ln 2

cos Φlens
1/2 . (4.3)

The jth transmitter beam represents the primary engaged transmitter beam, which is

always selected in engaged beam sets with non-zero cardinality. In a singular engaged

beam selection, this beam will consistently maximise the link SNR. Each neighbouring

transmitter beam is defined in relation to the jth transmitter beam.

Recalling the previous discussion on the optimal channel ratios (as discussed in Sec-

tion 3.3.2), we understand that the ideal optimal channel level spacing can be achieved
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when hi(j+1) = 0.5hij . Assuming this condition, we can analytically solve (4.3) for Φlens
1/2

to obtain the optimal half-intensity angle condition:

Φlens
1/2 = cos−1(

cosφi(j+1)

cosφij
),

which when the jth transmitter beam is aligned with ith receiver beam, such that

φij = 0, reduces to:

Φlens
1/2 = φi(j+1). (4.4)

Similarly solving (4.3) for the next selected transmitter beam applying condition hi(j+2) =

0.5hi(j+1) = 0.25hij we get the optimal half-intensity angle condition:

Φlens
1/2 = cos−1(

√
cosφi(j+2)

cosφij
),

For a general j+N engaged transmitter beam the optimal half-intensity angle condition

is:

Φlens
1/2 = cos−1( N

√
cosφi(j+N)

cosφij
),

Additionally the half-intensity angle has to be a positive number such that:

Φlens
1/2 > 0.

This leads to a system of equations when j + N engaged transmitter beams are con-

sidered for the optimal half-intensity angle in GSSK transmission:



Φlens
1/2 = cos−1(

cosφi(j+1)

cosφij
)

Φlens
1/2 = cos−1(

√
cosφi(j+2)

cosφij
)

...

Φlens
1/2 = cos−1( N

√
cosφi(j+N)

cosφij
)

Φlens
1/2 > 0

. (4.5)

As evident from (4.5), the system of equations is non-linear and strongly depends on

107



Chapter 4. Computer Simulation Results and Analysis

the relative positions of the jth transmitter beam and the ith receiver. This suggests

that it is extremely unlikely to produce a singular or a set of half-intensity angle values

that achieve the ideal GSSK channel ratios except for a few particular configurations.

However, (4.5) also indicates the existence of a mean half-intensity angle or a set of

angles that, on average, optimizes GSSK channel ratios, even if it doesn’t reach the

ideal ratio tuple of 0.5, 0.25, ..., 2−N . To further analyse this behavior, we delve deeper

into our simulation model.

In our hemispherical system, two neighbouring transmitter beams are spaced in

angular space ∆φj,j+1 = ϕj+1 − φj = 18 deg apart, following the direction of in-

clination of the hemisphere. The next-nearest neighbours, denoted as j + 2, are

spaced ∆φj,j+2 = 36 deg relative to the jth transmitter beam, extending along the

azimuth of the hemisphere. The third-nearest neighbours, denoted as j+3, are spaced

∆φj,j+3 = 39.4 deg relative to the jth transmitter beam. For simplicity, assuming an

aligned single transmitter and receiver pair with φij = 0 deg, we illustrate the channel

ratios of the first, second, and third nearest neighbour transmitter beams relative to

the jth transmitter beam as a function of the half-intensity angle. These ratios are

shown in Figure 4.3

The dashed line describes the ratio of channel gain for the jth transmitter at angle

Φlens
1/2 relative to the Φlens

1/2 = 5deg given as:

hij(m)

hij(m(Φlens
1/2 = 5 deg))

=
m+ 1

m(Φlens
1/2 = 5 deg) + 1

cos
m−m(Φlens

1/2
=5 deg)

φij . (4.6)

In the plot, the labels k = 1, k = 2, and k = 3 correspond to the first, second, and

third neighbours, respectively. From the figure, it is evident that the optimal channel

condition hi(j+1) = 0.5hij is achieved when Φlens
1/2 = ∆φj,j+1, as expected from (4.4). As

we further increase the half-intensity angle of the transmitter beams, the channel ratio

of each neighbour relative to the jth transmitter beam tends asymptotically toward

1, while the optical power reaching the receiver rapidly decreases to just 1.64% at

Φlens
1/2 = 45 deg compared to the 5 deg half-intensity angle. However, it’s important to

note that, as indicated by (4.3), the curves depend on the angle of the primary jth
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Figure 4.3: Channel ratios of k = 1, k = 2, k = 3 nearest neighbours relative to the
primary transmitter beam for various values of Φlens

1/2 . Dashed line indicates the channel

gain of the primary transmitter beam relative to Φlens
1/2 = 5 deg.

transmitter beam with respect to the ith receiver, and the optimal half-intensity angle

for up to the N th engaged beam is determined by (4.5).

By examining the curves in Figure 4.3 and (4.5), we can observe an expected convex

behavior of achievable data throughput when channel gain is considered as a function

of the transmitter beam half-intensity angle, for every relative position of the receivers

to the transmitters. Firstly, due to the relative decrease of channel gain with increasing

half-intensity angle. Secondly, there is an interplay between different neighbour channel

ratios. At low half-intensity angles, the beam overlap is too minimal, while at high half-

intensity angles, the overlap becomes too significant. It’s important to note that finding

an exact single global solution for (4.5) might not always be feasible, even in the case

of only two engaged beams. However, we can reasonably conclude that while we may

not achieve the ideal GSSK channel ratio in every case, we can, on average, find a set

of engaged beams that minimizes the overall difference between the channel ratios of
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the selected beams and the ideal GSSK ratio conditions within the room.

Additionally, since we are considering the mean maximal data throughput, we can

anticipate that different half-intensity angles may maximise the mean data throughput.

This is evident in the results presented as a data throughput plateau in Table 4.1.

Therefore, the convex behavior does not necessarily imply finding a single specific half-

intensity angle that maximises the mean data throughput; instead, it suggests that a

set of half-intensity angles can be identified that, on average, maximise the mean data

throughput.

While it is difficult to precisely specify this interval, we can argue that it is bounded.

As observed from the dashed line in Figure 4.3, the optical power received from the jth

transmitter beams rapidly decreases as we increase the half-intensity angle. This upper

bound limits the domain within which the peak mean maximal data throughput can

be achieved, primarily due to the SNR constraint. Additionally, as the half-intensity

angle increases, all of the channel ratios tend to approach unity, contributing to the

overall performance degradation.

When multiple receivers are added, the ideally GSSK transmission is described by

a system of equations, such as (4.5), for each receiver, respectively. However, in cases

where the AP and UE are sufficiently far apart—typically when the distance is at least

an order of magnitude larger than the dimensions of the devices—we can assume that

ψij ≈ ψi(j+1), dij ≈ di(j+1) ≈ d(i+1)j , and φij ≈ φ(i+1)j . This implies that beam j

and its respective neighbours can be aligned along the distance vector connecting the

AP and the UE. In such cases, the presence of multiple receivers does not significantly

affect the channel ratios of neighbouring beams. Instead, it primarily impacts the array

gain and, consequently, the SNR. This, in turn, would be expected to shift the upper

bound of the plateau.

The lower bound (observed at Φlens
1/2 = 5 deg) can be attributed to the significantly

low optical channel ratios relative to the jth transmitter beam, primarily due to contri-

butions from the nearest neighbours. In this scenario, the optical power received from

the neighbouring beams is insufficient to reliably distinguish between different GSSK

symbols in the presence of noise. This limitation arises because Lambertian irradiance
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patterns quickly attenuate as φij exceeds 5 deg.

This behavior leads to the peaking phenomenon, which we observed in the half-

intensity angle range from Φlens
1/2 = 15 deg to Φlens

1/2 = 40 deg. As shown in Figure

4.3, at these half-intensity angles, the channel ratios from the 2nd and 3rd nearest

neighbours are significantly lower compared to the nearest neighbour. However, the

SNR is high enough to compensate for this disparity. In the middle of the plateau, the

channel ratios from the 2nd and 3rd nearest neighbours relative to the first neighbouring

beam have considerably improved, effectively compensating for the rapid SNR decrease.

Nevertheless, beyond a certain point, the poor channel ratios and further SNR decline

contribute to a gradual reduction in mean data throughput.

In addition to mean data throughput, the uniformity of the data throughput distri-

bution is another important performance metric. Ideally, we aim to maximise both met-

rics. To assess the degree of uniformity in the spatial distribution of data throughput,

we can employ entropy as a characterization measure. The entropy of data throughput

distribution is defined as [284]:

H(Cpeak
data ) = −

max(Cpeak
data )∑

min(Cpeak
data )

p
Cpeak

data
ln (

p
Cpeak

data

w
Cpeak

data

), (4.7)

here p
Cpeak

data
- the frequency or the number of counts of the given peak data throughput

and w
Cpeak

data
- a constant bin width. The bin width is set to 1, and corresponds to

a step size of the number of engaged transmitter beams. In this context, entropy is

measured in nats. The peak data throughput distributions, as shown in Figure 4.2,

consist of discrete values based on the number of engaged beams, which can range from

1 to 5. Consequently, we can group all of the results into 5 equally sized bins. In

a perfectly uniform data throughput distribution, we would expect the entropy to be

0. The upper limit of entropy occurs when the peak data throughput samples on the

simulation grid are drawn from a uniform distribution of size 5, resulting in an entropy

limit of 1.609 nat.

In Figure 4.4, we present the mean data throughput and its spatial distribution

entropy as functions of the beam half-intensity angle. The standard deviation of the

111



Chapter 4. Computer Simulation Results and Analysis

5 10 15 20 25 30 35 40 45

0

0.2

0.4

0.6

0.8

1

1.2

2

2.5

3

3.5

4

4.5

5

5.5

6

6.5

7

7.5

Figure 4.4: Mean data throughput and spatial entropy for various values of Φlens
1/2 using

maximal minimum Euclidean distance set selector.

mean data throughput is represented by y error bars on the E(Cpeak
data ) curve. As depicted

in the figure, for small half-intensity angles (5 − 10 deg), the distribution entropy is

high, resulting in a heterogeneous geometrical distribution of hot and cold spots, as

also evident in Figures 4.2 (a-b). With a further increase in the half-intensity angle,

the distribution becomes significantly more homogeneous without incurring a penalty

in the mean data throughput. The best user experience occurs at the half-intensity

angle of Φlens
1/2 = 30 deg where the mean data throughput is only 4.15% smaller than

the maximum at Φlens
1/2 = 15 deg, while the entropy is close to 0 nat (0.02 nat), which

indicates a near uniform data throughput across the room.

The observation regarding entropy aligns with our earlier discussions. This behavior

appears to be related to the selection of neighbouring beams for the link. At very low

half-intensity angles (ranging from 5 to 10 degrees), only the nearest neighbours are

available for selection. Moreover, the number of available nearest neighbours varies

significantly with the spatial coordinates of the UE due to the rapid roll-off of the
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Lambertian irradiance pattern. In many spatial locations, the set selection is limited

to just 2 beams due to the symmetry of the nearest neighbours. However, in some

areas where beam overlap is more substantial, especially in proximity to the AP, there

are more available neighbours with high SNRs, enabling the achievement of high local

data throughput.

As we further increase the half-intensity angle, the dependency of the irradiance

pattern on spatial coordinates decreases, leading to more uniform local maximal data

throughput. However, this decrease in pattern dependency also results in lower distin-

guishability among the first selected jth transmitter and its nearest neighbours, leading

to reduced local data throughput peaks. The overall trade-off is that with larger half-

intensity angles, more neighbours (k = 2 and k = 3) become available for beam selection

at any location, providing a substitute for the nearest neighbour (k = 1) in GSSK trans-

mission. On average, this enhanced availability compensates for the lower SNR and

poorer channel ratios, keeping the mean data throughput constant while minimizing

the distribution entropy.

In simpler terms, when the half-intensity angle grows from very low, the mean data

throughput quickly approaches the peak mean data throughput. This increase arises

through the significant presence of hot spots, resulting in a higher peak-to-average data

throughput ratio. However, there are also a substantial number of cold spots, leading

to high spatial distribution entropy and a heterogeneous data throughput distribution.

In contrast, at higher half-intensity angles, the number of both hot and cold spots

decreases, tending toward a more homogeneous data throughput distribution, which

corresponds to the selection of all 4 beams.

As the half-intensity angle increases further (from 35 deg onwards), the distin-

guishability between the first selected jth transmitter and its nearest neighbours, as

well as SNR, decreases. In such cases, the number of beams available for a GSSK link

also decreases. However, this decrease is not uniform across the room, resulting in the

emergence of local cold spots where neighbouring beam overlap is higher, and mutual

channel ratios are worse. Consequently, this leads to an increase in spatial distribution

entropy and a decrease in mean data throughput.
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4.2.2 Maximal SNR Set Selector

In Figures 4.5 (a-d), we observe the maximal data throughput spatial distribution using

the maximal SNR-based selector, following Algorithm 2. While the spatial distribution

in 4.5 (a) follows similar general patterns as in Figure 4.2 (a), the difference between the

two methods quickly becomes more pronounced with increasing half-intensity angle. In

comparison to the maximal Euclidean-based selection, all the distributions in Figures

4.5 (a-d) exhibit substantial heterogeneity with pronounced hot and cold spots. Fur-

thermore, clear data throughput minima can be observed spatially in regions with high

neighbouring beam overlap, exhibiting a 36-degree symmetry. Additionally, in Figures

4.5 (c,d), we observe a faster decline in data throughput with increasing half-intensity

angle compared to Figures 4.2 (c,d).

The mean data throughput as a function of half-intensity angle is presented in Table

4.2. It is notable that a lower peak data throughput of 5.46Gbit/s is achieved at a half-

intensity angle of 10 deg, which corresponds to 78.22% of the peak mean maximal data

throughput achieved by the Euclidean-based set selector. Furthermore, when compared

to the maximal minimum Euclidean distance case, the peak data throughput peaks at

small half-intensity angles and afterwards rapidly decreases, reaching only 2.25Gbit/s

at Φlens
1/2 = 45deg.

Algorithm 2 primarily favors the selection of neighbouring beams to maximise the

mean SNR at the receivers. In cases where a single aligned receiver is used, this

tendency limits the maximum number of engaged transmitter beams to just 2. The

algorithm consistently selects the nearest neighbours due to their nearly identical re-

ceived optical power. As a result, only the jth transmitter beam and one of its nearest

neighbours are typically chosen. However, in various spatial regions, the symmetry of

nearest neighbours can be disrupted due to misalignments between the receivers and

the jth transmitter beam. In such regions, data throughput hot spots emerge, similar

to what is observed in the maximal Euclidean selection case.

As discussed earlier, when the half-intensity angles are narrow (i.e., Φlens
1/2 < 15 deg),

the received optical powers from the nearest neighbour transmitter beams can vary

significantly with the spatial coordinates of the UE. This phenomenon helps explain the
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(a) Φlens
1/2 = 5 deg (b) Φlens

1/2 = 10 deg

(c) Φlens
1/2 = 15 deg (d) Φlens

1/2 = 30 deg

Figure 4.5: Room maximum achievable data throughput distribution for various values
of Φlens

1/2 and when using the maximal SNR set selection criterion.
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Table 4.2: Mean data throughput and standard deviation for various Φlens
1/2 and maximal

SNR set selector.

Φlens
1/2 ,deg

Mean Data Throughput:

E(Cpeak
data ), Gbit/s

Standard Deviation:

σ(Cpeak
data ), Gbit/s

5 2.84 0.31
10 5.46 0.17
15 4.63 0.17
20 4.06 0.21
25 3.51 0.21
30 3.06 0.22
35 2.71 0.17
40 2.42 0.1
45 2.25 0.11

lower half-intensity angle peaking behavior and the overall lower peak mean maximal

data throughput. In these scenarios, the engaged beam set selection based on SNR is

limited to the nearest neighbours and heavily depends on the presence of hot spots. In

such regions, the asymmetry between the nearest neighbour irradiance patterns creates

favorable conditions for selecting multiple beams based on the maximal SNR criterion.

However, once the half-intensity angle becomes wide enough, and the symmetry of

optical power among nearest neighbour transmitter beams is restored (i.e., irradiance

patterns become more uniformly spread) regardless of the UE’s relative position to the

AP, the maximal data throughput experiences a rapid decline.

Figures 4.5(a-d) suggest a high spatial distribution entropy, which we have plot-

ted alongside the mean data throughput in Figure 4.6. In the previously discussed

Euclidean case, the range of high peak mean data throughput was achieved corre-

lated with low spatial entropy. However, in the maximal SNR case, we observe that

high mean data throughput is achieved with high spatial entropy. The entropy roll-off

is strongly correlated with the mean data throughput roll-off, which tends toward a

single-beam selection. It is clear from the figure that when using maximal SNR-based

selection, high mean data throughput cannot be achieved with high homogeneity. This

demonstrates the limitation of the maximal SNR condition selection in the context

of nearest neighbour asymmetry, which results in increased heterogeneity of the data

throughput distribution in the room.
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Figure 4.6: Mean data throughput and spatial entropy for various values of Φlens
1/2 using

maximal SNR set selector.

4.2.3 Optimal GSSK Channel Ratio Set Selector

In Figures 4.7(a-d), we see maximal data throughput spatial distribution using the

optimal GSSK channel-ratio-based set selector following Algorithm 3. We can observe

that the set selector’s performance at Φlens
1/2 = 5 deg is very similar to that of the maxi-

mal SNR and maximal minimum Euclidean-based selectors. As the half-intensity angle

increases, the spatial distribution in Figure 4.7(b) begins to resemble the results ob-

tained under maximal SNR conditions, characterized by cold spot areas where nearest

neighbour overlap is highest. However, in contrast to the maximal SNR case, the opti-

mal GSSK channel ratio case exhibits a considerably slower roll-off in data throughput.

Nonetheless, the distributions still maintain a higher level of heterogeneity compared

to the maximal minimum Euclidean case.

We can conclude from these results that the optimal ratio-based set selector, at low

half-intensity angles, performs the same nearest neighbour selection as the maximal

SNR and maximal minimum Euclidean distance-based set selectors. However, it yields
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(a) Φlens
1/2 = 5 deg (b) Φlens

1/2 = 10 deg

(c) Φlens
1/2 = 15 deg (d) Φlens

1/2 = 30 deg

Figure 4.7: Room maximum achievable data throughput distribution for various values
of Φlens

1/2 and optimal GSSK channel ratio set selection criterion.

a slightly smaller achievable maximal data throughput at Φlens
1/2 = 5 deg compared to

the other two methods at low half-intensity angles. Furthermore, while the optimal

ratio selection outperforms maximal SNR condition-based selection, it does not achieve

the data throughput performance of the Euclidean one. We consider this limitation to

be due to the SNR of further neighbours. After selecting the highest jth SNR beam,

the algorithm proceeds to select each subsequent j + 1 neighbouring beam with the

average channel gain per receiver as close as possible to 1/2. This suggests that in the

limit of high SNR and a large number of available beams, the algorithm should yield

similar performance to the Euclidean-based selection.
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We assert that in this limit, there will exist a tuple of channel gains with relative

ratios similar to the condition and absolute values well above the noise floor. However,

if we consider limited channel resources and the number of beams, noting that each

subsequent beam has only half of the channel gain relative to the previous one, the

algorithm runs out of available beams with enough SNR faster than the Euclidean-based

selector, as the algorithm ignores SNR contribution in the selection. In contrast, the

maximal minimum Euclidean distance criterion-based set selector chooses the engaged

beam set based on both the most optimal ratios for the given SNR of all beams. In

that sense, the maximal minimum Euclidean distance criterion takes into account the

noise floor, whereas the optimal ratio-based selector does not.

The optimal ratio based selector benefits from the selectivity based on the distin-

guishability of different beams, however, it lacks in terms of selectivity based on the

SNR of the beams.

Table 4.3: Mean data throughput and standard deviation for various Φlens
1/2 and optimal

GSSK channel ratio set selector.

Φlens
1/2 , deg

Mean Data Throughput:

E(Cpeak
data ), Gbit/s

Standard Deviation:

σ(Cpeak
data ), Gbit/s

5 2.76 0.29
10 5.44 0.15
15 5.91 0.12
20 5.64 0.18
25 5.35 0.32
30 4.92 0.25
35 4.56 0.23
40 4.06 0.33
45 3.68 0.3

Comparing the results in Table 4.3 to those in Table 4.1, we observe that the per-

formance of the optimal ratio and maximal minimum Euclidean distance set selectors

achieves a mean peak data throughput at a significantly lower half-intensity angle of

Φlens
1/2 = 15 deg. The peak mean data throughput is 5.91Gbit/s, which is about 85% of

the peak mean maximal data throughput achieved by the Euclidean-based set selector

and 1.08 higher than the mean data throughput achieved by the maximal SNR-based

set selector.

Figure 4.8 displays the mean data throughput and spatial distribution entropy as
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Figure 4.8: Mean data throughput and spatial entropy for various values of Φlens
1/2 using

optimal GSSK channel ratio set selector.

functions of the half-intensity angle for the optimal GSSK channel ratio set selector.

Similar to the SNR-based and maximal minimum Euclidean-based set selectors, a high

degree of spatial entropy is present at low half-intensity angles due to the limited

availability of nearest neighbours and their dependence on local spatial coordinates. As

we increase the half-intensity angle, the mean data throughput peaks at still relatively

high spatial entropy, resembling the case of the maximal SNR set selector. However,

we observe a sharp decline in entropy, similar to the Euclidean set selector case, before

the mean data throughput has significantly declined.

Furthermore, the minimum spatial entropy is observed at the slightly higher half-

intensity angle as in the Euclidean distance set selector case. This demonstrates that

concerning the trade-off between data throughput and spatial entropy, the optimal

GSSK channel ratio set selector exhibits intermediate properties compared to the max-

imal SNR and maximal minimum Euclidean distance-based criteria set selectors. The

spatial entropy, however remains significantly higher than in the case of maximal min-
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imum Euclidean distance set selector. In terms of user experience, the best mean data

throughput and uniformity trade-off is within the range of 30 − 35 deg half-intensity

angles.
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Figure 4.9: Mean data throughput comparison.

4.2.4 Performance Comparison of the Algorithms

We can summarize the comparison of the three different beam set selectors in terms

of mean maximal data throughput in Figure 4.9. The set selector based on maximal

minimum Euclidean distance provides the highest and stable mean data throughput

over a wide range of half-intensity angles. In comparison, the maximal SNR-based set

selector peaks at a lower mean data throughput and half-intensity angle, with a quicker

roll-off. The optimal GSSK channel ratio selector yields intermediate results between

the other two methods.

We can further compare the performance by calculating the relative difference of

the mean data throughput achieved by different set selectors compared to the maximal
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Figure 4.10: Relative throughput difference of set selectors compared to the maximal
minimum Euclidean distance set selector.

minimum Euclidean distance-based one as follows:

Rδ =
E(Cpeak

data,Euclidean)− E(Cpeak
data,test)

E(Cpeak
data,Euclidean)

· 100%, (4.8)

here Cpeak
data,test is the mean maximal data throughput achieved by adaptive GSSK with

set selectors using either the maximal SNR or optimal GSSK channel ratio criteria.

The relative throughput difference of both criteria compared to the maximal minimum

Euclidean distance criterion is shown in Figure 4.10.

As seen in the Figure, the relative throughput of the maximal SNR set selector,

increases with half-intensity angle compared to the Euclidean-based. Whilst at Φlens
1/2 =

45 deg, the relative throughput approaches 70%. At this point, the SNR set selector

can only support a single beam almost everywhere, while both the optimal ratio and

maximal minimum Euclidean-based selectors support between 2− 3 and 3− 4 beams,

respectively. For the optimal GSSK channel ratio set selector, the difference grows
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nearly linearly after Φlens
1/2 = 20 deg reaching nearly 40% at Φlens

1/2 = 45 deg. However,

a small local minimum is also observed, where the relative throughput of the optimal

ratio set selector compared to the maximal minimum Euclidean distance one is slightly

above 10% at Φlens
1/2 = 20 deg.

Figure 4.11 displays the spatial data throughput distribution entropy plotted against

the mean data throughput for all three set selectors. Generally, the bottom right corner

of the Figure corresponds to overall better user performance, which is represented by

higher data throughput and uniformity. In contrast, top left corner corresponds to

overall worse user performance, which is represented by lower data throughput and

high heterogeneity of the data throughput.

Firstly, we observe that for the maximal minimum Euclidean distance set selector,

the entropy results cluster at lower right corner. As discussed earlier, the lowest entropy

is achieved at the highest mean data throughput, which corresponds to 0.02 nat at

6.69Gbit/s.

In contrast, the entropy for the maximal SNR set selector follows a distinct curve,

exhibiting a strong correlation with mean data throughput. Here, the maximal SNR set

selector achieves peak mean data throughput at the expense of high spatial entropy,

reaching 1.13 nat at 5.46Gbit/s. The lowest entropy of 0.68 nat, is coincides with

lowest mean data throughput at 2.25Gbit/s. The maximal SNR set selector exhibits

the highest spatial entropy among all three selectors while achieving the lowest peak

mean data throughput.

For the optimal GSSK channel ratio set selector, the entropy results cluster primar-

ily between 4.01Gbit/s and 6.04Gbit/s, with the lowest entropy of 0.41 nat occurring

at 4.86Gbit/s. At peak mean data throughput, the spatial entropy is 0.83 nat. The

highest optimal ratio selector exhibits similar clustering properties to the Euclidean

distance based set selector but within a lower mean data throughput interval, with a

higher entropy and a higher point spread.

We can summarise the results above in Table 4.4. Together with Figure 4.11 they

demonstrate that the best results in simultaneous terms of peak mean data throughput

and homogeneity of throughput are achieved using the maximal minimum Euclidean
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Figure 4.11: Spatial entropy vs mean data throughput.

distance set selector. The maximal SNR condition based set selector in comparison

achieves lower peak mean data throughput at higher heterogeneity of data throughput.

As can be seen, the relative data throughput at comparable spatial entropy is only

65.4%, while at relative data throughput difference of 15.21% the spatial entropy is

approximately 1.5 times larger than for the Euclidean set selector. This demonstrates

that the set selector follows an undesirable trade-off between both performance metrics

- either achieving a high mean data throughput at the expense of homogeneity or

achieving a high homogeneity at the expense of mean data throughput. The optimal

GSSK channel ratio set selector provides an intermediate choice between the two, with

a better trade off between the two performance metrics achieving only 1.09 times worse

homogeneity at 13.5% relative data throughput difference as compared to the maximal

Euclidean set selector case.

For all three adaptive GSSK algorithms no connectivity loss is observed at any half-

intensity angle. We define a connectivity loss as a position and orientation realisation

within the simulation parameters for which no beam selection can be performed within
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the BER requirements.

Table 4.4: Comparison of peak mean data throughput and spatial entropy.

Maximal minimum
Euclidean distance

set selector

Maximal SNR
set selector

Optimal
GSSK channel
ratio set selector

Peak mean
data throughput,

Gbit/s
6.98 5.46 6.04

Spatial entropy
at peak mean

data throughput,
nat

0.76 1.13 0.83

Relative throughput
difference,

%
0 15.21 13.5

Minimal
spatial entropy,

nat
0.02 0.68 0.41

Peak mean
data throughput

at minimal
spatial entropy,

Gbit/s

6.69 2.25 4.86

Relative throughput
difference at minimal

spatial entropy,
%

0 65.4 27.2
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4.3 Random Orientation Hemispherical MIMO-VLC Sce-

nario

In comparison to the fixed orientation scenario, the user does not have a fixed orien-

tation relative to the global z-axis. Instead, we assume for our simulations a random

orientation and position model. In this setup, for each iteration, we randomly generate

a user’s position in the room from a uniform distribution with X ∼ U(0, 4) for the x-

coordinate and Y ∼ U(0, 4) for the y-coordinate, while keeping z = 0. As for the user’s

orientation, we model it based on statistics from a dynamic walking scenario, where

user orientation Euler angles are drawn from Gaussian distributions: A ∼ N (µα, σ
2
α)

for yaw α, B ∼ N (µβ, σ
2
β) for pitch β, and G ∼ N (µβ, σ

2
β) for roll.The parameters for

the normal distributions, based on the dynamic user walking scenario from [285], are

provided in Table 4.5.

The orientation statistics are based on the experimental measurements of 40 par-

ticipants, which are representative of the cases where users use their smartphones in

landscape or portrait mode in walking conditions [286] justifying the consideration of

random orientation. The orientation of the AP transmitter beam sources is assumed

to be fixed.

Table 4.5: UE orientation statistics from [285].

Angle Mean, µ, deg Standard deviation, σ, deg

Yaw α −90 10

Pitch β 28.81 3.26

Roll γ −1.35 5.42

During each iteration, we perform a beam selection using each of the three beam

set selector algorithms based on the given position and orientation realization. BER is

evaluated using the union bound approximation for the engaged sets, and the maximal

data throughput is estimated. We repeat this process for 104 random position and

orientation realizations for each transmitter beam half-intensity angle. For each set of

half-intensity angle simulations, we calculate the mean maximal data throughput and
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standard deviation. We assume memory-less model, where each angle and position

sample is drawn independent from the previous one. While in principle, the model

differs from the dynamic walking scenario in [285, 286], we can consider that each

sample is a snapshot of link performance, which has settled to a stable state. This

assumption is sensible considering that the channel coherence time can be up to few

hundreds of milliseconds long, which exceeds the beam selection algorithm time.

The comparison between the performance of the three different beam set selectors in

a random orientation scenario, in terms of mean maximal data throughput, is depicted

in Figure 4.12.
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Figure 4.12: Mean data throughput comparison in random orientation scenario.

Figure 4.12 illustrates that the behavior of the curves closely resembles that of the

fixed orientation case. There is a minor increase in mean data throughput, accompa-

nied by a significantly higher standard deviation. This standard deviation increase is

expected due to the random orientation statistics of the UE.

Likewise, the relative throughput of both the maximal SNR-based criterion set

selector and the optimal GSSK channel ratio set selector, as shown in Figure 4.13,
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Figure 4.13: Relative throughput difference of set selectors compared to the maximal
minimum Euclidean distance set selector in random orientation scenario.

closely resembles that of the fixed orientation case. This suggests that the addition of

random orientation primarily increases the standard deviation of mean maximal data

throughput for all tested half-intensity angles, while the mean data throughput and

relative throughput remain relatively similar.

In the random orientation case, it is not possible to represent results with spatial

distributions. Nonetheless, we can still calculate the entropy of the results, from the

measurement frequency, which is depicted relative to the peak mean data throughput in

Figure 4.14. Here, we observe that the addition of random orientation roughly retains

the same entropy compared to the fixed orientation model. Furthermore, we also note

that the comparison between different set selectors remains valid even when random

orientation is assumed.

For all three adaptive GSSK algorithms the connectivity loss of about 1% of random

realisations is observed at Φlens
1/2 = 45 deg4.

4Connectivity loss refering to the case, where no transmitter beams can be engaged in the link.
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Figure 4.14: Distribution entropy vs mean data throughput in random orientation
scenario.

In light of the results discussed thus far, we can draw the following conclusions:

• The adaptive GSSK system demonstrates no connectivity loss in GSSK transmis-

sion for any spatial region and all tested half-intensity angles within the model

parameters when the user orientation is fixed. In the case of random orientation,

no connectivity loss was observed in all iterations and for all tested half-intensity

angles for all set selectors until Φlens
1/2 = 45deg. The connectivity loss of only about

1% was observed at half-intensity angle of Φlens
1/2 = 45deg. It’s worth noting that

in a fixed allocation GSSK scenario, connectivity loss would be expected when

the engaged transmitter beam exits the FoV of the engaged receivers.

• The best results of peak mean data throughput and spatial homogeneity are

achieved with the maximal minimum Euclidean distance-based set selector for

adaptive GSSK. However, the set selector suffers from very high computational

complexity, which grows exponentially with the search space of all available trans-

mitter beam combinations, leading to a high latency penalty when multiple avail-
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able transmitter beams are considered.

• The maximal SNR criterion-based set selector for adaptive GSSK has the lowest

computational complexity among the three selectors, scaling linearly with the

number of available transmitter beams. However, it demonstrates significantly

lower performance in peak and roll-off mean maximal data throughput for both

fixed and random user orientations. This lower performance is further character-

ized by high spatial distribution entropy, indicating high data throughput hetero-

geneity. Additionally, there is a strong correlation between data throughput and

heterogeneity, resulting in a trade-off between data throughput and distribution

homogeneity.

• The best GSSK performance can be achieved when all GSSK symbol levels are

equidistant from each other. This condition occurs, as described when deriving

the optimal GSSK channel ratio condition, when the channel gains for the jth

engaged transmitter beam and its jth+1 neighbour channel gain at the ith engaged

receiver satisfy the relationship:

hij+1 = 0.5hij .

Based on this condition, we propose a set selection algorithm, which we term

as the optimal GSSK channel ratio criterion set selector. When the jth engaged

transmitter beam is aligned with the ith engaged receiver, this leads to a half-

intensity angle condition (for a Lambertian emitter) for two engaged beams:

Φlens
1/2 = ∆φij+1 = φij+1 − φij .

Generally, for N engaged beams, the optimal half-intensity angle that maximises

the mean maximal data throughput is determined by a non-linear equation sys-

tem, denoted as Equation (4.5). In practice, this system may be unsolvable when

the relative orientation between transmitters and receivers can vary. Nevertheless,

it provides insight into the mean optimal half-intensity angle for different num-
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bers of engaged beams, allowing us to estimate an interval where mean maximal

data throughput is achieved.

• The optimal GSSK channel ratio criterion set selector for adaptive GSSK provides

an intermediate solution between the two other selectors. The selector’s complex-

ity benefits from the square dependency on the number of engaged transmitters,

requiring multiple orders of magnitude fewer operations than the maximal min-

imum Euclidean distance criterion set selector. While the set selector does not

match the mean data throughput of the maximal Euclidean distance-based one,

it significantly improves it compared to the maximal SNR set selector. Further-

more, it provides a significantly better data throughput vs. homogeneity trade-off

compared to the maximal SNR-based set selector. This makes the set selector

well-suited for practical adaptive GSSK implementations, especially when con-

sidering a large number of available transmitter beams in the GSSK link.
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4.4 Device-to-device Infrared MIMO-OWC Scenario

We will now discuss the data throughput performance in a device-to-device infrared

MIMO-OWC scenario.

4.4.1 Close Spacing Scenario

In the first scenario, the transmitter beam sources are closely spaced. In this case, the

(x, y) coordinates of the transmitter beam centroids on the receiver plane do not neces-

sarily match the (x, y) coordinates of the transmitter beam sources on the transmitter

plane. The spacing between the transmitter beam sources is fixed at 1 cm, while the

transmitter beam centroid spacing is treated as a variable.

In such a scenario, we simulate handheld device-to-device communication, where

transmitter beam sources are closely spaced together, with the minimum spacing de-

termined by their convex lens diameters.

The spatial distributions of maximal data throughput at the receiver plane are

shown in Figures 4.15 (a-f). In these figures, the left-side images correspond to different

spacing transmitter beam square grids, which provide maximal coverage radius Rcov

that is frequently used in wireless link performance analysis. Here we condition coverage

radius (in mm) to correspond to the area of a spatial region on the receiver plane where

the maximal achievable data of each location in the region is at least 10Gbit/s.

Generally this coverage area can be much larger than the 20× 20 cm2 target area.

However, we only plot the subset of the this coverage area constrained to the target

area for a fair comparison between different transmitter grids with different achievable

coverage radii. On the right side, the images correspond to different transmitter beam

square grid spacings that achieve peak mean maximal data throughput. These figures

are presented for a fixed 2× 2 receiver grid.

We can primarily observe from the Figures that, with adaptive GSSK, high data

throughput can be achieved using an ordinary symmetrical square lattice of transmit-

ter beams. This lattice is capable of achieving data throughput exceeding 10Gbit/s

within a 2GHz bandwidth. By carefully adjusting the transmitter beam spacing to
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(a) Maximal Coverage Radius 3× 3 Grid
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(b) Maximal Mean Data Throughput 3×3 Grid
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(c) Maximal Coverage Radius 5× 5 Grid
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(d) Maximal Mean Data Throughput 5×5 Grid
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(e) Maximal Coverage Radius 9× 9 Grid
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(f) Maximal Mean Data Throughput 9×9 Grid

Figure 4.15: Achievable data throughput in close spacing scenario at target area for
various grid sizes. Left side Figures conditioned on maximal coverage radius. Right
side Figures conditioned on maximal mean data throughput.
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Figure 4.16: Mean peak data throughput as a function of transmitter beam spacing for
various grids in close spacing scenario.

match the given beam parameters and design, conditions can be established where the

optimal GSSK channel ratio set selector can effectively utilise nearest and next-nearest

neighbours to select an engaged multiple beam set that meets the link performance

requirements for BER.

As expected, the data throughput distributions exhibit a 90-degree rotational sym-

metry, characteristic of a square lattice. We also observe an intricate geometric dis-

tribution of hotspots (areas with higher data throughput than the mean) and cold

spots (areas with lower data throughput than the mean). This geometric arrangement

is particularly pronounced for 3 × 3 and 5 × 5 transmitter beam grids but becomes

less distinct for the 9 × 9 transmitter beam grid. However, in all three cases, a com-

mon feature is a cold spot in the middle of the target area, which is characterized as

a highly symmetrical point towards which all the radii of transmitter beams can be

drawn towards, which represents a high interference/low distinguishability region.

Furthermore, the Figures demonstrate that increasing the number of available trans-
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mitter beams in the transmitter beam square lattice leads to higher achievable maximal

data throughput and coverage radius. This observation is supported by Figures 4.16

and 4.17. Additionally, as the number of grid beams increases, both the peak mean

maximal data throughput and coverage radius shift toward lower grid spacing. Specif-

ically, for mean data throughput, the shift is from 52.5mm for a 3 × 3 grid to 20mm

for a 9× 9 grid. In the case of maximal coverage radius, the shift is from 50mm for a

3× 3 grid to 10mm for a 9× 9 grid.

As discussed in the previous section, the inclusion of more distant neighbours allows

for larger engaged beam set selections when the beams are closely spaced within the

target area, resulting in higher SNR. The Gaussian beam roll-off, combined with the

high SNR at certain spacings, ensures the most optimal neighbour channel ratio among

these distant beams. Conversely, when dealing with a low number of neighbours, the

options for selections are limited. In such cases, to include more selected beams in the

link, the spacing between neighbours must be increased to achieve optimal selection of

beam channel ratios. In both scenarios, we observe a consistent decrease in mean data

throughput and coverage radius as beam spacing increases. This reduction is primarily

attributed to the SNR roll-off. Figure 4.16 illustrates a similar convexity property as

seen with Lambertian beams.

From Figure 4.16, we can observe that the most significant increase in mean achiev-

able data throughput occurs when we increase the transmitter beam grid elements from

3× 3 to 5× 5. Further increasing the number of transmitter beam grid elements con-

tributes less to the peak mean data throughput. This behaviour represents the limited

channel budget, which can be utilised, which asymptotically tends to a single peak

mean data throughput.

Further analysing the Figures in 4.15, we observe that only for the 3× 3 grid does

maximal coverage radius differ from maximal mean data throughput within the given

target area. In general, maximizing mean data throughput does not necessarily lead

to maximal coverage radius. For instance, in Figure 4.15 (b), mean data throughput is

higher compared to Figure 4.15 (a) due to increased data throughput in the central area.

However, the presence of four symmetric ’cold spots’—areas with reduced achievable
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Figure 4.17: Coverage radius as a function of transmitter beam spacing for various
grids in close spacing scenario.

peak data (under 10Gbit/s) throughput—leads to reduced coverage radius. Varying

the beam grid spacing, hot and cold spots can be generated, as shown particularly well

in Figure 4.15 (c), where channel ratios and various beam SNRs vary significantly from

point to point. This phenomenon explains the local minima observed in Figure 4.17,

such as at 30mm for the 5× 5 grid, where a sudden local minimum is observed.

In Figure 4.17, as expected, the best coverage radius is achieved with the 9×9 grid,

which, except for occasional minima due to cold spots, maintains maximum coverage

radius from s = 7.5mm to s = 50mm. In contrast, the 3 × 3 transmitter beam grid

cannot achieve maximal coverage radius for the given target area at any s

Another noteworthy feature is that increasing the number of transmitter beams in

the grid improves the uniformity of data throughput within the coverage radius for

maximal mean data throughput. Analysing the standard deviation in Figure 4.16, we

observe that the standard deviation (represented by y error bars) of data throughput

distributions is minimal near their respective maxima.
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Figure 4.18: Mean peak data throughput as a function of transmitter beam spacing for
various receiver grids in close spacing scenario.

The mean achievable data throughput’s dependency on the number of receivers for

different transmitter beam spacing (s) is illustrated in Figure 4.18, with the transmitter

beams arranged in a 9 × 9 square grid. As expected, due to the array gain, the mean

achievable data throughput increases with the number of receivers in the link. The

most significant increase occurs when transitioning from a 1×1 square grid of receivers

to a 2×2 grid. We observe that mean data throughput of up to 22Gbit/s (22.6Gbit/s)

can be achieved, with a mean spectral efficiency of E(η) = 6.08 bit/s/Hz for a 4 × 4

receiver grid.

Similarly to the number of transmitter beams in the grid, we observe that further

increase in number of receivers in the grid have diminishing impact to the achievable

mean data throughput with larger receiver grids. By increasing the number of receivers,

we can increase the SNR and consequently the number of the selectable neighbouring

beams, which suffice minimum required channel ratios. However, because we limit the

number of such beams to 9 × 9 at some point further increase in SNR cannot allow
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for more neighbouring beam inclusion in the engaged beam set. For example, if we

compare 2 × 2 and 4 × 4 RX grids, the spectral efficiencies are E(η) = 5.34 bit/s/Hz

and E(η) = 6.08 bit/s/Hz - we can add on average 0.74 beams more in the engaged sets

due to the increased SNR, while comparing 3 × 3 and 4 × 4 RX grids we see increase

of only 0.25 additional transmitter beams on average.
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Figure 4.19: Maximum mean peak data throughput as a function of transmitter beam
and receiver grids in close spacing scenario.

By combining the analysis of Figures 4.16 and 4.18, we can summarize the maximal

mean data throughput achievable based on both the number of transmitter beams

and receivers in the square lattice in Figure 4.19. As expected, the highest maximal

mean data throughput is achieved when both the transmitter beam grid and receiver

grid dimensions are maximal. For instance, a 2 × 2 receiver grid achieves a maximal

data throughput of 19.85Gbit/s with a 9 × 9 transmitter beam grid, resulting in a

mean spectral efficiency of E(η) = 5.34 bit/s/Hz. Furthermore, we observe that the

fastest increase in maximal mean data throughput occurs along the diagonal of the plot,

which is expected since an increase in both parameters promotes both the diversity of

neighbour selection and higher SNR.
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Figure 4.20: Maximum coverage radius as a function of transmitter beam and receiver
grids in close spacing scenario.

The dependency of maximal coverage radius on the numbers of transmitters and

receivers in their grids is depicted in Figure 4.20. We observe that the maximal coverage

radius for the given target area can already be achieved with a 5× 5 transmitter beam

grid. Furthermore, the target coverage radius can be achieved with a single receiver,

provided that the transmitter beam grid is at least 7× 7.

4.4.2 Sparse Spacing Scenario

Now, let’s consider the scenario where the transmitter beam sources are spatially sep-

arated shown in Figure 3.16 b). In this case, the (x, y) coordinates of the transmitter

beam centroids on the receiver plane match the (x, y) coordinates of the transmitter

beam sources on the transmitter plane. Furthermore, as discussed in subsection 3.4.2

the transmitter beam sources are spatially separated in a square lattice with spacing

s0 = s. The separation of the transmitter beam sources enhances the spatial diversity

of the GSSK link, which we expect to improve the achievable data throughput.

The spatial distributions of maximal data throughput at the receiver plane are
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(a) Maximal Coverage Radius 3× 3 Grid
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(b) Maximal Mean Data Throughput 3×3 Grid
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(c) Maximal Coverage Radius 5× 5 Grid
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(d) Maximal Mean Data Throughput 5×5 Grid
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(e) Maximal Coverage Radius 9× 9 Grid
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(f) Maximal Mean Data Throughput 9×9 Grid

Figure 4.21: Achievable data throughput in sparse spacing scenario at target area for
various grid sizes. Left side Figures conditioned on maximal coverage radius. Right
side Figures conditioned on maximal mean data throughput.
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presented in Figures 4.21 (a-f). As in the previous scenario, the left-side spatial dis-

tributions are obtained with the transmitter beam spacing that maximises coverage

radius, while the right-side figures correspond to the transmitter beam spacing that

yields peak mean maximal data throughput. These figures are generated for a fixed

2× 2 receiver grid.

Similar to the closely spaced arrangement discussed earlier, the data throughput

distributions exhibit elaborate and symmetrical patterns, each characterised by a 90-

degree rotational symmetry. However, due to the spatial separation, the incidence angle

ψ at the receiver for the transmitter beams varies considerably, resulting in significant

modifications to the data throughput pattern.

In comparison to the closely spaced transmitter beam source arrangement, as shown

in Figure 4.15, the data throughput in the spatial arrangement is increased. This

increase is particularly evident in Figure 4.15 (e). Furthermore, we observe that only

in Figures 4.15 (e-f) do the results for maximal coverage radius and maximal mean data

throughput match. This illustrates that the introduction of larger spatial separation

and the modification of the incidence angle between the transmitter beam sources and

receivers can lead to new local hot and cold spots.

Figure 4.22 confirms our observation that the mean maximal data throughput in-

creases in the sparse spacing of the transmitter beam sources compared to the close

spacing case. The maximum data throughput observed here is 21.52Gbit/s, achieved

with a 9× 9 grid. However, we also notice a faster decrease in mean data throughput

with increased spacing, as expected due to the larger separation between beam sources

resulting in greater incidence angles of different beams at the receiver plane.

For instance, at a grid spacing of s = 20mm, the farthest neighbour in the lattice

is located at a distance of r =
√
(20× 4)2 + (20× 4)2 = 113.13mm from the target

area centre, resulting in an incidence angle of approximately 6.447 deg. Meanwhile,

the beam half-width half-maximum is 104.55mm. The combined effect of reduced lens

gain at such incidence angles and Gaussian beam roll-off significantly diminishes the

SNR of the far neighbour beams, limiting their participation in set selection, especially

at the periphery of the target area.
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Figure 4.22: Mean peak data throughput as a function of transmitter beam spacing for
various grids in sparse spacing scenario.

Figure 4.23 shows that both the 9× 9 and 5× 5 transmitter beam square grids can

achieve maximal coverage radius for the given target area. When compared to Figure

4.17, we observe that the maxima of coverage radii have shifted toward smaller grid

spacing values. However, for the 3× 3 grid, we see a decrease in coverage radius when

a sparse grid of transmitter beams is used. Additionally, we notice a reduction in the

interval for the 9× 9 and 5× 5 grids. For the 9× 9 grid, the maximal coverage radius

has decreased from ∆s = 42.5mm in the close spacing scenario to ∆s = 22.5mm in

the sparse spacing scenario. As discussed previously, we attribute this observation to

the separation of transmitter beam sources, leading to a faster SNR roll-off.

The dependency of mean achievable data throughput on the number of receivers

for different transmitter beam spacing (s) is illustrated in Figure 4.24. In this scenario,

similar to the previous one, the transmitter beams are arranged in a 9× 9 square grid.

The maximal achievable mean data throughput has increased to 23.8Gbit/s compared

to 22.6Gbit/s in the case of closely spaced transmitter beam sources. Similarly to
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Figure 4.23: Coverage radius as a function of transmitter beam spacing for various
grids in sparse spacing scenario.

what we observed in Figures 4.22 and 4.23, we notice a faster roll-off in mean data

throughput. At 23.8Gbit/s, the mean spectral efficiency is E(η) = 6.4 bit/s/Hz; to

further increase it, the set selector should engage at least 7 transmitter beams.

Comparing the results to the close spacing scenario, we observe a substantial im-

provement in the maximal mean achievable data throughput when comparing the 4×4

grid to the 3×3 grid. This improvement can be attributed to a larger number of eligible

neighbouring transmitter beams that satisfy the condition of the optimal channel ratio

criterion. This increase in eligibility results from the angle diversity of the separated

transmitter beam sources. In this case, the limiting condition is primarily the SNR

rather than the channel ratio. Therefore, by increasing the number of receivers, the

necessary SNR threshold is reached to support an additional average of 0.38 transmitter

beams in the engaged link.

In Figure 4.25, we notice a similar dependency of the maximal mean data through-

put on the receiver and transmitter beam grids as observed in the close spacing scenario.
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Figure 4.24: Mean peak data throughput as a function of transmitter beam spacing for
various receiver grids in sparse spacing scenario.

However, when compared to Figure 4.19, we observe that further increasing the number

of transmitter beams in the grid does not lead to a significant increase in the maximal

achievable data throughput. This can be observed in the Figure as a large plateau of

data throughput in the top-right corner.

Figure 4.26 illustrates the maximal coverage radius depending on the numbers of

transmitters and receivers in their respective grids. We can observe that the maximal

achievable coverage radius is very similar to the close spacing scenario. In contrast to

Figure 4.20, the coverage radius for the 3× 3 grid is reduced overall.

The summary of main findings in terms of achievable maximal mean data through-

put and maximal coverage radius is given in Table 4.6.
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Figure 4.25: Maximum mean peak data throughput as a function of transmitter beam
and receiver grids in sparse spacing scenario.
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Figure 4.26: Maximum coverage radius as a function of transmitter beam and receiver
grids in sparse spacing scenario.
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Table 4.6: Maximal mean data throughput and maximal coverage radius comparison
of close and sparse beam spacing scenarios.

2× 2 Receiver Grid 4× 4 Receiver Grid

Maximal mean data throughput

max(E(Cpeak
data )) ,Gbit/s

(Close transmitter beam spacing)

19.85 22.6

Maximal coverage radius
max(Rcov) ,mm

(Close transmitter beam spacing)
140.72 140.72

Maximal mean data throughput

max(E(Cpeak
data )) ,Gbit/s

(Sparse transmitter beam spacing)

21.52 23.8

Maximal coverage radius
max(Rcov) ,mm

(Sparse transmitter beam spacing)
140.72 140.72

We can summarise the key findings of infrared adaptive GSSK link performance in

the device-to-device, aligned scenario with the following points:

• Very high data throughput (> 10Gbit/s) can be achieved in a device-to-device

infrared link at a considerable distance of 1m and coverage diameter of nearly

30 cm using adaptive GSSK with low computational complexity optimal GSSK

channel ratio criterion set selector.

• A high data throughput GSSK link can be achieved using a simple symmetric

square lattice arrangement of transmitter beams. Achieving the necessary sym-

metry breaking to engage multiple transmitter beams can be done by spacing the

lattice transmitter beam locations appropriately relative to the beam dimensions

at the receive plane.

• The appropriate spacing can be arranged both by steering or deflecting the beams

at the receiver plane of very closely spaced transmitter beam sources or by spa-

tially separating transmitter beam sources without beam steering. The first sce-

nario corresponds to a small form factor portable transmitter device embedding

transmitter beams. The second scenario corresponds to a large form factor de-

vice, for example, a screen or display with transmitter beams sparsely arranged

on its surface.

146



Chapter 4. Computer Simulation Results and Analysis

• A sparse arrangement of transmitter beam sources achieves higher data through-

put than a close arrangement. In both cases, a grid of at least 5× 5 transmitter

beams is required to achieve the necessary coverage radius of the target area.

When using a grid of at least 3 × 3 receivers, a mean data throughput of over

20Gbit/s can be achieved.
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4.5 Energy Efficiency Evaluation

In this section, we briefly discuss the energy efficiency of the simulated designs, focus-

ing on the opto-electronic front-end. The evaluation of power consumption due to the

DSP relies heavily on both the DSP implementation of the adaptive GSSK algorithm,

encoding, decoding and FEC, as well as the processing unit itself. Likewise, the power

consumption analysis of the networking layer is beyond the scope of this study. There-

fore, in this work, we limit our assessment to the lower bound of energy efficiency in

the opto-electronic front-end.

To analyse the power consumption of the transmitter beam, we consider a sim-

ple optical emitter (VCSEL or microLED) driver circuitry in Figure 4.27 similar to

those discussed in [89,287,288]. Here, the OOK signal is modulated by controlling the

Vdd

V
bi

as
Tx

In

Rbias

Rin

R1

Optical 
Emitter

BJT

Figure 4.27: GSSK transmitter beam source array driver circuitry.

collector-emitter current flowing through the NPN BJT. To maintain a fast frequency

response of the emitter, a constant bias current is applied to the base of the BJT at
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the direct current (DC) level of the signal. The modulated OOK signal is applied from

the TXIn pin.

The base current of the BJT is chosen such that the minimum base-emitter current

aligns with the threshold current of the emitter. Before the emitter, a current-limiting

resistor R1 is connected in series with both the emitter and the BJT. Here, TXIN

represents the OOK voltage signal originating from a digital device, such as an FPGA,

which controls the base-emitter current through resistor Rin. The low state of TXIN

corresponds to the collector current being equal to the threshold current of the VCSEL

(microLED), while the high state corresponds to the operational forward current of the

VCSEL (microLED).

In practice, however, arrays of VCSELs or microLEDs, as shown in Figure 4.28, must

be utilised to achieve the required optical output power while ensuring the appropriate

bandwidth. In such cases, VCSEL chips (microLEDs) are arranged in an N1 × N2

matrix [197]. To compensate for the increased capacitance resulting from N2 parallel

columns, we choose the number of rows N1 = N2.

Vdd

R1 R2 RN

N2

N1

TX
in
V b

ia
s

TX
in
V b

ia
s

TXin
Vbias

N2

Figure 4.28: GSSK transmitter beam source driver circuitry. For microLED array
N1 = N2 = 10, for VCSEL array N1 = N2 = 6.
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For the hemispherical VLC MIMO setup discussed in subsection 3.4.1, we have

determined that we need to arrange microLED chips, each containing 9 microLEDs

connected in series [109], into a 10 × 10 microLED-chip array. Whilst such number

is very large, it nevertheless has been demonstrated using complementary metal-oxide

semiconductor (CMOS) technology that massive microLED arrays of hundreds of mi-

croLEDs can be developed for high speed connectivity [289]. The high optical require-

ment in this use case stems from the fact that the link distance is quite large typically

within 3m to 4m leading to a large illumination area over which 900MHz modulated

signal must be transmitted.

Each chip emits optical power: Popt = 10mW. The threshold current, representing

a logical ’0’ symbol, is Ilow = 1mA (emitting Popt = 1mW), while a logical ’1’ symbol

draws Ihigh = 34.8mA current (emitting Popt = 10mW). For each chip, the required

bias voltage is Vbias = 31V [109]. To drive 10 microLED chips connected in series, the

total voltage required is Vbias,tot = 31× 10 = 310V. The bias current for a microLED

chip is set at the optimal point of Ibias = 25.4mA. Assuming equal symbol probabilities

in the signal, for IRMS evaluation, we approximate the OOK signal as a sine waveform.

In this case, IRMS can be calculated as:

IRMS =

√
I2bias +

(Ihigh − Ilow)2

2
. (4.9)

We calculate IRMS for the microLED chip to be IRMS = 34.88mA. The electrical power

required to drive IRMS over 10 microLED chips connected in series is given by:

Pelec,series = IRMSVbias,tot = 10.81W, (4.10)

which we need to multiply by the 10 parallel series of microLED chips resulting in a total

electrical power drawn by a 10×10 microLED chip array itself as Pelec,array = 108.12W.

To drive the OOK signal, as seen in Figure 4.28, we need a BJT in the given

architecture that can handle the peak collector-emitter current of Ihigh = 34.8 × 10 =

348mA. Unfortunately, there are no off-the-shelf BJTs that can handle such a current

at a modulation frequency of 900MHz. However, among the available off-the-shelf BJT
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components, we find that the multicomp PRO 2N5179-NRC [290] is the best-suited

option. It has a maximum collector-emitter current of 50mA and a power dissipation

of Pelec,BJT = 300mW. The maximum DC gain of the BJT is 250.

Considering Figure 4.28, we need at least seven 900MHz BJTs to support the

collector-emitter current. This also means that multiple pairs of Rbias and RIn resistors

need to be connected in parallel, with each pair of resistors connected to its respective

BJT.

For each BJT, the TXin generated base-emitter current swing is ∆Ibase = 0.11mA

to drive the collector-emitter current. We assume the VTXIn
voltage swing, ∆VTXIn

=

2V, with VTXIn
∈ {−1, 1}V to accommodate the output pin operating range of typical

digital devices. Based on this, we calculate RIn = 18.6 kΩ and Rbias = 6.9 kΩ. The

collector-emitter voltage of the BJT is VBJT = 12V [290], while Vbias is set to 1V.

The power dissipated by a single RIn is Pelec,Rin
= 53.7µW, and by a single Rbias is

Pelec,Rbias
= 145.1µW. The total power dissipated by all RIn is Pelec,Rin,tot

= 375.9µW,

and by all Rbias is Pelec,Rbias,tot
= 1.02mW.

We set Vdd = 330V for which different off-the-shelf power supplies are available.

The voltage drop across resistors R1, R2, ...RN can be calculated as VRi = Vdd−VBJT−

Vbias,tot = 8V. The resistance of R1, R2...RN is calculated to be 230Ω. The dissipated

electrical power by a resistor Ri can then be calculated to be Pelec,Ri
= 279.62mW

with a total power dissipated from resistors R1, R2...RN : Pelec,Rtot = 2.796W.

The total electrical power dissipation contributions of a single transmitter beam

source can be summed as follows:

Pelec,Tx,tot = Pelec,array + Pdriver = Pelec,array + Pelec,Rtot + Pelec,Rbias,tot

+ Pelec,Rin,tot
+ 7Pelec,BJT = 108.12W+ 2.796W+ 1.02× 10−3W

+ 0.38× 10−3W+ 2.1W = 108.12W+ 4.9W = 113.02W. (4.11)

As can be seen from calculation in (4.11) the total electrical power dissipation of trans-

mitter beam is estimated to be Pelec,Tx,tot = 113.02W. The driver circuitry dissi-

pates 4.9W to generate 1W optical output power, resulting in an efficiency of only
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1/113.02 = 0.88% in converting electrical power to optical power.

As can be seen, even without evaluating the RX end, the power consumption of

high-bandwidth microLED-based LEDs, even with a single beam engaged in the hemi-

spherical VLC model, is unacceptably high. This is primarily due to the high voltage

required to drive individual microLED chips, resulting in excessive power consump-

tion when the arrayed solution is introduced. The reason for high voltage is in series

connection of microLEDs, which reduces the capacitance by a factor of 9, boosting

the bandwidth necessary to achieve the target. However, the trade-off is much higher

required drive voltage to overcome 9-fold increase impedance of the micro-LEDs while

retaining the same forward current.

Referring to the results in Table 4.6 we can achieve a peak mean data throughput of

6.98Gbit/s using a maximal Euclidean beam set selector, which requires approximately

4 engaged beams on average. This implies a mean TX power consumption of 452.08W.

We can now evaluate the mean energy efficiency of the transmitter end for peak mean

data throughput:

EE =
Pelec,Tx,tot

max(E(Cpeak
data ))

=
452.08

6.98
= 64.77 nJ/bit, (4.12)

compared to existing communication standards, the energy efficiency of the proposed

VLC hemispherical MIMO model falls significantly short of the target of EE = 1nJ/bit.

The energy efficiency results of the VLC model highlight the challenges of achieving

high-speed and energy-efficient adaptive GSSK links in VLC. The primary obstacle to

achieving high-speed indoor connectivity is the absence of high-bandwidth transmitter

beam sources capable of providing both high optical power output and bandwidth.

As demonstrated in [67, 109], one approach involves increasing the bandwidth of mi-

croLEDs and arranging them in arrays to achieve the desired optical power output while

maintaining bandwidth. However, this approach comes with a drawback of significantly

high power consumption, which is required to draw the necessary forward current at

very high biasing voltages. As an alternative, a more advantageous approach is to

employ multi-carrier modulation techniques using O-OFDM, as it necessitates lower

152



Chapter 4. Computer Simulation Results and Analysis

bandwidth requirements to achieve equivalent data throughput [214,215]. This enables

the use of transmitter beam sources with a lower −3 dB bandwidth but higher optical

output power. This is because the beam output power is proportional to the emis-

sion area, which leads to typically a higher junction and a parasitic capacitance of the

source [291].

In OWC, the situation is different. The infrared spectral region offers readily avail-

able high-bandwidth transmitter beam sources, such as VCSELs, which provide com-

parable optical output power to microLEDs. This leads to a more favorable trade-off

between bandwidth and optical power a topic we will now explore as we analyse the

energy efficiency of the directional infrared MIMO-OWC scenario.

As discussed in subsection 3.4.2 the optimal VCSEL array is a 6×6 array generating

0.108mW of optical power. Each individual VCSEL chip emits Popt = 3mW optical

power. The threshold current for the VCSEL representing the logical ′0′ symbol, is

Ilow = 0.6mA (emitting Popt = 0.3mW), while logical 1 symbol draws Ihigh = 6mA

current (emitting Popt = 3mW). For each VCSEL chip, the required bias voltage is

Vbias = 2.2V. To drive 6 VCSEL chips connected in-series the total voltage required is

Vbias,tot = 2.2×6 = 13.2V. The bias current for the VCSEL chip is set to Ibias = 3.3mA.

IRMS for the VCSEL chip to be IRMS = 3.81mA. The electrical power required to

drive IRMS over 6 VSCEL chips connected in series is Pelec,VCSELs = 50.33mW. When

multiplied by the 6 parallel series of VCSEL chips, the total electrical power drawn by

the 6× 6 VCSEL chip array itself is Pelec,array = 0.3W.

To drive the OOK signal, as seen in Figure 4.28 we need a single BJT in the given

architecture that can allow for the peak collector-emitter of Ihigh = 6 × 6 = 36mA.

From the off-the-shelf BJT components, we find Rohm Semiconductor 2SC5662 [292],

which is the only one that satisfies 2GHz bandwidth (the BJT transition frequency is

3.2GHz) and supports the maximum collector-emitter current with 50mA limit and

has relatively low power dissipation of Pelec,BJT = 150mW. The maximum DC gain of

the BJT is 270.

Compared to VLC hemishperical MIMO scenario, we only need a single BJT to

support the collector-emitter current, leading to a single Rbias and RIn resistor con-
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nected in parallel. For the BJT the TXin generated base-emitter current swing is

∆Ibase = 0.12mA to drive collector-emitter current. We assume the same VTXIn
volt-

age swing ∆VTXIn
= 2V and VTXIn

∈ {−1, 1}V. Based on the base current and voltage

swing we calculate Rin = 16.67 kΩ and Rbias = 13.64 kΩ. The collector-emitter voltage

of the BJT is VBJT = 3.25V while Vbias is set to 1V. The power dissipated by Rin is:

Pelec,Rin
= 120µW, while by Rbias is: Pelec,Rbias

= 73.33µW.

We set Vdd = 17V for which different off-the-shelf voltage adaptors are available for

this purpose. The voltage drop across resistors R1, R2, ...RN can be calculated as VRi =

Vdd−VBJT−Vbias,tot = 0.55V. The resistance of R1, R2...RN is calculated to be 91.67Ω.

The dissipated electrical power by a resistor Ri can be calculated to be Pelec,Ri
=

1.33mW with the total power dissipated over resistors R1, R2...RN : Pelec,Rtot = 8mW.

The total electrical power dissipation contributions of a single transmitter beam

source can be summed as follows:

Pelec,Tx,tot = Pelec,Rtot + Pelec,Rbias,tot
+ Pelec,Rin,tot

+ Pelec,BJT + Pelec,array. (4.13)

The total electrical power dissipation of the transmitter beam is estimated then to be

Pelec,Tx,tot = 0.46W, with the driver circuitry dissipating 0.16W (representing 34.7%

of the total transmitter power consumption) to generate 0.108W optical output power.

The estimated electrical to optical power conversion efficiency is 23.47%.

Referring to the results in Table 4.6, we can achieve a maximal mean data through-

put of 21.52Gbit/s for the 2 × 2 receiver grid and 23.8Gbit/s for the 4 × 4 receiver

grid in a sparse arrangement. To achieve this data throughput, an average of 5.78

and 6.4 beams need to be engaged, respectively. The mean power consumption of the

transmitter end is then calculated to be 2.66W and 2.94W, respectively. Applying

(4.12), we calculate the mean transmitter energy efficiency for both receiver grids to be

123.69 pJ/bit. The same energy efficiency is calculated for the close transmitter beam

spacing scenario.

We observe that the mean evaluated energy efficiency in this scenario for the trans-

mitter end falls significantly below the 1 nJ/bit threshold. To assess the energy effi-
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ciency of the receiver, we examine a typical OWC receiver circuitry in Figure 4.29.

Vcc

Vbias

CF

RF

APD

OP AMP

ADC
-

+

TIA

Figure 4.29: Receiver circuit.

The primary source of power consumption in the receiver circuit stems from the

TIA and ADC, whereas the power dissipation from the APDs is considerably lower,

given the small photocurrent generated (which we estimate to be in the order of tens

of µA on average). We assume there are NRX channels at the input and output of

the ADC. For each channel, we have a dedicated APD and TIA. Each channel is then

routed to the input of the DSP chip, where decoding is performed using maximum

likelihood. The total power consumption of the receiver can be expressed as follows:

Pelec,Rx,tot ≈ NRxPelec,TIA + Pelec,ADC. (4.14)

For the receiver front-end, we require an ADC that supports as many channels

as possible while providing a minimum sampling rate of 4GSPS and minimal power

consumption. We have selected the Analog Devices AD9209 Quad ADC [293], which

offers four channels at the required sampling rate from the available off-the-shelf devices.

As previously discussed, we use the Analog Devices ADN2880 TIA [283] to achieve the
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necessary TIA gain at a bandwidth of 2GHz. The power consumption of each selected

device is summarised in Table 4.7.

Table 4.7: Receiver opto-electronic front-end components.

Component Model Power consumption, mW

TIA
Analog Devices

TIA
ADN2880 [283]

70

ADC
Analog Devices
Quad ADC
AD9209 [293]

5470 (typical)

The power consumption of the 2×2 receiver array is Pelec,Rx,tot ≈ 5.75W, while for

the 4 × 4 receiver array, 4 ADCs are required to capture 16 channels, resulting in the

receiver power consumption of Pelec,Rx,tot ≈ 23W.

The mean energy efficiency for the 2×2 receiver array in the close transmitter beam

spacing scenario is 289.67 pJ/bit and in the sparse transmitter beam spacing scenario,

it is 254.42 pJ/bit. For the 4× 4 receiver array the mean energy efficiency in the close

transmitter beam spacing scenario is 1068.77 pJ/bit and in the sparse transmitter beam

spacing scenario, it is 966.39 pJ/bit.

We observe that, due to the need for multiple ADCs in the 4 × 4 receiver array,

the energy efficiency is approximately three times worse than that of the 2× 2 receiver

array, despite the higher peak mean data throughput. This makes the 2 × 2 array a

more preferable design choice in terms of energy efficiency.

The total power consumption of the opto-electronic front-end link can be determined

by summing up the contributions from the transmitter and receiver ends: Pelec,tot =

Pelec,Tx,tot + Pelec,Rx,tot. The total mean link energy efficiency, denoted as E(EElink),

where E(.) denotes expectation, can be calculated using (4.12), where the total electrical

power consumed is divided by the mean peak data throughput. The results for 2 × 2

and 4 × 4 receiver grids in both the close and sparse scenarios are provided in Table

4.8.

As evident from the table, the best energy efficiency is achieved when using a 2× 2

receiver array instead of a 4 × 4 array. Although there is a reduction in peak mean
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Table 4.8: Peak mean data throughput and energy efficiency comparison for close and
sparse OWC device-to-device scenarios.

Receiver Grid &
Scenario

Pelec,Tx,tot,
W

Pelec,Rx,tot,
W

Pelec,tot,
W

max(E(Cpeak
data )),

Gbit/s

E(EElink),
pJ/bit

2x2 (Close) 2.46 5.75 8.21 19.85 413.17

2x2(Sparse) 2.8 5.75 8.55 22.6 378.12

4x4 (Close) 2.66 23 25.66 21.52 1192.47

4x4 (Sparse) 2.94 23 25.94 23.8 1090.08

data throughput, it is limited to 7.76% and 5.04% compared to the 4 × 4 receiver

array in close and sparse transmitter spacing scenarios, respectively. In contrast, the

improvement in energy efficiency achieved in comparison to the 4 × 4 array case is

approximately 2.88 and 2.89 times for close and sparse scenarios. In both scenarios,

the mean peak data throughput exceeds the target of 10Gbit/s, but only with the 2×2

array is the mean energy efficiency of the opto-electronic front-end considerably less

than 1 nJ/bit. Therefore, for further analysis, we exclusively consider the 2×2 receiver

array.

The calculated mean energy efficiency for the opto-electronic front-end provides a

lower bound on the achievable mean energy efficiency in the device-to-device OWC

scenario compared to the VLC scenario. If we set an upper limit on energy efficiency at

1 nJ/bit, the remaining power consumption margin that can be allocated to DSP and

the networking layer is 11.64W for the close transmitter beam spacing scenario and

14.05W for the sparse scenario. Notably, this margin exceeds the power consumption

of the opto-electronic front-end.

The power consumption of the DSP and networking layer depends on the specific

DSP device or chip (e.g., FPGA) and the implementation of DSP and networking layer

functions. Nevertheless, the high energy efficiency of the opto-electronic front-end and

the ample power consumption margin illustrate a scenario where an adaptive GSSK-

based link could be efficiently employed for a high-energy-efficiency link with energy

consumption below 1 nJ/bit and high data throughput exceeding 10Gbit/s, allowing

for a high speed adaptive mobile device-to-device communication based on GSSK.

Based on the power consumption analysis, we observe that the primary source of
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power consumption is the ADC, constituting approximately 64− 66% of the dissipated

power in the link. Additionally, it is noteworthy that the power consumption at the

transmitter end is more than two times lower than that at the receiver end.

The higher receiver power consumption is a drawback when considering a discrete

4-channel receiver solution, which necessitates use of four TIAs and a 4-channel ADC.

However, there is a potential to significantly reduce the number of discrete devices and

channels by designing a bespoke 2× 2 array with the same collective photoactive area

and bandwidth as in the case of four individual APDs.

For example, if a 2×2 receiver array is designed with the same bandwidth and pho-

toactive area but as a single channel, a lower power consumption single-channel ADC,

such as the Texas Instruments ADC12J4000 [294] with a sampling rate of 4GSPS and

power consumption of 2.2W, can be used. In such a case, transmitter power con-

sumption would become comparatively similar, while the receiver power consumption

would be decreased. The energy efficiency could potentially increase to 238.1 pJ/bit

and 224.1 pJ/bit for close and sparse transmitter beam spacing scenarios, respectively

if a bespoke array is considered. Further improvements in energy efficiency can be

achieved with higher concentration gain receiver optics.

For OWC, we selected a transmission wavelength of λ = 850 nm for several reasons.

One of the main reasons are the readily off-the-shelf options for this wavelength include

high-bandwidth avalanche photodiodes with a bandwidth of ≥ 2GHz and a sufficiently

large photoactive area of ≥ 0.1mm, such as those offered by Hamamatsu [268, 278].

Moreover, 850 nm wavelength sources are readily available with optical power exceeding

≥ 2.5mW, and high-bandwidth VCSELs at this wavelength exhibit superior electrical-

to-optical conversion efficiency compared to alternatives like micro-LEDs.

However, it’s worth noting that the use of 850 nm wavelength does have limitations

in terms of SNR due to stringent eye safety constraints [88], which are most restrictive

at this wavelength. Substantially higher SNR can be achieved by opting for sources

and receivers operating at λ = 940 nm or λ = 1310 nm, which have more relaxed laser

eye safety constraints.

During the time of this study, however, there were limited or no off-the-shelf op-
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tions available for high-power, high-bandwidth transmitter beam sources and high-

bandwidth, simultaneously with large photoactive area receivers (receiver arrays) at

wavelengths other than 850 nm, which led us to consider the 850 nm design.

Further research and development in long wavelength solutions can significantly

increase the data throughput and energy efficiency of adaptive GSSK link at larger

communication distance and coverage area by boosting the individual beam SNR within

the laser eye safety constraints.

Finally, we perform a comparative analysis of the energy efficiency of the adap-

tive GSSK link, as described in section 4.4, with commonly used M-QAM [53] and

DCO-OFDM [125] modulation techniques in VLC and OWC links. We maintain the

same channel conditions for all three links, and our target data throughput is set at

22.32Gbit/s. To evaluate the analytical BER of M-QAM, we employ the following

expression [295]:

Pbit,QAM =
4(
√
M − 1)√

M log2(M)
Q(

√
3 log2(M)

M − 1
γb(elec))+

4(
√
M − 2)√

M log2(M)
Q(3

√
3 log2(M)

M − 1
γb(elec)),

(4.15)

where M - modulation order, γb(elec) - SNR per bit. For B = 2GHz a 64 − QAM

is required, therefore M = 64. We maintain a fixed receiver position, and multiple

transmitter beams are directed toward a single (x, y) coordinate at a distance of z = 1m.

In the case of adaptive GSSK, we require the engagement of 6 beams to achieve the

desired spectral efficiency for the target data throughput. To estimate the number of

transmitter beams needed to support a 64−QAM link at the FEC limit, we evaluate

(4.15) and compare it with the FEC constraints [261]. The calculation steps and for

the evaluation of QAM BER values for various numbers of engaged transmitter beams

are provided in Appendix C.

To assess the power consumption of the transmitter beams modulated with M-

QAM, it is imperative to account for the DAC and voltage amplifier necessary to

modulate a 6 × 6 VCSEL array with QAM signals [193]. In our analysis, we consider

the MAXIM MAX19693 DAC [296], which consumes 1.8W of power and operates at

4.4GSPS. Additionally, for the voltage amplifier, we utilise the Texas Instruments
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LMH6401 [297], which has a power consumption of 0.345W.

We have determined that a minimum of 4 beams is required to achieve the necessary

SNR within the FEC limit for a 64-QAM system. The root mean square current

through the VCSEL array is calculated to be IRMS = 22.7mA with a bias voltage

of 13.2V across the VCSEL array. For a single transmitter beam, the VCSEL array

consumes Pelec,array = 0.3W. Assuming that a single voltage amplifier and DAC drive 4

transmitter beam VCSEL arrays, the total transmitter power consumption is then [193]:

Pelec,Tx,tot = Pelec,DAC + 4Pelec,array + Pvolt,amp = 3.34W. (4.16)

We employ DCO-OFDM with adaptive bit loading for carriers up to B = 2GHz due

to the ADC’s sampling rate limitation. The calculation steps are based on expressions

from [125]. SNR per bit is evaluated same as for QAM with the calculation steps

described in Appendix C. Based on our analysis, we estimate that the DCO-OFDM link

would require at least 4 transmitters and have a total transmitter power consumption of

approximately 3.57W. In contrast, the adaptive GSSK link, with 6 engaged transmitter

beams, would consume around 2.76W in total. These findings are summarised in Table

4.9 for easier reference. Maximum achievable data throughput is set to 22.32Gbit/s as

it corresponds to the maximum achievable value in the GSSK link for a fair comparison

between techniques.

Table 4.9: Peak mean data throughput, power consumption and energy efficiency com-
parison between 64−QAM, DCO-OFDM and adaptive GSSK.

Pelec,Tx,tot,
W

Pelec,Rx,tot,
W

Pelec,tot,
W

Cpeak
data

Gbit/s

EE,
pJ/bit

64-QAM 3.34 5.75 9.09 22.32 407.26

DCO-OFDM 3.57 5.75 9.32 22.32 417.56

Adaptive GSSK 2.76 5.75 8.51 22.32 381.27

As shown in Table 4.9, the adaptive GSSK link stands out as the most energy-

efficient choice when compared to 64-QAM and DCO-OFDM. The primary reason for

this difference is the absence of a DAC in the driver circuitry of adaptive GSSK, which

reduces power consumption by 1.8W. Additionally, the computational complexity of
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the DSP is considerably lower for adaptive GSSK compared to QAM and DCO-OFDM.

In particular, at the encoding end, adaptive GSSK utilises a simple OOK modula-

tion for driving the transmitter beams after serial-to-parallel conversion. This design

choice significantly reduces the computational demands, contributing to the link’s over-

all energy efficiency.

While adaptive GSSK demands more transmitter beams for data transmission to

achieve the same spectral efficiency as 64-QAM and DCO-OFDM, the simplified driver

circuitry more than compensates for this requirement. Moreover, the use of a two-level

modulation at each individual transmitter offers an inherent advantage. It makes the

signal less susceptible to distortions caused by the non-linearity of individual VCSEL IV

(current-voltage) curves. This characteristic contributes to the robustness of adaptive

GSSK, particularly in scenarios where optical power levels may vary due to factors such

as temperature fluctuations of the transmitter beam source. Furthermore, the design

implementation complexity is considerably lower than for the multi carrier schemes

such as DCO-OFDM.
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4.6 Summary

Adaptive GSSK algorithm is analysed in the indoor VLC and OWC scenarios. The

algorithm performs transmitter beam set selection and spectral efficiency adjustment

based on the channel conditions. The number of engaged transmitter beams in the

link is not fixed and adjusts based on the local channel conditions to maximise the

data throughput of the link. Three different criteria for selecting transmitter beam

sets are investigated for the algorithm: maximal minimum Euclidean distance, optimal

GSSK channel ratio, and maximal SNR. The set selectors based on the three criteria

are compared in the VLC hemispherical transceiver downlink scenario with fixed and

random orientation. The transmitter and receiver opto-electronic front-end is selected

to maximise data throughput.

In the fixed orientation scenario the peak mean data throughput averaged over

4 × 4 × 3 room achieves the best results using maximal minimum Euclidean distance

criterion set selector at 6.98Gbit/s while the optimal GSSK channel ratio set selector

achieves 86.5% of that at 6.04Gbit/s. The maximal SNR set selector performs the worst

out of the three, achieving a data throughput of 78.2% at 5.46Gbit/s. Furthermore,

the maximal Euclidean set selector achieves the best data throughput performance at

the lowest spatial entropy of its spatial distribution, while the maximal SNR produces

the worst spatial entropy at the peak mean data throughput. Optimal GSSK channel

ratio set selector provides intermediate performance.

The results in the random orientation scenario are similar to those in the fixed

orientation scenario. While the maximal Euclidean distance set selector outperforms

the other two, its computational complexity exceeds the others by approximately five

orders of magnitude, potentially introducing millisecond-scale latency. Such latency is

highly undesirable in a mobile use case scenario. Combined with data throughput and

spatial entropy the optimal GSSK channel ratio set selector provides the best trade-off

of the 3 set selectors in terms of data throughput and spatial entropy vs computational

complexity.

In the OWC MIMO device-to-device scenario, we employ an adaptive GSSK sys-
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tem based on the optimal GSSK channel ratio set selector. The transmitter beams

and receivers are arranged in square grids of varying size and spacing. Two scenarios

of transmitter beam source arrangement are investigated - close spacing and sparse

spacing. In the close spacing scenario, the transmitter beam source spacing is fixed

at 1 cm, while the transmitter beam spacing at the receive plane is variable. In the

sparse spacing scenario, the transmitter beam source spacing is set to be variable and

equal to the transmitter beam spacing at the receive plane. At a 1m link distance and

a 20 × 20 cm2 coverage area, the mean peak data throughput of 19.85Gbit/s at the

coverage area is achieved for the close spacing scenario and the 2×2 receiver array. For

the sparse scenario and the 2× 2 receiver array - 22.6Gbit/s can be achieved. For the

4× 4 receiver array 21.52Gbit/s and 23.8Gbit/s can be achieved for the close and the

sparse spacing respectively. In the both cases full 20× 20 cm2 coverage is achievable.

The power consumption and energy efficiency of the opto-electronic front-end are

evaluated using the adaptive GSSK algorithm for both VLC and OWC scenarios. For

the VLC scenario, the transmitter’s power consumption is evaluated. The power con-

sumption of solely transmitter end yields 452.08W to transmit 6.98Gbit/s mean data

throughput. The results show a mean energy efficiency of the transmitter’s opto-

electronic front-end of 64.77 nJ/bit, which falls significantly short of the target of

1 nJ/bit and does not achieve the required 10Gbit/s mean data throughput. The

primary source of the high power consumption is low energy efficiency of micro-LED

arrays when designed for high bandwidth solution, with a fixed spectral efficiency tied

to the number of engaged beams in the link. The choice fell on the micro-LEDs due

to their high achievable bandwidth required for a high data rate GSSK link. However,

because microLEDs are typically low optical power emitting, an implementation for

large distance and coverage VLC links is challenging. In this work we see that such

implementation comes with a major energy efficiency drawback. This indicates that

a high-speed VLC link utilising the adaptive GSSK or GSSK in general in an indoor

scenario is not practical, particularly in the context of green telecommunications.

An alternative, which can be considered for high speed VLC solutions is to use laser

diodes instead of microLEDs, which can offer similar bandwidth but provide a higher
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optical emission power. However, when designing a VLC link based on laser diodes care

should be taken for laser eye safety considerations, which can also limit the maximum

transmitter optical power available.

In the OWC device-to-device scenario, both the transmitter and receiver opto-

electronic front-ends consume only 8.21W and 8.55W to transmit data at rates of

19.85Gbit/s and 22.6Gbit/s for a 2×2 receiver array in close and sparse spacing, respec-

tively.The results show mean energy efficiency values of 413.17 pJ/bit and 378.12 pJ/bit

for close and sparse spacing. For 4 × 4 receiver array the energy efficiency exceeds

1 nJ/bit due to the multiple ADCs required for the link. These results demonstrate

the feasibility of using the adaptive GSSK algorithm in an OWC directional device-to-

device scenario, showing both high peak data throughput and energy efficiency.

The energy efficiency of the adaptive GSSK link, which utilises six engaged beams

i.e, operates at a rate of 6 bit/s/Hz with a data throughput of 22.32Gbit/s, is compared

to an equivalent 64−QAM and DCO-OFDM link using the same opto-electronic front-

end. The adaptive GSSK link outperforms the 64 − QAM and DCO-OFDM links in

terms of energy efficiency with an energy consumption of 381.27 pJ/bit, compared to

407.26 pJ/bit for 64 − QAM and 417.56 pJ/bit for DCO-OFDM. The adaptive GSSK

link requires 0.58W less transmitter electrical power compared to 64−QAM and 0.81W

less compared to DCO-OFDM. Although the GSSK link requires six beams compared

to four beams in 64 − QAM and DCO-OFDM, the absence of a DAC in the GSSK

link compensates for the extra beams in the link and reduces power consumption below

that of QAM and DCO-OFDM.

This study has demonstrated the potential and limitations of adaptive GSSK for

achieving high data throughput and energy efficiency in VLC and OWC applications.

For indoor VLC links, the implementation of the adaptive GSSK algorithm is not feasi-

ble for high-speed applications. However, for device-to-device OWC links, the adaptive

GSSK algorithm can achieve high data throughput and energy efficiency, outperforming

multi-carrier schemes such as DCO-OFDM. Furthermore, the implementation complex-

ity and cost of adaptive GSSK link is low compared to other multi-carrier schemes as

no DAC is required. Additionally, the driver circuitry for GSSK can be designed in a
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relatively straightforward way.

Lastly, the GSSK is not affected by non-linear transfer characteristics of the trans-

mitter. While optimal beam set selectors like those based on maximal minimum Eu-

clidean distance achieve best data throughput, the trade-off is a significant increase in

the computational complexity of the link. Low-complexity transmitter beam set selec-

tors, such as those based on the optimal GSSK channel ratio criterion, offer a good

trade-off between achievable data throughput, uniformity, and computational complex-

ity.
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Adaptive GSSK Algorithm

Simulink Implementation

5.1 Introduction

For a practical implementation of GSSK in OWC and VLC mobile wireless links, where

the user is free to move, the use of adaptive GSSK modulation and beam selection is

essential. In pursuit of this, algorithms for beam selection, employing various criteria

[225, 234, 240], and adaptive modulation [226] have been proposed for both RF and

OWC/VLC applications. Although a practical realisation of a GSSK link using FPGAs

in OWC has been demonstrated [221,222], there is a substantial lack of research on the

implementation of a GSSK algorithm that integrates both adaptive modulation and

beam selection for FPGA platforms.

Such implementation necessitates the use of adaptive codebooks in conjunction with

a beam selection algorithm. Proposals for codebook algorithms have been made for

rate-adaptable probabilistic constellation shaping encoders [130], background subtrac-

tion in video surveillance [298], an adaptive space-time coding and spatial multiplexing

detector implementation on FPGA [299], real-time video coding [300], and, more re-

cently, for learning-based adaptive intelligent reflective surfaces with limited feedback

codebooks [301].

Furthermore, adaptive modulation algorithms suitable for FPGA implementation in
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OWC/VLC links have been advanced for OFDM [302] and rate-adaptive Low-Density

Parity-Check (LDPC)-coded modulation [303]. In the domain of RF, proposals for

FPGA-based precoding and antenna selection algorithms include symbol-level precod-

ing for multi-user multi-antenna communication systems [304], neural network-based

phased array antennas [305], and eigenbeam MIMO-OFDM with transmit antenna se-

lection [306].

In this chapter, we present a Hardware Description Language (HDL)-synthesisable

implementation of an adaptive GSSK algorithm using MathWorks Simulink. The im-

plemented algorithm integrates beam selection based on a maximal minimum Euclidean

distance criterion [234] with an adaptive codebook of varying spectral efficiency.

The algorithm model and its constituent DSP modules, implemented in MathWorks

Simulink, along with their principles of operation, are described. The algorithm’s per-

formance, in terms of achievable spectral efficiency, is evaluated across scenarios in-

volving four available transmitter beams and four receivers for varying link electrical

SNR. Moreover, three distinct scenarios of transmitter beam channel ratios are inves-

tigated to assess the performance dependency of the algorithm on channel conditions.

An estimation of the latency associated with beam selection is also provided.
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Figure 5.1: Block diagram of adaptive GSSK algorithm.

5.2 Algorithm Simulink Model

The flowchart of the algorithm operation is shown in Figure 5.1. The algorithm operates

in the following manner: initially, the transmitter dispatches a probe signal towards

the receiver. Upon reception, this probe signal prompts the receiver (or receivers) to

activate. Subsequently, the receiver ascertains the set of available transmitter beams,

denoted as At, and measures the signal strength of each constituent beam mj within

At.
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Beam selection at the receiver is conducted based on the criterion of maximal min-

imum Euclidean distance [234]. This criterion is favoured due to its superior BER

performance compared to other previously considered criteria, rendering it particularly

well-suited for GSSK links that have a limited number of available transmitter beams

(< 5). Upon determining the optimal beam sets for all possible spectral efficiencies

in the link, characterised by {1, 2, . . . , |At|}bit/symbol engaged beam combinations,

the receiver communicates the selected transmitter beam set information back to the

transmitter via a feedback channel, which may be either wired or wireless, encoded as

a 16-bit vector.

At this juncture, the transmitter encoder utilises the beam set information to select

the appropriate codebook for data transmission. This selection includes the determina-

tion of the quantity and the specific constituency of transmitter beams to be engaged

for GSSK data transmission. Subsequently, the encoder transmits a data packet over

the optical wireless channel, comprising training bits and test data. The receiver, al-

ready in possession of the test data as a known reference, decodes the incoming packet

and assesses its BER.

Should the packet’s BER surpass the predefined maximum threshold, the receiver

transmits a flagging signal back to the encoder via the feedback channel, prompting

a reduction in spectral efficiency by deactivating one transmitter beam and selecting

with a reduced number of constellation points in the symbol alphabet.

The encoder then transmits the next data packet, this time with a diminished

symbol alphabet. This iterative process persists until the BER conforms to the requisite

targets. The adjustment of data transmission and GSSK modulation is executed on a

packet-by-packet basis. For the purposes of our model, we assume a maximum of four

available transmitters within the link. While beam selection input occurs at a singular

receiver, the data reception and decoding process engages four receivers.

Figure 5.2 illustrates the overall block diagram of the adaptive GSSK algorithm for

the implementation in MathWorks Simulink.

The algorithm is divided into two parts, which is the transmitter part denoted with

TX and receiver part denoted with RX. The transmitter algorithm consists of following
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Figure 5.2: Block diagram of adaptive GSSK algorithm.

modules:

• Prober module: this module is responsible for generating the trigger signal and

probe data to be transmitted to the receiver. The probe data serves the dual

purpose of activating the receiver and transmitting channel state information

regarding the available transmitter beams for selection.

• Encoder module: this module performs the function of encoding serial binary data

into GSSK symbols. In addition to this primary encoding task, it also includes

the insertion of training bits and GSSK identification bits at the outset of data

packets. These identification bits are necessary for the receiver’s determination of

the spectral efficiency associated with the utilised codebook. In the scope of this

work, we assume predetermined test data for transmission. In the case of real

data, the encoder module would require modification with an additional input

port for that data.

• Stage controller: within this module, the control over the transmitter’s transmis-

sion mode is managed, allowing for transitions between probing packets and data

transmission packets. This entails switching between the inputs from the encoder
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and prober to output towards optical-front-end.

The receiver part of algorithm is composed of the following modules:

• Beam selector module: this module, upon receiving input from the prober mod-

ule, executes beam selection utilising the maximal minimum Euclidean beam

selector algorithm. It concurrently selects beams across all available cardinalities

of engaged beam sets, producing an engaged beam set for each level of spectral

efficiency with the maximum being contingent on the quantity of available beams

and minimum being a single beam. Feedback is then relayed to the transmitter

to inform encoding processes.

• Decoder module: the module is responsible for decoding GSSK data symbols, this

module employs a codebook derived from the identification and training bits, and

uses a maximal likelihood algorithm to reconstruct serial data.

• Packet analyser module: This module is tasked with comparing the decoded

packet bits against a known reference to estimate the BER. If the BER exceeds

the predetermined threshold, the module flags the packet and communicates with

the transmitter encoder over the feedback channel to modify the signal’s spectral

efficiency—for instance, reducing from four engaged beams to three.

• Stage controller: this module determines the operational mode of the receiver,

choosing between beam selection and signal decoding.

• Feedback selector: depending on the stage of operation, this module decides the

content of the feedback data transmitted via the feedback channel to the trans-

mitter encoder. During the probing stage, the feedback consists of all engaged

beam set list, while during the data transmission stage, a flag signal is sent.

Each module incorporates HDL coder-compatible component blocks to facilitate an

FPGA-implementable design. The discussion will now continue with a more detailed

exploration of each module, beginning with those pertaining to the transmitter.
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Prober Module

The Prober Module serves a dual purpose. Firstly, it activates the receiver and trans-

mits probing data over a designated channel. From this probing data, the receiver

can derive two essential pieces of information. It can, firstly, ascertain the number of

available transmitters within the link, represented as |At|. Secondly, the receiver can

gauge the signal strength associated with each individual transmitter beam. For a more

detailed visual representation of this process, we refer to Figure 5.3.

In the figure presented, we observe the idealised, noise-free temporal waveform

of the probing data as it is received. The initial pulse represents the probe trigger

signal, denoted by TGR. This signal is utilised to activate the receiver when the

generated voltage VTGR meets or exceeds the threshold Vmin,act, with Vmin,act signifying

the minimal activation voltage for the receiver. Concurrently, during the transmission

of the TGR pulse, all transmitter beams are switched to a high state.

Subsequently, a sequence of transmitter activation patterns ensues. In this sequence,

the prober emits a series of pulses at every other sample point. During each of these

Figure 5.3: Probe waveform in Simulink.
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pulses, a single transmitter beam is set to the high state. It’s noteworthy that all

transmitter beams emit an identical optical power during their respective allocated

pulse.

Each pulse from the transmitter, denoted as TXj , traverses the channel and under-

goes distinct levels of attenuation, contingent upon the channel gain between the ith

receiver and jth transmitter, symbolised as hij . Consequently, at the receiver’s end,

each pulse from the transmitter beams is manifested as a unique signal voltage level.

A transmitter pulse is acknowledged by the receiver if VTXj meets or surpasses Vmin,

which represents the threshold voltage for signal registration. The sequence of trans-

mitter beam activation pulses is capable of being replicated arbitrarily many times to

ensure reliability. For the purpose of our simulations, we have elected to model this

with 3 repetitions to keep latency due to the beam selection low.

Implementing the prober module within Simulink is a straightforward process. It

requires merely an HDL counter block characterised by a sample time, denoted as Tsamp,

and a period, Tcount. This counter block can then be interfaced with a Look-Up Table

(LUT). Within the LUT, individual counter values are mapped to specific activation

patterns of the transmitter beams, thereby generating the requisite probe waveform.

When dealing with a configuration of four transmitter beams, it is feasible to em-

ploy a 4-bit mapping system. In this mapping, each bit, denoted by the jth position,

signifies the state of the corresponding jth transmitter. To create a probing sequence of

pulses using the prober, which relies on the counter block, we can utilise the mapping

demonstrated for the first three pulses, as presented in Table 5.1.

Table 5.1: Activation pattern counter mapping.

Counter count Activation Pattern b = {b1, b2, b3, b4} Label
1 {1111} TGR
2 {0000} -
3 {1000} TX1

4 {0000} -
5 {0100} TX2
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The emitted power is set for each jth transmitter during each sample to:

P (bj) =


PH bi = 1

0 bi = 0.

(5.1)

The implementation of the module in the Simulink is given in Appendix D.

Encoder Module

After the receiver completes the beam selection, and the transmitter receives the set

of all selected engaged beam sets M, represented as a 16-bit vector at the input, the

encoder leverages this information to accomplish two main tasks. First, it determines

the number of engaged beams for data transmission, which in turn establishes the GSSK

constellation size. Second, the encoder identifies which transmitter beams should be

engaged for the data transmission, prerequisite for the mapping of serial input binary

data onto the selected transmitter beams.

The mapping of serial binary data to the GSSK symbols, denoted as xGSSK, for any

combination of engaged transmitter beams can be executed by combining the engaged

beam set, represented in our case as a 4-bit vector, with a 4-bit serial binary data

vector. In xin, the first four significant bits signify the engaged beams, denoted as

m = {m1,m2,m3,m4}, while the four least significant bits represent the data bits

{n1, n2, n3, n4} to be mapped into a GSSK symbol. In our scenario, the GSSK symbol

mapping to the transmitters is represented as bGSSK = {b1, b2, b3, b4}, adhering to a

one-to-one mapping rule as described in Equation (5.1). Other mapping rules can be

also considered such as Gray coding.

To illustrate this mapping process, we provide an example in Table 5.2, showcas-

ing a 2-beam GSSK scenario where the 1st and 3rd transmitters are engaged in data

transmission. Generally, any mapping can between different engaged beam vectors and

GSSK symbols with different alphabet cardinalities can be established using look-up

tables. Additionally, it is important to note that the same mapping principle applies

for other combinations and different numbers of engaged transmitter beams.
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Table 5.2: GSSK symbol mapping example

xin = {m1,m2,m3,m4, n1, n2, n3, n4} bGSSK = {b1, b2, b3, b4}
1010 0000 0000

1010 0001 0010

1010 0010 1000

1010 0011 1010

The encoder at the first iteration data packet uses m̃1 from the engaged beam set

list M which in turn is generated by the beam selector for each spectral efficiency using

information from the probing module. The beam vector from the list is satisfies:

m̃1 = arg max
m∈M

i=4∑
i=1

mi, (5.2)

which ensures that the highest spectral efficiency GSSK link is probed first and all of

the engaged beams selected by the beam selector are used by the encoder. The encoder

utilises the established mapping to transmit the training bits, followed by the random

bit test data with the bit-to-symbol mapping determined by the quantity of engaged

transmitter beams and the chosen beam mapping.

Based on this engaged beam set and the type of mapping shown in Table 5.2 a

packet of data is generated as demonstrated in Figure 5.4. For example, each training

and data symbol in the demonstrated packet is represented by xin scaled by the channel.

In the packet example a noiseless channel is assumed. If for the next data packet the

encoder has received a flag feedback signal from the receiver of an excessive BER, next

m̃2 is selected such that:

m̃2 = arg max
m∈M′:M′=M∩M̃1

i=4∑
i=1

mi, (5.3)

where M̃1 is given by M̃1 = {m̃1}. This ensures that encoder uses the next lower

spectral efficiency engaged beam vector generated by the beam selector. In such case

a similar data packet is generated, however, the GSSK symbols from different spectral

efficiency alphabet are used with mapping established using appropriate look up table.

Examining the Figure in more detail, we see that the packet commences with Iden-
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Figure 5.4: Example waveform of test data packet of 4 beam GSSK in Simulink.

tification (ID) bits. These bits signify the number of transmitter beams active in the

link. This is done by the following procedure. The ID bit preamble has been allocated a

certain time slot (in simulation represented by the first 25 samples). The determination

of how many transmitter beams are engaged in the link is done based on how many

pulses are fit within the preamble time slot, which is determined by the pulse width in

the pulse train. For example, in the OOK case, the pulse width is 1 sample long. For

2-GSSK the width is 2 samples long and for 3-GSSK and 4-GSSK - 3 and 4 samples

respectively. Therefore, the number of pulses at the receiver during the ID bit stage

can be as high as 11 for OOK and as low as 3 for 4-GSSK.

The receiver, upon detecting a certain number of rising edges based on the number

of pulses received in the ID bit preamble conditioned upon a threshold Uact ascertains

the specific type of GSSK mapping employed during the data reception phase. Subse-

quently, predicated on this identification, the receiver’s decoder selects the appropriate

sub module to employ for codebook assembly throughout the training and decoding

processes.

The ID bits are succeeded by the training bits, wherein each GSSK training symbol

realisation is transmitted three times to improve the decoding accuracy. The receiver
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calculates the mean signal strength for each symbol to establish the codebook reference

levels necessary for decoding the data bits. Subsequently, the data bits are encoded

using the same mapping principle as detailed in Table 5.2.

The Simulink module implementation is detailed in Appendix E. It involves the

utilisation of an HDL counter for the internal module clock, along with multiple LUTs

and multiport switches.

Beam Selector

As previously discussed, the link connection begins with the probing stage initiated by

the prober module. The receiver, relying on the prober sequence, measures the signal

strength at the receiver for Na
t beams. Using the signal strengths obtained from the

probe data, the beam selector employs Euclidean beam selection to identify the set

M of engaged transmitter beam sets of Et,i for various cardinalities. The selected sets

are then transmitted to the encoder over the feedback channel at the transmitter as a

16-bit vector. Depending on the error feedback state of the transmitter, the encoder

can encode data bits as 4-beam, 3-beam, 2-beam GSSK, or as a Non-Return-to-Zero

On-Off-Keying (NRZ-OOK) signal.

We will now consider Algorithm 1 from Chapter 3 for the DSP implementation of

the beam selector in Simulink. Recall that the Euclidean distance, denoted as d(xk,xk′ )
,

between symbols xk and xk′ can be calculated as follows:

d(xk,xk′ )
= H∆xk,xk′ = H(xk − xk′), (5.4)

where H is the Na
t ×Na

r channel matrix. For the DSP implementation of the algorithm

based on the Euclidean distance it is useful to express Equation (5.4) in a matrix form

for a simultaneous calculation of all mutual Euclidean distances for the given engaged

beam set:

∆(Et,i) = XEt,iHEt,i − (XEt,iHEt,i)
T, (5.5)
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where XEt,i(R) is given as:

XEt,i =


x0

x1

...

x|X|−1,

 ,

here xi represents a single GSSK symbol. The maximal minimum Euclidean distance

criterion can be expressed for a given engaged number of transmitter beams |Et| = a

as:

E′
t,i(R) = arg max

Et,i(R)∈Et(R)
min∆(Et,i(R))j,j′∈j ̸=j′ : (5.6)

|Et,i(R)| = a.

The beam selector chooses the engaged beam set for each cardinality, which satisfies

Equation (5.6), and the engaged beam sets with varying cardinalities are subsequently

consolidated into a unified list denoted as M. This list is then encoded as a 16-bit

vector and transmitted through the feedback channel to the transmitter encoder.

The implementation of the beam selector, utilising the symbol matrices and esti-

mating Equation (5.5) in Simulink, is provided in Appendix F.

Decoder

The receiver’s decoder module comprises several stages, with the initial stage being the

identifier stage. In this stage, the identifier employs the input ID bits to ascertain the

type of GSSK transmission that should occur, determined by the number of engaged

beams in the link. To achieve this, the identifier tracks the rising edges of the ID bit

rectangular pulse signals within a specified time interval, calculating the total count of

rising edges. This count is subsequently compared to a predetermined reference value.

Based on this reference comparison, the identifier activates a specific decoder module

for training and decoding purposes.

The enabled module corresponding to a specific type of GSSK transmission is tai-

lored to a particular constellation alphabet size and training sequence required for
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acquiring its reference value. During the training sequence, this module establishes a

decoding alphabet based on the input training bits. Each symbol’s strength value is

determined as the average of three realizations of the same symbol during the training

phase.

Once the training stage is concluded, the decoder proceeds to process serial data

symbols and simultaneously calculates the Euclidean distances of each received symbol

when compared to the alphabet reference. Subsequently, the decoder generates an

output signal that multiplexes all these Euclidean distances and outputs them to the

maximal likelihood estimator. For instance, in the scenario of a 4-engaged-beam GSSK

transmission, the decoder will produce 16 multiplexed Euclidean distances for each

received data symbol to be utilised by the maximal likelihood estimator.

In our configuration, we employ four receivers, each equipped with its dedicated

decoder module. The Euclidean distances from all four receivers’ inputs are aggregated

at the maximal likelihood estimator. For every received symbol xk, the combined

Euclidean distance concerning its comparison with the reference symbol xk′ is expressed

as follows:

dkk′ =

√√√√ 4∑
i=1

d2ikk′ . (5.7)

The estimated symbol x′′
k is determined using the maximal likelihood estimator by the

following equation:

x′′
k = argmin

xk′
dkk′ . (5.8)

Subsequently, the estimated symbol is represented as a 4, 3, 2, or 1-bit vector, depending

on the type of GSSK transmission.

This vector is then transmitted to the packet analyser, where it undergoes a com-

parison with the known reference. This comparison is executed by estimating Hamming

distance between the bits of the known reference from those of the decoded symbol vec-

tor. The resulting output is accumulated in memory during the data packet transmis-

sion process. Upon concluding the data packet, the analyser assesses the accumulated

count of bit errors per received bits in comparison to the threshold value Pbit,max. If the

number of errors surpasses the threshold, the analyser sends a flagging feedback signal
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over the feedback channel to the transmitter encoder, signaling the need to reduce the

spectral efficiency of the signal. However, if the number of errors remains below the

threshold, the data transmission of subsequent packets will continue to use the same

GSSK encoding. We set the BER threshold value of a data packet to the FEC limit of

Pbit,max = 3.8× 10−3.

The implementation of the decoder in Simulink is given in Appendix G.
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5.2.1 Simulation Results

Figure 5.5 illustrates a time-dependent decoder output waveform for data packets. In

this particular instance, the GSSK link offers four available beams; however, the link’s

SNR only permits a reliable communication using a 2-beam GSSK link that maintains

an acceptable BER. The algorithm initially evaluates a four-beam GSSK data packet,

and the decoded data is then compared to a predefined reference through the packet

analyser module. Subsequently, the analyser transmits a feedback bit vector to the

encoder, directing it to reduce the number of engaged beams in the upcoming test data

packet. As a result, the transmitter sends data packets with a spectral efficiency of

η = 3bit/s/Hz and, subsequently, with a spectral efficiency of η = 2bit/s/Hz

In our simulations, we employ a sampling rate of 500MSamp/s, which considers

applications with a data throughput of 1−2Gbit/s of the GSSK link. At this sampling

rate we introduce a latency of 70 ns attributable to the beam selection algorithm when

Figure 5.5: Simulated packet waveforms in Simulink.
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the maximum of four available beams is taken into account. The latency, however can

substantially increase. Revisiting the discussion from the previous chapter regarding

the computational complexity of the maximal minimum Euclidean distance set selector,

it becomes evident that the computational load of the beam selector is expected to grow

exponentially as the number of engaged transmitter beams increases.

In scenarios where a substantial number of transmitter beams are available, it is

advisable to employ less computationally intensive beam selection methods, such as

the optimal GSSK channel ratio beam selector. However, it should be noted that

a comprehensive study on the scalability of such algorithms for a large number of

transmitter beams within Simulink falls beyond the scope of this work.

Each data packet transmitted by the encoder comprises 1150 samples, correspond-

ing to a duration of 2.3µs. This specific sample count is chosen to ensure that the

packet contains at least 1000 bits, which is necessary for measuring the BER at the

FEC threshold. The latency encountered until a stable state of data transmission is

established can fluctuate between 2.3µs and 9.2µs, depending on the frequency of ad-

justments to the number of engaged beams. Additionally, the latency is influenced by

the sampling rate.

The performance of the algorithm and the link, in terms of achievable spectral ef-

ficiency, is highly dependent on the link SNR. In our simulations, we assume that the

four receivers are closely spaced, ensuring that the SNR at each individual receiver is

approximately the same. To estimate the signal SNR from the received data packet

waveforms, as depicted in Figure 5.4, we compute the root mean square of the signal

voltage, denoted as Vsignal,rms, from the random data samples. For each SNR measure-

ment, we introduce random noise with the same noise power to the received signal at

each receiver. Subsequently, we calculate the root mean square of the noise voltage

from the samples, denoted as Vnoise,rms, and the electrical SNR is determined by the

following expression:

γelec = 20 log (
Vsignal,rms

Vnoise,rms
). (5.9)

In our analysis of spectral efficiency dependence on electrical SNR, we consider three

different scenarios with varying transmitter beam channel ratios at the receivers. These
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Figure 5.6: Achievable η vs γelec for noiseless beam selection.

cases are characterized by perfect channel ratios of 2, implying that hi1hi2 = hi2
hi3

= hi3
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channel ratios of 1.5, and channel ratios of 3.

Figure 5.6 provides a visualization of the achievable link spectral efficiency as a func-

tion of the electrical SNR for the given link, assuming ideal channel state information

for beam selection.

From the Figure, it is evident that the algorithm requires a minimum electrical SNR

of at least 18.29 dB or an optical SNR of 9.15 dB to operate within the permissible BER.

We also observe that the channel ratios of different beams do not have a discernible

impact on the minimum required electrical link SNR.

However, as we analyse the increase of spectral efficiency with increasing electrical

SNR, a substantial difference becomes apparent among the different cases. As expected

from our previous chapter’s discussion, the ideal channel ratios outperform the other

cases. In the scenario with ideal channel ratios, the minimum electrical SNR needed to

achieve the maximum spectral efficiency for the setup is lowest at 41 dB. Furthermore,

in this case, there is a significant gap of between 8− 9 dB in electrical SNR compared
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to the other cases.

Among the three cases analysed, it is notable that the channel ratios of 3 exhibit

the poorest spectral efficiency performance concerning electrical SNR. This difference

in performance can be attributed to the low SNR of the first and second weakest

transmitter beams, which exhibit significantly lower signal strength compared to the

noise floor, even when the Euclidean mutual distances between the transmitter beams

are increased. In contrast, although the mutual Euclidean distances are the lowest for

channel ratios of 1.5, the slightly improved performance is observed compared to the

case with channel ratios of 3. This improvement can be attributed to the enhanced SNR

of the first and second weakest transmitter beams in the 1.5 channel ratio scenario.

These results highlight that the algorithm’s performance can be significantly in-

fluenced by channel state conditions and beam distinguishability, especially when high

spectral efficiency is considered. It is worth noting that the minimum spectral efficiency,

in contrast, is primarily dependent on the individual beam SNR.

The lower SNR limit of the algorithm can be attributed to several factors. Firstly,

despite having ideal channel state information for beam selection, the channel state

information estimated from the training bits is subject to noise. This noise in the

estimated channel state information can significantly impact the decoding performance

and contribute to an increase in BER as the link SNR decreases.

Another limiting factor to consider is the noise level relative to the activation thresh-

old levels for each decoding stage, including receiver activation itself and the transition

from the ID stage to the training stage. In scenarios with strong noise, there is a prob-

ability of triggering an out-of-sync stage, which can result in the receiver becoming

desynchronized with the input data, immediately leading to decoding breakdown.

To enhance performance, we have the option to further optimize the triggering levels

of different stages. Additionally, we can consider increasing the length of the training

sequence, although this comes with the trade-off of introducing higher packet overhead

due to the extended training.

Up to this point, we have assumed that the channel state information for beam

selection is perfect. However, in reality, it will be subject to the same noisy channel

184



Chapter 5. Adaptive GSSK Algorithm Simulink Implementation

20 25 30 35 40 45 50 55 60
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

Channel Ratios of 2

Channel Ratios of 1.5

Channel Ratios of 3

Figure 5.7: Achievable η vs γelec for noisy beam selection.

conditions as the transmitted data packets. In such cases, one can anticipate a degra-

dation in spectral efficiency performance relative to the link’s electrical SNR. Figure 5.7

provides an illustration of the achievable link spectral efficiency for a given electrical

SNR when considering noisy channel state information for beam selection.

An initial observation from the Figure is a shift in the minimum required electri-

cal SNR, which increases by approximately 3.7 dB to reach 21.99 dB. This shift can

be attributed to errors in the Euclidean distance estimation within the beam selector

caused by the noisy channel state information. In such scenarios, there is an elevated

probability that the strongest signal transmitter beam (necessary for OOK transmis-

sion) will not be selected promptly leading to degraded performance. One approach to

reduce the minimum required electrical SNR is to increase the length of the probing

signal, incorporating more transmitter beam pulses to decrease the error probability.

However, this comes with a trade-off in the form of increased latency due to the beam

selection process.

Another significant observation from the Figure is the widening gap in spectral
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efficiency of η = 2bit/s/Hz between channel ratios of 3 and the other cases. However,

for the remaining spectral efficiencies, the performance closely resembles the noiseless

beam selection scenario. This discrepancy can be attributed to the fact that during

the probing stage, the SNRs of weaker transmitter beams are substantially lower in the

case of channel ratios of 3 compared to the other two cases. This lower SNR results in

additional errors during the beam selection process.

We can conclude that the presence of noise can indeed impact the beam selection

process, notably degrading algorithm performance, particularly at lower spectral effi-

ciencies. However, higher spectral efficiencies at higher SNRs appear to be less affected.

To mitigate the effect of noise during the beam selection stage, one effective approach

is to increase the length of the probing stage. In our current setup, the beam selec-

tion process only takes 70 ns, which is two orders of magnitude shorter than the data

packet length and occurs only once at the beginning of the algorithm. Assuming that

the channel coherence time extends to hundreds of milliseconds, extending the beam

selection length by including more repetitions of the probing stage waveform can help

reduce the impact of noise during the beam selection stage, while maintaining negligible

effects on latency.

To reduce the ideal minimum SNR requirement and enhance spectral efficiency per-

formance concerning the link’s electrical SNR, longer training sequences are necessary,

which in turn incur a larger overhead. In such cases, maintaining the required data

throughput demands an increase in the number of data bits within each packet. It’s

worth noting that while our work did not consider the baseline wander effect, increasing

the number of bits in the data packet is expected to amplify the impact of baseline wan-

der on the link’s performance. This is primarily due to the presence of lower-frequency,

long binary sequences of ’1’s and ’0’s. Consequently, it’s advisable to consider wander

mitigation techniques such as Manchester coding in these scenarios.

Lastly, it is important to note that in this work, we operated under the assumption

of ideal feedback information transmission from the receiver to the transmitter. In a

real-world scenario, the feedback channel is noisy, which can potentially further degrade

the spectral efficiency performance of the system.
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5.3 Summary

In this chapter, we have presented the Simulink model of the adaptive GSSK algorithm

designed for FPGA implementation. This algorithm utilises the maximal minimum

Euclidean distance beam selection criterion and is composed of multiple modules inte-

grated into both the receiver and transmitter components. The beam selection process

occurs at the receiver, and the selected beam sets are subsequently communicated back

to the transmitter. One key feature of the algorithm is its ability to dynamically adjust

the number of engaged beams in the link based on the data packet’s BER.

During our simulations, we utilised 4 transmitter beams and 4 receivers. The latency

penalty incurred by the algorithm due to the beam selection is minimal, at only 70 ns.

However, it is anticipated to increase exponentially with a higher number of engaged

beams in the link. In such scenarios, alternative beam selection criteria like optimal

GSSK channel ratio should be explored.

Furthermore, we observed that the latency introduced by the training and spectral

efficiency adjustment ranges from 2.3µs to 9.2µs, depending on the number of spectral

efficiency adjustments being made.

The minimum required electrical SNR, considering noisy channel state information

for the beam selection, is determined to be 21.99 dB. The performance of the algorithm

is notably influenced by the beam distinguishability, with this dependence becoming

more pronounced as spectral efficiency increases.

To enhance the algorithm’s achievable spectral efficiency performance relative to

electrical SNR, several potential improvements can be considered. These include op-

timizing the trigger levels within the decoder modules and increasing the length of

probing and training sequences, taking into account the trade-off with latency.
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Freeform Receiver Concentrator

6.1 Introduction

As already demonstrated in Chapter 2, the performance of OWC or VLC links heavily

depends on the opto-electronic front-end, which can often require the design and im-

plementation of customized optical and opto-electronic elements. While a considerable

improvement in data throughput and energy efficiency can be achieved using modula-

tion techniques such as GSSK, the opto-electronic front-end can significantly limit the

achievable performance. In many applications, such performance targets demand for

high data throughput, long-distance transmission, and wide coverage necessitates, in

conjuction with a modulation technique, the use of high-bandwidth photodiodes and

optics with high optical concentration for the receiver.

However, it is a well recongised fact that that the bandwidth of photodiodes exhibits

an inverse relationship with their size or diameter [155]. This reduction in size results in

a diminished photoactive area of the photodiode, leading to a deterioration in SNR. In

order to counteract the loss of active area, it becomes necessary to increase the optical

concentration gain of the receiver optics. However, with this approach a problem

quickly becomes apparent: as the concentration gain of the receiver optics is increased,

the receiver’s FoV decreases, resulting in reduced coverage [67,307].

This trade-off is visually represented in Figure 6.1. For instance, in Figure 6.1a),

this trade-off is illustrated within the context of imaging optics, where concentration
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is achieved through the use of lenses, such as a plano-convex lens. In scenarios where

the incident beams are paraxial, optimal placement for the photodiode is at location

1, which corresponds to the focal point. This position allows for the capture of the

majority of incident light.

However, when an incident angle deviates from the optical axis of the system, the

focal point shifts in a transversal direction, resulting in no signal reception at the

photodiode. To address this issue, the photodiode must be adjusted toward the lens

into the defocused range [67]. In this scenario, the FoV of the receiver is conserved,

but the concentration ratio decreases.

Figure 6.1: Concentration vs. FoV trade-off in a) imaging optics (lens), b) non-imaging
optics (CPC).

A comparable trade-off is also evident in non-imaging optics. This relationship is

depicted in Figure 6.1b) using the example of a CPC. In this case, the field of view

FoV of the receiver is confined by the acceptance angle of the concentrator. When

the acceptance angle of the CPC is increased, the length and size of the input aperture

decrease, leading to a reduction in optical concentration. This behavior is a consequence

of the well-known concentration limit of 2D CPCs: [156,308,309]:

Copt =
Ain

Aout
=

n2con
sin2Ψc

, (6.1)

here Ain is area of the input aperture, Aout is the area of exit aperture of the CPC,

ncon is the refractive index of the CPC material and Ψc is the acceptance half-angle of

the CPC.
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Both cases illustrate the conservation of étendue, which can be expressed as [310]:

πAin sin
2 α = nπAPD sin2 β, (6.2)

where Ain is the input aperture area, APD is the photodiode area, n is the refractive

index of medium in which the photodiode is immersed, α is the maximum incident

solid angle at the input aperture and β is the maximum incident solid angle at the

photodiode.

To mitigate the impact of the reduced optical concentration on SNR, one approach

is to enlarge the input aperture of optical elements to capture more incident light.

However, this results in an increase in the size of the receiver, which is undesirable for

compact, form-factor-constrained devices.

Non-imaging optics, such as CPCs, offer advantages including a generally superior

gain vs. FoV trade-off and greater robustness against misalignment [155]. However,

for especially small receivers (less than a mm in scale), the alignment and installation

of a CPC on top and in contact of a photodiode can pose a significant practical and

mechanical challenge. On the other hand, conventional imaging optics are typically

simpler to manufacture and can achieve a more compact form factor compared to

CPCs [311]. Moreover, aligning and installing imaging optics in front of a photodiode

is considerably simpler, especially when dealing with compact receivers.

Moreover, there are potential advantages in creating custom-designed receiver con-

centrators for compact devices by applying methodologies developed for prescribed

irradiance freeform optics [312] to enhance the optical concentration beyond the limits

of imaging optics while retaining no-contact characteristics of the design with a photo-

diode. As such, we can explore alternative ways in designing optical concentrators.

In this chapter, we illustrate that by leveraging conventional freeform optics tech-

niques employed in far-field irradiance pattern generation [312], we can devise an op-

tical concentrator composed of multiple distinct lenslets, referred to as a ”lenslet ar-

ray”. This array is designed to try to mitigate the limitations of both imaging and

non-imaging optics, offering an improved trade-off between FoV and gain compared to
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imaging optics while simultaneously reducing production and implementation complex-

ity when compared to CPCs.

To substantiate our approach, we initially validate the methodology using the Linear

Assignment Problem (LAP) employed in freeform optics design [312]. This validation

process focuses on the development of a straightforward on-axis (paraxial) concentra-

tor, akin to conventional imaging optics such as plano-convex or Fresnel lenses. Sub-

sequently, we introduce a freeform lenslet concentrator tailored for a receiver with a

10 deg FoV within the context of mobile OWC. We then proceed to discuss the com-

parative advantages and limitations of this novel concentrator when juxtaposed with

conventional imaging and non-imaging optics represented in the study by a convex lens

and an CPC.

Another approach to improve the SNR involves expanding the photoactive area of

the receiver while maintaining the same bandwidth. This can be achieved by imple-

menting multiple photodiodes organized in an array configuration, more precisely in

an M × M square matrix array [146]. In the realm of high data throughput solu-

tions, the utilisation of photodiode arrays represents a prominent avenue of research

and development in OWC, VLC and LiFi.

Hence, our discussion on imaging, non-imaging, and freeform optical concentrators

extends beyond the context of single photodiodes to encompass arrays of photodiodes.

We delve into the examination of how various concentrators/lenses with different irra-

diance distributions incident on the array impact the trade-off between FoV and gain.

Furthermore, we analyse the dependence of photocurrent on photodiode size within the

array for different irradiance distributions. These investigations lead to the proposition

of an adapted model for assessing photocurrent in the link budget modeling of OWC

links, which employ photodiode arrays.
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6.2 Freeform Optical Concentrators

Freeform optics refer to a diverse class of optical and micro-optical devices, character-

ized by their lack of rotational symmetry in surface shape [313]. The research field

known as freeform optics has gained prominence in the last two decades [313]. In a

2004 publication, Rodgers and Thompson provided an early description of a toroidal

aspherical lens with an anamorphic optical surface as a freeform optic [314]. However,

it is worth noting that there are prior instances of non-symmetrical lenses predating the

2004 publication [313]. Examples include hypergonar lenses [315], Alvarez lenses [316],

and even commercial products such as the Polaroid viewfinder [317]. In recent years,

the deployment of freeform optics has significantly increased in various applications, in-

cluding biosensing, remote sensing, transportation, military applications, and manufac-

turing [313]. This growth has been facilitated by advances in ultraprecision machining

technology [313].

Formally, freeform surfaces are defined as surfaces lacking rotational or translational

invariance. This design approach transcends the limitations imposed by spherical sur-

faces, rotationally symmetrical aspheres, off-axis conics, and toroids [313]. Notably,

freeform surfaces are not constrained to spatial continuity. Mathematically, they can

be described using either local or global representations [313]. Locally freeform sur-

faces can be effectively represented by splines [318], radial basis functions [319], and

wavelets [320]. On the global representation, freeform surfaces can be represented

using mathematical tools such as Zernike polynomials [313, 321–323], Zernike differ-

ences [324, 325], Forbes polynomials [326], off-axis aspheres [325], and Chebyshev and

Legendre polynomials [325,327,328].

Various design methods are employed for freeform optics, including but not limited

to solving Monge-Ampère partial differential equations [329–332], Oliker’s supporting

ellipsoids [333], ray mapping methods [312,334–338] and Simultaneous Multiple Surface

(SMS) method [339–341].

Various types of freeform optics designs have been developed for applications in solar

concentration for photovoltaics and imaging. These designs encompass a wide range
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of optical components, including freeform mirrors [342, 343], freeform lenses [344, 345],

multifold Kohler concentrators with Fresnel lenses [159, 346–348], XR freeform optics

[349, 350], trough freeform reflector type concentrators [351, 352], aplanatic freeform

concentrators [353], freeform Cassegrain concentrator [354] and even planar metasurface

type freeform lenses [355].

In recent years, there has been a growing interest in the development of opti-

cal freeform concentrators for LiFi receivers. Examples of innovative designs include

freeform compound concentrators [356,357], non-rotationally symmetric freeform Fres-

nel lenses [158, 358], freeform multipath lenses [359, 360], TIR lens [361] and multi-cell

freeform diversity receiver [362,363].

6.3 Freeform Lenslet Array Design Methodology

We will now delve in-detail into the calculation of the freeform lenslets utilised in this

study. In many instances, the freeform surface is defined through the solution of the

highly nonlinear Monge-Ampère (MA) partial differential equation [329,364]. However,

solving this equation presents a significant theoretical and computational challenge,

necessitating the development of various finite-difference methods and iterative least-

squares approaches to address it [365,366].

Alternatively, it has been demonstrated that several inverse optical problems can

be reformulated as Monge-Kantorovich Mass Transportation Problems (MTP) with a

specific cost function, which are notably simpler to solve than the MA equation [336].

Moreover, the MTP can be discretized and represented as an LAP [336]. However,

it’s worth noting that the design of a refractive lenslet in the near-field non-paraxial

case cannot be cast as an MTP. Nevertheless, as shown by Bykov et al. in [312], the

eikonal function can be calculated using LAP to solve the MTP with a cost function

that corresponds to the distance between points on the S and T surfaces using their

iterative algorithm.

In our study, we employ the method and iterative algorithm as elucidated in the

work in [312] to construct individual lenslets for the array. Subsequently, we combine
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these lenslets together for the fulfillment of target irradiance at the receiver plane.

Originally, the method described in [312] was developed for calculating the surface of

optical elements under prescribed irradiance conditions in the far-field with diverging

rays. However, in this work, we adapt this method for designing a compact optical

element optimized for near-field concentration. This adaptation highlights its applica-

bility in crafting slender, concentrating imaging optics suitable for mobile OWC and

LiFi applications. Our investigation primarily focuses on equal area lenslets.

LAP for a Single Lenslet Design

Our principal approach to designing a compact freeform refractive receiver optical ele-

ment with specific functionality involves dividing the element into an array of segmented

freeform lenslets, as depicted in Figure 6.2. The freeform surface of each lenslet is inde-

pendently computed. The overall optical response of the element at the output target

plane, given a particular input irradiance and angle of incidence distribution at the

input aperture of the element, is expressed as the sum of individual lenslet responses.

This approach often leads to an optimization problem where the goal is to determine a

set of lenslets that best match the target irradiance. In this study, we assume that the

optical element possesses a single freeform surface, with the other surface being flat,

and we also consider the utilisation of a flat photodetector.

We commence the design process by selecting an optical configuration tailored to

the specific use-case scenario and the desired functionality of the element, such as a

collimated on-axis beam scenario with a light concentration function. Subsequently,

we define input (source) and output (target) domains, denoted as S and T, which

encompass the respective freeform surface S and the photodetector target surfaces

TPD. Input irradiance distribution E0 and output target irradiance distribution Et are

specified on their respective domains.

The surface S is characterized by the equation z = s(x, y), while TPD is defined as

z = t(x, y) = td, with td representing the fixed distance between the input aperture

of the array and the photodetector. It is crucial to emphasize that the surface TPD is

situated above S, indicating that t(x, y) > s(x, y). The collective freeform surface of
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Figure 6.2: Subdivision of the lens surface S into smaller lenslets Si. Here a point on
the lenslet surface Si is mapped by Pi to the photodetector target surface TPD.

the array S is reconstructed as the union of the individual lenslet surfaces:

S =

N⋃
i=1

Si ∈ S, (6.3)

where Si is surface of the ith lenslet, N is number of lenslets. The co-ordinates (x, y)

of the points lying on the surfaces S and T are described by vectors u = (u1, u2) ∈

S and v = (v1, v2) ∈ T respectively, u and v are defined in separate co-ordinate

systems. A lenslet surface Si is defined as a set of 3D vectors (ui, si(ui)) such that

u1,i ∈ [−l12 + ∆u1,i; ∆u1,i +
l1
2 ] and u2,i ∈ [−l22 + ∆u2,i; ∆u2,i +

l2
2 ], where is the ith

lenslet off-set along u1 and u2 axis from the centre of lens and l1, l2 are half-widths

of a lenslet. The off-set should be selected such that for any pair of lenslet surfaces
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{Si, Sj} ∈ S : ∀ui,uj : ui ̸= uj ∈ S, i.e. that no two lenslet surfaces overlap.

We can now formulate the inverse problem, which is to design N individual freeform

lenslets such that their unity is defined by (6.3) S : E0(u) ∈ S 7→ Et(v) ∈ T where:

Et(v) =
N∑
i=1

Ei(v) ∈ T, (6.4)

where Ei(v) is the irradiance generated on T by the ith lenslet defined on S.

Identifying a configuration of N lenslets that satisfies the conditions specified in

Equation (6.4) is a non-trivial task, primarily due to the multitude of possible ways to

distribute the target irradiance among individual lenslet contributions. This complexity

gives rise to an optimization problem, involving the goal to find a set of partitioned

irradiances that minimizes the optical path length for the rays traversing the optical

system.

Nevertheless, within the context of OWC and LiFi, the primary performance bench-

marks for receiver optics are centered on the optical concentration ratio Copt and the

acceptance angle Ψc rather than image quality. This shift in emphasis provides greater

flexibility in the design of imaging at the photodetector. It allows for the selection of

a relatively simple-shaped target irradiance distribution (e.g., a rectangle, square, or

circle) with uniform distribution characteristics, fixed at a central position relative to

and aligned with the optical axis of the system. In such scenarios, all lenslets can be

tailored to converge toward the same irradiance target at the centre of the target plane:

Ei(v) =
Et(v)

N
=
E

N
∈ T.

Here v1 ∈ [−w1
2 ; w1

2 ] and v2 ∈ [−w2
2 ; w2

2 ], where w1, w2 are half-widths of the target

rectangle (or square) and E is the uniform irradiance of the target.

On the other hand, the incident irradiance can exhibit notable variations from one

lenslet to another. For example, a narrow Gaussian beam with low divergence will yield

a considerably non-uniform irradiance distribution determined by the spot size across

the array. However, in this study, we make the assumption of a communication link
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where the transmitter beam source is situated at a substantial distance from the lenslet

array with a high enough divergence, such that the beam size significantly surpasses the

dimensions of the array itself. This assumption enables us to approximate the incident

irradiance distribution as uniform.

An evident limitation of the inverse mapping problem is its exclusive reliance on

the input and specified output irradiance, without considering the incidence angle of

the beams in the radiance space. The method is predicated on a paraxial scenario,

where the incident beams are nearly parallel to the optical axis of the optical system. A

comprehensive mapping problem would necessitate the inclusion of input and prescribed

radiances at the input aperture and the target area, respectively. However, we postpone

the exploration of this aspect to future research.

We will now provide a brief description of the LAP for MTP and iterative algorithm

from [312] used to calculate a single lenslet.

For a given input E0,i(ui) and output Et,i(v) irradiance for a single lenslet, the

MTP solution is the mapping Pi : S 7→ T where points ui on the lenslet surface Si are

mapped to the points vi = Pi(ui) on the surface T . This mapping preserves the light

flux and minimizes the functional [312]:

C(Pi) =

∫
S
ρ(ui,Pi(ui))E0,i(ui)dui, (6.5)

here the cost function ρ(ui,Pi(ui)) for target distance t(vi) and i
th lenslet height si(ui)

is given as [312]:

ρ(ui,vi) =
√
|vi − ui|2 + [t(vi)− si(ui)]2 (6.6)

=
√
|vi − ui|2 + [t− si(ui)]2.

It is important to emphasize that the cost function is defined as the Euclidean distance

in R3 between points on the lenslet and target surfaces. The preservation of light flux

is guaranteed by the following expression [312]:

E0(ui) = E(PΦ,i(ui))JPΦ,i
(ui), (6.7)
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where PΦ,i : S 7→ T is the mapping for which the light flux conservation holds and

JPΦ,i
(ui) is the Jacobian of the co-ordinate transformation (v1,i, v2,i) = (PΦ,1,i(ui), PΦ,2,i(ui))

given as [312]:

JPΦ,i
(ui) =

∣∣∣∣∂PΦ,1,i

∂u1,i

∂PΦ,2,i

∂u2,i
−
∂PΦ,1,i

∂u2,i

∂PΦ,2,i

∂u1,i

∣∣∣∣. (6.8)

As shown in [312], the discrete version presented in Equation (6.5) can be reformulated

as an LAP. In this approach, the input E0,i(ui) and output Et,i(vi) irradiance distri-

butions are divided into M equal flux cells on the lenslet and photodetector surfaces.

As a result, for each lenslet indexed by i, the following equality is valid for any pair of

cells (σi,j ⊂ S, τi,k ⊂ T): [312]:

∫
σi,j

E0,i(ui)dui =

∫
τi,j

Et,i(vi)dvi = Pcell, (6.9)

where Pcell is the radiant power contained by the cell.

In the straightforward scenario where the irradiance is uniform at both the input

aperture of a lenslet and at the photodetector, a simple partition of the S domain

within the lenslet boundaries and T into a grid of M equal rectangles is sufficient.

However, in situations where the irradiance cannot be assumed to be uniform, a more

comprehensive approach to cell division, as elucidated in [312], should be employed.

Once the lenslet surface is discretized into a grid of M equal flux cells, any energy-

conserving mapping, denoted as S 7→ T for the ith lenslet, can be expressed through

permutations of M indices (k1, k2, . . . , kM ). These indices determine to which target

cells τi,k the lenslet cells σi,j are mapped. The optimal mapping, vi = Pi(ui), can be

determined by solving the linear assignment problem [312]:

Cd(k1, ....kN ) =
∑
j

ρ(ui,j ,vi,kj ) → min. (6.10)

Once the mapping vi = Pi(ui) is determined, the eikonal function of a lenslet Φ(ui)

can be reconstructed by numerically integrating equation [312]:

∇Φ(ui) =
Pi(ui)− ui
ρ(ui,Pi(ui))

+∇si(ui)
t− si(ui)

ρ(ui,Pi(ui))
, (6.11)
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here ∇ = ( ∂
∂u1,i

, ∂
∂u2,i

).

Once the eikonal function Φ(ui) is reconstructed, the local surface height or Sagitta

(Sag) of the optical element, denoted as sel,i(ui), of the lenslet can be calculated using

the thin lens approximation [312]:

sel,i(ui) =
1

n0 − 1
(Φi(ui)− si(ui)), (6.12)

here n0 is refractive index of the optical element. Subsequently, a ray tracing is exe-

cuted on the calculated optical element to determine the intermediate output irradiance,

denoted as Ejt,i(v), for the jth iteration. To assess the degree of correspondence be-

tween the intermediate output irradiance and the specified output irradiance, a quality

parameter δj is defined as follows [312]:

δj =

∫
τi,j

(Ejt,i(vi)− Et,i(vi))dvi. (6.13)

The irradiance produced by the calculated optical element is deemed to be in good

agreement with the specified irradiance when δj < ε, where ε represents a tolerance

value determined by the design requirements.

The freeform surface of the lenslet then can be calculated using the iterative algo-

rithm proposed in the study [312] as follows:

1. Initialise the algorithm, set si(ui) = 0 and sel,i(ui) = 0.

2. Calculate the mapping vi = Pi(ui) by solving (6.10).

3. Reconstruct the eikonal function Φ(ui) on z = si(ui).

4. Calculate the optical element height sel,i(ui) from (6.12).

5. Conduct a ray-tracing calculation to ascertain the irradiance generated on the

photodetector surface by the lenslet. If the discrepancy between the irradiance

and the specified value remains within the defined tolerance limit ε, set si(ui) =

sel,i(ui), and proceed to the subsequent lenslet. However, if the deviation exceeds

the tolerance limit, return to step 2 for further adjustments.
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After computing all the lenslets, the freeform lenslet array can be reconstructed using

Equation (6.3).

6.4 Proof of Concept Paraxial Concentrator

In this section, we first introduce a proof-of-concept design for a lenslet array using the

proposed method. This design features an optical concentrator of significantly reduced

sagitta when compared to commercially available lenses and offers straightforward light

concentration and focusing functionality. We conduct a performance evaluation com-

paring it with a conventional plano-convex lens of equivalent input aperture and focal

strength. It’s essential to note that this design is based on the assumption of a well-

aligned transmitter-receiver link and is tailored for applications with a narrow FoV of

less than 1 deg.

In the later chapter, we will present a lenslet array designed to accommodate a

broader Field of View (FoV) of 10 deg. We will then conduct a comparative analysis

of its performance in terms of optical concentration, benchmarking it against a CPC

and a common convex lens.

Optical setup

For the sake of simplicity, we consider an incident collimated monochromatic beam

with uniform irradiance, E0 = 11.83×104W/m2, having a square shape that we aim to

focus onto a smaller square area on the photodetector. The photodetector’s dimensions

are set at 10 × 10µm2, an individual lenslet measures 200 × 200µm2, and the lenslet

array encompasses 1 × 1mm2, segmented into N = 25 lenslets. The distance between

the input aperture of the array and the photodetector is t = 2mm. The incident

beam possesses a wavelength of 850 nm, and the total optical power is Popt = 0.1W,

integrated over the input aperture of the array. The material chosen for the array is

PMMA (polymethyl methacrylate), with n0(λ = 850 nm) = 1.484 [367]. We utilise a

grid consisting of 45× 45 square cells for the equal flux divisions in our calculations for

each lenslet.
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Figure 6.3: Calculated thin refractive freeform lenslet array in Zemax optic studio.

Design Example & Performance Analysis

The optical freeform refractive element is designed using MATLAB and subsequently

exported to Zemax Optic Studio software for ray-tracing analysis. The resultant lenslet

array is depicted in Figure 6.3, demonstrating a slender optical refractive element with

a maximum thickness at the edges of 159µm and only 10µm at the central lenslet. One

can observe an overall curvature of the array, which is inverted compared to a plano

convex lens but similar to a Fresnel lens.

Figure 6.4 presents a comparison of thickness between the lenslet array and a stan-

dard plano-convex lens with an effective input aperture diameter of 1mm, an effective

focal length of 2mm, and a thickness of d = 0.8mm chosen to match the freeform

lenslet array in terms of input aperture diameter and effective focal length.

As depicted in Figure 6.4, the proposed lenslet array’s thickness is approximately

five times less than that of a typical plano-convex lens. This reduction results in a signif-

icant decrease in the optics’ fill factor, which carries substantial significance for devices

with stringent form factor requirements. For instance, a LiFi module integrated into

a smartphone must adhere to stringent size and thickness limitations, typically within

a few milimetres. Consequently, many commercially available optical components are

incompatible with such compact modules.

201



Chapter 6. Freeform Receiver Concentrator

Figure 6.4: Illustration of a thickness comparison between a standard plano-convex lens
and the lenslet array in yz-plane.

In Figure 6.5, as illustrated in the ray diagram, it is evident that the lenslet array

effectively converges light at a distance of 2mm from the input aperture of the array.

The resulting target irradiance at the photodetector, generated by the lenslet ar-

ray, is depicted in Figure 6.6. In this figure, it becomes apparent that the simulated

irradiance distribution deviates significantly from the prescribed one. Qualitatively,

it can be observed that multiple square irradiances produced by different lenslets are

positioned at various focal lengths. Moreover, some of the irradiances exhibit notable

astigmatism.

Figure 6.5: Ray diagram of the calculated lenslet array
.
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Figure 6.6: Irradiance at the photodetector surface. The x and y co-ordinates are given
in mm and the irradiance in W/cm2.

Let us delve into the origins of these aberrations. We will initiate our analysis by

investigating the contribution from the central lenslet. Figure 6.7 displays the irradiance

distribution generated by the central lenslet. It is evident that the lenslet focuses light

into a slightly curved/aberrated square region with dimensions of 10×10µm2, featuring

nearly uniform intensity in the centre and hotspots at the corners. As anticipated, the

resulting irradiance closely aligns with the prescribed irradiance (further optimization

should be considered), thus validating the design process outlined in Section 6.3.

Figure 6.7 suggests that the outer lenslets of the array are likely to produce more

stretched and aberrated irradiance contributions, as observed in Figure 6.6. To gain

a deeper understanding of the sources of these aberrations, we perform a comparison

between a single off-axis lenslet with an offset of ∆ = −0.4mm from the array centre

along the x-axis and the central lenslet in the ray diagram presented in Figure 6.8.

As evident in the diagram, the off-axis lenslet experiences a tangential focal shift due

to the Petzval field curvature toward the lenslet aperture, resulting in beam defocusing.

In this scenario, the images of objects are distributed across a curved surface where

the tangential and sagittal surfaces converge [368]. Simultaneously, the sagittal focus

remains unchanged, as depicted in Figure 6.9. The difference between the two focal
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Figure 6.7: Irradiance at the photodetector surface produced by the central lenslet.
The x and y co-ordinates are given in mm and the irradiance in W/cm2.

points gives rise to the apparent astigmatism observed in Figure 6.6.

The Petzval field curvature presents a substantial challenge when designing flat, low

f-number light-collecting freeform refractive elements. This challenge arises because the

Petzval curvature is equal to the focal length of the array [368]. Hence, a smaller focal

length of the concentrator results in a reduced Petzval curvature radius and more

stretched wavefront at the periphery. One potential solution to mitigate this issue

may involve the utilisation of another lenslet array with a negative focal length [369],

designed to counteract the field curvature effects of the initial array.

As an alternative, the use of a meniscus lens [369] in combination with an aperture

stop positioned in front of the array can be considered to correct the field curvature

effect. However, it is important to note that this approach may not be ideal, as it could

lead to an increased size of the optical system, thereby offsetting the advantages of the

lenslet array in terms of thickness and form factor.

It is indeed possible to mitigate the defocusing effects caused by the Petzval cur-

vature by individually adjusting the target distance for each lenslet. This adjustment

can be made so that the lenslet’s circle of least confusion aligns with the same dis-

tance as the central lenslet’s focal length. However, the challenge persists in dealing

204



Chapter 6. Freeform Receiver Concentrator

Figure 6.8: Ray diagram for the central and the edge lenslets - blue rays belonging to
the on-axis central lenslet, and the green - off axis lenslet, xz projection.

with the increased separation between tangential and sagittal foci at larger angles with

respect to the optical axis, resulting in astigmatism that reduces the efficiency of the

lens with a low f-number. Consequently, a more comprehensive approach to develop-

ing a thin freeform correcting lenslet array is essential for achieving high-quality light

concentration and imaging.

As emphasized in the preceding discussion, the method enables the design of a

concentrating array of lenslets for receivers. However, it is crucial to acknowledge that

the method is not immune to the constraints typically associated with imaging optics,

which encompass a range of optical aberrations.

Figure 6.9: Ray diagram for the central and the edge lenslets - blue rays belonging to
the on-axis central lenslet, and the green - off axis lenslet,yz projection.
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Optical Concentration Performance of the Array

As expounded upon in the preceding section, the imaging quality of the optical element

at the photodetector surface takes on a secondary role within the context of OWC and

LiFi. Instead, the foremost criteria for evaluating the optical front-end of the receiver

revolve around the optical concentration ratio and the receiver’s FoV.

The optical concentration ratio can be determined by the division of the optical

power received by the photodetector (Popt) when using a concentrating optic by the

power received without any such optic (Pref) [280]:

Copt =
Popt

Pref
. (6.14)

The optical concentration ratio for the lenslet array is computed as Copt,array = 8796.

In contrast, the optical concentration for a plano-convex lens with identical dimensions

is Copt,lens = 10000. Consequently, it can be inferred that the freeform lenslet array

demonstrates performance comparable to that of a traditional plano-convex lens in

terms of optical concentration, all while maintaining a substantially slimmer profile.

Furthermore, it is important to acknowledge that the present lenslet array has the

potential for further enhancement through optimization. Utilising a merit function and

introducing minor adjustments to address the existing astigmatism, it is conceivable to

further enhance the concentration performance of the array.

Comparison to a Single Lenslet

The chief advantage of a lenslet array, in contrast to a single lens, lies in its capacity

to yield refractive optical elements specific to the scenario functionalities. Nonetheless,

for the evaluation of a basic function such as light concentration, it is valuable to gauge

the performance of the lenslet array against a single lens designed using the same

methodology. This individual lens shares the same target irradiance and dimensions as

those of the entire array.

Assuming an identical optical setup and incident optical power to those employed

for the lenslet array, we employ the same lenslet methodology to design a single lens
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Figure 6.10: Ray diagram for a single freeform lens.

with a square area of 1 × 1,mm2. The ray diagram for this single freeform lens is

presented in Figure 6.10. It is evident that the method faithfully reproduces a basic

plano-convex lens in the context of a single lenslet.

As depicted in Figure 6.10, the concentration at the focal point of the single freeform

methodology designed lens is notably inferior to that achieved by a lenslet array. Fur-

thermore, in comparison to the lenslet array, the single freeform lens is designed with a

maximum thickness of 279µm at the centre, compared to array’s 159µm at the edges.

In contrast, the lenslet array exhibits characteristics similar to those of a Fresnel lens.

The compromised performance in terms of optical concentration is further evidenced

by the irradiance distribution at the photodetector, as presented in Figure 6.11.

The optical concentration gain is calculated to be Copt,single = 5811.7. This value

is considerably lower than that of the lenslet array. Additionally, there is a notable

presence of stray light outside the central circle in the case of the singly designed lens.

To understand the fundamental difference between the shape of a single freeform lens

and an array of lenslets, it’s essential to consider that the input and output domains are

continuous. The integrability condition (6.11) requires that the mapping v = P(u) and

the surface S should be continuous, at least locally. In a model where no discontinuities

are permitted, the most optimal shape mapping for focusing tends to resemble that of

a plano-convex lens. This resemblance can be observed in the sagitta distribution of

the freeform lens in Figure 6.12.

The abrupt edges of the freeform lens can contribute significantly to the presence of
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Figure 6.11: Irradiance at the photodetector surface for a single freeform lens. The x
and y co-ordinates are given in mm and the irradiance in W/cm2. We use log10 scale
for better clarity.

stray light in Figure 6.11. This accounts for the substantially lower optical concentra-

tion ratio observed in the single freeform lens compared to the lenslet array. Although

performance could potentially improve by calculating the freeform lens on a circular

area instead of square, the resulting lens would still be over 75% thicker than the array.

Comparison to a Fresnel Lens

As previously mentioned, the freeform lenslet array closely resembles a Fresnel lens

due to the presence of sharp discontinuities. When used for straightforward light con-

centration in the near-paraxial regime, the design behaves akin to a Fresnel-type lens.

However, it’s important to highlight that a lenslet array offers greater versatility as an

optical element compared to a traditional Fresnel lens. It can be customized to fulfill

various functionalities.

These functionalities are not limited to specific applications and can include, among

other possibilities, MIMO communication. In MIMO systems, multiple beams carrying

distinct information bits could be designed to be mapped to different photoactive areas

of the receiver based on the incidence angle. Additionally such mapping could be used
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Figure 6.12: Sagitta distribution of the calculated freeform lens, the colourscale denotes
the sagitta of the lens given in mm.

to reduce inter-symbol interference between different beams, improving overall commu-

nication performance. Furthermore, by accurately adjusting the refractive index of each

individual lenslet, a wavelength-dependent mapping can be implemented. This capa-

bility can be particularly advantageous in communication links that utilise wavelength

multiplexing, allowing for efficient management of different wavelengths and enhancing

the versatility of the optical system.

Additionally, it’s essential to highlight that, unlike a conventional Fresnel lens, a

lenslet array may lack rotational symmetry. For instance, different regions of the array

can have distinct mapping characteristics: one region may focus incident irradiance

into a triangular shape, while another region may produce a square shape. This non-

symmetrical behavior can lead to a diverse and versatile surface solution across various

regions of the array.

Furthermore, the non-symmetrical characteristics of a lenslet array offer opportuni-

ties for tailoring the output irradiance to match the shape of a particular photodiode or

a photodiode array. This customization can significantly improve the received optical

power and, consequently, enhance the SNR.
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6.5 10 Deg FoV Lenslet Array

We now present the design for a 10 deg FoV receiver freeform concentrator, which is

illustrated in Figure 6.13, and was originally presented in [370]. The selected 10 deg FoV

corresponds well to a scenario where access point located at the ceiling (approximately

3m high) would provide a coverage of 1m in diameter. The primary concept behind

this design is the utilisation of a hemispherical lens as the Primary Optical Lenslet

(POL). The POL is primarily responsible for generating the majority of the optical

gain. Surrounding the perimeter of the POL, we distribute Secondary Optical Lenslets

(SOL) that are smaller in size compared to the POL.

These SOLs essentially function as curved wedge prisms with a slightly convex

shape, designed to enhance the focal strength of the rays focused onto the PD and

into the POL. The SOLs significantly increase the FoV of the receiver by redirecting

edge rays that would otherwise not be captured by the POL. Each individual lenslet

is computed using the method described in Section 6.3, implemented in MATLAB,

followed by optimization and ray-tracing analysis conducted in Zemax Optic Studio.

We have developed this design with a mobile use case scenario in mind, where the

receiver is integrated into a device with strict form factor constraints. The device’s

maximum allowable height is limited to 3.5mm, and its width is set at 8mm. Each

SOL features a slightly convex outer surface with the curvature pointing towards the

centre of the optical axis, which coincides with the centre of the POL. As illustrated in

Figure 6.14, we have included the sagitta distributions for three different SOLs.

The lenslet array comprises a total of 12 SOLs and 1 POL. Each SOL measures

2× 1.72mm2 in size, with a maximum height of 3.04mm on the sides and 3.32mm in

the corners. The POL’s dimensions are set at 3× 3mm2 with a height of 3.4mm. For

visual reference, the resulting array design is depicted in Figure 6.15.

The ray diagram for our design is presented in Figure 6.16. In this Figure, we

consider an incidence angle of ψi = 0 deg, aligning it with the optical axis. The POL

efficiently concentrates light at its focal plane, located at a distance of fcon = 1.5mm

from the exit aperture, as shown in the figure. The orange line in the diagram represents
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the receiver plane.

Comparing this design to a simple convex lens of same size, we observe that the

point spread of the beam is considerably larger. This phenomenon can be attributed to

the SOL, which have slightly different optical strengths than the POL. These differences

contribute to a more defocused irradiance distribution in contrast to a simple convex

lens. Additionally, our design results in a larger beam spot at the focal plane of the

array in comparison to a convex lens.

It’s worth noting that we also observe some losses due to internal reflections and

stray light caused by discontinuities. These factors reduce the overall concentration

efficiency of the array.

The receiver’s target area measures 1×1mm2, and the half-acceptance angle, which

we have set to be 5, deg, is defined as the angle at which the optical concentrated power

at the receiver plane drops below 90% of the maximum optical concentration achieved

at normal incidence. The full FoV is 10, deg.

PD

POL
SOL

Figure 6.13: Diagram of side-view of freeform lenslet array design for limited size
factor imaging concentration. POL denotes primary optical lenslet, while SOL denotes
secondary optical lenslet. PD denotes photodetector. Figure from [370].
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Figure 6.14: The sag distribution of a single lenslet array side SOLs.

For this design, we’ve selected polycarbonate as the material, with a refractive index

of ncon = 1.5855 [371]. This choice of material enhances the optical concentration

achieved by the receiver.

The increased spot size enhances the receiver’s tolerance to misalignment while the

increased optical surface of SOLs compensates for the lower concentration ratio due to

the apparent defocusing.

Optical Test Setup

For the incident beam, we consider a uniform irradiance distribution with optical power

incident at the input aperture of the array at 1.2 × 10−5W. We assume the use of a

VCSEL source located at a distance of z = 1m, emitting an optical power of Popt =

10mW. In our ray tracing analysis, we employ 5 × 107 rays. We do not account for

any background or additional illumination in our simulations.

Parameters of Imaging and Non-Imaging Optical Elements

For the purpose of comparing our design to imaging and non-imaging optics, we con-

ducted simulations using Zemax Optic Studio, focusing on a convex lens and a CPC.

In the case of the convex lens, we set the thickness to the maximum height of

the lenslet array, which is 3.4mm, and the diameter to 8mm. The receiver plane is

positioned 1.5mm away from the exit aperture of the lens. This configuration places

the receiver before the lens, in what we refer to as the defocused region.
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Figure 6.15: Freeform lenslet array in isotropic projection. Figure from [370].

For the CPC, we specified the key parameters as follows: the height, HCPC, was set

to 4.9mm (resulting from 3.4mm + 1.5mm), and the receiver plane is located at the

exit aperture of the CPC. To achieve a 10 deg FoV, we set the half-acceptance angle of

the CPC to 5 deg. Additionally, the exit aperture of the CPC was designed to match

the area of 1× 1mm2.

Irradiance Distributions

The ray diagram of the resultant lenslet array is shown in Figure 6.16. The irradi-

ance distributions at the receiver plane for the optical elements under examination are

depicted in Figure 6.17. The left column plots show irradiance values for normal inci-

dence ψi = 0, while the right column plots display irradiance values at the FoV limit.

A logarithmic scale is applied.

In Figures 6.17a and 6.17b, we observe the non-uniform irradiance pattern charac-

teristic of the CPC, featuring substantial variations in hot and cold areas, representing

areas of low and high irradiance, respectively. Moreover, we note a significant change
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in the distribution’s shape when non-normal incidence is taken into account. While the

non-uniformity in CPC irradiance may not have a pronounced impact on SNR for a

single photodiode, we will demonstrate that it plays a substantial role when considering

an array of photodiodes.

Figures 6.17c and 6.17d depict a distinctly different behavior. In this case, the

freeform lenslet array concentrator generates a beam with a more uniform distribution,

resulting in a defocused spot, as anticipated in the ray diagram shown in Figure 6.16.

This result matches with the expecation of the prescribed target irradiance at the

receiver using lenslet array design methodology. While the concentrator irradiance was

prescribed to a single focused spot, a more complicated target irradiance could be set,

where different incident beams could be concentrated to different PDs in the array.

Such functionality of the concentrating optics could benefit a system utilising GSSK

as a transmission protocol by providing another way of improving distinguishability

between beams in the link and enhacing the spectral efficiency.

A similar irradiance distribution is observed in the case of the defocused convex

Figure 6.16: Ray diagram of the lenslet array. Figure from [370].
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(a) CPC, ψi = 0 deg
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(b) CPC, ψi = 5 deg
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(c) FreeformConcentrator, ψi = 0 deg
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(d) FreeformConcentrator, ψi = 5 deg
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(e) Convex Lens ψ = 0 deg
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(f) Convex Lens ψ = 5 deg

Figure 6.17: Irradiance distributions of various optical elements at the receiver plane.
Figure from [370].
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lens; however, the spot size is considerably smaller. This observation suggests that in

the case of the convex lens, the receiver distance is close to the focal point of the lens.

Consequently, both the freeform concentrator and the convex lens have similar focal

lengths and, correspondingly, similar f -numbers when the same lens height/thickness is

maintained. Nevertheless, the irradiance distribution already hints at an enhanced op-

tical concentration in the freeform lenslet array concentrator. However, in comparison

to the CPC, the concentrated optical power is smaller.

Radiance Distributions

Often overlooked, but equally crucial, is the radiance distribution in the angular space

at the receiver, which describes the incidence angles ψr of refracted rays at the receiver.

It is well-established that the relative responsivity of the photodiode RPD,rel can be

approximated using the cosine law as follows [372]:

RPD,rel =
RPD(ψr = ψ)

RPD(ψr = 0)
= cosψ. (6.15)

The cosine law dependency primarily arises from polarization-sensitive Fresnel re-

flections occurring at the interface of the photodiode surface with air or other materi-

als [373].

The radiance distributions at the receiver plane for the optical elements under

examination are presented in Figure 6.18. The left column plots display radiance values

for normal incidence ψi = 0 deg, while the right column plots show radiance values

at the FoV limit. A logarithmic scale is applied. In Figures 6.18a and 6.18b, we

observe a non-uniform radiance pattern, which is a characteristic feature of the CPC.

Additionally, both figures exhibit a small hotspot at the centre, indicating normal

incidence at the receiver. Notably, a substantial number of incident rays arrive at

the receiver plane from highly oblique angles. Consequently, according to (6.15), a

significant portion of incident photons is expected to be reflected at the photodiode

semiconductor-polycarbonate interface.

Compared to the CPC case, the freeform lenslet array concentrator in Figures
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(a) CPC, ψi = 0 deg
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(b) CPC, ψi = 5 deg
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(c) FreeformConcentrator, ψi = 0 deg
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(d) FreeformConcentrator, ψi = 5 deg
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(e) Convex Lens ψi = 0 deg
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(f) Convex Lens ψi = 5 deg

Figure 6.18: Radiance distributions of various optical elements at the receiver plane.
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6.18c and 6.18d refracts rays toward the photodetector at much smaller angles. The

majority of radiance is concentrated in the area defined by ψx ∈ {−20, 20} deg and

ψy ∈ {−20, 20} deg, with some stray light artifacts observed outside this region.

In the case of the defocused convex lens, we observe an even more confined area

of radiance in the centre of Figures 6.18e and 6.18f. However, there is also a distinct

disc of radiance emanating from high incidence angles. This disc corresponds to rays

refracted from the edge of the lens, exhibiting significant spherical aberration. To

mitigate this effect, an aperture stop could be introduced for the convex lens, although

this would result in some sacrifice of the concentrated optical power. Interestingly,

while the freeform concentrator does exhibit stray light and back reflections, we do not

observe a similar circular radiance distribution there.
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Figure 6.19: Mean refracted incidence angle vs. incidence angle.

To assess the influence of radiance on the relative responsivity of the photodiode, it

is necessary to ascertain the mean incidence angle of the refracted rays at the receiver

plane based on the radiance distribution. The mean refracted incidence angle can be
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calculated as follows:

ψ̄r =

∫ π/2
−π/2

∫ π/2
−π/2 Lphot(ψr)ψrdψxdψy∫ π/2

−π/2
∫ π/2
−π/2 Lphot(ψr)dψxdψy

, (6.16)

where ψr =
√
ψ2
x + ψ2

y . The mean incidence angle of the refracted rays as a function of

the incidence angle at the input aperture of the optics for all three concentrating optics

is illustrated in Figure 6.19.

As can be seen from it, ψ̄r is highest for the CPC, while for the freeform lenslet

array, it is the lowest. The results for the convex lens fall in between, primarily due to

refraction at the lens edge.

By inserting the calculated ψ̄r into (6.15), we can determine the mean relative

sensitivity of the photodiode. Figure 6.20 illustrates the dependence of mean relative

sensitivity on ψi.
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Figure 6.20: Mean relative photodiode responsivity vs. incidence angle.

As evident from the figure, the CPC exhibits the lowest mean relative responsivity,

primarily attributed to the very high mean incident refracted angle of the rays impacting
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the photodiode surface. In fact, the efficiency is only approximately 50 − 55% within

the FoV. On the other hand, the freeform lenslet array maintains a stable efficiency of

around 95%, while the convex lens achieves an approximate R̄PD,rel of 78%.

From this, we can conclude that there is a significant loss of optical power due to the

Fresnel reflections at the CPC-photodiode interface, which can amount to nearly 50%

if not considered in the optical design. To mitigate these reflections and, consequently,

reduce the losses, the use of index-matching materials is necessary. However, this

approach increases the complexity, as it requires precise alignment of a small CPC with

a photodiode, along with the proper insertion of the index-matching material at their

interface. This task becomes even more challenging when dealing with sub-millimetre

diameter photodiodes where alignment and installment challenges are apparent.

This observation highlights two significant practical advantages of the freeform

lenslet array over the CPC: there is no need for direct contact between the lenslet

array and the photodiode, and there is no requirement for index-matching materials,

to mitigate the loss from Fresnel reflections.

Gain vs Incidence Angle

In addition to the FoV, optical concentration gain is a critical parameter for receiver

optical elements in OWC, VLC, and LiFi. To compare the gain of the three receiver

optical elements, we utilise expression (6.14).

The dependency of optical concentration gain on the incidence angle (not corrected

for the mean incidence angle) is illustrated in Figure 6.21.

As anticipated from the irradiance results, the CPC outperforms both the freeform

lenslet array and the convex lens by a substantial margin. The gains within the FoV

roughly follow a ratio of 2. This observation demonstrates that, although inferior to

the CPC, the freeform lenslet array surpasses a basic convex lens in terms of optical

concentration when the same size and FoV are taken into account.

However, when we incorporate the results of mean relative responsivity into the

calculation of optical concentration gain, the performance gap between the CPC and

the freeform lenslet array noticeably diminishes, as depicted in Figure 6.22.
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Figure 6.21: Gain comparison between different receiver optics (not corrected for ψ̄r)
[370].

As shown in the figure, the optical concentration gain of the CPC significantly

decreases due to the substantial loss from Fresnel reflections, whereas the performance

of the freeform array remains relatively consistent. The relative optical concentration

gain of the CPC, compared to the freeform lenslet array, has reduced from 1.97 to

just 1.11. Conversely, the gain of the freeform lenslet array compared to the defocused

convex lens has slightly increased from 1.81 to 2.22.

While the performance of the CPC can be significantly enhanced through the use

of index-matching materials, the complexity of the design makes such an approach

challenging to implement in real-life, limited form-factor devices.

Here, the advantage of the freeform lenslet array becomes evident. It offers a simpler

design that can be more easily implemented providing a comparable optical concentra-

tion gain to a CPC photodiode optical system, and outperforming a convex lens.
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Figure 6.22: Gain comparison between different receiver optics (corrected for ψ̄r.)

6.6 Performance of Receiver Optical Elements in Photo-

diode Arrays

We will now expand our analysis to include photodiode arrays. The electrical circuit

diagram for the PD array is given in [374]. Specifically, we will consider MPD ×MPD

photodiode arrays with various photodiode sizes. For all these arrays, we will keep

the geometrical fill factor of the photodiode array, denoted as FF, fixed and defined

as [155]:

FF =
Aarray

At
=
M2

PDAPD

At
, (6.17)

here, AArray represents the total photoactive area of the entire array, APD stands for

the photoactive area of a single photodiode, and At denotes the receiver target area

where the photodiode array is integrated and light is focused. For our analysis, we

maintain a fixed fill factor of FF = 0.5.

An example of arrays with different photodiode sizes (dPD = 250µm and dPD =

10µm) but the same FF is superimposed on the irradiance distribution generated by a
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freeform lenslet array, as shown in Figure 6.23.

The photocurrent produced by an array ofMPD×MPD photodiodes can be expressed

as per [146]:

IArray = ᾱmkMPDPoptRPD, (6.18)

here, RPD denotes the photodiode’s responsivity, and ᾱmk represents the mean fraction

of optical power received by a photodiode in the array, which can be calculated using

incident irradiance Wphot on the array as follows:

ᾱmk =
1

M2
PD

∑
m

∑
k

∫
APDmk

Wphot(x, y)dxdy. (6.19)

In our simulations, we assume that the photodiodes have a responsivity of RPD =

52A/W at λ = 850 nm, which aligns with the specifications of the Hamamtsu SI2023-02

Si APD [375]. To simplify our modeling, we assume that the responsivity is independent

of photodiode size and remains constant. Additionally, in our simulations, we disregard

reflection losses.
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Figure 6.23: Irradiance distribution superimposed with the PD array at the receiver
plane for (a) dPD = 250µm and (b) dPD = 10µm sized photodiodes.
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Photocurrent Dependency on Incidence Angle in the Photodiode Array

Figure 6.24 illustrates the normalized photocurrent generated by the photodiode array,

which depends on the incidence angle components ψx and ψy at the input aperture of

the concentrating optics.

In Figure 6.24, we observe a dependency of the array photocurrent on the incidence

angle within the FoV of the receiver. Notably, for the CPC, when compared to Figure

6.21, the optical concentration gain significantly decreases within the FoV. In both

cases of a large photodiode array (dPD = 250µm) and a small photodiode array (dPD =

10µm), the FoV for the CPC has been reduced by approximately 50%.

We observe similar alterations in optical concentration for the freeform lenslet array

concentrator and the defocused convex lens. However, in both cases, the effect is

significantly less pronounced compared to the CPC, and it diminishes further with the

decreasing size of the photodiode.

Furthermore, we notice that for large photodiode arrays relative to the irradiance

pattern feature size, the effect is anisotropic, with the optical concentration decreasing

more rapidly in certain incidence angle directions. This observation demonstrates that

optical concentration depends not only on the incident angle but also on the direction

of the incident light. However, it’s worth noting that this anisotropic effect diminishes

for smaller photodiodes.

The origin of this anisotropy can be intuitively understood by analysing Figure 6.23.

When the photodiode size is relatively large compared to the target area and irradiance

distribution feature sizes, as shown in Figure 6.23a, the amount of incident flux on the

photoactive area can significantly vary depending on the incident angle. For instance,

when the incident angle components are ψx = ±3 deg and ψy = ±3 deg, the centre spot

will be offset towards the centre of the crosses outside the photoactive area. In such

cases, the photocurrent reduces significantly more than when compared to scenarios

where ψx = ±4.24 deg and ψy = ±0 deg, or ψx = ±0 deg and ψy = ±4.24 deg, where

the spot is simply offset towards a different photoactive area.

In contrast, as shown in Figure 6.23b, regardless of the beam offset, there will always

be photodiodes to capture the shifted beam as long as it remains within the target area.
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(a) CPC, dPD = 250µm

-5 -4 -3 -2 -1 0 1 2 3 4 5

-5

-4

-3

-2

-1

0

1

2

3

4

5

0.5

0.55

0.6

0.65

0.7

0.75

0.8

0.85

0.9

0.95

1

(b) CPC, dPD = 10µm
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(c) FreeformConcentrator, dPD = 250µm
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(d) FreeformConcentrator, dPD = 10µm
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(e) Convex Lens dPD = 250µm
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(f) Convex Lens dPD = 10µm

Figure 6.24: Normalised photocurrent dependence on incidence angle components ψx

and ψx generated by a PD array for different concentrating optics and two different
photodiode sizes.
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Figure 6.25: Relative photocurrent at FoV compared to normal incidence for different
dPD.

To further illustrate the effect of FoV shrinkage in the arrays, depending on the size

of photodiodes, we plot the relative photocurrent generated at a ψi = 5 deg incidence

angle versus normal incidence for various photodiode sizes, as depicted in Figure 6.25.

Figure 6.25 shows that the relative photocurrent remains stable within the FoV for

the freeform lenslet array concentrator and the convex lens, with only slight deviations.

This indicates that the FoV remains stable as determined by the design constraints in

these cases.

In contrast, for the CPC, there is a consistent reduction in FoV observed across a

wide range of photodiode sizes in the array. The results tend to cluster between 0.6

and 0.7 when photodiode sizes are dPD < 75µm. This highlights the significance of

maintaining uniform irradiance distribution when arrays with FF < 1 are used.

We observe a single outlier point at dPD = 148µm for the CPC, where it might

seem that the optical concentration remains stable within the FoV. However, Figure

6.26 demonstrates that this is not the case. In fact, the photocurrent generated at a
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Figure 6.26: Normalised photocurrent dependence on incidence angle components ψx

and ψx for the CPC outlier measurement.

normal incidence is considerably smaller (by about 25%) than that generated at more

oblique angles. Furthermore, there is a strong anisotropy in the incident beam direction

dependency.

This behavior illustrates how the non-uniformity of the CPC irradiance distribution

significantly affects the performance of optical concentration. Additionally, we notice

that, depending on the photodiode size, the photocurrent for a normal incidence can

be substantially smaller than for oblique incidence. However, as the photodiodes in the

array become smaller and the angular dependency becomes more isotropic, the relative

photocurrent for the CPC clusters within the interval of 0.6 to 0.7.

Figure 6.27 provides additional insight into how the effect of non-uniformity con-

tributes to this particular outlier case and its impact on optical concentration. By

comparing Figure 6.27b to Figure 6.27a, it becomes evident that at oblique incidences,

the photodiode array captures more light than at normal incidences, primarily due to

the distribution of irradiance over the superimposed array.
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Figure 6.27: Irradiance distribution superimposed with the CPC outlier measurement
PD array at the receiver plane for (a) normal incidence and (b) ψi = 5 deg.

While we have focused on the CPC for non-imaging optics, it’s reasonable to an-

ticipate a similar behavior for any non-uniform irradiance-generating optics, which are

likely to experience similar limitations. It’s important to note that this analysis does

not include the impact of the mean refracted incidence angle, as discussed in Section

6.5, which could further influence the total photocurrent generated by the array if index

matching materials are not incorporated into the optical design.

When designing an optical concentrator or estimating a link channel budget based

on the chosen optical front-end elements, it is essential to take into account the impact

of non-uniformity in irradiance and radiance of refracted rays incident at the array.

With imaging optics and the presented freeform lenslet array, which offer a more uni-

form beam distribution, these considerations are less stringent. However, when dealing

with non-imaging optics, like the CPC, which create non-uniform irradiance, one must

exercise caution in addressing the discussed effects.

Photocurrent Dependency on the Photodiode Size in the Array

Up to this point, we have discussed the effects of decreasing photodiode array size in

the context of the relative photocurrent’s performance at normal incidence and at the

FoV limit. However, it is equally important to determine how the photodiode size
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affects the photocurrent generated by the array when the same geometrical fill factor

is assumed.

At first glance, one might expect that if FF remains constant for two different

photodiode size arrays, both would generate the same photocurrent due to the same

total photoactive area. However, based on our study [374] we can demonstrate that

this is not the case.

First, let us focus on our target area At, where we embed the photodiode array. This

area receives a total optical power Popt as the total flux of photons is incident upon it.

Up to this point, we have primarily discussed the effects of irradiance non-uniformity

on photocurrent generation. However, for the sake of simplifying the derivation, we can

assume a fully uniform irradiance distribution Wphot incident on the photodiode array.

Consider a photodiode, denoted as ”D”, with a width of dPD = dD, and an area of

APDD
= d2D. The fraction of the incident optical power at the photodiode is denoted

as α. The photocurrent generated by this photodiode can be expressed as per [146]:

IPD = αPDPoptRPD. (6.20)

Since we are assuming uniform irradiance, the fraction of the incident optical power at

the photodiode can be expressed as [374]:

αPD =
APD

At
=
d2PD
At

. (6.21)

Now, if we consider an array of photodiodes, we can set ᾱmk = αPD again, thanks to

the assumption of uniform irradiance. When we compare the photocurrent of a single

photodiode as described in (6.20) to that of the array described by (6.18), we can

calculate the array gain [374]:

GArray =
IArray

IPD
=MPD,

which due to the square matrix arrangement conserves bandwidth [146].

To compare the impact of size on the generated photocurrent, we introduce another
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photodiode labeled as ”E”. The size of this photodiode ”E” is denoted as d = dE, with

an area of APDE
= d2E. We choose the size of ”E” such that it is a factor of N = dD/dE

smaller compared to photodiode ”D”. Both photodiodes share the same responsivity,

denoted as RPD. Now, we can compare the photocurrent of a single photodiode ”E” to

that of ”D”, which can be expressed as [374]:

IPDE

IPDD

=
αE

αD
=
d2E
d2D

=
1

N2
. (6.22)

When we extend the analysis to arrays of photodiodes, it becomes evident that a

larger number of photodiodes ”E” will occupy the array compared to ”D”. For a fair

comparison, we set FFD = FFE. Applying this equality to (6.17), we can derive the

following equation [374]:

M2
DAPDD

=M2
EAPDE

, (6.23)

from which ME can be expressed [374]:

ME =

√
M2

DAPDD

APDE

=MDN. (6.24)

If the geometrical fill factor of the array of photodiodes ”E” is equal to that of the array

of photodiodes ”D”, the comparison of both array photocurrents leads to the following

result [374]:
IArrayE

IArrayD

=
αEME

αDMD
=

MDN

MDN2
=

1

N
. (6.25)

From (6.25), it becomes evident that while the number of parallel series connections of

photodiodes ”E” in the array has increased by a factor of N , the photocurrent, on the

contrary, has decreased by a factor of 1/N . To compensate for this decrease, one would

need to increase the geometrical fill factor for the ”E” photodiode array by a factor of

N2, meaning that the number of photodiodes in the E array must increase by a factor

of N2 compared to the ”D” array [374].

It is evident that as photodiode size decreases, and if the geometrical fill factor

remains constant, more photodiodes must be placed to capture the same amount of

light. However, expanding the array of smaller-sized photodiodes not only increases
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the number of photodiodes in parallel series but also photodiodes connected in-series

together. It is intuitively clear that photodiodes in-series may not efficiently contribute

to the photocurrent.

This can also be demonstrated using the following energy conservation (thermody-

namic) argument. Consider a photodiode array as an energy source connected to a load

resistance, which can be thought of as an energy (heat) sink. A photodiode array is

essentially an energy converter that transforms photon energy and amplification energy

into electrical energy at a specific interval t. We can express the conservation of energy

law as follows [374]:

IArrayVArrayt = αPDM
2
PD(Eℏω + Eamp), (6.26)

here, Eℏω represents the energy provided by the incident photon flux to the array, and

Eamp denotes the external energy supplied by the power source to amplify the generated

carrier photocurrent.

Both term contributions are directly proportional to the total number of charges

generated by the array. The number of charges depends on the mean number of photons

generating electron-hole pairs due to the photoelectric effect and the amplification

energy provided to separate charges, facilitate multiplication of charges (in the case

of APDs), and transport them away from the depletion layer. It is evident that both

energy contributions are contingent on the number of photodiodes present. Therefore,

we can incorporate Eamp and Eℏω inside the brackets in (6.26) [374].

The energy received by both arrays from incident photons should be equal since the

photoactive area of both arrays is the same. This leads to the following equation [374]:

IArrayEVArrayEt− αEM
2
EEamp = IArrayDVArrayDt− αDM

2
DEamp, (6.27)

here VArray is the voltage applied across the photodiode array. By inserting (6.22) and

(6.24) into (6.27), we get following [374]:

IArrayE

IArrayD

=
VD
VE

=
VD
VD

1
ME
MD

=
1

N
, (6.28)
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which achieves the same result as (6.25).

From (6.28), we can conclude that to overcome the increased series resistance of the

array, one must increase the voltage across it to drive the current. However, since there

is no additional energy available from the photons and amplification, and without

changing the responsivity or geometrical fill factor, a decrease in photocurrent is an

inevitable consequence. Otherwise, the photodiode array would output more electrical

energy than it received as input, violating the conservation of energy and, by extension,

the second law of thermodynamics.

The results of the simulations support this discussion. Firstly, Figure 6.28 illustrates

the dependency of ᾱmk on dPD. As observed in the figure, the simulation results closely

align with the theoretical expression (6.21). Notably, the only significant exception is

the outlier case of the CPC, which highlights that the approximation ᾱmk = αPD =
d2PD
At

remains applicable even in situations of non-uniform irradiance. In the cases of the

freeform lenslet array and defocused lens, nearly perfect fits are achieved.

The dependency of the array photocurrent Iarray on dPD is depicted in Figure 6.29.
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Figure 6.28: ᾱmk dependency on dPD. Figure from [374].
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Figure 6.29: Iarray dependency on dPD. Figure from [374].

As observed in the figure, the simulation results closely align with (6.25). Therefore, it

can be concluded that by decreasing the photodiode size while maintaining the same

photoactive area, the photocurrent will proportionally decrease with the reduction in

size. This establishes a trade-off relation between array photocurrent and photodiode

size [374]:
IArrayE

dE
=
IArrayD

dD
. (6.29)
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Photocurrent Dependency on the Photodiode Bandwidth in the Array

Lastly, we can establish the relationship between the photocurrent generated by the

array and its photodiode bandwidth.

It has been demonstrated that the bandwidth B dependency on the photodiode

size dPD can be approximated based on the trade-off between photoactive area and

bandwidth [155,307]:

B =
1

CtdPD
, (6.30)

where the total photodiode capacitance Ct is given by [155,307]:

Ct =

√
4πRsϵ0ϵr
0.44vs

, (6.31)

here, Rs represents the junction series resistance of the photodiode, ϵ0 is the permit-

tivity of vacuum, vs is the carrier saturation velocity, and ϵr represents the relative

permittivity of the semiconductor.

By inserting d expression from (6.30) into (6.22) we can express αE/αD as [374]:

αE

αD
= (

BD

BE
)2, (6.32)

which we insert into (6.25) resulting in [374]:

IArrayE

IArrayD

= (
BD

BE
)2
ME

MD
= (

BD

BE
)2
BE

BD
, (6.33)

by simplifying and re-arranging the equation, we obtain the trade-off relation between

array photocurrent and bandwidth [374]:

IArrayEBE = IArrayDBD, (6.34)

if we compare (6.34) to (6.29), we observe an inverted relationship, where the array

photocurrent decreases with increasing bandwidth. Analysing (6.34), we notice that

the conserved quantity of the photocurrent-bandwidth product on both sides has units

of A/s. These units represent the first derivative of current, dI/dt, or the rate of current
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change.

In the context of OWC or VLC, the rate of current change can be interpreted

as follows. Suppose we modulate a signal at a frequency f = B. For illustrative

simplicity, let’s assume that the signal is modulated as a NRZ-OOK, where the ’0’

symbol photocurrent level corresponds to Isymb = 0 and the logical ’1’ corresponds to a

photocurrent level of Isymb = IArray. Furthermore, without a loss of generality, we can

assume that the transmitter bandwidth is much larger than the receiver’s, and that the

signal bandwidth is limited only by the receiver.

The conserved quantity in (6.34) in this context represents the photodiode array’s

ability to increase the photocurrent from 0 to IArray within a time interval of 1/B.

However, it’s important to note that this value is constrained by the amount of energy

available for generating charge carriers. In other words, a photodiode array cannot

generate photocurrent faster than the combined energy of the photon flux and amplifi-

cation allows within a time interval of 1/B. Violating this constraint would go against

the conservation of energy [374].

To illustrate the photocurrent bandwidth trade-off in the simulations, we calculate

B using (6.30), and for Ct, we use the parameters provided in [155]. In these calcu-

lations, we assume that the material used in the photodiodes is silicon with a relative

permittivity of ϵr = 11.68.

The array photocurrent dependency Iarray on B is shown in Figure 6.34. As can be

seen from it, the simulation results closely align with (6.34).
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Figure 6.30: Iarray dependency on B. Figure from [374].

6.7 Combined Model

Incorporating the results from previous chapters, we can formulate a unified photocur-

rent model expression for integration into the link-budget modeling.

We begin with a basic expression that assumes no reflectance or transmissivity

losses, a single photodiode, and FF < 1. In this scenario, when the incidence is within

the FoV of the receiver, the photocurrent follows the well-known simple expression:

I0(ψin) = PrefCopt(ψin)RPDFF, (6.35)

when we consider losses resulting from Fresnel reflection at the photodiode surface and

the transmissivity loss of the optical material in the concentrating optics, the equation

is modified to:

I0(ψin) =PrefCopt(ψin)RPDFFRRel,PD(ψr)Toptic (6.36)

=PrefCopt(ψin)RPDFF cosψrToptic,
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where ψr = f(ψin) and Toptic is transmissivity of the optical element. If we organize

the same photoactive area into an array of smaller photodiodes, following is obtained:

IArray(ψx, ψy) = I0(ψin)Γ(ψx, ψy, dPD,1,FF, At)
dPD,1
dPD,0

, (6.37)

here, ψin =
√
ψ2
x + ψ2

y . d1 represents the size of individual photodiodes in the smaller

array, and d0 is the size of a single larger photodiode. The term Γ(ψx, ψy, d1,FF, At)

denotes the correction factor accounting for the non-uniformity of the irradiance dis-

tribution on the photodiode array. This factor generally depends on various factors,

including the incidence angle, direction of incident light, the shape of the photodiode

array, and the geometrical fill factor. Based on our previous results, we can approximate

Γ within the FoV.

At the FoV limit for our freeform lenslet array concentrator, Γ ≈ 0.92 for a wide

range of photodiode sizes. In the case of the convex lens, Γ ≈ 1. However, providing

an accurate approximation for the CPC is more challenging, as our results have shown

significant variation with some outliers. Nonetheless, for photodiode sizes of less than

75µm, Γ ≈ 0.65 in the case of the CPC. It’s important to note that these values

are specific to a FoV of 10 deg and design parameters, which may vary based on the

application. A more comprehensive investigation of Γ is required for the future work.

We can also express (6.37) in terms of bandwidth B as:

IArray(ψx, ψy) = I0(ψin)Γ(ψx, ψy, dPD,1,FF, At)
B0

B1
, (6.38)

here, B1 is the bandwidth of the smaller array photodiodes, and B0 is the bandwidth

of the larger single photodiode.

It is essential to apply this model when evaluating the energy efficiency of custom-

designed photodiode arrays and optics tailored to specific use-case scenarios such as

high data throughput links. The efficiency of array photocurrent generation signifi-

cantly influences the SNR, impacting transmitter optical power requirements and over-

all electrical power consumption. This discussion highlights that traditional OWC and

VLC receiver solutions, such as non-imaging optics, might not be suitable for high-
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data-throughput and energy-efficient link designs. Instead, when designing such links,

custom optics like our freeform lenslet array or other freeform optical concentrators

should be considered.
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6.8 Summary

An optical concentrator design methodology based on freeform optics is presented.

This design incorporates multiple small lenslets organized in an array, with their sur-

faces shaped in a freeform manner to achieve the desired irradiance distribution at the

receiver plane. The methodology employs the LAP method to calculate the optical sur-

face profiles of various lenslets required to produce the target irradiance at the receiver

plane, given the incidence irradiance at the input aperture.

For the methodology validation a proof-of-concept for a simple paraxial imaging

concentrator design, resembling a thin Fresnel lens. This method allows for the design

of a significantly thinner lenslet array when compared to a conventional plano-convex

lens.

Furthermore, using this methodology, we designed a freeform lenslet array concen-

trator for a compact receiver with a 10 deg FoV and compared its optical concentration

gain to conventional imaging optics (a convex lens) and non-imaging optics (a CPC)

of the same size. The freeform lenslet array achieved approximately a 2−fold improve-

ment in concentration compared to the convex lens and half the concentration gain

compared to the CPC.

Nevertheless, the freeform lenslet array redirects incident rays toward the receiver

plane at shallower angles in comparison to the CPC and convex lens. When accounting

for incident ray radiance and the photodiode’s relative responsivity, the relative differ-

ence in optical concentration between the CPC and the freeform lenslet array reduces

to just 1/1.11. This reduction is primarily attributed to the high angle of incidence in

the CPC, leading to significant Fresnel reflection losses. While it is possible to mitigate

these reflections, it necessitates the addition of an index-matching material at the in-

terface between the CPC and the photodiode, increasing both the cost and complexity

of the receiver’s optical design.

Furthermore, the irradiance distribution at the receiver plane is notably more uni-

form for the freeform lenslet array and convex lens when compared to the CPC. While

this uniformity may not be critical for a single photodiode, it becomes significant when
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considering an array of photodiodes. In such cases, we observe a substantial varia-

tion in photocurrent generated across the receiver’s FoV for the CPC, often effectively

reducing the FoV by half.

This effect is much less pronounced in the case of the freeform lenslet array and

convex lens, which provide a more uniform photocurrent response based on the inci-

dent angle within the FoV. Moreover, this effect diminishes further when employing

smaller photodiode arrays, which is not the case with the CPC inidcating importance

of uniformity of irradiance distribution in the case of photodiode arrays. This can be

extended to a different type of target irradiance distributions, which could benefit LiFi

systems utilising GSSK as a transmission protocol.

Additionally, the dependency of photocurrent on incidence angle and the direction

of incident light can be anisotropic. This anisotropy is more pronounced when the

photodiode array is large compared to the spatial variation and non-uniformity of the

irradiance distribution. However, it strongly diminishes when smaller photodiode arrays

are used.

The introduction of an array not only affects the relative but also the absolute

value of the generated photocurrent when compared to a single photodiode with the

same total photoactive area. This relationship between array photocurrent and array

photodiode size can be described by a trade-off principle. For two square arrays with

the same total photoactive area, the ratio of their photocurrent to their individual

photodiode size remains constant. In other words, reducing the photodiode size in a

square array while keeping the total photoactive area constant results in a proportional

decrease in photocurrent. This principle aligns with the conservation of energy.

An analogous trade-off relation can be demonstrated for the array photocurrent and

array photodiode bandwidth. For two square arrays with the same total photoactive

area, their photocurrent-bandwidth product remains constant. In other words, increas-

ing the photodiode bandwidth in a square array while maintaining the total photoactive

area constant results in a proportional decrease in photocurrent.

While it is true that the proposed concentrator has a slightly decreased overall

system gain when compared to a CPC by a factor 1/1.11 leading to equivalently reduced
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SNR. Nevertheless, when photodiode arrays for enhanced bandwidth or collection area

are considered, the overall system performance can significantly drop depending by

the incidence angle by up to about 35%. Therefore, within the specified FoV, the

freeform concentrator can outperform CPC considerably at different angles compared

to the normal incidence, leading to up to about 1.4/1 overall system gain improvement

compared to the CPC.

In the adaptive GSSK system utilising array for increased bandwidth and collection

area, the overall performance dependence on the incidence angle can affect the beam

selection performance, as the beams at the edge of FoV (high incidence angles) will

be significantly more attenuated compared to the normal incidence case. Generally,

to effectively utilise as many beams as possible within the FoV of the receiver, it is

desirable for the relative photocurrent and overall system gain to vary little within

the FoV compared to the normal incidence angle. The use of freeform concentrator

brings a significant benefit when considered in GSSK LiFi systems offering significantly

smaller attenuation of edge FoV beams, as well as increasing the available beams for

improved beam selection. However, for full analysis of impact of freeform concentrator

on adaptive GSSK, a new set of simulations utilising freeform concentrator in similar

scenarios as described in Chapter 4.

The effects of irradiance non-uniformity, Fresnel reflections due to oblique incidence,

and the trade-off between array photocurrent size and bandwidth can be incorporated

into a unified model. This model takes into account the array dimensions and concen-

trating optics parameters to estimate the generated photocurrent relative to a single

photodiode with the same total photoactive area.

This study underscores the significance of concentrating optics in the context of pho-

todiode arrays, particularly when aiming for high data throughput and energy-efficient

OWC or VLC links. Considering the various factors involved in light concentration

on the photodiode array, it becomes evident that a simple assumption of classical

non-imaging or imaging optics may be inadequate. Designing an OWC link with a

photodiode array photodetector necessitates a custom, adaptable, and innovative op-

tics approach. We have demonstrated one such approach using the freeform optics
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methodology, exemplified by our freeform lenslet array concentrator for the receiver.
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Conclusions, Limitations and

Future Research

7.1 Summary and Conclusions

LiFi (short for light fidelity), envisaged as a complementary and viable technology to

existing radio frequency (RF) telecommunication systems, requires the development of

a physical layer that supports high data throughput (at least 10 Gbit/s) and energy-

efficient transmission (less than 1 nJ/bit). However, to design such a physical layer for

high speed power efficient LiFi transceiver, a holistic approach is necessary, one that

encompasses both the modulation scheme and the opto-electronic front-end. There

exists a wide array of research and development avenues to achieve this objective, each

with its own set of advantages and limitations.

In this thesis, we explore an approach based on utilising Generalised Space Shift

Keying (GSSK) as a digital baseband modulation for the link. The preference for this

digital modulation scheme is due to its transmitter design’s simplicity, which results in

lower implementation complexity. This, in turn, leads to reduced power consumption

in the link and provides immunity to the non-linearity of optical sources.

To evaluate whether a GSSK based link can serve as the foundation for a high data

throughput and energy-efficient communication system, two common scenarios are con-

sidered. In the first scenario, an indoor VLC link is analysed, featuring hemispherical
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access points (APs) and user equipment (UE). This scenario simulates an environment

where a user can move freely across a room with a single AP fixed to the ceiling. The

second scenario considers a more directional device-to-device OWC link over a distance

of 1 metre, emulating mobile-to-mobile or mobile-to-display communication links.

A well-known property of GSSK is its dependence on the distinguishability of mu-

tual beam channel gains at the receiver. This characteristic makes the modulation

scheme sensitive to the time-dependent relative position and orientation of the user

device in relation to the transmitter. To compensate for such changes in channel con-

ditions, an adaptive algorithm is required. These adaptive features must include beam

selection and spectral efficiency (codebook) adjustment based on the instantaneous

channel conditions at any given time.

An adaptive algorithm is proposed for various beam set selection criteria. The per-

formance of these different criteria is evaluated in terms of computational complexity,

mean peak data throughput, data throughput uniformity, and energy efficiency.

To facilitate the implementability of such an adaptive GSSK algorithm for a prac-

tical LiFi system, a Hardware Description Language (HDL) synthesisable implementa-

tion of the algorithm is proposed in this thesis using Mathworks Simulink, including

the necessary digital signal processing (DSP) modules.

While the first two contributions address the design of a high data throughput

and energy-efficient adaptive GSSK based link, the limitations imposed by off-the-

shelf opto-electronic front-end elements on achievable performance become evident.

This necessitates an investigation into novel receiver optics suitable for high-speed

photodiode (PD) arrays to further enhance energy efficiency and data throughput. In

this context, a novel optical concentrator design based on freeform optics is developed,

and its performance is compared to that of common imaging and non-imaging solutions.

To evaluate the performance of such freeform-based concentrators and existing optical

concentrators in the context of PD arrays, a model is proposed that accounts for the

irradiance and radiance distribution at the PD array.

Chapter 2 provides relevant background information and a review of the state-of-

the-art, setting the context for our investigation into high data throughput and energy-
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efficient link design. It presents the fundamentals and history of OWC and VLC. The

chapter describes a typical OWC and VLC link, covering aspects such as the opto-

electronic front-end, modulation schemes, the transmission channel, and noise sources

that affect link performance. Finally, a power consumption model is introduced, which

is essential for the energy efficiency analysis presented in Chapter 4.

Chapter 3 delves into the performance analysis of the adaptive GSSK link within

two use case scenarios. Initially, a general theoretical framework for the adaptive GSSK

algorithm is introduced, which encompasses beam selection and spectral efficiency ad-

justment. The chapter formulates the general problem for beam and receiver set se-

lection aimed at maximising channel capacity. Building on this, a pseudocode for an

adaptive GSSK algorithm is proposed, based on three different beam set selection cri-

teria. Two of these criteria, namely the maximal minimal Euclidean distance and the

maximal Signal-to-Noise Ratio (SNR), are well-established in the literature. Addition-

ally, a third selection criterion, based on the optimal GSSK channel ratio, is introduced

in this thesis.

The algorithms are compared in terms of computational complexity. The maximal

minimal Euclidean distance criterion exhibits the highest computational complexity,

which increases exponentially with the number of engaged beams in the link. This

leads to approximately 1010 operations required to select 5 beams for the GSSK link.

In contrast, the maximal SNR criterion has the lowest complexity, growing linearly

with the number of engaged beams and requiring about 104 operations to select 5

beams. The optimal GSSK channel ratio algorithm demonstrates a computational

complexity similar to that of the maximal SNR criterion, needing approximately 104

to 105 operations to select 5 beams.

In Chapter 4 all three adaptive algorithms are evaluated in the Visible Light Com-

munication (VLC) scenario. However, even with an emitted optical power of 1W, none

of the adaptive Generalised Space Shift Keying (GSSK) links can achieve a mean data

throughput of 10 Gbit/s. The best performance in terms of data throughput and data

throughput uniformity is achieved by the maximal minimal Euclidean distance set se-

lector. This link achieves an average of 6.98 Gbit/s with the lowest data throughput
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distribution entropy of 0.76 nat. The poorest performance is exhibited by the maximal

SNR criterion, achieving 5.46 Gbit/s with a high data throughput distribution entropy

of 1.13 nat. The optimal GSSK channel ratio criterion provides intermediate results,

with 6.04 Gbit/s and an entropy of 0.83 nat.

The results indicate that to achieve high data throughput with low spatial vari-

ance in the VLC scenario, the maximal minimal Euclidean distance selection would

be preferable. However, the latency incurred by this beam selection algorithm could

lead to unacceptably high delays. In contrast, the maximal SNR criterion can facili-

tate rapid beam selection, but the achievable average data throughput is lower and the

spatial variance is significantly higher, resulting in an uneven communication link. The

optimal GSSK channel ratio offers an improvement over the maximal SNR criterion,

but its performance still considerably lags behind that of the Euclidean selector. More-

over, a pronounced trade-off between mean data throughput and spatial distribution

uniformity is evident in this case.

While the results in the VLC scenario fall short of the required data throughput, the

energy efficiency is even more concerning, reaching 64.77 nJ/bit in the best case. This

figure far exceeds the acceptable threshold value of 1 nJ/bit. The primary reason for this

inefficiency is the very high optical power required to provide a sufficient GSSK signal

at very high bandwidths, combined with the low electrical-to-optical power conversion

efficiency of microLEDs.

The results demonstrate that while high data throughput can be achieved in an in-

door VLC scenario using adaptive GSSK, the resulting energy efficiency is notably low.

A more suitable approach would be to employ modulation schemes that reduce band-

width requirements, such as Direct Current Biased Optical OFDM (DCO-OFDM) with

adaptive bit loading. This approach would enable the use of microLEDs or LEDs with

considerably lower bandwidth and higher emission power, enhancing overall efficiency.

In the OWC scenario, only the optimal GSSK channel ratio beam selection criterion

is considered for adaptive GSSK. In this context, significantly better performance can be

achieved with off-the-shelf opto-electronic components than in the VLC scenario, both

in terms of achievable mean data throughput and energy efficiency. Energy efficiencies
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of 378.12 pJ/bit and 413.17 pJ/bit, with mean data throughputs of 19.85 Gbit/s and

22.6 Gbit/s, respectively, can be attained for close spacing (emulating mobile-to-mobile)

and sparse spacing (emulating mobile-to-display) scenarios using 2x2 Avalanche Pho-

todiode (APD) receivers. The performance of the adaptive GSSK link in this scenario

is compared to 64-QAM (Quadrature Amplitude Modulation) and DCO-OFDM, with

adaptive GSSK outperforming both modulation schemes in terms of energy efficiency

at equivalent data throughput levels.

The primary conclusion of the chapter is that for high data throughput applications

in indoor VLC scenarios, adaptive GSSK is not ideally suited, and other modulation

schemes should be considered. However, in OWC device-to-device scenarios, adaptive

GSSK shows promising performance in terms of both data throughput and energy

efficiency. This advantage is particularly notable when combined with the benefits of

low computational complexity and straightforward implementation.

Chapter 5 presents a HDL synthesisable implementation of the adaptive GSSK

algorithm, demonstrating the feasibility of its implementation. The beam selection

algorithm is based on the maximal minimal Euclidean distance criterion and is designed

for 4 transmitter beams. With this number of transmitters available for selection, the

latency is estimated at 70 ns. For spectral efficiency adjustment until a satisfactory Bit

Error Ratio (BER) is achieved per data packet, the time can vary between 2 µs to 9.2

µs. The minimum required electrical SNR, considering noisy channel state information

for beam selection, is determined to be 21.99 dB. However, this minimum required

electrical SNR can be further decreased by increasing the length of training sequences.

For a larger number of available transmitter beams, other beam selection criteria, such

as the optimal GSSK channel ratio, should be considered.

Chapter 6 concentrates on the design of optical concentrators for OWC links. It

presents a design methodology for a freeform lenslet array with multiple potential

functionalities. This methodology is rooted in the linear assignment problem (LAP), a

technique used for designing freeform optics. Based on this approach, a lenslet array

concentrator with a 10 deg Field of View (FoV) is designed. Such concentrator could

be considered in a scenario of 1m diameter link coverage at 3m distance from the AP.
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This lenslet array concentrator is then compared to a non-imaging compound parabolic

concentrator (CPC) and an imaging convex lens of equivalent dimensions. The lenslet

array demonstrates nearly double the performance of the convex lens and achieves

nearly the same optical concentration as a CPC, assuming no index matching material

is used in the CPC case.

The comparison is further extended to scenarios involving an array of photodiodes,

highlighting the limitations of non-imaging optics, such as CPCs, for optical concentra-

tion on an array of PDs. With CPCs, the optical concentration becomes non-uniform

within the FoV depending on the incidence angle, and for certain array sizes, it can

even become anisotropic (dependent on the direction of incident light). These issues are

much less pronounced in the case of the lenslet array and the convex lens. Furthermore,

the control target irradiance prescription at the receiver can allow for a design, which

can benefit the performance of LiFi system utilising GSSK.

Further analysis is conducted for an array of photodetectors, each having the same

area as a single reference photodiode. A model is proposed that can be used to estimate

the generated photocurrent, taking into account the concentrating optics and the PD

array configuration. Such model can be used to more accurately model the performance

of a receiver utilising an array of PDs.

7.2 Limitations and Future Research

One of the primary objectives of this thesis was to assess whether an adaptive GSSK

system can deliver both high data throughput and enhanced energy efficiency in a

communication link. Nevertheless, there exist specific limitations and opportunities for

future enhancements.

The primary limitation lies in the fact that, for power consumption estimation, only

the physical layer has been analysed. It is evident that the DSP and networking layers

can contribute to additional power consumption. To accurately model the performance

of an adaptive GSSK algorithm in the DSP layer, a fully implemented design with

the estimation of the number of operations is required. This calls for a comprehensive

experimental demonstration of such an adaptive GSSK link. A demonstration achieving
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at least a 10 Gbit/s link, emulating a device-to-device scenario, is warranted as a

conclusive proof-of-concept for high data throughput and energy efficiency adaptive

GSSK.

Chapters 3 and 4 examine two significantly different scenarios, making a direct

comparison between them challenging. An analysis of an indoor OWC link, with same

dimensions as in the VLC scenario, would offer deeper insights into whether an adaptive

OWC GSSK link could better achieve the required mean peak data throughput and

energy efficiency. However, it is expected that the high SNR requirements might render

such an implementation unfeasible due to laser eye safety regulations. Therefore, an

investigation into link performance using other off-the-shelf VCSELs (Vertical-Cavity

Surface-Emitting Lasers) with more lenient eye safety constraints, such as a higher

wavelength like 1310 nm, should be conducted. The main difficulty of such VCSELs,

however, is poor thermal conductivity of such materials as InP [79], which can lead

to increasing thermal droop challenges that increase with increasing emission optical

power requirements.

One can explore methods to enhance the maximal minimum Euclidean distance

beam selection criterion by utilising search algorithms aimed at reducing computational

complexity. An open question persists regarding whether, in cases involving a large

number of available transmitter beams, improved search algorithms can effectively steer

optimal beam selection to be within acceptable latency limits.

In Chapter 6, while the freeform lenslet array concentrator demonstrates optical

concentration similar to that of a CPC of the same size and outperforms a convex lens,

it is important to note that these results are derived from ray tracing and simulations.

Therefore, it is crucial to validate the design experimentally, initially for a single photo-

diode and subsequently for an array of photodiodes. Furthermore, the model presented

at the end of Chapter 6 should also undergo experimental validation.

The optical concentration of the freeform lenslet array concentrator was compared

to a limited number of optical concentrating elements. For future research, a more

comprehensive comparative study should be conducted, including an evaluation against

various optical elements such as other freeform concentrators and lenses, aspherical
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lenses, and other non-imaging concentrators. Furthermore, a freeform lenslet array

design with prescribed target irradiance optimised for GSSK transmission protocol

remains to be demonstrated.

Finally, the authors encourage a development of a practical LiFi transceiver utilising

the discussed adaptive GSSK algorithms and freeform optical concentrator with or

without photodiode arrays.
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Appendix A

Derivation of number of

operations of the channel

capacity maximisation

To derive the number of operations to maximise channel capacity, we first consider the

channel capacity expression (3.8):

C
Ne

t×Ne
r

MIMO = EH{log2(det(INe
r
+

1

N e
t

SNR×HHT ))}. (A.1)

Firstly, assuming the channel state is known, which implies knowledge of both SNR

term and N e
r ×N e

t channel matrix H, we begin by calculating the transpose of H. The

transpose operation necessitates
Ne

r×(Ne
t−1)

2 floating-point operations [376]. Next, the

channel matrix is multiplied by its transpose, which requires (N e
r )

2×N e
t multiplications

using the schoolbook matrix multiplication [377]. Each matrix term is represented by

an Nbit long binary integer.

Next, employing the schoolbook long multiplication algorithm entails N2
bit number

of operations required to multiply two terms [378]. Therefore, the number of operations

required to multiply the elements of two matrices is (N e
r )

2 ×N e
t ×N2

bit. Furthermore,

matrix multiplication results in (N e
r )

2 summations of multiplied matrix elements. For

each summation Nbit operations are required [378]. The total number of operations to
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sum the multiplied matrix elements is (N e
r )

2 ×Nbit.

The resulting N e
r ×N e

r square matrix elements are multiplied with the scalar term

requiring, which requires (N e
r )

2×N2
bit operations. To sum up the resulting matrix with

the identity matrix, only diagonal elements need to be considered. This entails N e
r

summations with the number of operations required being N e
r ×Nbit.

The determinant can be evaluated using LU decomposition, which requires (N e
r )

3×

N2
bit operations [379].

Therefore, to evaluate (A.1) the number of operations is:
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2
. (A.2)

The channel capacity estimation is to be performed for each combination of varying

numbers of engaged transmitter beams and receivers. This necessitates summing over

the entire search space of different engaged receiver and transmitter beam numbers.

Lastly, once all the channel capacities of all engaged beam and receiver combinations

have been estimated, they should be sorted. In total there are 2N
a
r +N

a
t combinations.

In our analysis, we assume the bubble sort algorithm as it is a fairly common sorting

algorithm, which for n number of elements requires n2 number of operations [380].

Therefore, in addition to estimating 2N
a
r +N

a
t channel capacities additional 22(N

a
r +N

a
t )

sorting operations are required.
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Derivation of number of

operations of the set selectors

We commence with the maximal minimum Euclidean distance set selector. The algo-

rithm’s objective is to identify a beam and receiver set where the minimal Euclidean

distance between different symbols is maximised. The Euclidean distance between two

symbols k and k′ is defined from (3.15) as:

dxk,xk′ = |H∆Xk,Xk′ |F. (B.1)

Here H is a Na
r × |Et,κ| dimensional channel matrix, while ∆Xk,Xk′ is a |Et,κ| × 1

dimensional column vector. Evaluating ∆Xk,Xk′ necessitates the subtraction of two

symbol column vectors. In total, there are |Et,κ|. Each vector term is represented by

a Nbit long binary integer. For each subtraction, Nbit operations are required [378].

Hence, ∆Xk,Xk′ necessitates |Et,κ| ×Nbit operations.

Next, one needs to multiply the matrix with the vector. By employing simple

schoolbook matrix multiplication, this task necessitates Na
r × |Et,κ| matrix term mul-

tiplications [377]. Using the schoolbook long multiplication algorithm leads to N2
bit

number of operations required to multiply two terms [378]. Therefore, the number of

operations required to multiply the two matrices in (B.1) is Na
r × |Et,κ| ×N2

bit.

Next, to evaluate (B.1), the Frobenius norm of the resulting vector is calculated.
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Initially, Na
r vector terms are squared, necessitating Na

rN
2
bitoperations for multiplica-

tion, as squaring terms involves multiplying them with themselves. Subsequently, the

Na
r terms are summed together, requiring Na

rNbit operations. If the square root is not

explicitly calculated, summing up all the contributions to evaluate (B.1) results in:

Nops
dxk,xk′

= |Et,κ|Nbit +Na
r |Et,κ|N2

bit +Na
rN

2
bit +Na

rNbit (B.2)

= |Et,κ|Nbit +Na
rNbit(|Et,κ|Nbit +Nbit + 1),

which matches expression in (3.25).

For each set Et,κ, there are given
(
2|Et,κ|

2

)
symbol pairs for which Euclidean distances

can be calculated leading to:

Nops
Et,κ

= Nops
dxk,xk′

(Et,κ)

(
2|Et,κ|

2

)
+ (

(
2|Et,κ|

2

)
)2, (B.3)

here, the second term accounts for the complexity of the sorting algorithm used to

select the minimum Euclidean distance. Various sorting algorithms can be employed

for this purpose. In our example, we use Bubble sort, which has a computational time

complexity of n2 for n elements [380].

The total number of operations to select Et,r(Θ(t)) up to the number of engaged

transmitter beams |Et(Θ(t))| = G can be calculated as follows:

Nops
tot (|Et| = G) =

g=G∑
g=1

∑
Et,κ

∈Eg
t

(Nops
Et,κ

+ |Egt |2), (B.4)

here the second term in the sum represents the number of operations required to select

the set that maximises the minimum Euclidean distance in the set Egt ) based on Bubble

sort. The number of summations for g = G is
(Na

t
G

)
.

For the maximal SNR set selector, one firstly needs to successively select columns

of H, with each iteration satisfying the following conditions:

kl = argmax
k ̸=k(l−1)

Na
r∑

i=1

h2ik. (B.5)
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Firstly, all Na
r ×Na

t matrix terms should be squared, which, assuming the schoolbook

algorithm, requires N2
bit number of operations [378], leading to a total of Na

r ×Na
t ×N2

bit

number of operations. Next, each column’s terms should be summed together, which

again necessitates a summation of Na
r ×Na

t terms, where each summation requires Nbit

number of integer operations [378]. This results in a total number of operations for

summation of Na
r ×Na

t ×Nbit.

Finally, each matrix channel gain sum should be sorted in descending order using

bubble sort, which requires sorting of Na
t column sum values, resulting in a complexity

of (Na
t )

2 [380]. Combining contributions from matrix element squaring, summing, and

sorting, we get:

Nops
SNR = Na

tN
a
rN

2
bit +Na

rN
a
tNbit + (Na

t )
2. (B.6)

For the optimal GSSK channel ratio set selector, we consider that in each iteration,

a matrix H column should be selected such that it satisfies:

kl = argmin
k

|Ar(Θ(t))|∑
i=1

|
h2ik(l−1)

h2ik
− a|2. (B.7)

Firstly, we perform the same matrix element squaring, summing, and sorting as in the

maximal SNR set selector. The first selected matrix column will always maximise the

SNR. In each subsequent iteration, the matrix columns are compared to the selected

column in the previous iteration.

The elements of each remaining matrix column during the iteration are compared

to the selected column elements, which requires taking divisions of (Na
t −i)×Na

r matrix

column elements during the ith iteration. The number of operations for integer division

is the same as for integer multiplication N2
bit [378]. Therefore, within each iteration

(Na
t − i) × Na

r × N2
bit division operations are required. Furthermore, all of the ratios

need to be summed again, requiring (Na
t − i)×Na

r summations, with the total number

of operations for summation during the iteration being (Na
t − i)×Na

r ×Nbit. Finally, a

bubble sort is performed during each iteration over Na
t −i column values. The following
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operations during ith iteration can be summarised as:

Nops
iter = (Na

t − i)Na
rN

2
bit + (Na

t − i)Na
rNbit + (Na

t − i)2. (B.8)

Performing selection up to the jth iteration requires summing the number of operations

contributed by each iteration, resulting in

Nops
iters =

j∑
i=1

((Na
t − i)Na

rN
2
bit + (Na

t − i)Na
rNbit + (Na

t − i)2). (B.9)

Finally, combining the number of operations from j algorithm iterations with the num-

ber of operations from the initial maximal SNR-based set selection, we get:

Nops
alg3 = Na

tN
a
rN

2
bit +Na

rN
a
tNbit + (Na

t )
2+

j∑
i=1

((Na
t − i)Na

rN
2
bit + (Na

t − i)Na
rNbit + (Na

t − i)2). (B.10)
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64-QAM BER Evaluation

To evaluate BER of M-QAM modulation for a given SNR γb(elec) per bit given as [295]:

Pbit,QAM =
4(
√
M − 1)√

M log2(M)
Q(

√
3 log2(M)

M − 1
γb(elec))+

4(
√
M − 2)√

M log2(M)
Q(3

√
3 log2(M)

M − 1
γb(elec)),

(C.1)

one needs to estimate γb(elec). The SNR per bit is given as [125]:

γb(elec) =
Ēbit

N0
(C.2)

where Ēbit - average energy per bit, which can be calculated from [251]:

Ebit =
Ēsymb

log2M
(C.3)

where Ēsymb is average symbol electrical energy. The noise spectral density can be

calculated using expressions described in subsection 3.4.1. By definition, the symbol

energy Esymb, in turn, can be calculated from the rms symbol electrical power Prms as:

Esymb = PrmsTsymb, (C.4)

where Tsymb is symbol duration. The rms symbol electrical power is within the range of

Pmin and Pmax, where Pmin corresponds to the QAM symbol with the lowest electrical

energy, while Pmax corresponds to the symbol with the highest electrical energy.
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For 64-QAM, we assume the use of repetition coding, with all transmitters emitting

the same QAM symbol. In evaluating the root mean square (rms) QAM electrical

power, it is important to note that both the I (in-phase) and Q (quadrature) components

are represented by sine waveforms. The relationship between the peak-to-peak and rms

voltage for sine waveforms is well established and is given as follows

Vrms =
Vpp

2
√
2
, (C.5)

while the relation between rms electrical power and rms voltage is given by:

Prms =
V 2
rms

R
(C.6)

Assuming for simplicity load resistance of R = 1Ω, the rms signal electrical power is

given as:

Prms =
V 2
pp

8
. (C.7)

The maximum rms electrical power that a transmitter beam can supply to the receiver,

given the channel conditions, is denoted as Pmax. Consequently, when both the I (in-

phase) and Q (quadrature) components are at their maximum, the maximum rms power

for each component’s sine wave can be expressed as 0.5Pmax. Therefore, the maximum

rms power of either the I or Q component’s sine wave, in terms of peak-to-peak voltage,

can be expressed as follows:

PmaxI,Q =
1

2
Pmax =

1

2
V 2
rms,max =

1

2

V 2
pp,max

8
. (C.8)

we can determine the value of V 2
pp,max from the peak received optical power following

the steps described in 3.4.1 subsection. The PminI,Q assuming extinction ratio of 10 is

given as:

PminI,Q = 0.1PmaxI,Q . (C.9)

We assume that the transmitters are located at a considerable distance from the re-

ceiver, such that the electrical power generated at the receiver by each transmitter
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beam is approximately equal. The maximum electrical signal power received therefore

is NbeamsPmaxI,Q .

In a 64-QAM square lattice the lattice constant (spacing) between constellation

points is:

∆Psymb =
PmaxI,Q − PminI,Q

7
, (C.10)

based on the expressions above, all of the QAM symbol electrical powers and energies

can be calculated. The number of transmitter beams required can be determined to

achieve the desired BER for the targeted data throughput. Once the number of beams

has been established, the energy consumption can be evaluated.
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Prober Module Implementation

in Simulink

The overview of the prober module implementation, along with related modules, is

illustrated in Figure D.1. The prober is a module that ”probes” i.e, determines the

signal strength of each transmitter at the receiver to determine the number of avilable

transmitters for the beam selection algorithm, as well as to estimate the channel gain

of each transmitter beam at the receiver.

The module comprises the following main subsystems: PROBE, TX ALG BODY,

and TGR PRB RX1. Its two principal outputs are READ SEL (serving as an input

to the beam selector module BEAM SLC) and CH CTRL OUT, a control signal that

indicates whether the algorithm is in the probing stage or data transmission phase.

The PROBE subsystem comprises a simple HDL counter that operates with a sam-

ple time of 2 ns. This counter initiates counting from an initial value of 1, incrementing

by a step value of 1 until it reaches 10. It inputs values ranging from 1 to 10 into a

1-D lookup table. Depending on the input from the HDL counter, the lookup table’s

data outputs are 1, 2, 4, 8, 15, or 0. The probe module is enabled by default at the

beginning of algorithm execution. This activation is ensured by the switch block above,

which, at the start of the algorithm execution, receives a control input of 0, thereby

triggering the PROBE subsystem. The lookup data outputs are selected to ensure that

the integers, when represented in binary, correspond to 0000, 0001, 0010, 0100, and
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CH_CTRL_OUT

CH_GAINS_IN BEAM_SLC_OUT

Figure D.1: Prober module implementation in Simulink overview.

1000 values, with each binary position indicating a transmitter beam to be activated.

The PROBE OUT signal subsequently serves as an input to TX ALG BODY, an

overview of which is depicted in Figure D.2. In this stage, the signal, represented by

binary vectors, is divided into four parallel paths. These paths are then converted

into 16-bit binary vectors for channel amplitude representation. In a real system, the

outputs from the slicing blocks would act as inputs to the transmitter beam’s analogue

front-end. Following this, the CH GAINS input, which models the optical wireless

channel and the analogue front-end of the receiver and is represented as a 4-D 16-

bit vector, is demultiplexed and each component is multiplied with the corresponding

transmitter beam output to simulate signal transmission. Outputs from TX1 to TX4

represent the transmitted electrical power from each beam. These outputs are then

aggregated by a sum block, RX PRB IN, which simulates the combination of beams at

the receiver. Finally, AWG noise is added to the output of RX PRB IN.

To ensure the signal maintains a unipolar format in 16-bit representation, a unary

minus block, in conjunction with a switch, is employed to convert negative samples into

positive values.

The output from the switch divides into two paths: one leading to the subsystem

TGR PRB RX, and the other to BEAM SLC (beam selector module). At the beginning

of the algorithm’s execution, the beam selector module is not in an activated state. The
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Figure D.2: TX ALG BODY subsystem overview.

trigger signal is provided by the subsystem TGR PRB RX1, an overview of which is

illustrated in Figure D.3.

Within the subsystem, the received electrical signal is directed to the interval test

block, where it is compared against a lower limit threshold. The upper limit is set at

216−1, representing the maximum amplitude signal of 16 ’1’s, while the minimum value

is established at 212. This minimum threshold is chosen to ensure that noise alone does

not activate the probing trigger. Following the interval test, the detection of a rising

edge causes the boolean output of the ’detect increase’ function to activate the HDL

counter. This counter is equipped with input, output, and reset ports, starting at an

initial value of 0, with a step increment of one. It operates in a free-running mode,

where each ’true’ boolean signal prompts it to count during a sample period.

Should the HDL counter output a value greater than 0, it activates another HDL

counter block, which is designed with a count limit. This second counter also starts

with an initial value of 0 and a step value of 1 but has a maximum count of 31. Its

output is then routed to a TGR OUT port, the READ SEL port, and back into a
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Figure D.3: TGR PBR subsystem overview.

feedback reset port of the initial counter.

The READ SEL port triggers the readout of the beam selector module. The

TGR OUT value is directed to both a falling edge detector (detect decrease block)

and the BEAM SLC subsystem. When TGR OUT is in a high state (”1”), the beam

selector module is active and performs beam selection. It can be observed that the read-

out of beam selection occurs one sample before transitioning to the data transmission

stage.

The transition occurs once a count of 31 is reached within the TGR PRB RX1

subsystem. At this point, the count on the first HDL counter is reset, and the second

counter is deactivated and reset to 0. Subsequently, the falling edge detector activates

the final HDL counter, which operates in free-running mode with an initial value of 0

and a step value of 1. The output from this HDL counter is directed to the switch,

which then deactivates the prober module, signalling the commencement of the data

transmission stage.
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Encoder Module Implementation

in Simulink

The overview of the encoder module implementation and its associated modules is

depicted in Figure E.1. The module possesses three inputs: enable (ENBL), feedback

(FDBCK), and beam selector input (BEAM SLC IN).

After the probing stage is completed, the enable signal activates the HDL counter,

which counts from 1 to 1151 with a step value of 1. The value of 1151 sets the length

of the test data packet. In this model, the test data is predetermined and encoded

in codebook blocks, represented by 1D lookup table blocks. For random data bits, an

additional input data port would be necessary, which would program the codebooks in

real time to output the GSSK symbol corresponding to the random data bit.

Based on the BEAM SLC IN input, the encoder determines whether the test data

packet should be encoded using 4, 3, 2-beam GSSK encoding or as an OOK one. Each

codebook block generates a binary vector, the content of which varies depending on

the GSSK encoding scheme employed. For instance, with 4-beam GSSK encoding, the

binary vector can assume any value from 0000 to 1111, with each vector representing a

distinct GSSK symbol. It is important to note that the BEAM SLC IN input comprises

a 16-bit vector, where each quarter of the bits represents the beam selection for the

corresponding number of active beams.

To select the suitable GSSK codebook block output based on the beam selector
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Figure E.1: Encoder module implementation in Simulink overview.

input, a switch block is utilised subsequent to the codebook blocks. The control input

(labelled as number 1) relies on the signal derived from the sum of slice blocks, indi-

cating the number of engaged beams. During the transmission of the first test data

packet, the encoder lacks feedback on the Bit Error Ratio (BER) and thus bases its

encoding decision solely on the selection made during the probing stage. At the conclu-

sion of the first data packet transmission, a memory reset (MEM RST) and read signal

is activated at the receiver. In the course of the memory read, the packet analyser

assesses the BER; should the BER of the data packet surpass the maximum threshold,

the analyser emits a signal of one, which is then sent through the feedback channel to

the encoder while simultaneously storing this value in the receiver’s memory.

The feedback signal is integrated with the sum from the beam slice block for the

subsequent packet transmission, indicating a reduction in the number of beams engaged

in the link. The combined output of the feedback (FDBCK) signal and the sum from the

beam slice blocks is utilised to activate the corresponding GSSK ROUTER subsystem.

This subsystem then maps the GSSK symbol to the specific combination of engaged

beams.

The implementation of the subsystem is illustrated in Figure E.2. This subsys-

tem straightforwardly concatenates the GSSK symbol with the chosen combination
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Figure E.2: GSSK ROUTER subsystem overview.

of engaged beams. Subsequently, the concatenated binary vector is mapped to a

specific beam activation pattern using a lookup table block. The output from the

GSSK ROUTER subsystem is a 4-bit binary vector.

The output from the GSSK ROUTER is subsequently selected by a switch block,

which employs the difference between the beam selection and feedback signal to choose

the appropriate signal. The 4-bit binary vector is then demultiplexed to the TX outputs,

which are designed to drive the analogueue transmitter beams.
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Beam Selector Module

Implementation in Simulink

The overview of the beam selection module implementation and its associated sub-

systems is depicted in Figure F.1. The module features two inputs: Data in and

READ SEL, and one output: BEAM SLC OUT. Data in represents the probing data

from the probing stage, which is utilised to assess the signal strength from each trans-

mitter beam at the receiver. To avoid capturing the noise floor, a dot product of

Data in with the output from its interval test block is computed. This process deter-

mines whether the signal exceeds the threshold of 212 bits.

The module is activated when it receives a signal marking the start of the probing

phase, thereby triggering the module. It employs HDL counter blocks to simulate an

internal clock mechanism. The leftmost HDL counter block has a count range limited

from 0 to 1, with an increment step of 1. When its output reaches the high state of

binary ’1’, it activates two other HDL counter blocks by splitting its output into two

separate paths.

The lower HDL counter block is configured to count from 0 to 14, with an increment

step of 1. Its output is fed into a 1-D lookup table block, which, based on the input

from the HDL counter block, generates an output of either 0 or 1. When the state

is ”1”, the output from the lookup table block instructs the Euclidean beam selection

subsystems to analyse the Data in signal level.
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Figure F.1: Beam selection module implementation in Simulink overview.

The upper HDL counter is configured to count from 0 to 4, with an increment step

of 1. Its output is compared against four distinct constants, with values ranging from

1 to 4, each corresponding to a probed transmitter beam. The boolean outputs from

this comparison block are then directed to AND blocks. The second input to these

AND blocks is derived from comparing the Data in signal to a constant value of 0.

Essentially, the AND blocks serve to identify whether a TX beam of a specific index

has been detected.

This identification is crucial for reading the signal level of the TX beam, which is

necessary for the Euclidean beam selection process. Upon detection of a rising edge

in the AND block’s output, the Data in signal level at that instant is captured and

stored using sample and hold blocks. This mechanism effectively assigns the measured

Data in signal level to a specific transmitter beam index.

The output of sample-and-hold blocks is directed into two primary branches. In

the upper branch, the outputs are aggregated. Depending on the aggregate value, one

out of four Euclidean selection blocks will be activated for beam selection, contingent

upon the number of available beams in the link.

The lower branch processes the outputs by multiplexing them using a multiplexing

block. The output of this block determines which transmitter beams participate in the

beam selection process.

The Euclidean selection subsystem utilises the Data in signal, the trigger from the
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Figure F.2: Euclidean beam selection subsystem overview.

upper branch of the sample-and-hold block outputs, and the multiplexed signal of

corresponding transmitter beam indices as inputs. Additionally, the READ SEL signal

is employed to control the read out of the signal levels.

The Euclidean beam selection subsystem employs the maximal minimum Euclidean

distance selection criterion as described in this thesis. An example overview of a Eu-

clidean beam selection subsystem, which selects 2 beams out of a maximum of 4, is

illustrated in Figure F.2.

The module utilises the Data in signal (input port 1), which is directed to multiple

selector blocks. Each block represents a combination of engaged transmitter beams

(e.g., 1,4). The output of the selector block is an index vector, which selects 2 multi-

plexed values out of 4, such as the 1st and 4th values of the multiplexed signal vector.

In this specific example, the output pair forms a 1 × 2 vector. This vector undergoes

matrix multiplication with a 2× 4 matrix, where each element of the matrix represents

a possible symbol of 2-beam GSSK encoding (totaling 4 symbols). The result of the

matrix multiplication is a 1 × 4 vector, with each element corresponding to the signal

level of a specific symbol.

To compute all possible pairwise Euclidean distances between the GSSK symbols,

the 1 × 4 vector must first be transformed into a 4 × 4 matrix. This is achieved by

concatenating the same vector 4 times. One of the outputs of the concatenation block
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is then transposed, while the other remains unchanged. Both blocks are directed into

the ABSDIFF subsystem, where the absolute difference is calculated for each symbol

pair. The computation of absolute differences for beam combinations is conducted in

parallel. The output of the ABSDIFF subsystem is a 4 × 4 matrix, from which only

the upper triangular part needs to be retained due to its symmetry.

Finally, the elements of the upper triangular matrix are fed into a minimum block,

which identifies the minimum Euclidean pairwise symbol distance. It is noteworthy that

the same procedure applies to the 1, 3, and 4 beam GSSK beam selector subsystems.

To enhance beam selection precision and diminish error probability, the probing se-

quences are repeated three times, resulting in three beam selection attempts. The mean

value of the three minimum Euclidean distances for each beam combination is com-

puted. This is achieved through MEM subsystems, each allocated to the corresponding

beam combination. Within these subsystems, the minimum pairwise Euclidean dis-

tances of each repeated probing sequence are stored in memory, summed up, and then

divided by three. Subsequently, the output of each memory subsystem is directed to the

max block, which selects the beam combination with the maximum minimum Euclidean

pairwise distance.

Each Euclidean beam selector subsystem facilitates the selection of combinations

of engaged beams within the link. The outputs of all beam selector subsystems are

concatenated into a single 16-bit vector, which is subsequently routed to the encoder.

In instances where the available beam number is insufficient for the selection required

by a particular beam selector subsystem, the subsystem outputs a string of four zeros.
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Decoder Module Implementation

in Simulink

The overview of the decoder module implementation and its related subsystems is

depicted in Figure G.1. The module comprises a single port for three inputs and a

trigger, along with 10 output ports.

As depicted in the Figure, the module comprises 5 subsystems: 4 for respective

GSSK modulation decoding and one for modulation scheme identification (ID subsys-

tem). Upon receiving Data in transmitted over the channel from the transmitter, the

module outputs, based on the identified modulation scheme, all the Euclidean distances

between the received symbol and reference symbols obtained during training and stored

in memory for the codebook.

These Euclidean distances are then directed to the maximum likelihood algorithm

module, responsible for symbol selection and decoding into bits. In addition to the

Euclidean distance outputs, there are DCD ON outputs used to signal which decoder

subsystem is active. Furthermore, the MEM RST OUT port indicates the end of the

data packet for readout and reset purposes. An additional RX CTR OUT port, in

conjunction with DCD ON, controls the maximum likelihood algorithm block.

The received data, represented by the Data in signal, is routed to the GSSK-

DECODER subsystems. The selection and triggering of the subsystem processing the

input data are determined by the output of the ID subsystem.
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Figure G.1: Decoder module implementation in Simulink overview.

The overview of the ID subsystem is presented in Figure G.2. This subsystem

comprises a single output port, which provides the count of rectangular pulses captured

during the ID stage. This count is subsequently utilised to trigger the appropriate

modulation decoder.

Furthermore, the subsystem consists of the following three inputs: Data in, ID ctrl,

and ID CPTR. The latter two inputs delineate the start and readout of the ID frame.

The rising edge block triggers and counts the number of rectangular pulses by providing

input to the HDL counter block. Additionally, the ID ctrl input resets the pulse count-

Figure G.2: ID subsystem overview.
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Figure G.3: GSSK-DECODER subsystem overview.

ing, essential for modulation identification during subsequent package transmissions.

The subsystem also incorporates a memory block to store information on the identified

GSSK modulation.

The Data in signal is subsequently processed by the activated GSSK-DECODER.

The overview of the GSSK-DECODER is depicted in Figure G.3. In this subsystem,

the ID out signal is input into the HDL counter block, which counts from 1 to the end

of the packet. The output of the counter block is then directed to two components:

firstly, to the interval test block, which outputs ”1” if the count is between 2 and the

end of the training frame, and secondly, to two constant comparison blocks.

The top comparison block serves to trigger the symbol distance estimation subsys-

tem upon completion of the training frame. Conversely, the bottom comparison block,

alongside the interval test block, is directed into a logical OR block. This OR block

is responsible for triggering the memory and multiplexing subsystem, which is utilised

for training data acquisition and storage. Additionally, the interval test block is routed

to another HDL counter block, which functions as a clock counting from 0 to 1 with a

count step of 1.

Once triggered, the MEM&MUX subsystem, as depicted in Figure G.4, receives

input data from the Data in port. It utilises SYMB subsystems to sample and store the

symbol levels. Additionally, the SYMB subsystems accumulate the respective symbol

levels until three values are stored, and their mean value is utilised as the reference level.
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Figure G.4: MEM&MUX subsystem overview.

This process aims to enhance the precision of the symbol reference level determination.

The reference levels are then multiplexed and directed to the EST subsystem, as

depicted in Figure G.5. This subsystem comprises three inputs: Ref in, Data in, and

EST ctrl. The Ref in input is demultiplexed and routed to the difference subsystem,

where the absolute difference between the received symbol in Data in and the reference

level is computed. Once the differences have been calculated, they are multiplexed and

forwarded to the maximum likelihood algorithm module.

The overview of the maximum likelihood algorithm module is illustrated in Figure

G.6. This module comprises eight input ports. Four of these ports receive Euclidean

distance inputs from different receiver decoders. The GSSK CTRL port triggers the

GSSK ML ALG subsystem, responsible for selecting and decoding the received symbol

into bits. The MEM RST IN block resets the packet analyser subsystem (CMP GSSK)

at the end of the packet. REF LOOPBACK provides the packet analyser with the

reference packet data necessary for bit error rate (BER) estimation. DCD ON, in

conjunction with the GSSK CTRL signal, triggers the maximum likelihood subsystem.

The Frobenius norm is computed for the Euclidean distance inputs from multi-

ple receivers, which are then directed to the GSSK ML ALG subsystem illustrated in
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Figure G.5: EST subsystem overview.

Figure G.7. Within this subsystem, the Data in signal of the Euclidean distances is

compared to its minimum value to ascertain which reference symbol, during sampling,

exhibits the least difference to the received symbol. Subsequently, the output of the

equal block comprises a multiplexed signal consisting of a multiple 0 binary word and

a single non-zero binary word vector.

These multiplexed vectors are ordered and then multiplied with another multiplexed

signal of vectors, where each vector represents the binary string corresponding to the

selected symbol. A dot product is performed, and all the multiplexed vectors are

summed into a single vector, yielding the binary decoded output of the received symbol.

Finally, the decoded symbol is transmitted to the packet analyser subsystem labeled

as CMP GSSK, where it undergoes comparison with the reference data to estimate the

BER. The analyser outputs the number of erroneous bits in the packet. Should the

packet surpass the permissible number of erroneous bits (e.g., 4 bits), the FDBCK signal

becomes 1, indicating that the signal is sent to the encoder module via the feedback

channel to adjust the modulation scheme. Conversely, if the number of erroneous bits

does not exceed the threshold, the modulation scheme remains unchanged.

275



Appendix G. Decoder Module Implementation in Simulink

Figure G.6: Maximum likelihood module overview.

Figure G.7: GSSK ML ALG subsystem overview.
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List of Publications
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• Haas, Harald Ulrich, and Janis Sperga. Freeform optics for optical wireless com-
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Conference publications:
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pp. 445-450, doi: 10.1109/ICCWorkshops53468.2022.9814683.
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M. Olsson, M. A. Imran, A. Ambrosy, and O. Blume, “Flexible power

modeling of lte base stations,” in 2012 IEEE Wireless Communications and

Networking Conference (WCNC), 2012, pp. 2858–2862. [Online]. Available:

https://doi.org/10.1109/WCNC.2012.6214289

[91] M. S. Islim, R. X. Ferreira, X. He, E. Xie, S. Videv, S. Viola, S. Watson,

N. Bamiedakis, R. V. Penty, I. H. White, A. E. Kelly, E. Gu, H. Haas, and M. D.

Dawson, “Towards 10&#x2009;&#x2009;gb/s orthogonal frequency division

multiplexing-based visible light communication using a gan violet micro-led,”

291

https://doi.org/10.1109/JSTQE.2013.2239961
https://doi.org/10.1109/jphot.2017.2717380
https://doi.org/10.48550/arXiv.2102.08707
https://doi.org/10.1109/TPEL.2018.2830881
https://doi.org/10.1109/WCNC.2012.6214289


Bibliography

Photon. Res., vol. 5, no. 2, pp. A35–A43, Apr 2017. [Online]. Available:

https://doi.org/10.1364/PRJ.5.000A35

[92] D. M. Maclure, J. J. D. McKendry, M. S. Islim, E. Xie, C. Chen, X. Sun,

X. Liang, X. Huang, H. Abumarshoud, J. Herrnsdorf, E. Gu, H. Haas, and

M. D. Dawson, “10&#x2009;&#x2009;gbps wavelength division multiplexing

using uv-a, uv-b, and uv-c micro-leds,” Photon. Res., vol. 10, no. 2, pp. 516–523,

Feb 2022. [Online]. Available: https://doi.org/10.1364/PRJ.445984

[93] B. Saleh and M. Teich, Fundamentals of Photonics, ser. Wiley Series

in Pure and Applied Optics. Wiley, 2019. [Online]. Available: https:

//books.google.co.uk/books?id=rcqKDwAAQBAJ

[94] E. Haglund, P. Westbergh, J. Gustavsson, E. Haglund, A. Larsson, M. Geen,

and A. Joel, “30 ghz bandwidth 850 nm vcsel with sub-100 fj/bit energy

dissipation at 25–50 gbit/s,” Electronics Letters, vol. 51, no. 14, pp. 1096–1098,

2015. [Online]. Available: https://doi.org/10.1049/el.2015.0785

[95] C.-H. Cheng, W.-C. Lo, B. Su, C.-H. Wu, and G.-R. Lin, “Review

of vcsels for complex data-format transmission beyond 100-gbit/s,” IEEE

Photonics Journal, vol. 13, no. 5, pp. 1–13, 2021. [Online]. Available:

https://doi.org/10.1109/JPHOT.2021.3104647

[96] A. Krishnamoorthy, K. Goossen, L. Chirovsky, R. Rozier, P. Chandramani,

S. Hui, J. Lopata, J. Walker, and L. D’Asaro, “16 x 16 vcsel array flip-chip

bonded to cmos vlsi circuit,” IEEE Photonics Technology Letters, vol. 12, no. 8,

pp. 1073–1075, 2000. [Online]. Available: https://doi.org/10.1109/68.868012

[97] H. Lu, J. S. Lee, Y. Zhao, C. Scarcella, P. Cardile, A. Daly, M. Ortsiefer,

L. Carroll, and P. O’Brien, “Flip-chip integration of tilted vcsels onto a silicon

photonic integrated circuit,” Opt. Express, vol. 24, no. 15, pp. 16 258–16 266, Jul

2016. [Online]. Available: https://doi.org/10.1364/OE.24.016258

[98] S. Mowlavi, S. Giannakopoulos, and L. Svensson, “Vcsel integrated circuit

drivers: A review,” in 2022 IEEE Nordic Circuits and Systems Conference

292

https://doi.org/10.1364/PRJ.5.000A35
https://doi.org/10.1364/PRJ.445984
https://books.google.co.uk/books?id=rcqKDwAAQBAJ
https://books.google.co.uk/books?id=rcqKDwAAQBAJ
https://doi.org/10.1049/el.2015.0785
https://doi.org/10.1109/JPHOT.2021.3104647
https://doi.org/10.1109/68.868012
https://doi.org/10.1364/OE.24.016258


Bibliography

(NorCAS), 2022, pp. 1–7. [Online]. Available: https://doi.org/10.1109/

NorCAS57515.2022.9934536

[99] M. Yoshikawa, A. Murakami, J. Sakurai, H. Nakayama, and T. Nakamura,

“High power vcsel devices for free space optical communications,” in Proceedings

Electronic Components and Technology, 2005. ECTC ’05., 2005, pp. 1353–1358

Vol. 2. [Online]. Available: https://doi.org/10.1109/ECTC.2005.1441445

[100] M.-R. Park, O.-K. Kwon, W.-S. Han, K.-H. Lee, S.-J. Park, and B.-S. Yoo,

“All-epitaxial inalgaas-inp vcsels in the 1.3-1.6-µm wavelength range for cwdm

band applications,” IEEE Photonics Technology Letters, vol. 18, no. 16, pp.

1717–1719, 2006. [Online]. Available: https://doi.org/10.1109/LPT.2006.879940

[101] S. A. Blokhin, A. V. Babichev, A. G. Gladyshev, I. I. Novikov, A. A.

Blokhin, M. A. Bobrov, N. A. Maleev, V. V. Andryushkin, D. V. Denisov,

K. O. Voropaev, V. M. Ustinov, V. E. Bougrov, A. Y. Egorov, and L. Y.

Karachinsky, “20-Gbps 1300-nm range wafer-fused vertical-cavity surface-

emitting lasers with InGaAs/InAlGaAs superlattice-based active region,”

Optical Engineering, vol. 61, no. 9, p. 096109, 2022. [Online]. Available:

https://doi.org/10.1117/1.OE.61.9.096109

[102] D. R. Paschotta, “Laser diode collimators,” Nov 2023. [Online]. Available:

https://www.rp-photonics.com/laser diode collimators.html

[103] A. M. Alatwi, A. N. Z. Rashed, and E. M. El-Gammal, “Wavelength division

multiplexing techniques based on multi transceiver in low earth orbit intersatellite

systems,” Journal of Optical Communications, p. 000010151520190171, 2020.

[Online]. Available: https://doi.org/10.1515/joc-2019-0171

[104] I. S. Amiri, A. N. Z. Rashed, A. E. A. Mohammed, E. S. El-Din, and

P. Yupapin, “Spatial continuous wave laser and spatiotemporal vcsel for

high-speed long haul optical wireless communication channels,” Journal of

Optical Communications, vol. 44, no. 1, pp. 43–51, 2023. [Online]. Available:

https://doi.org/10.1515/joc-2019-0061

293

https://doi.org/10.1109/NorCAS57515.2022.9934536
https://doi.org/10.1109/NorCAS57515.2022.9934536
https://doi.org/10.1109/ECTC.2005.1441445
https://doi.org/10.1109/LPT.2006.879940
https://doi.org/10.1117/1.OE.61.9.096109
https://www.rp-photonics.com/laser_diode_collimators.html
https://doi.org/10.1515/joc-2019-0171
https://doi.org/10.1515/joc-2019-0061


Bibliography
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for photovoltaic concentration,” in Optical Design and Testing IV, Y. Wang,

J. Bentley, C. Du, K. Tatsuno, and H. P. Urbach, Eds., vol. 7849, International

Society for Optics and Photonics. SPIE, 2010, p. 78490K. [Online]. Available:

https://doi.org/10.1117/12.873884

[347] P. Zamora, P. Beńıtez, R. M. Arroyo, A. Cvetkovic, J. F. Vilaplana, Y. Li,

M. Hernández, J. C. Chaves, and J. C. Miñano, “Experimental characterization
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