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ABSTRACT

Recent legislation and building regulations aim to reduce the energy demands of
buildings and include renewable and low carbon based micro-generation
technologies. Due to the intermittent nature of renewable energy systems and
fluctuating demand profiles at the domestic level, matching the demand with a
volatile supply of low operating efficiency, as is the case with some low carbon
energy systems, at the local level, becomes a big challenge for the widespread
implementation of zero/low carbon energy systems. The research undertaken centres

on the potential exploitation of demand side resources to provide the solutions to the

1ssues addressed above.

This thesis focuses on the development, implementation, and application of a
bottom-up Demand Side Management and control (DSM+c) algorithm to create
greater flexibility in demand and better facilitate the integration of renewable and
low carbon energy technologies within the built environment, without significantly
compromising user satisfaction. This DSM+c algorithm can be applied to both

strategic and operational levels.

The strategic level DSM+c algorithm is suitable for the development and analysis of
DSM approaches. The measures of load shifting and demand side control are
available to specify the DSM options upon loads. The results, in terms of
demand/supply match, energy export/import, and environmental impact etc., before
and after having applied DSM+c algorithm upon loads, are quantified when linked
with Renewable (RE) & Low Carbon (LC) energy supply systems. The DSM+c
algorithm at strategic level has been embedded within a decision support platform,
MERIT. MERIT is a demand-supply matching tool for assessing the feasibility of

renewable energy systems. This allows engineers to develop appropriate demand
supply control strategies.

The operational level DSM+¢ algorithm is capable of controlling loads based on the

available supply at a certain time, through the assistance of information gathered

from simulation or via real-time measurement. The control impact of the operational

XVi



level DSM+c algorithm upon internal environmental parameters can be quantified. A
virtual platform for implementing the DSM+¢ algorithm is established, within which
the information of demand, supply, and internal environmental parameters, are
obtained through simulation and input to carry out the process of the DSM+c
algorithm, Furthermore, an Internet-enabled Energy System (IE-ES) platform for

implementing these control actions upon individual loads in a practical environment

has been developed.

Finally two types of case studies are presented respectively, showing how the
DSM+c algorithm plays a key role within the whole decision-making procedure in a
project and how it is applied to an individual appliance at operational level. The
thesis concludes with recommendations of potential applications for this work and

prospective further development.
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CHAPTER ONE INTRODUCTION

This chapter briefly presents challenges and issues associated with the current
energy demand/supply structure. Actions on both demand and supply side are

suggested to improve the current fossil-fuel dependent energy structure move
towards a zero and low carbon one. Within this research, measures of demand side

management (DSM) are discussed. In particular, a novel concept of active DSM at
the micro level is addressed, the aim of which is to improve energy efficiency on the
demand side and energy utilisation from renewable and low carbon resources.
Furthermore, the idea of scaling the applicability of micro DSM up to a larger level
through a bottom-up approach is also proposed. In addition, a brief outline of
various chapters of this thesis is provided.

1.1 Challenges Ahead

The relationship between humans, environment, energy and economics is inherently
complex (Zahedi, 1994) and many conflicting viewpoints and thoughts abound. The
ideal aim which citizens would like to achieve is to optimise all the objectives of
each aspect within this complicated system while meeting expectations, minimising

the impact on the environment and achieving efficient energy utilisation at an
affordable cost.

Buildings are a platform within which people, energy, environment and economics
interact extensively (Clarke, 2001), and as such, they perfectly represent the
conflicting relationships arising from these interactions. It is generally accepted that
buildings are the most important man-made contribution to today’s world, as they
impact on every aspect of our lives. Unfortunately, since their initial construction,
these energy-hungry devices do not stop consuming energy until they reach the end
of their lives and are demolished. This appetite for high energy consumption is not
only associated with buildings themselves, but also with the devices/goods inside
them. Previously, it has been shown that the energy consumption of the building
sector is rather high, which accounts for nearly half of the total energy consumption
in the UK (CIBSE Guide F, 2004). This is also expected to increase further because



of global population growth, the increasing number of buildings, and the ever-

improving standards of living.

In a global context, in order to meet ever-increasing energy consumption needs
within the built environment sector, many fossil-fuel-fired power plants have been
constructed and even more are expected in the near future, particularly in developing
countries, such as China and India. This means that thousands of tons of increased
GHG emissions will be emitted into the atmosphere. If future energy supply
scenarios like this do occur, it will be the current population who will begin to suffer
the consequences. In order to mitigate this, there is a need to take positive action at

the current time to address this issue before it is too late to do so.

The evolution of the energy demand and supply structure has been responsive to the
requirements of a specific period of development. Historically, people were more
concerned about meeting the energy demand with affordable energy supplies with
little or no consideration of the impact on the environment. Therefore during this
period, the driving factor was the ability to generate as much energy as possible in
the most economic manner. This resulted in the construction of large centralised
fossil-fuel-burning power plants, The economic scale became the most influential
factor during this period resulting in a cheaper electricity unit price the bigger the
power plant. It should be pointed out that the efficiency of such power plants is
relatively low, with only around 30% of the primary energy being used effectively
(Kelly 2006). Gradually, people realised that a supply-following-demand energy
structure has its limitations and the disadvantage of not being sustainable from an
energy perspective. The limitations of a centralised energy supply model became
apparent in that guarantee of supply could not be ensured due to the possibility of
demand overload, specifically in countries with growing economies. A practical

solution needs to be found to address this issue.

Today, economic, sustainable development has gradually become the main priority
when implementing further energy infrastructure development, Nowadays, the public

are increasingly aware of the significant consequences for the environment using the



traditional energy supply method; this being one of the principal objections to the
continued use of fossil fuels, even if they are relatively inexpensive, Current research
is focusing on the development of new technologies to aid the implementation of a
sustainable energy infrastructure. At the same time, policy-makers are developing
policies and strategies aimed at encouraging greater awareness uptake of energy
efficiency and the use of green/low-carbon energy supplies to meet demand. To meet
an ever-increasing energy demand without compromising the atmospheric
environment, particularly in less developed countries, clean and low-cost systems

and techniques have to be employed and energy efficiency must be improved.

Conflicting viewpoints exist regarding climate change and other energy issues but
one thing is acknowledged, that being the urgency for mitigating the associated
greenhouse gas emissions. Several technology options are available to tackle this
problem: fossil fuel de-carbonisation and sequestration; the switch to new and
renewable sources of energy (Gross et al, 2003); the deployment of demand side
measures to reduce and reshape demand profiles including effective energy

efficiency and load management, are just to name a few (Clarke, 2004).

1.2 Energy Demand within Residential Building Sectors

A significant proportion of energy utilisation in any nation is used to meet the energy
demands of buildings, especially those associated with the residential sector.
Currently, domestic, commercial and public buildings consume nearly half (46%) of
all energy used within the UK, of which, 63% is consumed by residential households
(CIBSE, 2004). Domestic energy consumption has also increased by 32% since 1970
and by 19% since 1990 (Shorrock and Utley, 2003). This is due to several factors,
including the increase in the number of households, population growth, increased
usage of appliances, increasing household disposable income, etc. The energy
demand within the residential sector can be specifically classified into space heating,
hot water, lighting and household appliances. Recent figures show space heating and
hot water accounting for 84.2% of energy use within the domestic sector in 2004
(Shorrock and Utley, 2003). It is interesting to note that between 1970 and 2000,



energy consumption associated with lighting and appliances increased by 157%.
However, this end use represents a relatively small percentage of the total delivered
energy, equating to 13.2%, in 2004 (Shorrock and Utley, 2003).

Current standards of living result in modern homes containing more household
appliances than our grandparents ever dreamt of having. Household items such as
cookers, microwaves, washing machines, dishwashers, fridge-freezers, digital TVs
and computers etc. are taken for granted, and in many cases multiple units can be
found within a single household. The amount of energy used by appliances has
increased by 9% since 1990; the influential factors include the increase in the total
number of appliances bought and used by households and the increasing number of
households. UK households spend around £5billion per year on electricity to power
lights and appliances, which accounts for about a quarter of UK electricity
consumption. According to the latest Digest of UK energy statistics (BERR, 2008),
the total electricity consumption within the domestic sector is around 115 TWh in
2007, 29% of total electricity consumption. The evolution of ownership of different
appliance types is shown in Figure 1-1 (Shorrock and Utley, 2003). It can be seen
that the ownership of all frequently-used domestic appliances is increasing, some at a

rapid rate, i.e. rechargeable electronic products; and some of which have already

reached their saturation level i.e. fridge/ freezers.
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Figure 1-1 Evolution of the Ownership of Popular Domestic Appliances

Typically, the higher the household income, the higher the number of different
appliances owned by the householder. Ownership of home computers reached 45%
of UK households in 2000. Nearly a third of all householders had access to the
Internet via their home computer. The energy consumption of lighting has increased
by 63% between 1970 and 2000 and by 11% between 1990 and 2000. This increase
has mainly been accounted for by the shift from rooms lit by single ceiling
luminaires towards multi-source lighting, e.g. ceiling lights in addition to halogen-
based wall and table lamps. The introduction of energy efficient light bulbs in the

early 1980s has in some ways controlled the rate of increase in lighting demands.

A continuing upward trend in domestic electricity consumption is an obvious and
deeply worrying sign. In fact, the electricity consumed by household domestic
appliances in the UK doubled between 1970 and 2002 (DTI, 2003a) and is
anticipated to rise by a further 12% by 2010 (MTP (Market Transformation

Programme) 2005). This rise is not solely associated with the increasing number of



devices within houses, but also with human behaviour resulting in wasted energy that
would have otherwise been saved. Reducing this wastage is a challenge that can be
addressed either by increasing public energy efficiency awareness or through the
implementation of systems to help people manage energy use effectively without

compromising their comfort levels or environmental expectations.,

Furthermore, inefficient appliances can cost considerably more to operate during
their operational life than energy-efficient appliances newly introduced to the market.
The energy use associated with standby power for some electronic appliances can
also be an influential factor in increasing domestic energy consumption. It is
estimated that 1% of the UK’s total energy consumption is associated with the
standby status of domestic appliances, which is the equivalent of 6% of the total
domestic electricity consumption (Energy Saving Trust, 2006). In addition to
appliances and occupancy behaviour, the energy performance of the building
envelope is equally important and should also be assessed, e.g. levels of insulation

and air tightness.

1.3 Focuses of Current Energy Policy

Current UK energy policies targeted at the built environment address two aspects of
the problem of potentially damaging environmental emissions associated with energy
utilisation. These are: i) they enact greater energy efficiency measures; and ii) they
introduce the adoption of new and renewable energy technologies. The drivers
behind this include: the recent EU Directive on the Energy Performance of Buildings
(EPBD) (EU, 2002); the UK government’s White Paper on Energy Policy (DTI,
2003); and the Scottish Executives’ SBS (Scottish Building Standards) on the
standards for new buildings (SBSA, 2007). These policies stress the importance of

building regulation in helping to bring about the improvements required.

The EPBD (EU, 2002) instructed that by the end of 2005 all EU member states

should have brought into force national laws, regulations and administrative

provisions for setting minimum requirements for the energy performance



certification of buildings. Such certification applies to all new build and existing

buildings subject to major renovation.

Simultaneously, the UK Energy White Paper (DTI 2003b) begins to address this
issue in the context of an important challenge we are facing, climate change, and the
linkage with the ever-increasing levels of carbon dioxide (CO;) emissions due to
human activities. UK energy policy development is focusing on a number of factors.
These include: the widespread uptake of low carbon technologies (like CHP or
micro-CHP systems); the adoption of new renewable and low carbon energy
technologies; and substantive improvements in energy efficiency. These not only aim
to reduce greenhouse gas emissions to target levels to mitigate the potential damages
associated with global warming, but also in certain situations may provide a measure
of energy security (Hawkes and Leach, 2007; Hawkes and Leach, 2003).

The Scottish Building Standards (SBS), an executive agency of the Scottish
Government, is responsible for the development and implementation of new
standards and regulations for buildings in Scotland. In recent documentation, it
requires that at least 10% of the annual heating demands for new buildings come

from on-site renewable energy technologies, such as solar, wind or biomass energy
(SBSA, 2007).

1.4 Energy Efficiency

Energy efficiency has been identified as having a vital role in restraining the growth
of domestic energy use. Improving energy efficiency is one of the cheapest, cleanest,
and safest ways to decrease energy usage (DTI, 2003b). Within buildings, energy is
often wasted as a result of poor levels of insulation, poor control of heating,

ventilation, air conditioning and lighting, and the installation/operation of inefficient

plants/appliances.



1.4.1 Buildings

Improving the energy performance of buildings has mainly focused on how to
improve the insulation levels within them. In the UK, most of the 26 million houses
were built before 1980 and as such have no, or low, standards of insulation. However,
recent efforts to improve insulation levels within buildings, has managed to suppress
the rate of increase in domestic energy consumption. The targeted areas where

greater suppression of heat/energy loss from buildings have been achieved, include

loft insulation, cavity wall insulation, double glazing and hot water storage insulation.

The levels of each improvement measure identified, is shown in Figurel-2.
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Figure 1-2 Evolution of Insulation Measures for Buildings

Insulation of hot water storage systems and loft insulation are the two most obvious
and cost-effective measures to be implemented and have no/negligible maintenance
requirements. As seen from Figure 1-2, these two measures are about to reach a
level of saturation. In contrast, the penetration level of double glazing is increasing
dramatically, and reached 83% in 2004 (DTI, 2003b). Due to the long payback
period associated with the capital costs for installing cavity wall insulation and other
limitations e.g. location, weather, etc. and the fact that financial support/incentives
have been introduced within the last decade, the penetration levels of cavity wall

insulation still remain low in comparison. As a whole though, most of the energy




efficiency measures that can feasibly be applied are being implemented and are

almost reaching their respective saturation levels.

1.4.2 Appliances within Buildings

Domestic appliances can be classified into four categories, i.e. cold appliances
(fridge-freezer, refrigerator, upright freezer and chest freezer), wet
appliances(washing machine, washer dryers, tumble dryer and dish washer), brown
appliances (TV, video recorders, set top boxes and telephone chargers) and cooking

appliances (electric ovens, electric hobs, microwaves, kettles and toasters).

Due to the increasing influence of appliance-based energy growth, several actions,
including the implementation of energy labelling, have already been implemented to
suppress it. Energy labelling is a measure introduced to enforce suppliers to provide
more information on the electricity consumption of their devices in practice. This in
turn is aimed at improving the energy efficiency of the appliance and user awareness
of appliance-based energy consumption. According to the relevant regulations,
energy labelling must be displayed on certain new household products displayed for
sale, hire or hire-purchase (such as refrigerator, washing machine, dish washer,
tumble dryer, and light bulb etc.). This helps customers take into consideration the
running costs when choosing new appliances. It is hoped that this will influence the
choice of appliance towards one with a better energy efficiency performance.
However, early assessment on the effectiveness of this approach suggests customers
are not always willing to become actively involved in such behaviour. There are two
possible reasons for this. The first is cost of replacement, since the old appliance may
still have a serviceable life and the price of a premature replacement is conceived as
being much greater than what can be saved. The second reason is the lack of
information provided to consumers in order to understand the energy labels on
appliances. Hence, there is a need for further education and advice for consumers

regarding the benefits of energy-efficient appliances and how to choose the best
device for their intended use.



1.5 Bottom-up active Demand Side Management and control
(DSM+c)

The aforementioned arguments indicate that energy policy and measures for
improving energy efficiency (such as increased levels of insulation, the introduction
of more efficient electrical appliances and smart energy management system); and

new energy supply technologies, including renewable (RE) and low carbon (LC)
energy technologies, have great potential to positively reduce energy and associated

carbon emissions form the building sector.

Society uses far more energy than is needed due to inefficient system control and
‘energy-lazy’ behaviour (DTI, 2003b). Much energy use is wasted in delivering
energy services that are not actually used or required by users/occupiers. These
include: the heating/cooling of unoccupied spaces and rooms; the overheating or
overcooling to make up for temperature variations over larger floor areas; power
consumed as a result of appliances in standby or off mode; and the purchase of
needlessly energy-intensive appliances. If effective measures can be implemented to
target these, it may be possible to achieve considerable energy savings. The number
and type of appliances in use today is continually increasing. The ability to manage
these various appliances so that they operate efficiently and effectively becomes a
really challenging issue. If this type of operation can be achieved, great potential
arises for savings in energy utilisation within the urban environment and ultimately
this means more money for the users. According to Balaras et al, (2007), there has
been a considerable rise in the number of small household air-conditioning systems
within southern European countries in recent years. A change which creates
considerable problems at peak load times has increased the cost of electricity, and
which has lead to the disruption of the energy balance between demand and supply in
those countries. Managing this kind of load can reshape the load profile, making it
more favourable to utility or energy companies in order to improve the performance
of existing power generating plants, When we add the increasing deployment of
green/low-carbon energy technologies, the ability to maximise the utilisation of
energy produced by these technologies and in tumn synchronise this with the demand

from different appliances, makes the challenge of matching demand and supply even
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greater.

Demand reduction approaches, such as cavity wall insulation, double glazing etc.,
can be regarded as ‘hard’ technical demand measures with the purpose of reducing
the magnitude of energy demand during the operational period. Although these
‘hard’ reduction measures have already played an important role in suppressing the
rate of demand increase, there are limitations in the ability of continued deployment
to actually reduce demand, as some measures almost reach the saturation level. The
‘soft’ measures which focus on the management of various end-use devices have
been largely neglected. Vast opportunities exist to make better use of, and lower, the

energy consumption through better management and control.

Against this background, a novel active demand side management and control
(DSM+c¢) approach is proposed in this thesis. Different from the traditional top down
macro-level long-term utility-based DSM, this method uses the match results
between demand and supply to decide the control actions to be implemented on the
demand side. It also considers environmental variables (e.g. comfort temperatures,
illumination levels, etc.) as a decision-making factor. By using this active DSM+c
algorithm, the optimal control strategies for various appliances can be generated
whilst maximum utilisation of energy supplied from RE or LC systems is guaranteed.
At the same time there is no or negligible impact on end users/occupiers. The types
of demand systems ideal for implementing the DSM+c algorithms are those
associated with long time constants and typically identified as thermal loads e.g.

space cooling/heating systems, washing machines, water heating, etc.

1.6 Research Objectives

The research aim is to develop, implement and apply this new, novel DSM+c
algorithm at both strategic and operational level through a bottom-up approach,
specifically to create greater flexibility in demand and better facilitate the integration

of the energy generated from zero and low carbon sources within the built
environment, The DSM+c algorithm specifies DSM parameters (i.e. demand priority,
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control method and duration, etc.) enacted upon selected loads. The optimal demand
side management strategy can be generated through initiating the DSM+c algorithm
against consideration of constraints from both supply and environmental variables.
This algorithm has been integrated into a computational tool, called MERIT (Born,
2001), and successfully demonstrated. The major feature of this advancement in
MERIT is to investigate and identify the best match of supply and demand when
faced with various combinatorial options. Furthermore, these new algorithms have
also been implemented within an Internet-resident monitoring and control platform
towards real-time basis. Thus, the DSM+c¢ algorithm can be used at both individual
dwellings and larger community scales, and at both operational and strategic levels.
It is demonstrated that this new method/approach will bring benefits to utilities,
customers and the environment. For utilities, it can reduce peak load conditions and
Increase security and the supply reliability. For customers, it can reduce the energy
use and hence provide financial savings, increase awareness of energy information
and help users minimise energy wastage during everyday life. For the environment, it
can save a significant amount of CO; emission through using more energy from
green or low carbon sources. As such, it could be considered to be one of the most
cost-effective measures, so far, to address the issues of environment, users, and

energy suppliers.

1.7 Layout of the Thesis

This chapter shows the challenges and issues associated with the operation of the
current energy system. The implications of measures enacted on the demand side in
terms of policy, technology and management are described. The focus of the thesis is

identified, specifically in relation to the activities required to address Demand Side
Management and control (DSM+c).

Chapter Two presents a review of demand side management in various aspects, from
design, programme implementation, through to evaluation of impact. Demand
response and customer engagement are two main DSM approaches discussed in the

thesis. The limitations of the demand response programs are discussed and their
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differences from the DSM+c algorithm proposed in this thesis are highlighted. In
addition, the overview of load modelling and the development of communication

technologies required for implementing DSM programmes are also presented.

Chapter Three illustrates the development of new micro-level DSM methods at both
strategic and operational level. A generic DSM framework is established to
accommodate different DSM options, such as load shifting and load control. In
Particular, the algorithms for load shift at strategic level and demand side control at

both strategic and operational level are described in great detail.

Chapter Four examines the enabling technologies both on the demand and supply
side for the operation of a simulation-based demand side management algorithm.
Combined heat and power (CHP) and heat pump models are described together with

demand models such as a refrigeration system and water heating system.

Chapter Five describes the implementation of the DSM+c algorithm and relevant
modules into a computational software tool (MERIT). It is also shown that the
DSM+c algorithm at operational level has been implemented within Internet-Enabled
Energy System (IE-ES).

Chapter Six presents the detailed procedures for verifying the DSM+c algorithm and
the enabling demand and supply modules. A tailor-made verifying procedure is
described to test the DSM+c¢ algorithm (both strategic and operational level). For

supporting demand and supply modules, an analytical method is proposed to verify

the results from these models.

Chapter Seven presents two case studies used to demonstrate the applicability and
functionality of the DSM+c algorithm at operational level. The first presents the
application of the DSM algorithms at individual appliance level to investigate
demand flexibility. Building upon the first case, the second presents the application
of the DSM algorithms upon the individual appliance within a real-time small-scale

renewable energy system, in order to study the demand-responsive performance.
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Chapter Eight presents a case study to show the whole decision-making process for
designing a low carbon multi-family building in Korea. The role that the DSM+c
algorithm plays at the strategic level during the whole procedure is highlighted.

Chapter Nine summarises the research undertaken and highlights the main issues
addressed; improvements to be made against the current research; and suggestions

for the future work are also addressed.
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CHAPTER TWO DEMAND SIDE MANAGEMENT
REVIEW-THE STATUS QUO

This chapter mainly reviews the state-of-art research activities in demand side
management (DSM). The background information of DSM is firstly described.
Two macro-level traditional DSM options in particular (i.e. load management and
on-site generation) are reviewed in detail from their objectives, methods, and
current research status. The review of the appliance level DSM for various types
of demands from statistical, simulated, and monitored sources is also reported. In
addition, the issues of distributed generation are also illustrated. Finally, the
specific work undertaken within this research, developing a micro-level DSM
algorithm to improve the utilisation level of energy generated by building-
integrated micro-generations, is presented.

2.1 Background
The term “Demand-Side Management (DSM)” did not exist prior to 1973. It

appeared within an atmosphere of chaos in relation to an impending energy crisis and
uncertainties, which prevailed at that time (Sioshansi 19935). It 1s widely regarded
that during the 1970s a sequence of oil crises impacted upon the whole world. It led
to a rapid rise in energy price, raised cost of power generation and subsequently
higher electricity costs (Gellings and Chamberlin 1993; Sioshansi 1995). The quest
for energy conservation became urgent within a climate of energy and financial crisis.
Consumers, utility companies, and indeed society as a whole, have become aware of
the importance of energy conservation. The concept of energy conservation and load

management (CLM), which was the original name of DSM, emerged from that
background at the beginning of the 1970s (Sioshansi 1994).

Due to the development of economics and technology, the demand for energy has
steadily augmented from year to year. The old way to satisfy this increasing energy
demand was to increase supply capacity by building more power generation plants,
which was formally called Supply-Side Management (SSM) (Bellarmine 2000), The

limited primary energy resources, a deteriorating environment, and unfavourable

demand profiles were the three main constraints for the development of SSM
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strategies. It soon became clear that this type of approach was not suitable for

sustainable development either from an environmental or an economic point of view.

Advances in technology have led to greater potential for more efficient energy
utilisation and optimal energy/load management. The electrical and thermal demand
profiles have become more and more unfavourable from the point of view of scale
and peak time; the scale of the demand has increased and the peak is very high. In
the future, if we are to rely solely on SSM, we would need very high capacity power
generation plants or emergency power units solely committed to satisfying the peak
demand during a very short period of time, which is not cost-effective. It has also
been realised that modification to the way we use energy (including the time and
amount of energy usage) in the demand side could not only save money but also
satisfy the level of quality demanded by users of energy services. The agreement of
controlling some loads when they are needed was reached by both the supply and
demand side parties. Under this agreement, the term DSM officially came into being.

2.2 Utility-driven DSM

2.2.1 Definition
Traditionally most DSM programmes are driven by Utilities. Utility based DSM is

defined as the planning, implementation, and monitoring of activities designed to
influence and encourage customers to modify their level and pattern of electricity
usage in such a way that the load profile can be modified by the utility company in

order that it can produce power in an optimal way, 1.e. changes in the time pattern
and magnitude of a utility’s load (Gellings and Chamberlin 1993; Gellings 1985).

2.2.2 Benefits

Utility-driven DSM programmes provide a number of benefits. From the utility
perspective, it can reduce electricity consumption and defer the construction of new
power plants and transmission lines. DSM can also bring economic benefits in the

form of reduced capital expenditure, reduced operating costs, fuel savings, improved
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system efficiencies, and reduced losses. From the customer perspective, DSM can

reduce energy bills and improve the service and comfort levels achieved.

2.2.3 Programmes

Most of the programmes falling under the umbrella of Utility-driven DSM include
the following aspects (Gellings 1985).

o Load Management
This entails having recourse to various economic and technical measures and
maintaining the reliability level of the electricity grid. Load management
programmes offer payments to participants to reduce their electricity usage when
called upon by the system operator either for reliability or economic reasons. By
adjusting or curtailing a production process, shifting load to off-peak periods, or
allowing utility control of specific loads, customers can reduce the demand they
place on the power grid. Participants are compensated for their willingness to reduce
load through discounted retail rates or incentive payments tied to the specific loads
made available to the system operator. Load management could reshape the load
curve to achieve the purpose of cost-effective operations within electricity networks.

At the same time it reduces the users’ electricity bills.

o Strategic Conservation
This is another popular demand-side option that gained support in the 1970s.
“Strategic” is intended to distinguish between what is naturally occurring and what is
utility-driven, Utility companies take economic and policy measures to encourage
customers to become more involved in activities such as using advanced energy

saving technologies, methods and devices to improve energy efficiency and thus

reduce their energy consumption.
o New Uses

Utilities actively promote new uses of electricity, in order to increase their profits.

Electricity-using products provide either new services or improve the quality or
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desirability of a service over conventional alternatives. Generally, these products
expand existing markets or open brand new markets. Examples include advanced
heat pumps, home computers, energy auditing, energy-saving consultation and

education etc.

o Electrification
This type of DSM programme involves the replacement of some traditional out-of-
date devices with electrified ones. Electrification is the term being employed to
describe the new emerging electric technologies surrounding electric vehicles,
industrial process heating, and automation. It offers the potential of significant
productivity improvements and energy efficiency increases in manufacturing,
Examples include robotics and industry automation, laser-based materials processing,
and microwave heating and drying. These have a potential for increasing the electric
energy intensity of the industrial sector. This rise in intensity may be motivated by
reduction in the use of fossil fuels and raw materials resulting in improved overall

productivity.

o Customer Generation

This is a new type of demand-side management. Small-scale energy generation
systems from either zero/low carbon energy sources or conventional fossil-fuel
energy sources located on or near demand sites become popular and can play an
important role to balance the demand and the supply from the conventional
electricity grid. Most industrial customers and some large commercial customers
have generation equipment on site, either for emergency backup or supplemental
power. These energy generation systems can be treated as a type of demand side
resource to help to meet the peak demand during grid critical periods.

This thesis attempts to develop a new approach to DSM at the micro level (i.e.
appliance level) and from the bottom up by coupling load management and customer
generation. The idea is to use load management measures at the appliance level to

reshape the load profile, in order to better facilitate energy utilisation from on-site

renewable or low carbon power generation sources. Therefore, the review focuses on
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these two main utility-driven DSM options: load management and on-site distributed

generation.

2.3 Load Management (Demand Response)

Load management programmes of this nature, also known as a demand response
programme, aims to manage the power on the demand side by using various
economic and technical measures to reshape the load curve into the target curve
(Paracha and Doulai 1998). It basically optimises the process/loads to improve the
system load factor and normally is applied at macro scale (i.e. a large community or
whole region). The load factor is the ratio of the average load to the maximum load
within a certain period. The ideal value for the load factor is 1, which indicates that
the average load is equal to the maximum load. However, in practice this is
impossible to achieve and is always less than one (< 1.0). The lower this load factor,
the greater the fluctuations within the demand profile. This results in increased
capacity and/or cost for the operation of the supply side. Therefore measures are
required to be implemented which improve the load factor. Load management is a
suitable way of increasing the load factor, which is the process of scheduling the
loads to reduce the electrical energy consumption and/or the peak demand at a given
time. The following sections will review objectives, methods and current research

status of load management.

2.3.1 Objectives (in load shape)

Six load shape objectives for load management programs are stated in the literature
(Bellarmine 2000; Gellings and Chamberlin 1993; Gellings 1985; Nilsson 1994;
Paracha and Doulai 1998), which are categorised under basic level (peak clipping,

valley filling and load shifting) and advanced level (strategic conservation, strategic
load growth and flexible load shape).
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Figure 2-1: Load Shape Objectives for Load Management Program

o Peak clipping
Peak clipping, one of the more traditional forms of load management, reduces the
system peak loads during specific periods of time. Direct Load Control (DLC) is
generally used to achieve peak clipping, which is most commonly practised by the
utility having direct control over customers’ appliances. It can be used to reduce
operating costs and the dependence on critical fuels by economic dispatch. The shape
of the load profile as a result of peak clipping being implemented is shown in Figure
2-1 (a). Peak clipping becomes particularly vital for those utilities that do not have
enough generating capacity to satisfy maximum demand during peak times. It can
lower the service cost for utilities by reducing the need to operate at its most

expensive unit and by postponing the needs for the future capacity additions.

o Valley filling
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Valley filling, another classic form of load management, builds the loads during the
off-peak period. This may be particularly desirable where the long-run incremental
cost is less than the average price of electricity. Adding properly priced off-peak
loads under those circumstances decreases the average price. Valley filling can be
accomplished in several ways, one of the most popular of which is electric-based
thermal energy storage (water and / or space heating or cooling). The shape of a load
profile through the valley filling technique is given in Figure 2-1 (b). This technique
can lower the cost of service by spreading fixed capacity costs over a longer base of

energy sales and reducing the average fuel cost.

e Load shifting
Load shifting, the last of the traditional forms of load management, can be regarded

as having the effect of combining peak clipping and valley filling. The restructured
shape of a load profile using load shifting techniques is also illustrated in Figure 2-1
(¢). This involves shifting loads from peak to off-peak periods without necessarily
changing the overall energy consumption, through which peak clipping and valley
filling can be achieved at the same time. Popular applications include the use of

storage water heating, storage space heating, and cold storage.

e Strategic conservation
Strategic conservation is a recent introduction and is regarded as one of the advanced
load management options. It decreases the overall load demand by increasing the
efficiency of energy use and leads to the load shape changes that result from utility-
driven programs. Utility planners consider both naturally occurring actions and
purposely-designed utility programmes to implement energy conservation and
encourage efficient energy use. ‘Strategic’ is intended to distinguish between
naturally occurring and utility-stimulated. It reduces the demand not only during
peak hours but also at other hours of the day. Examples include not only
improvement in appliance efficiency but also those that occur naturally. The shape of
a load profile through the strategic conservation technique is given in Figure 2-1(d).

This practice can reduce the average fuel cost and postpone the need for the future
utility capacity addition.
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o Strategic load growth
Strategic load growth, another advanced load management option, concerns mainly
the utility companies encouraging customers to adopt electro-technologies
(electrification), either to replace inefficient fossil fuel equipment or to improve
customer productivity and quality of life. This results in the increase of electric
energy intensity and lowering the average cost of service by spreading the fixed cost
over a larger base of energy sales, and thus benefiting both the utility companies and
the customers. Increasing energy use during some periods, e.g. programs that
encourage cost-effective electrical technologies that operate primarily during periods
of low electricity demand, can be effective in achieving efficient plant operation. The
shape of a load profile through the strategic load growth technique is shown in
Figure 2-1 (e). This reduces the average cost of service by spreading fixed cost over

a long base of energy sales and benefits all the customers.

o Flexible load shape
Flexible load shape, the last of the advanced forms of load management options, is a
concept related to the reliability of energy supply with the possibility of variably
controlling customers’ equipment. The programmes involved could be variations of
interruptible or curtailable load control; concepts of pooled, integrated energy
management systems; or individual customer load control devices offering service
constraints. The shape of a load profile through the flexible load shape technique is
illustrated in Figure 2-1 (f). Utilities can realise both operating and future fixed costs

by allowing dispatch flexibility to reduce or postpone demand for selected customers.

2.3.2 Classifications of Load Management Programmes

Load management programmes involve reducing loads on a utility’s system during
periods of peak power consumption or allowing customers to reduce electricity use

in response to price signals. Most of the conventional load management programmes
can be categorised based on two dimensions (RMI 2006). The first dimension

features how and when utilities call on programme participants to shed load.
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Customers are called upon for either emergency/reliability conditions or for
economic purposes. The customers will be paid for reducing their electricity demand
during system contingencies, Economic programs offer consumers incentives to
reduce loads during non-critical periods when the cost of delivering services exceeds
some specific limit. The second dimension shows how utilities motivate customers to
participate. It can be classified into load response and price response programs. For
load response programmes, a utility offers customers payments or incentives for
reduction of demand during specified periods. Straight communication signals
(telephone, power line, pager and Internet) may be used to notify participants of
reliability or economic events in exchange for direct utility payment. Participants
either receive participation payments as a bill credit or discount rate for their
participation in the programmes, or are rewarded In monetary terms for their
performance, depending on the amount of load reduction achieved during critical
conditions of power system management. It includes direct load control,
interruptible/curtailable load tariffs and emergency demand response programmes etc.
On the other hand, they may use pricing signals as an indirect way to more
accurately reflect the cost of providing power as a function of time. Electricity tariffs
are not flat, so the rates fluctuate following the real time cost of electricity. In price
response programmes, customers voluntarily reduce their demand in response to
forward market prices (Kirschen 2003). This type of LM programme includes Time-
Of-Use rates, Critical Peak Pricing and Real Time Pricing etc. Different LM

programmes in terms of these two dimensions are shown in Figure 2-2,
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Figure 2-2: Classification of Load Management Programs

2.4 Current Status of Load Response (LR)

2.4.1 LR Type

e Direct Load Control (DLC)
DLC programmes are primarily targeted at small commercial (<100kW peak demand)

and residential customers. Customers sign up for the programme to allow utilities to
shed remote customer loads unilaterally by directly switching different equipment on
or off with short notice as subject to a certain mutually agreed contract. Typical
remotely controlled equipments include air conditioners and water heaters. The
agreement contract specifies the maximum number of events per year (e.g. up to 30)
and the maximum duration of any given event (between 2 and 8 hours, but typically
4). The utilities provide incentive payment to customers as a reward, e.g. fixed
monthly payments credited to the customers’ utility bill, plus a one-time participation
payment. Very little advance notification will be given prior to initiating an event (3
minutes or less). Most DLC programmes allow the customer to override an event if

they experience discomfort, but some programmes impose penalties for overrides
(Wright and Martinez 2003).
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Load switches or “smart” thermostats are required to implement DLC programmes
(Nadel 1992). Load switches cycle the AC compressor or completely shut down
other loads such as lighting and water heating. Smart thermostats are programmable,
communicate and used to raise temperature-setting points; and reduce customer load
automatically during peak reduction events. Utilities typically pay upfront for the
cost of these devices/ technologies and offer these to the customers free of charge.
These technologies are relatively inexpensive, quite reliable and capable of achieving

up to 60% load reduction per site for small customers (RMI 2005).

o Interruptible/Curtailable Load Tariff (I/CLT)
Customers participating in I/CLT programmes sign an interruptible/curtailable load
contract with utilities, which agree to switch off major portions or even a facility’s
entire load as and when requested by the utility. I/CLT programmes mainly target
medium (100~500kW peak demand) to large customers (>S00kW peak demand).
The utility must notify customers before an interruptible/curtailable event takes place.
Advance notice is typically given minutes to hours ahead as a minimum, but some
programmes notify participants up to a day ahead. Similar to DLC programmes, the
utility must specify upfront, the maximum number of events and durations per year.
Participants receive lower electricity bills during normal operation, as well as
additional incentives for each event. Severe penalties can be enforced for non-
performance/compliance. The interruptible load rates are normally applied to
commercial and industrial consumers, such as office buildings, universities and
industrial plants etc. The load reduction can be achieved by introducing a demand
limiter, which is installed by the customer, and the utility sends control signals to
interrupt the contract amount if such need arises. Some large commercial and
industrial facilities install back-up generators to supply power to critical loads in case
of unexpected interruptions in power. The utility benefits by way of a reduction in its
peak load and thereby saving costly reserves, restoring quality of service and

ensuring reliability. The customers benefit from reduction in their energy costs and

from incentives as identified in the contract (Tuan 2004).

¢ Emergency Demand Response Programme (EDRP)
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In EDRP, participating customers are paid incentives (almost 10 times the electricity
price in the off-peak period) for measured load reductions during emergency
conditions (Fahrioglu and Alvarado 2000). Although EDRP would cause an amount
of uncertainty in the peak reduction, the customers, particularly some large
consumers, like to participate in this type of programme. The high participation rate
of this programme is due to two main reasons: high incentives and no penalty for not

reducing their consumption (DoE 2006).

2.4.2 LR Strategy

The development of load management strategy is vital to the successful design and
implementation of the various large-scale, utility-driven load management
programmes. Different objectives in terms of system reliability, cost and customer
impact are specified by utilities for different types of programmes. As addressed in
the previous section, some types of load management programmes (such as DLC,
I/CLT and EDRP etc.) are managed by utilities whilst others (such as TOU and RTP

etc.) need the voluntary involvement of customers.

During the last three decades, DLC programmes received much more attention from
researchers than others. Most DLC programmes have been analysed from the supply
side, offering schemes to achieve single or multiple objectives, such as minimising
the system operation costs (Chen et al. 1995; Hsu and Su 1991), maximising the
reduction of system peak load, maximising utility’s profit (Ng and Sheble 1998),
minimising system peak load (Cohen and Wang 1988) and minimising the
discomfort caused to customers (Bhattacharya and Crow 1996). Cohen and Wang
(1988) proposed a method for scheduling the load control using dynamic
programming. It is based on an analytical model of the load under control, which
gives it the advantage of allowing any length of time for the control periods and any
cycle rates, The method can be used for different utility objectives including

minimising production cost and minimising peak load over a period.
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Various methodologies were applied to optimise the DLC scheduling, such as linear
programming (Kurucz, Brandt, and Sim 1996), dynamic programming (Cohen and
Wang 1988) and fuzzy logic (Bhattacharya and Crow 1996) etc.

Hsu and Su (1991) pointed out that DLC must be coordinated with unit commitment,
which schedules generators in short term by taking account of start-up costs and time
delays, in order to achieve maximum operational cost savings. Chen et al (1995)
presented an effective method for DLC dispatch with the objective of minimising
system operational costs. The method was applied to successively dispatch multiple
DLC groups. It coordinated a DLC group with the available supply-side options. In
addition, the impact of DLC on unit commitment was illustrated and an extension to

include capital cost consideration was also addressed.

Kurucz et al (1996) developed a linear programming (LP) model to optimise the
amount of system peak load reduction through scheduling of control periods in
commercial/industrial and residential load control programmes at Florida Power and
Light Company. The LP model can be used to determine both long and short-term
control scheduling strategies and for planning the number of customers who should
be enrolled in each program. Results from applying the model to a forecasted late
1990s summer peak day load shape are reported. It is concluded that LP solutions
provide a relatively inexpensive and powerful approach to planning and scheduling
load control, Also it is not necessary to model completely the general scheduling of
control periods in order to obtain near best solutions to peak load reduction. In order
to achieve maximum cost benefits, a DLC dispatch schedule should be coordinated

with utility economic considerations such as unit commitment and economic
dispatch.

Conventional cost-based DLC ignores the rate structure offered to customers. The

resulting cost savings may cause revenue loss. A profit-based DLC using linear
programming was introduced by Ng and Sheble (1998) to examine generic direct
load control scheduling. Based on the cost/market price function, the approach aims

to increase the profit of utilities. Instead of determining the amount of energy to be
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deferred or to be paid back, the algorithm controls the number of groups per load
type to maximize the profit by shifting the load from low to high profit margins.

DLC strategy was also studied in a multi-objective framework (Jorge, Antunes, and
Martins 2000) and presented a multi-objective decision support model which allows
the consideration of the main concerns that have an important role in DLC: minimise
peak demand as perceived by the distribution network dispatch centre; maximise
utility profit corresponding to the energy services delivered by the controlled loads;

and maximise quality of service in the context of remote load control.

2.5 Price-Based Demand Response (PBDR)

2.5.1 PBDR Classification

The PBDR programmes are based on dynamic pricing rates in which the electricity
tariffs are not flat, They are designed to lower system costs for utilities and bring
down customer bills by offering high price during expensive hours and lower prices
during inexpensive hours. The load shape objective is to flatten the demand curve by
reducing peak loads and/or shifting load from peak to off-peak periods. According to
Charles River Associates (2005), the rates include Time of Use (TOU), Critical Peak

Pricing (CPP), Extreme Day Pricing (EDP), Extreme Day CPP (ED-CPP), and Real
Time Pricing (RTP).

e TOU

TOU rate is the basic type of PBDR. The electricity prices differ in different blocks
of time. Generally, the rate during peak periods is higher than the one during off-
peak periods. The simplest TOU rate (Gellings and Chamberlin 1993) has two time
blocks: the peak and the off-peak. The rate design is aiming towards reflecting the

average cost of electricity during different periods. Economy 7 tariff in the UK (Tan
and Kirschen 2007) is a good example.

e CPP
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CPP rate contains a pre-specified higher electricity price superimposed on TOU rate
or normal flat rate. The CPP rate (DoE 2006) is called during system contingencies

or high wholesale electricity prices for a limited number of days or hours per year.

e EDP
Similar to CPP, EDP rate (Charles River Associates 2005) has a higher price of
electricity and differs from CPP in the fact that the price is in effect for the whole 24

hours of the extreme day, which is unknown until a day-ahead.

e ED-CPP
ED-CPP rate (Charles River Associates 2005) contains two types of rate, which are
invoked under different conditions. During extreme days, the CPP rate is called for

peak and off-peak periods. Whilst for other days, a flat rate is being used.

e RTP

RTP is hourly fluctuating prices reflecting the real cost of electricity in the wholesale
market (Moholkar, Kilinkhachorn, and Feliachi 2004). Customers are informed about
the prices on a day-ahead or hour-ahead basis. The electricity price varies
continuously (hour by hour) based on the utility’s load, power market and power
producers who participate in satisfying the demand. Customers can buy their power
on this spot market for the best available price and savings can be substantial.
Implementing a RTP programme requires significant technology investment,
including automated interval metering, along with more complex price forecasting,
communications and billing systems. Automated RTP control technology for
customers is recommended to maximise performance and savings. At the moment, it
is unclear whether RTP programmes are more cost-¢ffective than other types of LM
programmes. There are some obstacles in terms of the aspects of technologies,
incentive to consumers and utility companies, supportive policies and regulations,
and pricing schemes (Albadi and El-Saadany 2008). However, many economists are
convinced that RTP is the most direct and efficient LM method suitable for

competitive electricity markets and should be the focus of policymakers (Bloustein,
2003).
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2.5.2 Customer Response to PBDR programs

There are typically three types of customer response to difterent PBDR programmes
(DOE, 2006).

Customer reduces his electricity usage during critical peak periods, when
prices are high without changing consumption pattern during other periods.
Customer may experience temporary comfort loss. This response is achieved,
for instance, when thermostat settings of heaters or air conditioners are
temporarily changed.

Customers respond to high electricity prices by shifting some of their peak
demand activities to off-peak periods. As an example, they shift some
household activities (e.g. dishwashers, washing machines, tumble dryers) to
off-peak periods. The residential customers in this case will bear no loss and
will incur no cost. However, this will not be the case if an industrial
customer decides to reschedule some activities and rescheduling costs to

make up for lost services are incurred.

Customer adopts on-site generation equipment to match the demand.
Customers who generate their own power may experience no or very little
change in their electricity usage pattern; however from the utility perspective,

electricity usage patterns will change significantly, and demand will appear

to be smaller.

2.5.3 Evaluation of PBDR Programmes

There are several indicators used to judge how successful the implemented PBDR
programmes are (Albadi and El-Saadany 2008).

The first indicator is the actual peak demand reduction. As this is an absolute value,

it is necessary to normalise this value to the percentage peak demand reduction. Thus

this relative value can be used to compare different programmes with similar

situations.

In addition to peak demand reduction, the performance of PBDR programmes is

measured using two parameters associated with elasticity: the price elasticity of
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overall electricity consumption and elasticity of substitution. The former one
represents the sensitivity of customer demand to the price of electricity. This is
defined as the ratio of the percentage change in demand to the percentage change in
price (David and Li 1992). It would cause a temporary loss of comfort. The elasticity
of a substitution measures the rate at which the customer substitutes off-peak
electricity consumption for peak usage in response to a change in the ratio of peak to
off-peak price. For residential customers, no energy service loss or further cost
would be incurred. However, it was not the case for commercial and industrial
customers, as described in Section 2.5.2, This is an important factor for load shifting
measures. Similar definitions can also be found. According to Kirschen et al (2000),
elasticity is decomposed into self-elasticity and cross elasticity. Self-elasticity
measures the demand reduction in a certain time interval due to the price of that
interval. Cross elasticity measures the effect of price of a certain time interval on

electricity consumption during another interval,

Another aspect of DR programmes evaluation is customer acceptance and enrolment
in the programme. Without customer participation, PBDR programmes will certainly

fail to achieve their objective of reducing peak demand.

2.5.4 Utility Experiences (mainly in US) on PBDR Programmes

e EDF, France
Electricite De France (EDF) operated the most successful example of TOU pricing
programme. The programme was applied to industrial customers in 1965 and
introduced to residential customers in 1965 on a voluntary basis. Currently, it is

estimated that one third of its customers (30million) are on TOU pricing (Charles
River Associates 2005).

In 1993, EDF introduced a CPP pricing programme called Temp (Charles River
Associates 2005) in which the year was divided into three types of days: Tempo Blue,
Tempo White, and Tempo Red. 300 days of the year were Tempo Blue in which
electricity was cheaper than the normal TOU prices. Tempo White days were 43 and
they were at slightly higher rates compared to that of normal TOU. Tempo Red days
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were only 22 and they were the most expensive. Customers could know the colour of
the next day by several means (such as consulting the Tempo Internet website;
subscribing to an email service that alerts them of the colours to come; using a data
terminal; using a vocal system over the phone; checking an electrical device
provided by EDF that could be plugged into any electrical socket.).

e Gulf Power Company, US
Gulf Power Company implemented an experimental programme in Florida with
TOU pricing (Charles River Associates 2005). Within the programme, customers
were provided with smart thermostats that automatically adjust the temperature and
other loads depending on a price signal. Normal TOU prices were applied 99% of all
hours in the year. In the remaining 1% of the hours, the utility had the option of
charging a critical peak pricing more than the normal peak period prices. This
programme results in 42% peak demand reduction during critical peak periods. In a

recent survey, the programme received a 96% satisfaction rating.

e (California’s Pricing Experiment, US
The experiments were carried out by the state of California to test customer response
to a variety of pricing options, including TOU and CPP rates (Charles River
Associates 2005). Customers on TOU and CPP rates pay a higher price during the
five-hour peak period that lasts from 2pm to 7pm on weekdays and a lower price
during the off-peak period, which applies during all other hours. Two sets of
peak/off-peak prices were designed for each TOU and CPP rate to allow for precise
estimation of the elasticity of demands. Analysis of data from the California
experiment indicated that it was very effective for CPP rate customers to reduce peak
demands. Customers were likely to reduce air conditioning usage during higher peak
price periods, and shift laundry, dishwashing and cooking activities from some peak

period usage to lower cost off-peak periods.

o Chicago Community Energy Cooperative, US
A market-based RTP pilot programme for residential customers was implemented by

Chicago Community Energy Cooperative and the local electricity utility (Barbose,
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Goldman, and Neenan 2004). The RTP rate was decided on a day-ahead basis. The
project was designed to estimate the magnitude of customer response to hourly
energy pricing and understand the drivers of responsiveness. This was a three year
project started in 2003.

The results of customer loads in the first year implied that participants responded to
the higher prices they faced during the peak periods (Barbose, Goldman, and Neenan
2004). An electricity price elasticity of -0.042 was estimated over the full range of
prices. 25% of aggregated demand reduction was achieved during the notification
period. Over 80% of the participants reported that they modified their air
conditioning usage, while over 70% of them modified their clothes-washing pattern.
Results were also showing that multifamily households as a group were more price-
responsive than single-family households. From survey results, customer satisfaction
was very high in this programme. 82% of the participants thought that the
programme was “quick and easy”. 20% of customers’ monthly bill was saved. This
project has shown that residential customers were a viable market for RTP. As
residential load was a key contributor to system peak, it was important to deploy

RTP rate structure in the residential sector market.

e Georgia Power, US
Georgia Power operates one of the largest and possibly the most successful RTP
programmes in the world (Barbose, Goldman, and Neenan 2004), It was estimated
that during emergency conditions, 17% of demand was reduced by its customers,
freeing up 800MW of capacity. It began with a two-year controlled pilot in 1992,
with the objectives of increasing competitiveness, improving customer satisfaction
by giving customers more control over their bills, and curtailing load when needed to
balance demand and supply. The programme was mainly targeted for commercial
and industrial customers. Both day-ahead and hour-ahead programme were
implemented within the project. The structure of RTP rate was two-part rate:
“baseline” standard rate and the rate difference between the standard rate and the
hourly real time pricing rate. Georgia power also offered price protection products

for both limiting the risk associated with high price and restricting the windfall
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reaped during periods of low prices. There was no evidence found that these price

protection products dampened price responsiveness of customers.

The results of this programme had shown that manufacturers with highly energy-
intensive processes, such as chemical, pulp and paper companies, were generally the
most responsive customers. And also the education for customers to understand the
benefits of RTP rate was the key to a successful dynamic price demand response
programme. The satisfaction level of customers was measured from the feedback

received through various levels of meetings held with customers.

2.6 Limitations of LR and PBDR

There are, however, several drawbacks that need to be addressed within utility-driven

demand response programmes reviewed above.

¢ Most of the demand response programmes are carried out through top-down
approaches. Either the condition of the grid network or the price signal within
the electricity market is the main indicator to trigger load management
programmes. It is difficult to use this approach to identify the actual DSM

resources that would bring less impact upon users.

o All the above-mentioned load control strategies take the benefits of the
supply side as a main consideration. For instance, some strategies aim to
increase the profit of utilities, whilst others try to reduce the power system
peak load, in order to defer the construction of new power plants or avoid

operating emergency generators, But these strategies do not actively reduce
energy demand.

o Conventional DSM programmes are effective in reshaping the load curve,

which limits the energy usage in peak time and encourages its use during off-

peak periods. Instead of reducing energy demand, those strategies actually

encourage the usage of energy during the period when the electricity price is

low, when sometimes the usage may not be necessary. This makes no
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contributions to decreasing existing high-levels of GHG emissions, and

potentially makes the problem even worse.

e Most of the designed control strategies are only suitable to one type of
demand device. With a large amount of appliances deployed, either electric
water heaters or air conditioners, this makes it impossible to accommodate
additional types of appliances installed in the demand side. The lack of
flexibility restricts the load strategy from being rolled out into further areas.

e The comfort on the customers' side is not the first priority. As previous
experiences show, many users suffer from uncomfortable environments/
conditions, which is one of the main reasons why user participation rates in

some DSM programmes remains quite low.

e The feedback from some demand response programmes is considered, but
usually in a qualitative way. There is always a delay period to consider the
customers’ satisfaction level compared with the time when the actual control
actions were enacted. It would be nice if there were some new ways to
quantify the control impact and make control actions on real time basis, in

order to minimise the inconvenience to the users.

2.7 Micro-level DSM (Customer Side)

2.7.1 Background

A novel concept of DSM at the micro level is proposed in this thesis to overcome the
drawbacks of the conventional top-down DSM approach. Here, micro-level DSM
means that demand side management and control is carried out upon various
appliances within single household or individual buildings. The objectives at system
level can be achieved through a bottom-up approach. It is not only suitable for load
~management at an individual dwelling level, but can also be used in large-scale
applications, In addition, with the rapid growing of small-scale embedded generation

at the domestic level, the supply profile becomes more volatile. The time variance of
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supply from renewable energy resources, which generally does not match the load
profile, may lead to congestion or energy surplus (Kupzog and Roesener 2007).
Usually these distributed generation devices are scattered throughout the customer
base. It is a challenging task to co-ordinate all these sources and integrate them
within the power system. Micro-level DSM systems would play an important role in
maintaining the reliability of the whole power system and better utilise energy from
distributed generation systems. It is possible to couple the customer-side embedded
generation into the local demand network via a micro-level DSM system, as it
manages the loads from each individual house. The micro-level DSM system can be
scaled up to system level via the bottom-up approach in order to analyse the

performance of the whole power system.

For each micro-level DSM system, three major objectives are to be achieved:
improve the efficiency of energy use; increase the utilisation of energy produced by
renewable or low carbon energy systems; and minimise the impact upon users. These
objectives should be reached simultaneously. Micro-level DSM would play an
important role in improving efficiency of energy use by controlling demand systems
better and avoiding unnecessary energy waste. Through reshaping the demand profile,

more energy generated from RE/LC sources can be facilitated.

A certain extent of demand flexibility exists within the consumption process for
every end-use device. Normally end-use devices ‘use’ electricity to provide a
‘service’ to the user (Schweppe, Daryanian, and Tabors 1989). Different appliances
have different flexibility in their own energy consumption processes. For example,
the flexibility for electric-based heating and cooling appliances (i.e. refrigerator, air
conditioner and electric water heater etc.) is high, as temporary power disconnection
for them does not critically impact on the service/function they are expected to
deliver. For some appliances like washing machines and dish-washers etc, energy
usage and service may both be rescheduled to another period, which could be
acceptable for the customer as long as the service has been delivered as required. For
other appliances, such as lighting and cooking etc., services may be reduced in

quality or amount, but neither service nor energy usage can be rescheduled without
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inconvenience to the consumer. While for other devices, such as entertainment
devices (TVs, VCRs and HiFis etc.), the flexibility is low since switching off will
have a huge impact on the users. Empirical evidence suggests that introducing
demand flexibility could result in increasing the tolerance level of users when supply
power for a device is disconnected. However, little research has been carried out to
study the tolerance levels of customers when different types of appliances are
controlled. A good DSM system undertakes switching actions upon appliances
without the notice of the user (Stadler and Bukvic-Schafer 2003).

2.7.2 Current Status of Appliance-level DSM system

o Historical demand
Newborough collected and analysed the electricity demand of individual dwellings
and the main types of domestic appliances within UK households (Newborough and
Augood 1999). Various methods of modulating these electricity demands have been
proposed, such as 1) to size, and control the operation of, electrical heaters fitted
within appliances in a more load-conscious manner; 2) to utilise some form of
integrated control to ameliorate the effects of coincident demands emanating from
individual appliances during peak periods; 3) to apply thermal storage techniques;
and 4) to simply avoid using electricity for heating purposes where a suitable gas-
fired alternative exists. Up to 60% of peak demand reductions are found when only
the load-conscious control algorithm is applied to individual cooking and washing
appliances without adversely affecting their performance. The data used and the
results obtained from the investigation are for a specific experimental case, which is

not a general case, The impacts of load management actions upon users are not

considered in a quantitative way.

o Individual demand modelling
Another aspect of research interest in developing an appliance-level DSM system is
through demand modelling. Generally speaking, it is difficult to derive reasonably
accurate models for the consumption behaviour of potential DSM loads due to the

individual characteristics and the stochastic behaviour of each single process.
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However, among all residential appliances, electrical heating and cooling appliances,
which contribute significantly to the total DSM loads, can be described using a
generic class of conceptual electricity storages (Kupzog and Roesener 2007).
Ditferent accuracy levels for these types of load models can be found in the literature.
Models based only on historical data have been developed by Virk and Loveday
(1994), and Tomiyama, Daniel, and Ihara (1998). However, they are not adequate for
DSM purposes, as they tend to represent the power system and their loads in a
“normal” state meaning that no effects of load control actions are taken into account.
Walker and Pokoski (1985) suggested an empirical model based on regression
analysis of historical models and lifestyle. Again, it is not adequate and outside the
scope to apply DSM. Only a physically based load model is suitable for a micro-level
DSM system, as it allows simulation of the individual dynamic load performance, i.e.
the so-called “pay-back” effect and the effects on environmental variables that are
used to assess impact on consumer comfort. It is possible to find a great number of
individual load models reported in literature, as in Lee and Wilkins (1983), Chong
and Malhami (1984), Chong and Debs (1979), Gomes and Martins (1995), Molina et
al. (2003), Asawari and Moholkar (2005). These models are based on energy
balances between the external and internal environment. Aggregation may be

achieved in a bottom-up approach based on individual load models.

In addition, Ning and Katipamula (2005) developed set-point control strategies for
aggregated thermostatically controlled appliances (TCAs), mainly refrigerators,
heating, ventilation and air conditioning units (HVACS) and electric water heaters
(EWHs), in a competitive electricity market. By varying the TCA thermostat settings,
the TCA power consumption can be shifted from the high-price period to the low-
price period to reduce the peak-load and energy cost. Runmin, Nehrir, and Pierre
(2007) proposed a voltage-control strategy for utility-side load management of
aggregate residential EWHs, in order to improve system stability and security, as
well as equipment utilisation rate, Through controlling the operating voltage of
EWHs, the total power demand of aggregated EWHs loads during peak time can be
controlled. Although these models are developed for controlling aggregated

appliances, the principle behind these models can also be applied to individual units.
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o Monitoring and control communication system for load management
purpose

The other aspect of micro-level DSM research is the monitoring and control
communication platform. Traditionally, radio-controlled switches installed in various
appliances are a popular way to perform one-way direct load management., During
periods of peak electricity usage, the switches are activated by a radio signal sent by
utilities. The common approach is to disconnect loads in a specific order and keep
them disconnected as long as needed. In cases when disconnection periods are very
long there is an option of load rotation, reconnecting already disconnected devices
after a certain time has elapsed whilst disconnecting others. However, the impact of
load control upon users’ comfort is not considered in an accurate and dynamic way.
Therefore, two-way communication is required to acquire some information on
demand side impact. Different types of monitoring and control communication
systems based on various communication media are proposed in the literature. Here,
several typical systems were listed as follows,

Asawari and Moholkar (2005) present a Computer-Aided Home Energy
Management (CAHEM) system, shown in Figure 2-3, which enables the
implementation of price-responsive load management for the residential sector. It
consists of a computerised load control implemented with the help of X10 appliance
controllers. X10 is the oldest home networking protocol that communicates over the
power line within the house. The computerised load control includes load models,
user interface, and a load shifting algorithm. A controller sends the control signal
over existing electric wiring to the receiver modules dedicated to each appliance. The
receiver modules control the appliances depending on the control command received
from the main controller. The user can request the status of each appliance. Therefore,
a two-way transmission of power line signals can be achieved through this system.
The main drawback of using the X10 power line carrier is its signal strength, which
is low and can be subject to failures due to noise on the power line. Extra devices,

such as noise filters and phase couplers, are needed to resolve the problem, which

would add more cost to the whole system.
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Figure 2-3: CAHEM Diagram

Low-cost, flexible and powerful monitoring and control systems are required in this
field. The structural elements of possible systems for residential energy consumers

should include: wired or wireless network architecture/protocols, sensors, actuators
and software systems to monitor and control home devices. A mixed-technology
web-based monitoring and control system is proposed as a pilot study between Intel
Folsom Innovation Centre and the Sacramento Municipal Utilities District (SMUD)
by (Williams et al. 2006). The target is to allow users to view and control energy data
via a home web address with a graphical user interface. The primary entertainment
display (TV) is connected to the computer for viewing purposes. Home automation
and other specialised software are installed to collect, normalise, store and display
information from temperature sensing devices and a whole house energy meter.
Internet access was used to transfer data to a centralised database and to provide
remote access to data and control systems, Wireless and power line technologies
were used for meter and control system communications. Through using various
types of technologies it provides better opportunities to try more cost-effective,

suitable and accurate sensors for designing an optimal and sophisticated control
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strategy. The total whole system costs may come down significantly, as the system is

adopted at large scale.

Molina-Garcia et al. (2007) demonstrated the application of a Wireless Sensor
Network (WSN) to electrical power management, which brings new opportunities to
small customer consumption control, The system, shown in Figure 2-4, has a set of
several sensors and actuator nodes, which report the information of energy
consumption for the load, as well as environmental variables, such as temperature,
humidity and light intensity. The data of these parameters will be transmitted to the
sink node as soon as they are known. Data travels through the wireless network by
means of a succession of hops (from node to node) until the destination is reached.
The load control algorithm, aimed for selecting the optimum load control strategies,
will be executed in a PC after the required data is received by the sink node. Once
the control actions have been generated, the control commands travel back through
the wireless network until they arrive at the nodes where the control actions are
performed. The consumption data and forced actions within this individual building
may be transmitted through any communication network (such as Internet, GPRS,
UMTS and Wi-Fi etc.) to the electrical or energy service company for historical

records and further refining the load control strategy.

42



Similar to Ha’'s system, a multi-agent home automation system for power
management is presented by Abras et al. (2008). The system is built upon a multi-
agent prototype. Each agent is integrated into a power resource or equipment, which
may either be an environmental variable (such as temperature, humidity or
luminosity) or a service (washing, cooking, heating or cooling). Every agent
coordinates and cooperates its action with each other in order to reach an overall
near-optimal solution. The control algorithm implemented within the system can be
decomposed into emergency mechanisms and anticipation mechanisms. The former
one protects from constraint violations, whilst the latter computes the best future set-
points under the comprehensive consideration of predicted consumptions,
productions, and user criteria. Thus, the presented system is capable of adapting the
power consumption to available power resources according to user comfort and cost

criteria.

Hong et al. (2008) proposed an Internet-enabled energy system (IE-ES) for demand
side management within the built environment. The system consists of device
monitoring and control modules, data server modules and service-oriented
application modules. It monitors the power demand being experienced and the
supply that is currently available, together with the environmental variables, It is
believed that the best way to collect these essential data is to use wire/wireless
Internet communication using standard TCP/IP protocols, which is more accurate
and dynamic. Also the Internet provides an important medium with low cost and
high coverage for distributing information without time and location constraints,
which is feasible to be used for real-time distributed monitoring and control of
various devices within the built environment. The system is even able to operate a
certain service (such as DSM) using the data from linked simulation models when
certain demand or supply devices are not available. Therefore, the proposed IE-ES is
low cost, generic, flexible, and powerful, which is adopted to perform the

verification study for the developed DSM algorithm in this thesis. Detailed
description of this system is illustrated in Chapter Six.
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Other technology, such as a Grid Friendly Controller, has been developed in Pacific
Northwest National Laboratory (PNNL), US. It can detect impending grid instability
by monitoring low-frequency signatures (PNNL 2006). In the future, such devices
may be fitted to domestic consumers to provide load-shedding at times of excessive
power-system stress, such as congestion or energy deficit. It can help to achieve the

balance between energy supply and demand.

The above review of both simulation and real systems shows the variety of DSM that
can be applied at the small scale. Most models are set up based on the current power
system network, DSM plays an important role in improving energy efficiency on the
demand side. Most of the energy during peak time can be avoided through better
control strategies, and most systems consider the impact of load control upon user
comfort levels, another aspect beneficial to the supply side. The load control actions
are initiated when the power system condition is violated and cost of energy

production becomes too high.

2.7.3 Distributed Generation Issues

With the recent growth in small-scale distributed generation, also known as
embedded generation, there is increased interest in the utilisation of energy generated
from resources such as small-scale PV, wind turbines, micro-CHP and heat pumps,
etc. In current power systems, the balance between electrical power generation and
demand is usually maintained by measures on the generation side following expected
load charts. Although the concept of supply side management has proved to be
adequate in the past, recent developments in renewable and low carbon energy
systems are adopted to invoke major changes in future power network management.
The volatile characteristics of supply from RE and LC sources put extra pressures on
the current power system. Demand side management is a suitable means to solve the

balancing problem when integrating a high fraction of renewable energy sources into
the electricity grid.

In the past, customer side generation, such as PV, back-up generation, was regarded

as DSM resources. They were used to play some role in supplying demands when
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conventional power generation was unable or far too expensive to meet the demand.
According to Byrne et al. (1994, 1996) and Perez et al. (1993), the most popular
renewable technology successfully integrated with DSM potential and recommended
by utility providers was PV systems. Most researchers focused on the technical and
economical aspects of PV-DSM systems. Perez et al. (1993) stated that PV output
closely matched utility system peak loads during the summer period when solar
energy was also available. Various PV-DSM systems such as rooftop, non-dispatch
enabled PV-DSM (without storage) and dispatch enabled PV-DSM (i.e. with storage)
etc., could be found in the literature (Byrne et al, 1994, 1996). Dispatch enabled PV-
DSM systems integrating battery banks were the most popular ones, and could
maximise the power available during the utility’s system peak demand period. It was

used mainly for the purpose of peak shaving.

A cost-benefit analysis of PV-DSM systems (Byrne et al. 1996) demonstrated that
PV was far more viable than had been previously thought. The study was carried out
in the U.S where peak demands occur on hot summer days due to high utilisation of
air-conditioning equipment, and at the same time abundant solar exists. The peak in
PV output, however, occurs prior to the peak in demand, so by including modest
storage facilities (i.e. a dispatch enabled PV-DSM system) these peaks can be
aligned with one another and thereby offer significant peak shaving benefits to utility
providers. The cost-benefit approach includes both the energy value (i.e. the systems
ability to save energy) and the capacity values (i.¢. the reduction in peak demand), in
addition to other factors such as modularity and fossil fuel price protection.
Modularity refers to the ability of matching incremental increases in load with
equivalent capacity increments. Fossil fuel price protection refers to the protection
offered by renewable technologies against fuel price volatility and future

environmental legislation. The economic potential of such a demand-side measure

was also illustrated for the application to commercial buildings in the USA (Byrne et
al. 1996).

However, research in to the coupling of renewable energy sources with load

management strategies is a new topic. Only a couple of papers talk about this new
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approach (McKenna et al. 2007; Kamphuis et al. 2005). The integration of large-
scale renewable energy systems into the current power network through DSM
strategies was the main focus. McKenna et al, (2007) focus on the development of a
control strategy on the demand side to maximise the use of wind energy supply from
a wind farm in Ireland. The energy supply is also supplemented with a small-scale
hydro-electricity plant. The controllable loads in this case include water pumping,
wastewater treatment, offices and street lighting. The analysis is conducted in the
absence of a financial incentive for the participation and with the inclusion of a
carbon tax as an incentive respectively. A real-time application of matching power
supply and demand is demonstrated by Kamphuis et al. (2005) via the use of
software agent technology. Software agents are used as the representatives of power
producing and/or consuming installations. The bottom-up coordination, market
algorithms and agent technology are used with algorithms from micro-economic
theory for real-time matching. A real-world field-test was conducted to prove that the
operation of a number of distributed installations to reduce real-time imbalance in a

commercial portfolio appears to be possible at a given capacity level.

2.7.4 Research Undertaken in This Thesis

As can be seen, both of the above two applications, coupling distributed generation
sources with demands, are analysed at system level. If more and more energy
produced by distributed generation is exported to the electricity grid, it would make
the grid unstable and even induce brown/blackouts. It is a dilemma. On one hand,
due to environmental concerns, distributed generation should be encouraged to
increase its fraction in our current energy system make up. On the other hand, less
exporting of distributed generation energy is suggested from a grid condition point of
view. Therefore, it is vital to maximise the utilisation of the energy produced by
embedded generation at the local level and reduce the burden on the power system.
Unfortunately, few references are found discussing the flexibility of the demand
profile at individual household levels which can be utilised to develop load control
strategies, in order to better facilitate the energy produced by small-scale RE & L.C
energy supply systems, which will be the main focus of this thesis.
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RE systems refer to technologies like photovoltaic (PV), wind turbine (WT), and
solar collectors etc. LC systems refer to technologies such as heat pumps (HP) and
combined heat and power (CHP) etc. These are all suitable to be applied to single
buildings. Due to the characteristics of RE and LC technologies, how to satisfy the
demand and maximise the use of these technologies in much more efficient ways are
major issues. RE systems are normally intermittent and dependent on the factors such
as weather, time and location. Without proper control, LC systems operate
inefficiently and can be expected to emit more GHG for the same supply level as
conventional ones, which would do harm to the local air quality, due to fluctuating
and unfavourable demand. It is necessary for an algorithm to deal with the demand
profile and make it become favourable for RE and LC energy supply systems.
Therefore, new DSM algorithms should be certain, which are able to perform the
load shedding strategies on domestic appliances and smooth the load profile for
favourable building-integrated energy generation device operations without

compromising the comfort of users.

2.7.5 Encapsulate DSM Knowledge within a Decision-making Tool (MERIT)

A unique computational decision-making tool, called MERIT (Born 2001; Smith
2002), is adopted as a platform to integrate the DSM algorithm developed in this
research. MERIT has been developed by ESRU within the department of Mechanical
Engineering at the University of Strathclyde since 2001. One of the main reasons for
choosing this tool is that it is a demand-supply matching tool aiding with the design
of hybrid energy systems, particularly from RE and LC sources. There is a range of
renewable energy models available, including PV, wind turbine, flat-plate collectors
for water heating, which is able to perform the simulation of different types of RE
supplies. Another reason is that it allows the analysis of energy systems based at any
location over any chosen time scale from a day to a year with a user-specified
number of time steps per hour. Furthermore the software structure of MERIT is clear,
flexible and generic, which makes it easy to add another new model into the existing
platform. New RE or LC supply models (such as heat pump and micro-CHP etc.) can
also be developed and added into the existing supply portfolio, Demand models for
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the requirements of simulation-based DSM systems can be developed and integrated

within the demand side without disturbing the existing functionality.

So far, as there is no other existing general tool to perform DSM strategy analysis,
MERIT could be considered a suitable candidate after having been incorporated with
DSM algorithm. This algorithm specialises in the analysis of the impact of various
DSM measures upon the performance of the energy system at full-scale level (both
micro and macro). The reason for this is to enable decision-makers to design DSM
scenarios and select the best strategy for better facilitating the integration of RE or
LC supplies, which in turn could reduce the supply capacity and further decrease the
investment cost. An optimal load management strategy may be achieved based on
certain available supply systems. The algorithm has not only been verified within the
software tool (MERIT), but also within several case studies through incorporating
the algorithm into an Internet-enabled energy system (Hong et al. 2008) in practice.

2.8 Summary

This chapter reviewed the status of demand-side management from both a utility and
customer-based perspective. The research gap and issue pertaining to this are also
presented in the review. The need for a computational based DSM tool required for
designing and selecting the strategies to smooth the demand load profile when a high
fraction of the energy supply is from distributed generation has been demonstrated.
The following chapters will discuss the detailed DSM algorithm and the relevant low
carbon energy supply technologies. This thesis will mainly propose the DSM
methodology for hybrid energy systems (e.g. REs or/and LCs-based) and implement

its algorithm at various levels (from strategic to operational application) under a
computational tool platform.
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CHAPTER THREE DEMAND SIDE MANAGEMENT
AND CONTROL (DSM+¢) ALGORITHM

This chapter describes the DSM+c methodology developed for this study in detail

“DSM+c” is short for Demand Side Management and control, which is regarded
as a new concept of demand side management strategy. This algorithm considers
the demand and supply at the same time for each time step over the simulation
period and is able to generate the optimal demand control strategies under certain
supply combinations. Two main DSM techniques load shifting (LS) and demand
side controls (DSC) are illustrated in detail within this chapter. Different levels of
DSM+c algorithm suitable for historical demand, simulated demand and
monitored real-time demand are also addressed respectively.

3.1 Background

Renewable (RE) and low carbon (LC) technologies have gained increasing
popularity over the past few years, as indicated in the previous chapters. Due to the
intermittent characteristics of RE energy systems and the troublesome fluctuating
demand profile at the micro-scale for the operation of LC energy systems, the
problem of the mismatch of both magnitude and phase between the energy supply
and the demand has become more obvious and increasingly significant. However, the
match can be improved through efforts on both sides. Some researchers (Khan and
Igbal 2005; Rahman and Tam 1988; Weissbach and Kephart 2005) focus on
measures on the supply side such as developing an optimal hybrid supply system
through combining different RE and LC technologies to satisfy a specific demand
profiles. One major drawback, however, is the low flexibility of this hybrid supply
system which cannot accommodate all situations within the rapidly-fluctuating
demand profile over a period of time. Further, whilst improving the storage system

could be one solution, it is not economically desirable (Nieuwenhout et al. 2006).

The easiest, cleanest and safest way to improve the match between demand and
supply is to deploy demand side management measures on various loads, either
reducing the demand or reshaping the demand profile. Traditionally, demand side

management measures are mainly done on a macro-scale, driven by the energy utility

companies. Most DSM programs were designed for the benefit of the companies
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themselves, to augment profit, as has already been addressed in the previous chapter.
When the scale moves down to the micro level and the demand curve interval moves
from being hourly-based to minute-based, the load curve becomes more dynamic and
fluctuating (Born 2001). In terms of the users’ behaviour, many activities are carried
out randomly. The flexibility of this demand level needs to be studied, since it is
necessary to ascertain to what extent it can be modified, through demand side
measures, by either load shifting or load switching strategies, or both. An intelligent
control system should be employed to control different categories of energy-
consuming devices in order to manipulate the demand profile and follow the supply
from RE or LC sources over the specified control period. Factors, such as internal
environmental conditions, the performance of supply devices, the priority of the
loads, users’ satisfaction and users’ behaviour, need to be balanced within the control
system (Gajjar and Tajularas 1998; Newborough and Augood 1999). The DSM+¢c
algorithm at the micro-scale takes all these factors into account and provides the
capability to analyse and identify the best demand side strategies for the operation

with various supply technology combinations.

3.2 Concept and Objectives

The concept of DSM+¢ involves using control devices to manipulate individual
demands. The aim is to achieve a favourable aggregated demand for better energy
supply system operation over a certain time period based on the availability of supply
resources. The DSM+c algorithm developed in this thesis has been dedicated to this
concept. This DSM+c algorithm is generic enough to be suitable for the demands
from various sources, such as statistical demand, simulated demand and monitored
demand. Based on the source of available demand data, different types of DSM+¢
algorithm will be invoked. Therefore, the DSM+c algorithm can be applied at
different stages, from initial feasibility study, to detailed design stage, even to the
operational level in practice.

The DSM+¢ algorithm can be regarded as a means to improve the demand/supply

matching rate and thereby optimise the performance of energy supply systems such
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as RE and LC technologies etc. The objective of the DSM+c algorithm is to
minimise the impact on users and at the same time maximise the match between
demand and supply through identifying the best combinations of different demand
side control options such as load shifting, load control (on/off control and
proportional control) and load recover for various demand loads. Utilising these
demand side measures will improve energy efficiency (e.g. by reducing the total
demand magnitude), change the pattern of use (e.g. load shift), and achieve optimal

switching strategies (e.g. on/off or proportional control) etc.

The objectives of DSM+c algorithm can be summarised as follows.
¢ To maximise the efficiency of energy use, so that energy wastage is reduced;
e To facilitate power from building-integrated renewables;

e To create optimal demand profiles for the operation of RE and LC energy

systems.

To achieve these objectives, the main problem of the DSM+c algorithm to be solved
is to find the minimum difference between supplies and aggregated demands for each

time step when different control actions are applied. This can be described as the

following Equation 3.1.

min Diff = [Supply[:] - i(Demand[j][i] *af j] [k]) Equation 3.1

=

S

k=}, ..., Kcrrl

subject to
E(n)= f (Demand(n),t)

Erllile| B, [n), Eyln]], n=1,..,N

where,
1: the certain time step;
J: the certain demand;
k: the control step on a certain demand;
N: the total number of environmental variables.
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t: time, S;

Diff: the difference between demand and supply;

Demand[j][i]: the required power for the ™ demand at the time step i, W;
Supply[i]: the available supply at the time step i, W;

Kctrl: total control steps for demands with similar priority;

afjl[k]: control factor applied over the i™ demand at the k™ control step;
E[n][i]: the n™ environmental variables (E(n)) at time step i;

Eiow[n] and Eyign[n]: the set points for the n™ environmental variables;

Based on the DSM+c parameters defined (such as priority, method and duration etc.),
the DSM+c algorithm will generate the best control combination for the demand
loads without compromising users’ comfort and will, at the same time, optimise the

operation performance of supply-side systems.

The following sections illustrate the different forms of DSM+c algorithm based on
the various resolutions of available demand data, ranging from hourly statistical data
for strategic level application, to minutely/secondly detailed simulation data or real-
time monitored data for detailed design analysis purposes and even for operational

level in real practice.

3.3 The Strategic Level DSM+c¢ Algorithm

The strategic level DSM+c algorithm refers to the application of DSM+c measures
upon hourly or half-hourly statistic/historical demands. It is capable of managing
both energy and load based on the comparison of demand and available supply
resources and generating optimal DSM strategies. The demands under this level are
time-series data known in advance. The internal environmental data relevant to the
demand is normally not available. To consider the impact of DSM+c measures upon
the demand environment or users’ convenience, empirical experiences with demands
(such as energy pattern, the duration of demand being controlled, etc.) are employed.
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Several demand side measures, such as energy efficiency, load shifting and demand
side control, can be used under this level of DSM+c algorithm. These measures are
classified into two fields: energy management and load management. Energy
management refers to managing the demand over a certain period. Energy Efficiency
(EE) and Load Shifting (LS) are the two main measures. EE 1s a DSM measure
which replaces existing low energy efficiency demand devices within higher ones.
This could result in levelling down the magnitude of total demand profile. It
maintains the same level of energy services with less energy consumption and has
almost zero impact on users’ convenience. LS is another DSM option which
maintains the same energy consumption as before and shifts energy services to
another period where either the price is low or the energy is sufficient. This could
bring some inconveniences to users, as normal pattern of energy use is changed.
Demand Side Control (DSC) is the main method used for load management strategy,
which controls the loads when required at each time step. This could results in
significant impact upon users and demand environment. Therefore, the maximum
control duration for a specific load need to be considered within this strategic level

DSM-+c algorithm, in order to reduce the impact to its minimum,

The general logic behind this strategic level DSM+c algorithm can be described as
follows. The available DSM+c options specified for each demand are checked in the
first place. Depending on its potential impacts on the demand side, the DSM+c
options available from zero/low impact level to high impact level are: EE, LS and
DSC respectively. The demands with the EE option (if defined) will be controlled
first, followed by the demands with the LS option (if defined), while the demands
with the DSC option (if defined) are dealt with lastly. The match results between the
demands and supplies using the DSM+c algorithm are presented both in the form of

a graph and data. A flow chart representation of the control logic is shown in Figure
3-1.
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For demands with an EE option, a specific reduction rate throughout the control
‘period is applied, which reduces the magnitude of the demand to a certain level. A

good example of this is the replacement of the existing incandescent light bulbs with

high energy efficient ones.

For demands with an LS option, similar to the EE option, the strategic level DSM+c
algorithm manages these throughout the entire specified control period. Based on the
same level of energy use, a demand-specific shifting algorithm is employed to find

out the maximum shared area with the supply profile.

For demands with a DSC option, the strategic level DSM+c algorithm examines the
demands at each time step and compares them with the supply at the same time step.

A proper control action is applied based on the comparison results.

This thesis is focused on the LS and DSC options, which are illustrated as follows.

3.3.1 Load Shifting (LS) Algorithm for RE and LC Systems

LS is not a new concept, but a novel attempt to apply upon demands to achieve better
match with the time-varying stochastic supply from RE and LC energy systems.
Traditionally LS is a popular classic DSM measure for changing the use patterns of
an appliance and shifting the load from an on-peak period to an off-peak period
(Gellings and Chamberlin 1993). In terms of the context of this study (involving RE
and LC technologies), the supply from RE energy systems depends on the time and
location, and the performance is also vital to the operation of LC energy systems.
Shifting the existing loads to the period with sufficient supply is very important
because changing the pattern of use might affect the daily behaviour of the users.
This would not affect the whole capacity of the power and would maintain the level
of energy consumed. Popular applications include water heating, space heating,
clothes washing and drying, and customer load shifting. The idea behind load
shifting is to identify a time period in which the shared area between the demand and
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the supply is at its maximum, and then to allocate the selected shifting demand to

that period.

There are several parameters relevant to LS which should be defined.

Shiftable or non-shiftable
This depends on the properties of the demand. Some loads with fixed operating
durations such as washing machines, microwaves, and dishwashing machines etc.
are shiftable (Newborough and Augood 1999), whereas other loads, for instance
lighting, cannot be shifted.

Load flexibility (whole or partial)
Another parameter to be defined is the flexibility of demand profile. The demand

profile for a certain load represents the energy use pattern during its operating
period. Here the question of whether the total demand or only part of it can be
shifted during the control period poses itself. The answer significantly affects the
load shifting strategy. The options are available to define part of the demand
through the start time to the end time of the profile are provided.

Shifting increment
This parameter defines how the specified load is shifted, which will affect the

results of the match between the total demand and supply curve. The optimal
match results of a certain combination of demand and supply are different if the
loads are shifted with a smaller increment. It is more accurate to shift the loads at

lower times. However, this means it would take longer to obtain the results.

Shifting boundary and Shifting direction

The last two parameters to be considered in the load shifting strategy are the
shifting boundary and shifting direction. Sometimes it is not permitted to shift the
load freely within the specified period, and this may only be shifted within a
certain period or shifted in a certain direction (forwards or backwards). The
extreme case is that it can only be shifted in a certain direction and within a

certain period. Therefore, the boundary and direction parameters are provided for
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users to define the load shifting strategy. Maximum positive shift time (¢, 5. )

defines the maximum time for the load shifting in a forward direction compared

to the current point. Maximum negative shift time (¢ ) specifies the

ngtv,max

maximum time for the load shifting in the backward direction from the current

point.

The detailed algorithm for LS is shown in Figure 3-2. From the flowchart, the
general rationale for the LS strategy can be seen clearly. The algorithm starts by
checking the properties of all the selected demand profiles in order to find out which
demand profile(s) is set as a whole or partially shiftable property and which demand
profile(s) is non-shiftable. Then appropriate actions are carried out for the demand

with different properties.
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Figure 3-2: Detailed LS Algorithm

For those demands with whole load shiftable features, the next step is to calculate the

total shift steps using the parameters #,, . and ¢, . which can be specified by

the users.

The first important factor for LS to decide is the total shifting steps ( N, ). This can

be determined by shifting duration and shifting increment (n,_, ), shown in Equation

3.2. niner can be specified by the users.

64



_ Shifting Duration _ |, -t_,,ﬂ,,l
nmcr n

incr

Ny Equation 3.2

where,
Nts = the total number of shifting steps;

Nine = the shifting increments at every time step.

The shifting duration is determined by two variables: start time (¢,,_, ) and end time

(.,.:) tsanr and teng differ based on whether the maximum negative and positive

shifting steps are defined, shown in Equation 3.3 and Equation 3.4, Assume the
controlled period is specified from 0 to T. T is the end of the whole control period.

For loads that are able to be shifted as a whole, tu.t and tenq are the initial start time

(%= 0) and end time (¢, ,,,= 7). For part-shifting loads, tsan and tenq is decided
OY s siarts Eimend » Lostvmax ANAE, oy s« i oy @0 £, ., aTe the initial start and end time.

oty max ANG are maximum positive and negative shifting steps.

ngtv, max

t 0, When the maximum negative shifting step is not defined;
PN i srart =L maes When the maximum negative shifting step is defined.

Equation 3.3

t T, When the maximum positive shifting step is not defined;
N b + When the maximum positive shifting step is defined;

pstv,max ?

Equation 3.4

Another important factor for the LS algorithm is the shifting boundary, which can be

user-determined by specifying the parameters of maximum positive shifting steps

fpvmax @Nd Maximum negative shifting stepst,,, ... - If the options are not specified,

the default values of the shifting boundary start from 0 and continue through to the
end of the whole period (7).
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Depending on the flexibility of the load (whether wholly-shiftable, partially-shiftable
or non-shiftable), the algorithm executes the processing logic. This is illustrated as
follows.

For loads with wholly-shiftable features, there are two possible situations. One is that
part of the demand profile remains inside the shifting boundary. In this situation, new
demand is simply replaced by the original demand at the previous shifting increment
steps after being shifted, which is shown clearly in Figure 3-3 (e.g. the points I and
1’). Another situation is that part of demand goes beyond the shifting boundary.
Under this condition, the demand is displaced to the demand at the start time of load

shifting, which is also shown in Figure 3-3 (e.g. the points 2 and 2°).

For loads with partially-shiftable characteristics, the situation is a little more complex.
After having specified the part of the demand profile to be shifted (see Figure 3-4),
the new demand profile is achieved by subtracting the specified demand to be shifted
from the original demand profile (see Figure 3-5). Based on this new demand profile,
there are also three situations which can arise in terms of the results of the demand
after being shifted. The first situation is that the demands are placed within the
shifting boundary at the particular shifting time, such as the points 1’ and 3’ in
Figure 3-6. The second situation is that the demand is outside the shifting boundary,
in that case the extra part of the demand outside the range needs to be moved
automatically to the start of the shifting period by the<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>