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Abstract 

 

The way in which neighbouring particles interact with each other is fundamental 

to all chemical phenomena, where the specific blend of intermolecular forces and 

geometric conformation dictate the properties of any system. This thesis 

discusses the importance of intermolecular interactions to phenomena witnessed 

for simple systems that may hark back to the origins of life, as well as complex 

systems where macromolecules display high affinity for solid surfaces. 

 

In the first chapter, we explore the relationship between peptide sequence and 

structure. Using the example of catalytic peptides that are able to perform amide 

bond condensation, we examine the possibility of short peptide sequences 

adopting a conformation that supports an active site analogous to that found in 

protease enzymes such as subtilisin using molecular dynamics (MD). In this 

study we define a catalytic triad by convergence of an acid, histidine and 

hydroxyl residue below 4 Å. It was found that each of the three sequences 

studied could form a triad structure; however due to the flexible nature of the 

peptides this conformation was short-lived. We concluded that the catalytic 

activity of these peptides originated from their ability to form protease active site 

analogues and that experimentally observed Kcat rates, lower than that observed 

for enzymes, was a result of the flexible nature of the peptides. 

 

In Chapter two, we examine the properties of single amino acids with solid 

surfaces. We use Au 111 as our model since there are numerous cases of peptides 

with a high affinity for gold. The aim of this study was to calculate the relative 
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binding free energies of nine amino acids that make up the gold binding peptide 

GBP1. Using Steered Molecular Dynamics (SMD) simulations we follow the 

change in free energy of each individual amino acid as it is pulled from the 

bound state to the bulk. We find that aromatic amino acids and those containing 

heteroatom side chains show greater affinity for the metal surface, by around 14 -

17 kcal mol-1, compared to aliphatic amino acids. These findings provide a basis 

for creating and understanding the interactions between peptides and solid 

surfaces. 

 

Following the study of individual amino acids with gold, we perform a 

comprehensive free energy study on a gold binding peptide, identified from 

combinatorial library experiments, in order to fully understand the influence of 

both electronic and conformational characteristics of peptides on the strength of 

interaction with the surface. By once again utilising SMD, we find that the 

interaction of the amino acid side chains with both the surface and the solvent 

dictate the affinity of GBPs for gold. The ability for a peptide to form strongly 

stabilising interactions with water will weaken its ability to bind to the surface as 

the adsorbed state becomes less favourable relative to the solution state. These 

findings demonstrate that design of peptides for binding to surfaces relies on a 

delicate balance between affinity for the solid and for the solution. Furthermore, 

we conclude that simple combination of single amino acid binding free energies 

do not provide sufficient insight into the affinity of the peptide for gold. 

 

The fourth chapter focuses on conformational behaviour of GBPs under saturated 

conditions. Through increasing peptide concentration fourteen times, the way in 
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which peptides interact with both the surface and each other is investigated in 

order to obtain a realistic, high quality model of the system. 
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1 

1 Catalytic Peptides 

1.1 Minimal Biology 

1.1.1 Introduction 

 

From a chemist’s perspective there are three fundamental components required for 

life: structure, molecular recognition, and reactivity; these three conditions are 

ubiquitous in all living systems in one way or another, but perhaps the best example 

of this is enzymes: biological catalysts. Enzymes are able to catalyse specific 

processes efficiently, where reactivity arises from recognition, arises from structure. 

The approach of minimal biology is to understand the fundamental aspects of each 

component, through the creation and evaluation of truncated analogues. These 

analogues may offer an insight into the basic chemical ‘machinery’ required for 

living systems and perhaps provide a glance at the origins of life. 

 

To create analogues of proteins, minimal biology utilises amino acid building blocks, 

there are twenty genetically encoded amino acids that display a variety of chemical 

properties. All amino acids with the exception of glycine, contain a chiral ‘alpha’ 

carbon centre, however in biological systems, only the L-isomer is ever present. 

Figure 1.1 highlights the structural features of the amino acids and how they are 

typically characterised. 

 



	
	

2 

 

Figure 1.1. Chemical structures of 20 gene-encoded amino acids, grouped by 

chemical properties. (Single Letter Abbreviation) Name. Protonation state at pH 7 is 

indicated. 
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This remarkable chemical diversity leads to an effectively limitless design platform 

for minimal analogues. For example, in the case of a simple dodecapeptide, twelve 

amino acids in length, there are 4,096,000,000,000,000 different sequence 

possibilities, highlighting how vast the available chemical toolbox is. To build 

peptides, polypeptides and proteins, amino acids undergo a condensation reaction, 

where an amide bond is formed along with the release of water. As can be seen in 

Scheme 1.1, a bond is formed between the carbonyl carbon of the first amino acid 

and the amine nitrogen of a second amino acid. The hydroxyl moiety from the acid 

and a proton of the amine are released to form water. 

 

 

Scheme 1.1. Mechanism of peptide bond formation via condensation (reverse 

hydrolysis). 

This process is well understood and most peptide sequences can be produced cheaply 

and easily, therefore making the creation of minimal analogues of complex 

biological molecules a simple task. 

 

1.1.2 Structure 

 

The importance of structure in a biological context is best illustrated through protein 

folding. The folding of a chain of amino acids into a functional protein is dependent 

on a number of factors relating to both the chemical composition of the sequence and 
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the environment in which it is immersed. In living systems, correct folding of 

proteins is essential for efficient and selective function; misfolded structures can lead 

to diseased states1-5 and thus a number of regulatory mechanisms exist to prevent 

their persistence.6-8 Protein self-assembly is often viewed as extremely complex 

since the number of possible conformations is seemingly limitless;9-10 however in 

reality this process happens quickly: in the order of microseconds.11-15 

 

Folding propagates via various random conformations,9-10 short regions of the 

sequence are ‘programmed’ to promote localised assembly16-17 and small nucleation 

events that cause the protein to condense and drive the folding process towards the 

native structure.17 A number of hypotheses exist as to the nature of protein folding 

pathways,18-23 an example of the energy landscape for a protein folding process, 

illustrating the multiple routes assembly can take showing both shared and individual 

conformations, is shown in Figure 1.2. 
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Figure 1.2. Estimated energy landscape for lysozyme folding with different folding 

pathways shown with arrows.18 

 

Despite the apparent complexity, it is simple chemical factors that are coded within 

the protein sequence that give rise to its final form, first through generic interactions 

such as hydrophobicity then by more specific contacts like hydrogen bonds.17, 24  

 

In an analogous approach to protein folding, the self-assembly of peptide 

amphiphiles is also sequence dependent. A review by Fleming and Ulijn25 

rationalised the relationship between chemical functionality and structure, within the 

context of short peptide amphiphiles, showing that minor changes in the chemistry 

leads to significant differences in the final self-assembled structure.  
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Figure 1.3. Generic form of peptide amphiphiles. Example shown is Fmoc di-

peptide. 

 

The chemical structure of peptide amphiphiles can be split into four regions: 

aromatic, linker, peptide and C-terminus. These species have become increasingly 

popular in the synthesis of supramolecular materials with tuneable and stimuli 

responsive properties as each of their four main moieties can be easily tailored to 

change the macroscopic properties of the final self-assembled material. The aromatic 

component serves to provide the hydrophobic region of the amphiphile whilst also 

promoting self-assembly through π-stacking interactions.26-28 The linker segment can 

be modified to promote gelation by restricting conformational freedom of the 

amphiphile29 and the C-terminus can be functionalised to modulate pH sensitivity30 

and direct structural properties31 of the self-assembled structures. The diversity of 

amino acid functionality means that the peptide region is of particular importance 

and small changes can have a large impact on the final assembly. Some of the 

possible structural arrangements of peptide amphiphiles are shown in Figure 1.4. 
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Figure 1.4. An overview of aromatic peptide amphiphile self-assembly; (a) a 

simplified aromatic peptide amphiphile; (b) some possible elementary stacking 

arrangements; (c) supramolecular nanostructures; and (d) a nanofibrous hydrogel 

network.25 

 

One of the most common applications of peptide amphiphiles is the formation of 

hydrogels, which are the result of a network of self-assembled fibres becoming 

entangled and subsequently trapping water, Figure 4 d), and have been useful in 

areas such as drug delivery32-34 and templating.35-37 Hughes et al.38 demonstrated the 

sequence/structure relationship of four peptide amphiphile hydrogelators: Fmoc-SF-

OMe, Fmoc-SL-OMe, Fmoc-TF-OMe and Fmoc-TF-OMe, and their impact on 

material properties. Each of the four sequences gave rise to different morphologies, 

Figure 1.5; the SF derivative that gave rise to nanosheets and upon substitution of 

aromatic phenylalanine for leucine, resulted in the formation of planar belts. The 
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inclusion of threonine in the place of serine gave an extended fibre network in the 

case of Fmoc-TF-OMe, and short twisted fibres for Fmoc-TL-OMe. 

 

 

Figure 1.5. TEM micrographs of 20 mM samples of (a) Fmoc–SF–OMe, (b) Fmoc–

SL–OMe, (c) Fmoc–TF–OMe, and (d) Fmoc–TL–OMe after 24 h. Inset: Images of 

materials at 24 h.38 

 

Each hydrogel material was found to have different spectroscopic and rheological 

properties, highlighting the impact that small chemical modifications can have on 

structural properties. These subtle nuances drive structural arrangement and the high 

degree of organisation in proteins and peptide-based assemblies, ultimately leading 

to specificity and molecular recognition. 
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1.1.3 Molecular Recognition 

 

Molecular recognition is the process by which specific non-covalent interactions 

between two molecules gives rise to a particular chemical response. The importance 

of this process is evident when we consider cell receptor molecules in living systems. 

G protein-coupled receptors (GPCRs)39 are a series of transmembrane proteins found 

in eukaryotic cells and are responsible for many cell-signalling pathways.40 GPCRs 

have a common bundle of seven α-helices connected by linker chains that make up 

their binding cavity, however subtle structural differences in the 

intracellular/extracellular chains alter receptor conformation41-42 and subsequently 

the way in which ligands are arranged in the binding pocket.43-46 Figure 1.6 

highlights the structural similarity between bovine rhodopsin and β adrenergic 

receptors. 
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Figure 1.6. (a) Structural comparisons of Bovine rhodopsin (purple) superimposed on 

the human β2AR structure (blue). Extracellular views of (b) rhodopsin, (c) β2AR and 

(d) the A2A adenosine receptor. The ligands are shown as spheres.40 

 

Seemingly subtle structural variations give rise to a wide variety of signal pathways 

including phototransduction (Rhodopsin), muscle relaxation and contraction (β1- and 

β2-adrenergic receptors) as well as regulation of oxygen uptake and blood flow 

(Adenosine A2A). The inherent similarity in structural arrangement of GPCRs means 

that many signalling molecules can successfully interact with an individual receptor, 

some may produce agonist-like response,47-49 whilst others may elicit an antagonistic 

response. However, an individual GPCR’s conformational setup will be biased 

toward precise molecular interactions with a specific agonist or antagonist, 

provoking the strongest response. The relationship between structure and signalling 
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pathway activity highlights how subtle differences in molecular interactions result in 

significantly different functional outcomes and hence its importance in living 

systems. 

 

1.1.4 Catalysis 

 

Both structure and recognition are closely linked and are the foundations of 

enzymatic catalysis. Enzymes are complex protein molecules, which act as highly 

specific biological catalysts to ensure reactions proceed efficiently in living systems. 

To highlight an enzyme’s ability to enhance reactivity, a comparison of catalysed 

and uncatalysed reaction rates can provide an estimate of ‘catalytic proficiency’, 

defined by (kcat/Km)/knon.50 

 

In the case of peptide bond hydrolysis, the non-catalysed reaction of short polymer 

bound peptides in water have been shown to have a half-time in the order of ~7 

years.51 This process can also be catalysed under acidic and basic conditions52 to the 

order of days or in the order of hours by metal complexes53-54. Enzymes however, 

such as Carboxypeptidase-A show a rate enhancement of 1.9 x 1011 and catalytic 

proficiency of 2.2 x 1015 for peptide bond hydrolysis, meaning a half-time in the 

order of milliseconds.50 This extraordinary catalytic ability is characteristic of a 

number of enzymes for a number of different reactions, Table 1.1. 
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Table 1.1. Comparison of catalytic proficiency of a selection of proteins.50 

Enzyme Non-
Enzymatic t1/2 

knon (s-1) kcat (s-1) kcat/Km  
(s-1 M-1) 

Rate 
enhancement 

(kcat/knon) 

Catalytic 
proficiency 

[(kcat/Km)/knon] 
(M-1) 

        OMP decarboxylase 78,000,000 y 2.8 x 10-16 39 5.6 x 107 1.4 x 1017 2.0 x 1023 
Staphylococcal nuclease 130,000 y 1.7 x 10-13 95 1.0 x 107 5.6 x 1014 5.9 x 1019 
Adenosine dearminase 120 y 1.8 x 10-10 370 1.4 x 107 2.1 x 1012 7.8 x 1016 
AMP nucleosidase 69,000 y 1.0 x 10-11 60 5.0 x 105 6.0 x 1012 5.0 x 1016 
Cytidine deaminase 69 y 3.2 x 10-10 299 2.9 x 106 1.2 x 1012 9.1 x 1015 
Phosphotriesterase 2.9 y 7.5 x 10-9 2100 4.0 x 107 2.8 x 1011 5.3 x 1015 
Carboxypeptidase A 7.3 y 3.0 x 10-9 578 6.6 x 106 1.9 x 1011 2.2 x 1015 
Ketosteroid isomerase 7.0 w 1.7 x 10-7 66000 3.0 x 108 3.9 x 1011 1.8 x 1015 
Triosephosphate isomerase 1.9 d 4.3 x 10-6 4300 2.4 x 108 1.0 x 109 5.6 x 1013 
Chorismate mutase 7.4 h 2.6 x 10-5 50 1.1 x 106 1.9 x 106 4.2 x 1010 
Carbonic anhydrase 5 s 1.3 x 10-1 1000000 1.2 x 108 7.7 x 106 9.2 x 108 
Cyclophilin, human 23 s 2.8 x 10-2 13000 1.5 x 107 4.6 x 105 5.3 x 108 

 

From the examination of structural, sequential, topological and functional features of 

enzymes,55 their comparison and classification has revealed certain patterns of 

catalytic moieties in a variety of enzyme families.56 It was identified in the case of 

serine proteases, such as α-chymotrypsin,57 trypsin58-59 and subtilisin,60-61 that an 

identical ‘catalytic triad’ of serine, histidine and aspartic acid was present.  

 

Figure 1.7. (a) Crystal structure of subtilisin (pdb: 1ST2) with catalytic triad residues 

highlighted (b) Active site triad residues (D32 H64 S221). 
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The proximity and orientation of these residues form a salt bridge that acts as a 

‘charge-relay system’ for the activation of the serine oxygen.62-63 In their native 

orientation, the interaction between aspartate and histidine creates a hydrogen bond 

that increases the basicity of the imidazole ring,64 subsequently preparing the serine 

oxygen for electrophilic attack from the substrate upon the cleavage of the proton. 

 

 

Scheme 1.2. Proposed mechanism of peptide bond hydrolysis in the context of the 

serine protease catalytic triad.65 

 

It has been observed that while the hydrogen-bond interaction between histidine and 

aspartate is relatively strong in both the inhibitor-bound and unbound protease, the 

histidine-serine orientation promotes a weaker interaction.66-67 Upon binding to a 

substrate however, the change in orientation favours the imidazole nitrogen and 

serine oxygen hydrogen bond,62-63 consequently reducing the overall energy of the 

transition state, driving the reaction. 

 

The structural continuity of active site residues throughout enzyme families indicates 

that electrostatic preorganization of the structure is a vital characteristic that gives 

rise to the impressive catalytic enhancement displayed by enzymes.68 Enzymes are 
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the result of millions of years of evolution and it is possible that early precursors 

would have been significantly less complex and less efficient. Attempts have been 

made to create small enzymatically active species through computational design;69-70 

however this remains challenging. Identification of selective binders71-74 on the other 

hand has become fairly easy through well-defined screening protocols based on vast 

libraries of proteins,75 viruses76-77 or antibodies.78-79 In keeping with the theme of 

minimal biology, we ask the question – can the same principles used in selection of 

binders be applied to the selection of minimal analogues for enzymes? In other 

words, can we create catalytic peptides? 

 

1.1.5 Minimal Catalysts 

 

A key element of enzymatic ability relates to the large protein structure holding the 

active site residues in an arrangement that enhances catalysis, this structural 

conservation of triad arrangement is unlikely to feature in short, flexible peptides and 

hence catalytic ability is expected to be significantly lower. Interestingly however, 

the dipeptide SH is known to catalyse the hydrolysis80-82 and reverse hydrolysis83 of 

peptide bonds, suggesting that although a rigid scaffold is clearly advantageous, it is 

not critical. Despite the vast differences in secondary/tertiary structure observed 

between the serine proteases chymotrypsin and subtilisin, they are found to have 

remarkable similarity in function and identical active site conformations, suggesting 

that both divergent and convergent evolutionary processes have produced the same 

answer to the question of peptide hydrolysis. Therefore, the identification of catalytic 

peptides may provide an insight to the simple ancestors of complex enzymes. 
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1.1.6 Screening for Catalytic Function 

 

One of the key aspects in identifying a minimal enzyme is the ability to isolate the 

catalytic candidate. In the past, catalyst-substrate reaction complexes were identified 

through localised colourimetric changes;84 in this work however the first use of 

biocatalytic self-assembly, of which there are many examples,84-86 as an 

immobilization mechanism is demonstrated.  

 

In this study, the goal is to identify short peptide sequences that can catalyse the 

formation of a peptide bond, hence the reaction between soluble gel precursors 

Fmoc-T and L-OMe that can undergo condensation to produce high yields of the 

Fmoc-TL-OMe gelator was chosen. 

 

 

Scheme 1.3. Reverse-hydrolysis reaction between non-gelators Fmoc-T and L-OMe 

to form the gelator Fmoc-TL-OMe. 

 

In this work a recently developed technique that combines peptide functionalized 

phage libraries and catalytic control of molecular self-assembly was utilised. Five 

copies of a twelve amino acid peptide are expressed on the end of an M13 

bacteriophage particle; the library of M13 phages contains approximately 1010 
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unique peptide sequences. Phage particles are incubated in the gel precursors to give 

Fmoc-TL-OMe, which self-assembles to create a hydrogel network. If any of the 

peptide sequences presented on the phage particles can catalyse reverse hydrolysis to 

produce the gelator species, localised gel formation occurs and the catalytic phage 

particles are trapped. The heavy, trapped phage/gel aggregates are separated from 

non-catalytic particles via centrifugation. The aggregates are incubated with 

subtilisin to hydrolyse the gel and upon E. coli amplification of the phage particles, 

the catalytic peptide sequence can be identified from DNA sequencing of the viral 

genome.  
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Figure 1.8. Schematic of phage panning process. a – b) From a large library of 

unique M13 phage particles, c) some dodecapeptide sequences can catalyse amide 

bond condensation to produce the gelator unit Fmoc-TL-OMe. The Fmoc-TL-OMe 

units can self-assemble into fibres that form hydrogels. f) Phage particles containing 

catalytic peptide sequences show localized gelation and d) can be isolated via 
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centrifugation. The gel that encapsulates the phage particle is then digested, meaning 

that through viral replication via E. coli (e) a library of catalytically active M13 

phage particles is produced. 

 

1.2 Experimental Results 

 

This project was carried out in collaboration with the groups of Prof. Rein V. Ulijn 

of the University of Strathclyde, Glasgow and Prof. Hiroshi Matsui of Hunter 

College, City University of New York, U.S.A. Dr. Yoshiaki Maeda carried out the 

phage display experiments discussed in this report. Dr. Yoshiaki Maeda, Dr. Louise 

Birchall, Dr. Nadeem Javid and Ms. Krystyna Duncan carried out the activity assays. 

 

The phage panning process revealed three peptides that catalysed amide bond 

condensation. Although there is no apparent sequence similarity between these ‘hits’, 

it is apparent that the selected peptides contained amino acids that are typically 

associated with charge relay networks that enhance nucleophilicity, catalytic triads. 

Such triads consist of three precisely positioned and highly conserved residues: 

histidine (H), serine (S) and aspartic acid (D). All of the peptides identified contained 

at least one threonine/serine (T/S), and histidine (H), Table 1.2. 
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Table 1.2. Catalytic peptide sequences CP1 to CP3, identified from phage panning 

experiments. 

Sequence 1 2 3 4 5 6 7 8 9 10 11 12 
CP1 S H Q A L Q E M K L P M 
CP2 T D H T H N K G Y A N K 
CP3 S M E S L S K T H H Y R 

 

To examine whether the dodecapeptides retained catalytic activity when free in 

solution (i.e. not attached to the phage filaments), they were produced by solid-phase 

peptide synthesis; their ability to catalyse amide bond hydrolysis was examined 

using a Förster resonance energy transfer (FRET) assay, described in Scheme 1.4. 

 

 

Scheme 1.4. Förster resonance energy transfer (FRET) assay of EGTLGK peptide 

with covalently bound chromophores 5-((2-aminoethyl)amino)naphthalene-1-

sulfonic acid (EDANS) highlighted in blue and 4-((4-

(dimethylamino)phenyl)azo)benzoic acid (DABCYL) in red. Mechanism shown 

indicates amide bond hydrolysis.  

 

In a peptide based FRET assay, two chromophores – a donor and an acceptor, i.e., 

EDANS and DABCLY, are covalently bonded to the terminal side chain residues of 
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a short peptide. The adsorption spectra of the acceptor must overlap the emission of 

the donor so that energy transfer can occur. Upon excitation and subsequent 

relaxation of the EDANS molecule, a virtual photon transfers to the DABCLY 

acceptor through a non-radiative process, effectively quenching the emission of the 

donor. The efficiency of the quenching is sensitive to distance and decreases at a rate 

of RO
6 / (RO

6 + r6), where RO is the Förster radius where half the energy is transferred 

and r is the separation. In the intact peptide, the close proximity of donor and 

acceptor facilitates efficient energy transfer; however upon cleavage of the peptide 

this separation increases, lowering efficiency until at distances greater than ca. 100 Å 

virtual photon energy transfer cannot occur and quenching ceases. 
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Figure 1.9. a) Fluorescence emission of FRET peptide at 24 hour time intervals upon 

incubation with CP1. b) Emission intensities over time for catalytic peptide FRET 

assays. 
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The main fluorescence emission peak for the EDANS is found at 493 nm, Figure 1.9 

a), which can be plotted over time Figure 1.9 b); from the gradient of peak intensities 

over time, a catalytic rate constant, kobs, can be calculated, Equation 1.1. 

 

𝑘!"# =  
𝑚!"#$%&  (ℎ𝑟!! )

(𝑚!"#$%&"'$() 𝑛𝑀!! × 𝐶𝑎𝑡𝑎𝑙𝑦𝑡𝑖𝑐 𝑃𝑒𝑝𝑡𝑖𝑑𝑒  (𝑛𝑀)  Equation 1.1 

 

Where m is the gradient of the peak intensities over time, mcalibration is the gradient of 

the calibration curve and represents the molar extinction coefficient of the process. 

 

Comparison of catalytic rate constants shows that CP3 has the greatest amidase 

activity of the selected peptides, Figure 1.10, which may arise from the greater 

number of triad residues (6 triads = 3 Ser x 2 His x 1 Glu) that may adopt a catalytic 

conformation. However, the CP1 peptide, which contains only one possible triad (S1 

H2 E7), shows comparable activity to CP3 whereas CP2, which may adopt 4 triads, 

shows lower activity; thus catalytic activity is not related directly to the propensity of 

catalytic residues but perhaps their ability to adopt a structure that facilitates catalysis. 
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Figure 1.10. kobs values for catalytic peptides based on FRET assays. 

 

1.3 Computational Methods 

1.3.1 Background 

 

In this study the conformational properties of catalytic peptides CP1 to CP3 are 

examined to reveal the possible mechanisms by which a catalytic triad, analogous to 

that found in protease enzymes such as subtilisin, Figure 1.7, may form and thus 

catalyse amide bond hydrolysis and condensation as observed catalytic gelation and 

FRET experiments. 
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1.3.2 Theoretical Basis 

 

One of the most prominent methods of studying biomolecules computationally is 

using molecular mechanics. Molecular mechanics (MM) is a method of calculating 

molecular structure and properties based on Newtonian mechanics, where the 

potential energy of a system is calculated as a function of its conformational 

properties. This relationship is given by a mathematical algorithm known as a force 

field, the form of which is shown in Equation 1.2. 

 

𝑉 𝑟! =
𝑘!
2

𝑙! − 𝑙! !

!"#$%

+
𝑘!
2

𝜃! − 𝜃! !

!"#$%&

+
𝑉!
2

1 + cos 𝑛𝜏 − 𝜙 !

!"#$%"&$

+ 4𝜀!"
𝜎!"
𝑟!"

!"

−
𝜎!"
𝑟!"

!

+
𝑞!𝑞!

4𝜋𝜀!𝑟!"

!

!!!!!

!

!!!

 

Equation 1.2 

 

The force field can be broken down into five components, the first being the 

description of bonded interactions, where kl is the bond stretching constant, li is the 

bond length and l0 is the reference bond length. Analogously, a harmonic potential is 

also used to describe the potential energy resulting from angle bending where kθ is 

the angle bending constant, θi is the angle and θ0 is the reference angle. The third 

term describes torsional motions using a periodic function. VN is the barrier height of 

the torsional potential, n is the multiplicity, τ is the torsion angle and φ is the phase 

factor. The remaining two components of the force field represent the non-bonded 

interactions of the system. Van der Waals forces are given in the form of a 12-6 
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Lennard-Jones potential between two neighbouring particles i and j, where σij is the 

separation where the inter-particle potential is zero and rij is the distance between the 

centres of atoms i and j. Charge-charge interactions are represented by Coulomb’s 

law, where qi and qj are the partial atomic charges of i and j and rij is the particle 

separation.  

 

MM is commonly used to calculate the potential energy of a system in a particular 

conformation. However, as interesting biomolecular processes happen over time, it is 

necessary to use dynamics to fully understand systems of this nature. Molecular 

Dynamics (MD) employs MM in a dynamic way by propagating particle positions 

and momenta through time, thus the time-dependent behaviour of the system can be 

studied. 

 

The potential energy is a function of all atomic positions in the system, hence the 

force acting on a particle is the vector sum of its interactions with neighbouring 

particles. The force is given by the negative gradient of the potential energy. 

 

𝐹! = −∇!V(𝑟!) Equation 1.3 

 

Where F is the force, ł is the gradient of the potential energy V of particle i at 

position ri. By calculating the force, the acceleration (ai) of each atom can be 

calculated, where mi is the mass of particle i. 
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𝑎! =
𝐹!
𝑚!

 Equation 1.4 

 

Equation 1.3 and Equation 1.4 can be combined to give the differential equation: 

 

𝑑𝑉
𝑑𝑟!

=
𝑑!𝑟!
𝑑𝑡!  Equation 1.5 

 

Where t is time. 

 

Integrating Equation 1.5 over short time intervals, δt, will give a trajectory of the 

particles through time by combining the forces calculated at time t with the positions 

and velocities at time t+δt. Employing this methodology for complex systems is 

effectively impossible, instead approximating the acceleration, velocities (v) and 

positions (r) of the particles through the Verlet algorithm is commonly used. The 

Velocity Verlet algorithm is based on both forward and reverse time Taylor 

expansions, where the positions at time t+δt are determined from those at t and t−δt: 
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𝑟 𝑡 + 𝛿𝑡 = 𝑟 𝑡 + 𝑣 𝛿𝑡 +
1
2𝑎 𝑡 𝛿𝑡! Equation 1.6 

 

𝑣 𝑡 + 𝛿𝑡 = 𝑣 𝑡 +
1
2 𝑎 𝑡 + 𝑎(𝑡 + 𝛿𝑡 )𝛿𝑡 Equation 1.7 

 

 

The value of δt must be less than the period of the fastest degrees of freedom in the 

system, usually bond vibrations. Solving these equations allows the system to be 

studied over time. 

 

1.3.3 Construction of System 

 

The first consideration when constructing each system was the ionic state of charged 

residues of each peptide. The simulations were carried out in water at neutral pH, 

meaning that aspartic and glutamic acid residues as well as arginine and lysine were 

assembled in their charged forms. Furthermore, in this study the N-terminus is 

considered to be in the charged NH3
+ state, however as each peptide is attached by 

the C-terminus to the phage proteins in the panning experiments, a neutral amidated 

C-terminus is employed, to mimic experimental conditions as closely as possible and 

remove the possibility of the carboxylic acid terminus participating in triad 

formation. 
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The second aspect of peptide structure that is considered is the protonation state of 

histidine residues. At pH c.a. 7 histidine can exist in either a δ or ε singly protonated 

state,87 therefore both isomers are considered for all peptides.  

 

 

Figure 1.11. Two histidine isomers, where the ε (left) and the δ (right) nitrogen 

atoms of the ring are protonated. 

 

In the case of CP1 where there is only one histidine, a total of two systems are 

constructed where the H2 is built with either a protonated δ-nitrogen or ε-nitrogen on 

the imidazole ring. Consequently, CP2 and CP3 systems comprise of four 

simulations with δδ, δε, εδ and εε protonation state isomers considered. 

 

Each peptide was solvated in a cubic box of TIP3P88 water using the SOLVATE89 

module of VMD.90 The size of the box was tailored to each system, in each case the 

box was aligned with the origin of the peptide and allowed a minimum spacing of 6 

Å from the edge of the box. This resulted in a typical box size between 49 Å x 49 Å 

x 49 Å and 57 Å x 57 Å x 57 Å comprising of ca. 11000 to 18000 atoms. For 

peptides with a non-zero total charge a Cl- ion was added to neutralize the system. 
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MD simulations were carried out for a period of 50 ns, using the NAMD91 program 

with the CHARMM2792 force field. A short minimization period was employed at 

the start of each simulation to remove bad contacts. The simulation was run at 310 K 

with the NPT ensemble and with periodic boundary conditions. The Particle-Mesh-

Ewald93 method was employed for full electrostatics, with a grid spacing of 1 Å. 

Covalently bonded hydrogen atoms were kept rigid using the SETTLE94 extension of 

the SHAKE95 constraint algorithm. Each simulation was run at 2 fs time steps for a 

total of 25,000,000 steps, giving a model simulation of 50 ns. 

 

1.3.4 Analysis of System 

 

In hydrolases, the catalytic mechanism involves a charge-relay network between an 

alcohol bearing amino acid (S or T), histidine (H), and an acidic amino acid (D or E). 

In the case of the serine protease subtilisin (PDB-ID: 1ST2), Ser-221 forms a 

hydrogen bond (3.21 Å) from the alcohol O(H) to the non-protonated nitrogen of 

His-64, which is also connected via a hydrogen bond from the protonated N(H) to 

the (C)OO- of Asp-32 (2.58 Å and 3.37 Å, respectively). 
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Figure 1.12. Subtilisin active site with key triad distances between heavy atoms 

indicated. Hydrogen atoms omitted for clarity. 

 

To establish if an analogous triad is formed in the course of the MD simulations, the 

proximity of hydroxyl oxygen atoms with non-protonated imidazole nitrogen atoms 

and carboxylic acid oxygen atoms with protonated nitrogen atoms of the histidine 

was monitored. We defined the formation of a triad as when both the O(H)-N and 

either of the (C)OO—N(H) distances are less than or equal to 4 Å. 

 

Each peptide was able to temporarily fold into a conformation that allowed the 

catalytic triad to form. It was noted that there was no correlation between the triad 

formation and the energy, meaning that the peptide only adopts this conformation 

briefly and sporadically. 
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1.4 Results and Discussion 

 

From the 50 ns simulation of the delta protonated histidine isomer of CP1, it was 

found that the peptide could adopt a triad structure analogous to that of subtilisin, 

Figure 1.13 a); the only possible triad – S1 H2 E7 – was found to form for only ca. 

0.001 ns, Figure 1.13 b). 
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Figure 1.13. a) Exemplar S1-H2-E7 catalytic triad structure of CP1-H2δ. b) Key 

distance variation over time, triad formation period highlighted. 

 

As proposed, the absence of an extended structural scaffold results in significant 

flexibility of the peptide, Figure 1.14; thus a triad structure is only formed 

sporadically and resulting amidolytic activity is much lower than a structure with a 

conserved catalytic motif.   
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Figure 1.14. a) CP1-H2δ structure over time, catalytic residues shown explicitly. b) 

Deviation of CP1-H2δ relative to and aligned with the starting conformation. 

 

Furthermore, there is no correlation between the formation of the triad and the 

relative energy of the peptide, i.e., there is no energy minimum when the triad forms; 

therefore there is no energetic penalty associated with the dissociation of the triad. 

This was quantified this through comparison of the average energy deviation when 

the triad forms with the standard deviation of the peptide during the simulation.  
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Figure 1.15. Energy of catalytic peptide CP1-H2δ over 50 ns simulation. 

 

The average peptide energy of the simulation was found to be 180.7 kcal mol-1, the 

standard deviation of the energy was 42.1 kcal mol-1 with the average deviation 

associated with triad formation was -38.08 kcal mol-1, therefore the peptide 

experiences no significant stabilisation upon formation of the triad. This was found 

to be characteristic for all triads of all peptides formed during this study. 

 

During the simulation of the epsilon protonated H2 isomer of CP1, no triad structure 

was identified; however it was found that the individual hydroxyl and acid – 

histidine distances did sporadically meet the 4 Å cut-off criteria, Figure 1.16, but did 

not coincide during the simulation. 
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Figure 1.16. Structures of 'partial' triads formed during simulation of CP1-H2ε 

catalytic peptide. 

 

The presence of such ‘partial’ triads support the notion that a simple serine–histidine 

‘diad’ may catalyse amidolysis; however this study focuses only on the formation of 

the full triad, where the acidic moiety increases the basicity of the imidazole to 

mimic the charge-relay system observed in protease enzymes. 

 

Unlike CP1, the second catalytic peptide sequence, CP2, has the possibility to adopt 

more than one triad conformation as a result of two histidine residues in the 3 and 5 
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positions and threonine residues in the 1 and 4 positions; indeed it is conceivable that 

any combination of these residues may couple with aspartic acid (D2) to form a triad. 

As with the examination of CP1, both delta and epsilon forms of histidine are 

considered giving rise to four isomeric combinations: H3δ-H5δ, H3δ-H5ε, H3ε-H5δ 

and H3ε-H5ε. From CP2 simulations, an interesting relationship between 

protonation state and triad formation was observed, where a triad containing the N-

terminal threonine residue (T1) prefers to form with the epsilon protonated histidine 

isomer, Figure 1.17. 
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Figure 1.17. Catalytic triad structures of a) CP2-H3δ-H5δ (T4-H5-D2) b) CP2-H3δ-

H5ε (T1-H5-D2) and c) CP2-H3ε-H5δ (T1-H3-D2). 
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Catalytic peptide CP2-H3δ-H5δ shows a preferential T4-H5-D2 triad formation; 

however the doubly epsilon protonated isomer of CP2 shows no apparent formation 

of a triad structure. At neutral pH both the delta and epsilon protonated forms of 

histidne likely exist transiently; thus these simulations show that multiple proteolytic 

charge relay triads can be supported for CP2. These observations reinforce the 

simplicity and elegance of the combinational screening approach to identify catalytic 

peptides, in that the order of amino acids within the sequence is also key in 

facilitating catalytic function. For example, comprehensive design of a catalytic 

peptide, based purely on sequence rearrangement of CP2, would require ca. 

30,000,000 order permutations, highlighting the efficiency of the combinatorial 

approach over de novo design by orders of magnitude. 

 

In the case of CP3, as with CP2, there are a number of possible triads which may be 

adopted based on the three serine residues (S1, S4 and S6) and two histidines (H9 

and H10). However, examination of all simulations indicates that only S1 E3 and 

H10 participate in the formation of a triad for CP3, Figure 1.18. 
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Figure 1.18. Catalytic triad structures of a) CP3-H9δ-H10ε (S1-H10-E3) and b) CP3-

H9ε-H10δ (S1-H10-E3). 
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Again the importance of sequence order is observed in that only one of the six 

possible triads forms regardless of histidine protonation state; only the N-terminal 

serine and H10 residues arrange to give a viable triad.  

 

This strengthens the idea that position of each residue within the peptide is a vital 

piece of each peptide’s catalytic makeup. As CP3 only supports one triad, it is 

possible that its motif would fall ‘later’ in the evolutionary timeline of minimal 

enzymes; only S1, H10 and E3 consistently compose its active site whereas the 

remaining hydroxyl and histidine residues may instead provide a structural support 

role. 

 

1.5 Conclusions 

 

In this work, the probable mechanisms by which three catalytic peptides perform 

amide bond condensation have been demonstrated through classical molecular 

dynamics simulations. All three peptides in this study were shown to adopt a triad 

analogous to those observed in protease enzyme active sites. 

 

Through consideration of all possible tautomeric forms of the imidazole ring of 

histidine, it was found that not all isomeric forms of the peptides could adopt a triad 

structure and that for those that could, strong correlation between participating 

residues and protonation state were observed. The results presented also highlight the 

efficiency of the combinatorial screening method over de novo design approaches 
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and indicate that sequence order, and not simply triad residue propensity, is of key 

importance. 

 

The formation of a triad in these simulations does not correspond to an energetic 

minimum, hence the structure remains flexible and peptides only form triad 

analogues temporarily; this correlates well with the low catalytic activity observed 

for these peptides in FRET based experiments since it is clear that the peptide can 

only support an active site transiently. 

 

The application of molecular dynamics simulations to this investigation has provided 

insight into the mechanistic and conformational behaviour of minimal enzymes and 

has further validated the combinatorial screening method as an effective approach to 

identify catalytic peptides.  
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2 Amino Acids and the Au 111 Surface 

2.1 Introduction 

2.1.1 Biomolecules and Inorganic Materials 

 

Recognition between biomolecules and solid surfaces is at the heart of many natural 

phenomena. Biomineralisation, the process by which living organisms produce hard 

tissue for structure and storage applications, relies on bio-assisted crystal growth to 

direct material morphology and function.96-98 Furthermore, it has been shown that the 

ability for cells to adhere to inorganic materials like glass depends on the binding 

affinity between the cell exterior proteins and the solid surface,99 where cell 

spreading is guided by the propensity of hydrophilic or hydrophobic residues. The 

capacity for biomolecules to bind to, and indeed recognise, metals has also been 

observed in immune responses toward medical implants100-101 with protein fragments 

forming a coating around the artefact. 

 

Surface-biomolecule interactions have also found widespread applicability in the 

field of nanotechnology and have been successfully exploited in the synthesis of 

metal nanoparticles72, 102-108 with controlled size72, 105-107 and surface morphology.108 

In the example shown in Figure 2.1, gold nanoparticles of varying size are 

synthesised by short peptide sequences that can reduce AuCl-
4 ions and bind to Au0. 
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Figure 2.1. Variation of gold nanoparticle size and shape under controlled synthesis 

by different short peptide sequences.102 

 

The importance of creating nanostructures with highly specific properties is perhaps 

best demonstrated via the versatility of gold nanoparticles in catalysis109-114 and 

sensing applications.115 Gold nanoparticles have strong surface plasmon resonance 

(SPR) and surface-enhanced Raman scattering (SERS) signals; it is these interesting 
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optical properties that have been exploited for use in the field of biomedicine, with 

functionalised gold nanoparticles widely employed for in vivo116-117 and in vitro118-120 

diagnostic and imaging applications. For example, gold nanoparticles functionalised 

with DNA121-122 and peptide123-124 moieties that exhibit multiple affinities, can be 

used for the detection of various metal ions, such as Pb2+, Hg2+ and Pd4+ in the 

nanomolar (ppb) scale. Upon binding with a specific metal ion, clear colorimetric 

changes can be observed and the characteristic UV/Vis spectra associated with the 

gold nanoparticles show well-defined peak broadening and shift patterns that are 

unique to each type of bound ion, Figure 2.2. 

 

 

Figure 2.2. Colourimetric response of peptide functionalised nanoparticles (PFNs) to 

metal ions in solution. 

 

Functionalisation of gold nanoparticles is a key element in targeting specific cells124-

125 or subcellular126-128 components; however the mechanism of binding between 

biomolecules and gold is not always well understood.129 Understanding the 

parameters that govern protein adsorption to surfaces is essential for design of 

functionalised particles for effective and specific cell targeting; using single amino 
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acids as a benchmark we look to explore the origins of biomolecular selectivity with 

gold. 

 

2.1.2 The Gold Surface 

 

Investigations into the interaction of biomolecules with gold focus mainly on the Au 

100 and Au 111 surfaces since they are the most common facets displayed on gold 

nanoparticles,130 Figure 2.3. 

 

 

Figure 2.3. Planes of Miller indices for a) 100 and b) 111 face centred cubic (fcc) 

crystals. Structures of Au 100 and Au 111 surfaces shown from above c) and e) and 
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f) 
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side-on d) and f) respectively. Yellow spheres indicate the top layer, orange the 

second layer and red the third layer. 

 

Of both surface constructs, the Au 111 is the most common target for biomolecular 

species131-133 and small organic molecules.134-136 The Au 111 surface presents a 

number of advantages in that its surface structure is well-characterised137-143 in the 

presence of air144 and water145 and due to its greater stability, surface reconstruction 

has minimal impact on reactivity.146  Computational studies147-148 have also 

demonstrated the preference for peptides to bind at the Au 111 interface over the Au 

100. Furthermore, Au 111 presents a continuous flat surface, which is beneficial in 

microscopy studies149-150 and makes implementation in theoretical models a 

relatively simple task. 

 

2.1.3 Amino Acids on Gold 

 

Interactions of amino acids with the Au 111 surface have been studied both quantum 

mechanically and with molecular dynamics.  Density functional theory151-152 (DFT) 

has been used to predict the conformational properties of amino acids,153 on gold, 

with some studies focusing on small organic moieties that mimic amino acid side 

chains153-154 whilst others examine specific residues such as cysteine,155-158 

methionine,159 histidine160 or proline.161-163 

 

The main conclusions from these studies suggest that residues with planar side 

chains, such as tyrosine and tryptophan, prefer to lay flat on the surface and that 
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polar amino acids, e.g., serine and methionine, orientate so that the heteroatoms can 

interact strongly with the gold. These calculations also provide insight into the 

possible behaviour of peptides at the interface with gold, suggesting that unfolding 

would occur as the binding conformation of the amino acids is found to be a balance 

between backbone contact with the surface, charged termini stabilisation by 

interaction with the solvent and minimising contact between hydrophobic side chains 

and water. 

 

The conformational properties of single amino acids with gold have also been 

examined by molecular dynamics.164-167 One study in particular165 noted that the 

orientation of amino acids on the surface correlated well with a soft epitaxial binding 

mechanism.147 The Au 111 surface geometry and electronic properties give rise to 

potential wells and grooves across the surface known as epitaxial sites; the spacing 

between these sites corresponds well with the geometry of amino acids (to varying 

degrees) where polar atoms coordinate to the surface at epitaxial sites.  
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Figure 2.4. Comparison of the (a) Au 111 and (b) Au 100 geometries where dotted 

lines represent the orientation of amino acid side chains with aromatic rings 

coordinating to fcc lattice binding sites. 

 

These investigations also showed that large planar groups prefer to lay flat on the 

surface, whereas polar groups prefer to orientate so that their hetetoatoms align with 

the surface; in particular above epitaxial binding sites. Heinz et al.147-148 

demonstrated that the geometric harmony between amino acids and epitaxial sites 

leads to binding specificity of peptides with Au 111 over Au 100. 

 

2.1.4 Binding Energies of Amino Acids 

 

In quantum mechanical calculations, derivation of amino acid binding energies can 

be calculated easily through combination of the interaction energy between the 

amino acid and surface and the deformation energy of the residue upon binding. 

Despite this, quantum mechanical studies of biomolecules and inorganic materials is 
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limited to small systems as QM methods are inherently computationally expensive. 

Therefore, the method of choice in the study of large biophysical systems is classical 

molecular mechanics as all components can be included at significantly lower 

computational effort. The main disadvantage of using such methods is the associated 

decrease in accuracy of the much simpler classical Hamiltonian. The forcefields used 

herein are parameterised for protein and protein-interface simulations and are 

validated using quantum mechanical calculations; however the calculation of binding 

energies is much more challenging. 

 

In molecular dynamics ‘compartmentalisation’147, 165 is the most easily employed 

method to extract binding energies from simulation data. The interaction between a 

molecule and its substrate is derived from the difference in the potential energy 

between the complex in the bound state and in the unbound state. Using a 

biomolecule bound to gold as an example, Figure 2.5 illustrates the terms used to 

calculate the binding energy in compartmentalisation. 

 

 

Figure 2.5. Components used in the calculation of peptide-surface binding energies. 

The value of ∆E is the difference between the peptide in the adsorbed state and in the 
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bulk state. The peptide/biomolecule (P) is shown in purple, surface (S) in yellow and 

water (W) in blue. 

 

The main limitation of this approach is that it is based only on a single snapshot of 

the system; thus it does not account for dynamic effects and cannot be considered a 

true binding free energy. Any particular configuration used in this method may not 

be representative of a physically important state and instead may be trapped in a 

local minimum by large energy barriers; therefore other methods have been 

developed with the aim of overcoming this ‘sampling’ challenge. 

 

Umbrella sampling168-169 is a method of exploring the energy landscape of a system 

or process in molecular dynamics and has been used in the calculation of binding 

free energies of amino acids.164, 166 The first step in performing umbrella sampling is 

to generate a series of starting configurations from which biased molecular dynamics 

simulations are performed. Steered molecular dynamics (SMD) is a method 

commonly used to explore states of a system or process that are normally 

inaccessible at equilibrium due to large energy barriers, e.g., the desorption of a 

biomolecule from a surface, to ensure that unfavourable states are adequately 

sampled. The path between the two states, i.e., adsorbed and desorbed, is split into 

evenly spread intervals. In each of these ‘bins’, the molecule of interest is held at the 

SMD reaction coordinate by a harmonic potential or ‘spring’, and a traditional 

molecular dynamics simulation is performed.  
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Figure 2.6. Illustration of umbrella sampling.  

 

The force felt by the spring as the molecule interacts with its surroundings is 

calculated from Hooke’s law: 

 

𝐹 = −𝑘𝑥 Equation 2.1 

 

Where F is the force, k is the spring constant and x is the displacement. 

The force acting upon the spring is collected over each simulation and the average 

value is calculated. The work required to pull a molecule along a particular path can 

be extracted by summing the forces over the bins: 

 

𝑊 = 𝐹 𝑥 𝑑𝑥
!

!
 Equation 2.2 

 

Where d is the distance of the reaction coordinate. 
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This work is also known as the potential of mean force and with sufficiently narrow 

bin widths and long simulation lengths equates to the free energy of binding; 

however, choosing the most efficient parameters for umbrella sampling is often a 

process of trial-and-error. One consideration is the spring stiffness, if a spring is too 

weak the molecule will drift from its designated bin and if it is too strong it may only 

sample a small region of the reaction coordinate. Thus bin width, spring constant and 

simulation length must be tailored to ensure that all states are surveyed.  

 

For small molecules, umbrella sampling is relatively inexpensive; however for larger 

molecules greater detail, i.e., more sampling bins, is required and this becomes less 

efficient as substrate size increases. 

 

The adaptive biasing force170-172 (ABF) method works on a similar principle, in that a 

molecule is constrained to a series of bins along a reaction coordinate with a 

harmonic potential; however a ‘biasing force’ is applied to the molecule that cancels 

out the force acting upon it. Thus free energy landscape is flattened and the system 

can overcome high energy barriers. In ABF the bin width can be varied to provide 

higher resolution (narrow bins) at important points on the reaction coordinate, i.e., at 

the interface, and lower resolution at less important points, i.e., in the bulk. This 

method has been employed for a variety of free energy calculations,173-176 however it 

also suffers form the necessary system optimisation with respect to bin widths and 

simulation length. 
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A much easier approach is to directly calculate the change in free energy 

continuously from steered molecular dynamics trajectories. Another non-equilibrium 

method that has recently been employed for biomolecules at interfaces is the 

combination of non-equilibrium thermodynamic integration177-178 (NETI) with 

SMD.179  

 

NETI-SMD relates the work required to pull a molecule along a particular path in a 

non-equilibrium simulation to the equilibrium free energy through Jarzynski’s 

equality: 

 

∆𝐴 = −𝑘!𝑇 ∗ 𝑙𝑛 𝑒!!/!!!  Equation 2.3 

 

Where A is the Helmholtz free energy, kB is the Boltzmann constant, T is 

temperature and W is work. 

 

In an SMD simulation a molecule, in this study an amino acid, is pulled along a 

trajectory at a constant velocity by a harmonic potential or ‘spring’. If the molecule 

is pulled at an infinitely slow rate, the resulting work will be exactly equal to the 

equilibrium free energy of binding; however this is not practical since such a 

simulation would in theory take an infinite amount of time to run. Therefore, each 

SMD simulation is performed at a much faster velocity, i.e., not in equilibrium, but 

multiple times. This is advantageous in that a number of short simulations can be run 

simultaneously; thus reducing overall completion time.  
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One of the main challenges of this method however is the calculation of errors, since 

if there is insufficient sampling of trajectories the results will be unreliable. One 

method of estimating errors is via statistical bootstrapping analysis.180 

 

Bootstrapping is a way of assessing the accuracy of a data set by calculating the error 

associated with a particular estimator, 𝜃. From a particular data set, N samples are 

taken to give a vector, 𝑥, consisting of N observations. The estimator is predicted by 

applying a function, s, to the vector of observations, Equation 2.4. 

 

𝜃 = 𝑠( 𝑥) Equation 2.4 

 

In this study, s is Jarzynski’s equality, Equation 2.3, and the vector contains the free 

energies from N simulations, i.e., 𝑥 = (x1, x2, x3…xN). The values within 𝑥 are chosen 

at random from the data set and samples can be chosen more than once. The 

estimator is calculated for the particular vector and a distribution of estimators is 

obtained by resampling vectors multiple times, ca. 1,000,000 to eliminate random 

error. The overall distribution of 𝜃 values is Gaussian due to the large resampling 

iterations; thus the peak represents the mean free energy. Errors are measured using 

t-statistics where the number of degrees of freedom is N-1; values reported herein are 

at the 99.9 % confidence level. Bootstrapping allows an estimation of the number of 

NETI-SMD simulations required to minimise errors below a certain cut-off by 

incrementally increasing the number of simulations used to populate 𝑥. 
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The NETI-SMD approach has been employed with peptides on a graphene 

surface,181 protein folding,182 protein-protein183 and protein-ligand184 interactions, as 

well as amino acids bound to inorganic surfaces.185-186 However, to date there have 

been no studies reported that use this method for the calculation of single amino acid 

binding energies on Au 111. Herein, we report a benchmarking study to examine the 

adsorption behaviour of a selection of single amino acids with the Au 111 surface. 

 

2.2 Adsorption of Amino Acids 

2.2.1 Background 

 

In the following chapter, we examine the properties of a gold binding peptide with 

the sequence MHGKTQATSGTIQS,132 known as GBP1; hence we have chosen to 

study its constituent amino acids with respect to adsorption to the gold surface and 

calculation of binding free energies. 

 

The description of the CHARMM-METAL187 force field used in this study employs 

a simple modification to the Lennard-Jones terms of the classical force field in 

Equation 1.2. The CHARMM-type force field employs a 12-6 potential to describe 

van der Waals interactions, Heinz et al. parameterised the σij and εij terms of gold 

interactions (where σij is separation where the inter-particle potential is zero and εij is 

the potential well depth) as an extension of CHARMM22188 to reconstruct 

experimental densities189 and surface tensions190 of water interacting with gold under 

ambient conditions.  

 



	
	

56 

2.2.2 Construction of System 

 

An initial equilibration of the surface and water was performed prior to the 

introduction of the amino acids. An Au 111 surface measuring 60 x 40 x 12 Å was 

generated using the PBE plugin of the GaussView 5191 program, where the surface 

comprised of 6 layers of gold atoms. Two boxes of TIP3P88 water were then added to 

the system, one measuring 60 x 40 x 58 Å was placed above the metal surface and 

another measuring 60 x 40 x 15 Å below. Each water box was generated by the 

genbox plugin of Gromacs192 to a density of approximately 1.00 g cm-3; the total 

system consisted of ca. 19,000 atoms, including ca. 5,500 water molecules. 

 

The gold atoms of the surface were fixed to maintain surface geometry and 

orientation and the system was equilibrated under constant volume and temperature 

conditions (NVT) for 10 ns using the NAMD91 molecular dynamics engine, 

employing the CHARMM-METAL187 force field to describe the gold and 

CHARMM22188 for the TIP3P water model potentials. The simulation was 

performed with a time step of 2fs and commenced with a 2,000-step minimization 

period to remove bad contacts followed by a heating phase where the temperature 

was increased from 10 K to 300 K at 10 K increments every 1000 steps. The 

Particle-Mesh-Ewald93 method was again employed for full electrostatics, with a grid 

spacing of 1 Å and periodic boundary conditions were used  throughout. 

 

This step allowed the water molecules to interact with the metal surface and to adopt 

their equilibrium state. The water was observed to have an affinity with the metal, 
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where two higher density layers of water had formed at approximately 2.4 Å and 5.0 

Å from the surface, Figure 2.7, Figure 2.8. 

 

 

Figure 2.7. Equilibrated water – gold system with higher density water layers 

adjacent to the surface.  

 

This higher density in the first wetting layer occurs as the interfacial water interacts 

directly with the Au 111 atoms so that at least one OH bond lies in the plane of the 

surface in order to minimise the number of hydrophobic interactions between the 

gold and the water in the second wetting layer. The CHARMM-METAL187 force 

field was parameterised with reproducing experimental surface densities189 in mind, 

although Figure 2.8 shows that for the system shown in Figure 2.7, this is higher, ca. 

7.0 g cm-3 at 2.4 Å above the surface. 
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Figure 2.8. Water density as a function of the distance from the surface. 

 

2.2.3 Adsorbed Amino Acids 

 

Single amino acids were built in both their zwitterionic form with charged N and C 

termini, representative of their configuration in aqueous media at pH 7 and capped 

termini (acetylated N-terminus and amidated C-terminus) for comparison using the 

guesscoord plugin of VMD.90 The amino acids were then placed above the metal 

with each residue positioned so that the side chain was pointed directly towards the 

surface and the closest atom was 3.5 Å above the top layer of atoms. Overlapping 

water molecules were removed and systems with an overall charge (i.e., Lys, +1) 

were neutralised with sodium or chlorine ions. Each residue was allowed to adsorb to 

the surface over a period of 10 ns, again under NVT conditions.  
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Figure 2.9. Orientation of single amino acids methionine, lysine, serine and threonine 

on the Au 111 surface in both charged and capped termini states. 

All amino acids were found to have adsorbed to the surface, adopting a conformation 

consistent with soft epitaxial binding,165 Figure 2.9, Figure 2.10 and Figure 2.11. The 
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polar amino acids methionine, lysine, serine and threonine were found to orientate so 

that the single heteroatom in the side chain lay in the epitaxial site, Figure 2.9.  

 

Figure 2.10. Orientation of single amino acids histidine and glutamine on the Au 111 

surface in both charged and capped termini states. 

Residues with two polar atoms in the side chain, i.e., histidine and glutamine, show 

favourable alignment with epitaxial binding sites with both side chain and terminal 

nitrogen and oxygen atoms aligning well with atoms in the second gold layer, Figure 

2.10. Amino acids with apolar side chains alanine, glycine and isoleucine on the 

other hand can only form soft epitaxial binding interactions through terminal groups, 

Figure 2.11. 
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Figure 2.11. Orientation of single amino acids alanine, glycine and isoleucine on the 

Au 111 surface in both charged and capped termini states. 

In general, backbone heterotatoms of charged terminal amino acids have a more 

favourable geometry for epitaxial binding than those with capped termini, which in 

general must sacrifice at least one ideal heteroatom-gold interaction orientation. 
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2.3 Desorption of Amino Acids 

 

2.3.1 Non-Equilibrium Thermodynamic Integration 

 

Each amino acid was pulled from the surface perpendicular to the xy plane via the Cα 

at a rate of 0.005 Å ps-1. A spring constant of 500 kcal mol-1 Å-2 was employed to 

ensure that the observed pulling coordinate did not lag behind the target distance; 

this is essential for the calculation of free energy using NETI-SMD method as the 

force is integrated over a regular time interval, using a weak spring constant would 

mean that the time-distance relationship of the constant velocity pulling would 

collapse. Each residue was pulled 40 Å from the surface to ensure full desorption, 

this process was repeated thirty times to reduce errors. 

 

2.3.2 Binding Free Energies of Amino Acids 

 

As each amino acid is pulled from the surface, the force on the spring is integrated 

using Equation 2.2 to give the corresponding work value as a function of distance, an 

exemplary work profile for an amino acid (alanine – capped termini) is shown in 

Figure 2.12.  
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Figure 2.12. Exemplar pulling profile of a single amino acid from the Au 111 surface 

using the NETI-SMD method. 

 

From the thirty desorption simulations of each amino acid, the evolution of free 

energies and associated errors was assessed through bootstrapping analysis, shown 

for alanine with capped termini in Figure 2.13. It was observed that with increasing 

number of simulations the errors were reduced, with the error for 30 simulations 

ranging from 0.42 – 1.76 kcal mol-1 for species with charged termini and 0.23 – 1.93 

kcal mol-1 for those with capped termini. 
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Figure 2.13. Exemplar evolution of Helmholtz free energy values and associated 

errors for the pulling of single amino acids (alanine with capped termini shown) with 

increasing number of simulations. 

 

As can be seen in Figure 2.15 capped amino acids bind more strongly to the gold 

surface by between (∆A) -6.1 and -14.3 kcal mol-1 over charged amino acids, likely 

arising from the additional six atoms of the acyl and amide terminal groups 

interacting with the surface.  

 

 

Figure 2.14. Single amino acid with both termini charged (left) and that with an 

acylated N-terminus and amidated C-terminus (right). 

-24.0

-23.0

-22.0

-21.0

-20.0

-19.0

-18.0
6 8 10 12 14 16 18 20 22 24 26 28 30

∆A
 (k

ca
l m

ol
-1

)

Number of Simulations

H3N
O

O

R

H
N

R

NH2

O

O

H3C



	
	

65 

The relatively weaker binding of amino acids with charged termini may arise from 

the non-polarisable nature of the CHARMM-METAL force field. As the gold 

surface is entirely neutral and static, there are no additional Coulombic interactions 

between the surface and the adsorbate; therefore additional Van der Waals forces of 

the capped termini promote binding to a greater extent than charge. Furthermore, it is 

possible that the charged terminal amino acids are more favoured in solution, since 

they can form hydrogen bonds with the solvent more readily in the bulk compared to 

the bound state; hence weakening surface binding energy. 

 

 

Figure 2.15. Helmholtz free energies of binding for charged and capped amino acids 

with the Au 111 surface. 

 

As discussed in Section 2.2.3, the surface architecture of the Au 111 surface is well 

suited for the adsorption of amino acids, particularly those with polar side chains. 
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This is reflected in the relative binding free energies, where histidine (H) and 

glutamine (Q) show particularly strong binding (∆AH = -18.1 kcal mol-1, ∆AQ = -16.7 

kcal mol-1) relative to non-polar amino acids (∆AA = -6.1 kcal mol-1, ∆AG = -3.8 kcal 

mol-1, ∆AI = -9.0 kcal mol-1). Interestingly, it was found that methionine (M) displays 

a high affinity for gold (∆AM = -20.5 kcal mol-1), comparable to that of histidine and 

glutamine; lysine (K) however binds more weakly by ca. +4.5 kcal mol-1 despite also 

containing a moiety, although the aliphatic nature of the β to ε positions may hinder 

binding. Serine (S) and threonine (T) show the weakest binding of the polar residues 

under study (∆AS = -11.1 kcal mol-1, ∆AT = -10.2 kcal mol-1), where the additional 

methyl substituent of threonine may also weaken binding, relative to serine. 

 

The binding free energies calculated using NETI-SMD are of greater magnitude than 

those reported by Hoefling et al.164 using the umbrella sampling method, where the 

greatest binding free energy was -9.4 kcal mol-1 (methionine). However, there is 

good agreement between the relative ordering of amino acid binding strength where 

polar amino acids methionine and histidine show the strongest affinity for gold and 

those with aliphatic moieties are the weakest binders; therefore, despite the 

discrepancies in absolute binding energy values there is consistency between the 

NETI-SMD approach and other, more expensive free energy methods.  
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2.4 Conclusions 

 

It was found that the relative binding free energies of selected amino acids to the Au 

111 surface could be calculated from a combination of non-equilibrium 

thermodynamic integration and steered molecular dynamics simulations.  

Amino acids with polar side chains were found to orientate in accordance with a soft 

epitaxial binding mechanism, i.e. polar atoms sit directly above the atoms in the 

second gold layer, and that the introduction of bulky terminal groups increase 

binding strength relative to charged termini.  

 

The relative binding free energies of the selected amino acids corroborates well with 

those calculated by adaptive biasing force simulations, although are observably 

stronger using NETI-SMD; therefore this approach can provide robust results and 

highlights that method continuity is of key importance when studying interfacial 

binding. 
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3 Gold Binding Peptide GBP1 and the Au 111 Surface 

3.1 Introduction 

3.1.1 Gold Binding Peptides 

 
 

Although, the chemical diversity of peptides is advantageous as multiple 

functionalities can be implemented easily into a single molecule, it can also be 

disadvantageous in that the number of possible combinations of amino acids scales 

with 20N, where N is the length of the peptide chain; hence the rational design of 

sequences with material binding properties is extremely difficult. This represents one 

of the biggest challenges in modern bionanotechnology.  

 

Analogous to the methodology outlined in Section 1.1.6, combinatorial libraries can 

be used to identify biopolymers that bind to a particular surface; this is most 

commonly achieved with techniques such as phage display76, 193 (PD) and cell 

surface display194-195 (CSD). CSD libraries are generated by modification of DNA in 

a region of a bacterial genome associated with expression of protein on the cell 

surface, random modification and natural mutations mean that millions of unique 

sequences are present in each library. The library is introduced to an inorganic 

substrate, where sequences that show favourable binding properties are immobilised 

and those that do not can be washed away. The bound cells are subsequently 

amplified through cell culture and the protein sequence information is extracted from 

the genetic code. 
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Figure 3.1. Cell surface display technique for identification of sequences that bind to 

inorganic surfaces: a) E. coli surface display library, b) introduction of library to gold 

substrate, c) binding of E. coli to gold via membrane peptide sequence with high 

affinity, d) non-binding cells eluted leaving binding candidates for sequence analysis. 

 

Despite the advantages of CSD, the mutations contained within each library only 

explore ca. 0.1 % of the available sequence space of a peptide of any length; this is 

in part due to the variable propensity of DNA codons that express a particular amino 

acid as well as difficulties arising from translation of DNA into the complimentary 

protein. Hence, biopanning experiments can be used as a basis for identifying 

inorganic binders, but also leave scope for sequence design or modification. 

a b

d c
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Panning experiments have been employed successfully for the identification of a 

number of metal binding peptides that have subsequently been used in nanoparticle 

formation.71-72, 106, 132 One of the most useful sequences is the gold-binding peptide 

(GBP) (MHGKTQATSGTIQS) known as GBP1, which was discovered from 

Escherichia coli CSD libraries.132 GBP1 has been used in the controlled synthesis of 

gold nanoparticles,196 boasting excellent regulation of particle size. 

 

 

Figure 3.2. Full chemical structure of sequence GBP1, M/K residues are shown in 

green, S/T in red and H/Q in blue. 

 

Studies on single amino acids have suggested that planar aromatic side chains in 

tryptophan and phenylalanine show the greatest affinity for gold, however they are 

absent in GBP1; instead there is strong representation of polar amino acids, in 

particular those with a hydroxyl moiety (serine and threonine). Cysteine is 

consciously omitted from this CSD library as it forms covalent bonds with the 

surface, whereas functional gold binding peptides should be able to form strong 

reversible non-bonded interactions, the lack of other residues may be a result of their 

limited expression in the CSD library. Despite this, GBP1 does indeed show a strong 
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affinity for gold131, 196-197 although the underlying properties that drive its binding are 

still not fully understood.  

 

Both experimental107, 132, 198 and theoretical197, 199-203 studies have focused on the 

important question of why certain peptides sequences display affinity and specificity 

for particular metals or crystal architectures. Elucidating the different parameters that 

govern this control remains a challenge but could ultimately facilitate de novo design 

of surface-selective binding sequences. 

 

3.1.2 Theoretical Studies of Gold Binding Peptides 

 

Molecular dynamics simulations have made the study of microscopic properties of 

peptides at interfaces accessible. Atomistic simulations have been used to examine 

the conformational and binding properties of a number of peptides on a range of 

materials such as gold,147, 197, 199-201, 204, graphite,205-208 and silicon-based surfaces.209-

211  

 

Hypotheses exist as to the origin of GBP1’s ability to form strong interactions with 

Au 111; however these points appear to present only part of the story and leave some 

certain aspects inconclusive. Investigations of the conformational properties of the 

42 residue, 3R-GBP1 (triple repeat of GBP1)197, 199 propose that binding affinity is an 

inherent property of the high occurrence of hydroxyl moieties, via serine and 

threonine side chains. On the other hand, a combined experimental and theoretical 

study by Tang et al.200 suggested that three anchoring residues in the N-terminal 
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region of the sequence (M1, H2 and Q6) allow the adsorbed peptide to experience 

greater conformational freedom resulting in entropically driven binding.  

 

In a related work, the binding energy of GBP1 to gold has been derived by 

considering the binding free energies of the individual amino acids that constitute the 

peptide and assuming that these remain unchanged in situ within the peptide chain.164 

Alternative studies have considered the full peptide structure to calculate binding 

energy via the compartmentalisation method,147, 212 which provides an indication of 

the binding potential energy of the peptide through single snapshots of the peptide in 

the adsorbed and bulk states. However, to provide binding free energies and consider 

multiple binding modes, dynamic methods should be employed. 

 

3.2 Computational Methods 

3.2.1 Background 

 

To gain a comprehensive insight into the relationship between the sequence and 

binding strength of GBP1 we use a series of mutations, outlined in Table 3.1. In this 

design, the native GBP1 sequence is compared to its analogous alanine control, A14. 

Furthermore, a substitute-out/substitute-in mutation approach was used for GBP1 

and A14 respectively, where mutations were based on three categories of amino acid: 

single heteroatom side chains (M, K) in GBP1-MK and A14+MK, hydroxyl 

residues (S, T) in GBP1-ST and A14+ST, and two heteroatom side chains (H, Q) in 

GBP1-HQ and A14+HQ (see Table 3.1 for nomenclature and complete sequences).  
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Table 3.1. Peptide sequences under study. GBP1 is the native sequence and A14 is 

the alanine control. Mutations from native and control sequences are highlighted. 

Sequence 1 2 3 4 5 6 7 8 9 10 11 12 13 14 
GBP1 M H G K T Q A T S G T I Q S 

GBP1-MK A H G A T Q A T S G T I Q S 
GBP1-ST M H G K A Q A A A G A I Q A 
GBP1-HQ M A G K T A A T S G T I A S 

                              
                              

A14 A A A A A A A A A A A A A A 
A14+MK M A A K A A A A A A A A A A 
A14+ST A A A A T A A T S A T A A S 
A14+HQ A H A A A Q A A A A A A Q A 

 

 

This method allows the influence of each amino acid towards peptide-surface 

binding affinity to be separated into its ability to form strong non-covalent 

interactions with the surface on the one hand, and its contribution to destabilization 

of the unbound peptide in solution on the other, revealing both the contribution of 

residue binding affinity (in the context of the peptide) and destabilization of the 

peptide's conformation in solution to the binding free energy of the peptide. 

 

3.2.2 Peptide Equilibration 

 

The GBP1 sequence was built as a straight chain using the guesscoord plugin of 

VMD.90 The peptide was then placed in a box of TIP3P88 water measuring 55 x 55 x 

55 Å using the SOLVATE89 plugin of VMD. The system comprised of ca. 15,500 

atoms, including ca. 5000 water molecules giving a density of approximately 0.90 
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g/cm3. Stoichiometric numbers of Na+ or Cl- ions were added to the system to 

neutralize the overall charge. The solvated peptide system was then equilibrated for 

20 ns with the NAMD91 molecular dynamics engine, employing the CHARMM22188 

force field. Each simulation was performed with a timestep of 2fs and commenced 

with a 2,000 step minimization period to remove bad contacts. The temperature was 

increased from 10 K to 300 K at 10 K increments every 1000 steps, the temperature 

was controlled using Langevin dynamics and the pressure was kept at 1 atm using 

the Langevin piston method213 at a piston period of 100 fs and constraint of 50 fs, 

with piston temperature of 300 K. The Particle-Mesh-Ewald93 method was employed 

for full electrostatics, with a grid spacing of 1 Å. Covalently bonded atoms were kept 

rigid using the SETTLE94 extension of the SHAKE95 constraint algorithm.  

 

 

The simulation predicted an equilibrated structure with two distinct regions (Figure 

3.3), with the N-terminal region (MHGKTQA) adopting a coiled structure while 

residues 8 to 14 of the peptide (TSGTIQS) adopt an extended conformation.  
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Figure 3.3. Final structure of GBP1 after a 20 ns equilibration simulation in TIP3P 

solvent with periodic boundary conditions. M/K residues are shown in green, S/T in 

red and H/Q in blue. 

 

This structure is consistent with the available NMR data for this sequence,214 thus 

validating the ability for the methods employed to predict physically stable structures 

of the peptide. 

 

To ensure that a 20 ns simulation was sufficient to result in the equilibrated structure 

of GBP1, the simulation was extended to 250 ns. The RMSD of the structure from 

the initial structure, Figure 3.4 shows that there is an initial change in the overall 

structure of the peptide. After 20 ns, there are continued fluctuations in the structure, 

consistent with the relatively flexible nature of the uncoiled regions of the peptide, 

although the overall partially coiled and partially uncoiled aspect of the peptide 
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remains; 20 ns was therefore deemed sufficient for subsequent equilibrations of 

peptides of this length.   

 

 

Figure 3.4 Deviation (Å) of the peptide backbone relative to the straight chain 

starting structure over an extended 250 ns simulation. 

 

From the equilibrated structure of GBP1 after 20 ns, the mutated sequences were 

built again using the guesscoord algorithm of VMD. Each peptide was again placed 

in a box of TIP3P water measuring 50 x 50 x 50 Å with the genbox plugin of 

GROMACS192 to a density of approximately 1.00 g cm-3. This solvation method was 

chosen based on observations from initial tests of metal-water systems. In systems 

where the density of water is lower than 1.00 g/cm3, as is the case when SOLVATE 

is employed, voids appear in the system upon equilibration. Therefore, re-

equilibration of each sequence was performed in a box of water matching the correct 
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density before introduction to the metal surface. The equilibrations of the native and 

mutated sequences were then performed under the same temperature and pressure 

conditions as before with the CHARMM-Metal187 force field being employed for 

comparability between the bound and unbound states.  

 

3.2.3 Peptide Adsorption 

 

The same pre-equilibrated water-gold system used in Section 2.2.2 for the adsorption 

of single amino acids was again used as the starting point for the peptide adsorption 

study. Each peptide in its final conformation from the equilibration simulation was 

added to the equilibrated water–metal system. To ensure that there was no bias 

between the peptide configuration and adsorption behaviour, each peptide was 

placed at 6 different orientations above the metal surface (Figure 3.5), so that the 

closest atom of the peptide was a distance of 6 Å from the metal surface. Water 

molecules overlapping with the peptide were removed, both the peptide and the 

metal were fixed and a short 5 ns equilibration of the water was carried out.  
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Figure 3.5 The 6 different orientations of GBP1 above the metal surface, a – d show 

rotations in the x-axis of 0, 90, 180 and 270 º and e – f show rotations in the y-axis of 

90 and 270 º (water emitted for clarity). 

 

After the equilibration of the water, the peptide, in each of the six orientations, was 

allowed to adsorb to the metal over a period of 70 ns. Such a comparatively long 

simulation time was employed so that the peptide could adopt its fully adsorbed 

configuration. All simulations were carried out at 300 K in the NAMD 2.891 

molecular dynamics package, employing the CHARMM-METAL187 force field to 

describe the gold, CHARMM22188 for the peptides and the TIP3P88 model for water 

potentials. 

 

The peptide was considered to be adsorbed if the centre of mass was within 4.5 Å of 

the metal surface. Above this cut-off, binding energies were found to differ 

significantly and thus did not represent adsorbed states of the system. The same 
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adsorption protocol was employed for all sequences and using these criteria, it was 

found that for each mutation, at least four starting configurations adsorbed to the 

surface within the equilibration period. The centre of mass for the adsorbed peptides 

that were used in the subsequent desorption simulations varied between 3.30 Å and 

4.50 Å from the surface Details of the centre of mass distances for each peptide 

adsorption are found in Table 3.2. 

 

Table 3.2. Centre of mass distances (Å) of the adsorbed conformations for sequences 

GBP1, A14 and associated mutations. Simulations with a centre of mass > 4.50 Å are 

shown in red. 

 
Orientation 

Sequence a b c d e f 
GBP1 4.37 4.40 4.17 4.65 4.79 4.41 

GBP1-MK 3.91 3.97 3.89 4.46 3.73 4.50 
GBP1-ST 4.92 4.18 3.63 4.07 4.24 4.27 
GBP1-HQ 3.68 3.87 4.32 3.69 3.78 4.02 

A14 3.47 3.52 3.30 3.52 3.70 3.40 
A14+MK 3.52 3.71 4.08 3.34 3.58 3.91 
A14+ST 3.47 3.92 4.43 4.49 3.69 3.87 
A14+HQ 4.22 4.41 4.24 5.51 4.16 4.30 

 

Examination of the adsorbed structures (Figure 3.6), indicated that the peptide 

prefers to orientate such that the heteroatoms are situated in the space between atoms 

in the top Au layer of the surface, above the atoms of the second layer 
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Figure 3.6. Orientations of the sequence GBP1 adsorbed to the Au 111 surface.  

Methionine and lysine residues are shown in green, hydroxyl residues in red and 

histidine and glutamine residues in blue. Yellow sphere’s indicate the top layer of the 

gold, orange spheres the second layer and red spheres the third layer. 

 

Furthermore, the alignment of the polar groups, especially glutamine, coincides well 

with the soft-epitaxial mode of adsorption, which has been observed previously in 

the literature147, 165 and Chapter 2, where the Au (111) surface geometry creates 

binding sites for polar side chains. 
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Figure 3.7 Typical adsorbed conformations of amino acids involved in GBP1 and 

A14 mutations. 

  

3.2.4 Desorption of Peptides 

 

Adsorbed peptides were pulled from the surface by the Cα of residue 7 in the z-axis. 

The peptide was pulled at a rate of 0.005 Å ps-1 with a spring constant of 500 kcal 

mol-1 Å-2 so that the reaction coordinate of the simulation followed the predicted 

profile, the peptide was moved 40 Å from its starting orientation to ensure full 

desorption. This process was repeated 30 times for each adsorbed orientation, giving 

up to a total of 180 desorption SMD simulations for each peptide sequence. 
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An important feature of our methodology is that free energy calculations were 

performed on the peptide sequence in its entirety, as opposed to the combination of 

single amino acids, hence the impact of each type of residue on binding strength was 

measured in the context of its native peptide environment.  

 

3.3 Binding Free Energies of GBP1 and Mutations 

 

The resulting free energy curve for the native peptide, GBP1, is shown as an 

example in Figure 3.8.  
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Figure 3.8. a) The change in binding free energy, ∆A, plotted as a function of 

desorption reaction coordinate for GBP1. b) Illustration of desorption process. 

 

The convergence of binding free energy as a function of the number of simulations 

used in the bootstrapping analysis is shown in Figure 3.9, we defined ∆A as being 

converged when the associated errors were less than ± 0.5 kcal mol-1. 
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Figure 3.9. Change in ∆A as a function of the number of simulations used in the 

bootstrapping analysis for all adsorbed conformations of the different peptides. 

 

∆A values reported herein are the difference between the adsorbed state at 0 Å and 

the bulk state at 40 Å. The binding free energies for all eight sequences are shown in 

Table 3.3. 
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Table 3.3. Binding free energies, ∆A, for sequences GBP1 to A14+HQ. 

Sequence ∆A (kcal mol-1) 
GBP1 -243.0 

GBP1-MK -225.3 
GBP1-ST -198.2 
GBP1-HQ -204.8 

 
 

 
 

A14 -174.9 
A14+MK -195.5 
A14+ST -176.8 
A14+HQ -193.5 

 

As expected, the native GBP1 sequence shows the greatest binding free energy 

(∆AGBP1 = -243.0 kcal mol-1) and the alanine control A14 shows the weakest binding 

(∆AA14 = -174.9 kcal mol-1). Upon substitution of M1 and K4 for alanine (GBP1-

MK) a loss in binding strength of +17.7 kcal mol-1 is observed, representing a loss of 

approximately +8.9 kcal mol-1 per residue. Mutation of the control sequence to 

include methionine and lysine (A14+MK) shows a recovery in binding strength of -

20.6 kcal mol-1 (-10.3 kcal mol-1 per residue) similar to the loss of the corresponding 

GBP1-MK mutation. A loss in binding free energy of +9.0 kcal mol-1 per residue 

was found for the mutation of hydroxyl amino acids (∆∆AGBP1/GBP1-ST = +44.8 kcal 

mol-1); however the introduction of hydroxyl moieties in sequence A14+ST does not 

yield any significant increase in binding strength over the control sequence A14 

(∆AA14 = -174.9 kcal mol-1, ∆AA14+ST = -176.8 kcal mol-1). A similar discrepancy is 

observed for the mutation of histidine and glutamine residues GBP1-HQ, where the 

loss of +38.2 kcal mol-1 (+12.7 kcal mol-1 per residue) upon removal from the native 

sequence is more substantial than the gain of -18.6 kcal mol-1 in binding free energy 

strength when replacing alanine in the control, (A14+HQ).  
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If the binding strength were governed solely by interaction strength of the single 

amino acids with the gold surface, the loss observed in substitute-out mutations 

would be equivalent to the gain in corresponding substitute-in sequences. Table 3.4 

shows the difference in binding free energies as calculated for the full peptide and by 

combination of charged termini single amino acid binding free energies calculated in 

Chapter 2.  

 

Table 3.4. Comparison of peptide free energies as calculated from full peptide 

desorption simulations and the combination of single amino acid free energies. All 

energies in kcal mol-1. 

Sequence ∆A Full Peptide ∆A Amino Acid 
Combination ∆∆A 

GBP1 -243.0 -163.5 -79.5 
GBP1-MK -225.3 -139.0 -86.3 
GBP1-ST -198.2 -141.1 -57.1 
GBP1-HQ -204.8 -130.3 -74.5 

        
        

A14 -174.9 -85.2 -89.7 
A14+MK -195.5 -109.6 -85.9 
A14+ST -176.8 -107.5 -69.3 
A14+HQ -193.5 -118.3 -75.2 

 

 

Hence, these results demonstrate that binding strength is not influenced solely, or 

even predominantly, by the affinity that individual amino acids have for the Au (111) 

surface. Furthermore, the combination of single amino acid free energies neither 

quantitatively nor qualitatively reproduces the relative binding free energies of the 

full peptide sequence. These phenomena can be explained by changes in the stability 
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of the peptide in the water environment upon sequence mutation in addition to the 

loss of anchoring points between the peptide and gold. For example, replacing polar 

residues for non-polar alanine in the substitute-out mutations reduces the ability of 

the peptide to stabilize interactions with water in the bulk solution, hence it is more 

favorable for the peptide to remain on the surface, enhancing binding strength. 

Conversely, introduction of polar residues in the substitute-in mutations stabilizes the 

peptide in the water bulk and consequently decreases the binding strength. The 

significance of this effect is clearly dependent on the sequence and resulting 

properties of the entire peptide.  

 

The effects of the nature of residues on the conformation of the peptide in the bulk 

water are clearly observed in Figure 3.10. GBP1-ST retains the coiled character of 

the GBP1 peptide, while A14+ST adopts a more open conformation; consequently 

serine and threonine residues can more readily form stabilizing interactions with 

water, meaning that binding between the peptide and the surface is almost 

completely diminished due to its affinity for the bulk (∆∆AA14/A14+ST = -1.9 kcal mol-

1). In general, sequences with hydroxyl side chains appear to promote the unwinding 

of the characteristic coiled structure of GBP1 (Figure 3.10 b, d and g), indicating 

stabilization of the peptide in the bulk water. Figure 3.10 a, c and h show that 

sequences containing histidine and glutamine retain coiled character, suggesting that 

in these mutations the peptide would more readily adsorb on the surface as the 

peptide overall is destabilized in the bulk compared to the open structures containing 

serine and threonine. Indeed, sequence A14+HQ (Figure 3.10 g), which 

preferentially forms a coil in solution, gives only a partial loss in binding free energy 
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relative to GBP1-HQ (∆∆AGBP1/GBP1-HQ = +38.2 kcal mol-1∆∆AA14/A14+HQ = -18.6 kcal 

mol-1) as a result of less favorable interactions with the bulk water. 

 

  

Figure 3.10. Structures of sequences GBP1 and its three mutations (a – d) and A14 

control and its mutations (e – h) after 20 ns equilibration in water. Residues involved 

in mutations are shown explicitly: M/K shown in green, S/T in red and H/Q in blue. 

Unlike the coiled structure of GBP1 (Figure 3.10 a) the alanine control, A14 (Figure 

3.10 e) shows no indication of secondary structure formation. Particularly interesting 

a) GBP1

b) GBP1-MK

c) GBP1-ST

d) GBP1-HQ

e) A14

f) A14+MK

g) A14+ST

h) A14+HQ
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is the final structure at the completion of the 20 ns simulation of GBP1-MK (Figure 

3.10 b), where the presence of both H, Q and hydroxyl moieties results in both a loss 

of coil and a closing of the peptide from positions 5 to 14. This may suggest a clash 

between the solvent stabilizing effects of S and T and the promotion of a closed 

structure by histidine and glutamine. The contribution of methionine and lysine 

remains almost equivalent for the substitute out (Figure 3.10 b), substitute in (Figure 

3.10 f) mutations, (∆∆AGBP1/GBP1-MK = +17.7 kcal mol-1∆∆AA14/A14+MK = -20.6 kcal mol-

1), regardless of peptide environment, indicating that for these residues binding free 

energy is almost entirely a result of side chain interactions with the solid surface and 

do not significantly alter peptide stability in water. 

 

3.4 Conclusions 

 

In conclusion, by employing a substitute-in/substitute-out mutation approach, it is 

revealed that the binding strength of peptides to surfaces is a delicate balance 

between the interactions of the peptide with both the surface and the aqueous solvent. 

In particular, the combination of strategic mutation and non-equilibrium molecular 

dynamics protocols reveals that both peptide gold interactions and the stability in 

solvent shape GPB1 binding to gold, for which we have found that methionine and 

lysine contribute approximately -8.9 kcal mol-1, serine and threonine -9.0 kcal mol-1 

and histidine and glutamine -12.7 kcal mol-1 per residue to the binding character. 

Furthermore, it is demonstrated that a simple combination of amino acid binding free 

energies neither quantitatively nor qualitatively reproduce the relative binding free 
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energies of the full peptide; hence the peptide as a whole should be considered when 

tailoring the surface binding properties of peptides.  
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4 Crowding Effects on the Binding Properties of a Gold Binding 

Peptide GBP1 

4.1 Introduction 

 

Theoretical studies of biomolecules adsorbed to gold usually consider a single 

molecule and the surface.147-148, 197, 199-200, 215 This approach allows structural and 

binding characteristics to be attributed purely to the peptide or protein in question as 

well as reducing system complexity with respect to aspects such as conformational 

sampling. However, biointerfacial systems rarely exist as single molecules bound to 

a surface in isolation, but rather as a crowded layer of adsorbates, randomly oriented 

or in the form of a self-assembled monolayer; therefore to compare more effectively 

with experiment the effects of crowding at the surface should be taken into 

consideration. Some studies200 have already alluded to the potential importance of 

studying multiple peptides at the surface; however they concede that associated 

difficulties can be significant.  

 

Computational examination of multiple adsorbates on solid surfaces has thus far 

been generally limited to self-assembled monolayers of alkyl thiols,216-226 with only 

one instance of peptide coated structures;227 these studies however focus only on the 

conformational properties of the system and do not investigate binding affinity to the 

gold or to neighbouring chains. 

 

Although single molecule experiments can, and indeed have, provided significant 

insight into the properties of surface binding peptides, the next challenge in bridging 
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the gap between simulation and experiment is examining the effect of interpeptide 

interactions on interfacial properties. Herein, we seek to improve our model in order 

to strengthen the predictive power of molecular dynamics simulation for comparison 

with experimentally derived observations and to explore the challenges and insights 

associated with studying multiple peptides at the Au 111 interface. 

 

4.1.1 Gold Surface 

 

In the previous two chapters we have employed the CHARMM-Metal187 force field 

to describe the gold surface; the relatively simple implementation of Van der Waals 

terms is generally considered more than adequate for studying protein interactions 

with gold and has been demonstrated in a number of cases;147, 199, 212 however in such 

force fields polarisation effects are neglected. Polarisation in interfacial systems is 

normally described using the image charge effect,228 where as a charged particle 

approaches a metal surface it induces an identical and opposing charge at an equal 

distance from the surface plane, Figure 4.1. 
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Figure 4.1. Representation of the image charge effect, where an equal and opposite 

charge in the surface is induced upon interaction of a charged particle. 

 

The significance of the image charge effect is essentially system dependent, as 

studies have shown that its contribution is negligible in pure liquid systems.229-232 In 

these examples however the solvents are both neutral and have a high dielectric 

constants (ethanol: ε = 24.3, water: ε = 80.1) meaning that any induced charge is 

very small and that the image terms are effectively negated upon summation. 

However, it is common for proteins/peptides to have a non-zero charge through 

charged termini or side chains, therefore image charge effects are more important 

when studying biomolecular interactions with surfaces. Image charge effects are a 

particularly important consideration in the case of multiple adsorbates as surface 

polarisation was shown to change the interaction energy between two ions in close 

proximity to the surface;228  hence there may be significant impact on interpeptide 

attraction in addition to peptide surface binding.  
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Classical force fields may implicitly include image charge effects if parameterised to 

fit values obtained from ab initio calculations where polarisation of the metal is 

explicitly incorporated; despite this image charge effects cannot be adequately 

described using a classical two-body potential. One approach however is to describe 

the polarisability of the surface explicitly through inclusion of dipoles in the classical 

force field. Iori and Corni described the rigid-rod model including image charge 

effects in molecular dynamics simulations.233 In this model both a partially positive 

and partially negatively charged particle are linked via a rigid constraint of length l0; 

in the gold surface the negative particle is held static at a distance of 0.7 Å whilst the 

positive component can move freely within the confines of the fixed distance, Figure 

4.2. 

 

 

Figure 4.2. Illustration of the rigid-rod model applied to a surface where positive 

charges are shown in blue and negative charges in red. 

 

q -q
l0
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The effect is similar to charge induced dipole forces and thus image charge effects 

are accounted for as the surface can adapt to its surroundings. This method is 

advantageous in that it is not computationally expensive and does not require 

modification of the software source code; thus can be implemented easily. 

 

As our peptide of interest, GBP1, contains charged and polar moieties the inclusion 

of a polarisable surface seems an appropriate improvement to the model. The 

polarisable GolP force field developed by Corni et al. utilises the rigid rod method 

and has been adapted for OPLS154 and CHARMM234-235 type force fields, the latter 

being most important for consistency with our previous studies. 

 

4.1.2 Conformational Sampling 

 

As mentioned briefly in Section 2.1.4, sampling of large biomolecules in MD 

simulations is a major challenge in biophysics. Multiple minima can exist in the 

energy landscape of proteins and large barriers can cause a particular conformation 

to become kinetically trapped. This phenomenon becomes more prominent in large 

systems, thus advanced simulation methods have been developed to allow the 

potential energy surface of proteins to be surveyed more thoroughly in molecular 

dynamics. Replica exchange molecular dynamics (REMD), also known as parallel 

tempering is a method of exploring multiple states of a system by performing 

multiple simulations in parallel, at different temperatures. Conceptually, the replica 

exchange method was devised as early as 1986 by Swendsen and Wang;236 however 
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it was adopted more widely upon its implementation to protein folding in MD 

simulations.237 

 

In REMD simulations M replicas are placed at range of different temperatures, i.e., 

T0 <T1 < T2 < … < TM, where T0 is the temperature of interest. Performing 

simulations at higher temperature means that prohibitive energy barriers can be 

overcome more easily compared to at lower temperatures. Simulations are performed 

in the canonical ensemble and replicas at adjacent temperatures then attempt to 

exchange coordinates. The transition probability, Pij between two temperatures i and 

j is determined using the Metropolis-Hastings criterion:238 

  

𝑃!" = 1, 𝑒
!!!!!

!
!!!!

! !
!!!!  Equation 4.1 

 

In this model if the difference in energy, ∆Eij, after exchange is lower than before, 

the swap is automatically accepted. If not, the exchange with a probability of (–

∆Eij/kBT) is accepted; thus allowing changes that increase the energy of the system 

slightly, although they are less probable. Once an exchange has occurred the new 

momenta, pi’, for the particles are determined:237 

 

𝑝!′ =  
𝑇!"#
𝑇!"#

𝑝! Equation 4.2 
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Where pi is the old momenta of the system. This process is repeated periodically so 

that low temperature replicas can move to high temperatures over the course of the 

sampling, for example see Figure 4.3. 

 

 

Figure 4.3. Illustration of the replica exchange process. Black arrows indicate 

successful exchange, grey arrow show unsuccessful exchange. 

 

Temperature intervals in REMD should be chosen so that the potential energies of 

adjacent temperatures overlap; the greater the overlap, the higher the probability of 

exchange and greater chance that each replica will visit all temperatures. For protein 

simulations in explicit water generating a range of temperatures that will allow 

efficient exchange over all temperatures can be difficult as with such systems energy 

fluctuations can be large. This means that the probability of ∆Eij meeting the 
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transition probability criteria is low unless temperature intervals are sufficiently 

small; thus requiring more replicas.  

 

The large number of replica temperatures required for protein systems is one of the 

main difficulties in employing temperature REMD methods; hence Hamiltonian 

replica exchange approach has been favoured for efficient sampling of biomolecules 

in water. One of the most popular implementations of Hamiltonian replica exchange 

molecular dynamics (H-REMD) is replica exchange with solute tempering239-240 

(REST). 

 

The source of large energetic fluctuations in biophysical simulations can generally be 

assigned to the dynamics of explicit water molecules, whereas the protein solute 

energies show much lower deviation. Since the molecule of interest in most systems 

is the protein component it makes sense to avoid sampling of the solvent, as when a 

system is in thermodynamic equilibrium, the average fluctuations of water remain 

fairly stable, thus the differences over time are very small.  

 

In REST type sampling, only the solute molecule is heated, this is achieved by 

scaling all of the protein interactions. Firstly, the potential energy, V, is divided into 

solute (s) and solvent (w) components. 

 

𝑉 = 𝑉!! + 𝑉!" + 𝑉!! Equation 4.3 
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Vss is the non-covalent potential energy of the multiple solute molecules, Vsw is the 

solute-solvent non-covalent potential and Vww is solvent-solvent potential. The 

potential is then modified to reflect the desired replica temperature through 

modification of the potentials: 

 

𝑉! =
𝛽!
𝛽!
𝑉!! +

𝛽!
𝛽!
𝑉!" + 𝑉!! Equation 4.4 

 

Where T is the replica temperature, βT is 1/T and β0 is 1/T0 at the reference (lowest) 

temperature.  

 

This scaling reduces the strength of the protein interactions with its surroundings as 

would occur in systems at higher temperature; thus potential energy barriers between 

states are flattened. 

 

The REST239-240 and REST2241 methodologies have been applied to the sampling of 

proteins in solution242-243 and at the solid interface,200, 244 in this study we aim to 

expand this to multiple peptides at the gold surface. 
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4.2 Computational Methods 

4.2.1 Background 

 

From quartz crystal microbalance (QCM) experiments200 the gold surface was found 

to be saturated by GBP1 at approximately 100 ng cm-2 with a 97.7 % coverage; this 

means that for a surface measuring 5.86 nm x 6.09 nm, approximately 14 GBP1 

peptides are present on the surface, Table 4.1. 

 

Table 4.1. Outline of terms used to calculate surface density of GBP1 on Au 111. 

Mass of 1 molecule 
1447.62 amu 
2.40 x10-21 g 
2.40 x10-12 ng 

Molecules/ng 4.16 x1011   
Molecules/100 ng 4.16 x1013   
Molecules/cm2 4.16 x1013   
Molecules/nm2 0.42   
Surface dimension (x) 5.86 nm 
Surface dimension (y) 6.09 nm 
Surface area 35.69 nm2 
Molecules/Surface 14.85   
Surface Coverage 0.977  Number of Molecules 14.50   

 

It was found that all peptides could not be placed flat on the surface as this would 

have led to significant overlap and steric clashes; therefore in order to accommodate 

the 14 peptides on the relatively small surface area, they were placed perpendicular 

to the surface with alternating termini facing towards the gold to avoid bias, Figure 

4.4.  
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Figure 4.4. View from above (left) and from the side (right) of the surface showing 

the initial arrangement of 14 GBP1 peptides. Methionine (N-terminal) is shown in 

green, serine (C-terminal) in red and the backbone in dark blue. Water omitted for 

clarity. 

 

The peptides were placed at 14.650 Å intervals in the x-axis with a 7.325 Å buffer at 

each side and a 15.225 Å spacing in the y-axis with a 7.613 Å buffer. Inclusion of 

periodic boundary conditions means that any individual peptide is adjacent to 

another with an opposite orientation thus providing system continuity. 

 

By creating a system in which the concentration of peptides at the surface is the same 

as that found experimentally we aim to assess whether the binding free energy of 

GBP1 to gold will change upon interaction with adjacent peptides at the surface. 

Thus, to ensure the best quality model for comparison to experimental results we 
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improve our system by considering peptide surface concentration, surface 

polarisability and enhanced conformational sampling. 

 

4.2.2 Polarisable Gold Surface 

 

There are three key elements to the implementation of GolP-CHARMM in Gromacs 

5: parameters, restraints and constraints. In the GolP-CHARMM force field there are 

four particle types that make up the gold surface, AUS (surface), AUB (bulk), AUC 

(charged) and AUI (interaction); the properties of these particles are given in Table 

4.2. 

 

Table 4.2. Parameters for four types of gold atom in GolP-CHARMM force field 

with respect to Au-Au interactions. 

Atom Type Mass (amu) Charge σ (Å) ε (kJ mol-1) 
     

AUS 196.967 -0.300 0.000 0.000 
AUB 196.967 -0.300 0.380 0.480 
AUC 0.500 0.300 0.000 0.000 
AUI 196.967 0.000 0.380 0.480 

 

In the CHARMM-Metal force field employed in Sections 2 and 3, it was found that 

polar atoms of the peptide reside upon interaction sites in the electrostatic grooves of 

the surface called soft epitaxial binding sites; however there is growing evidence that 

this phenomenon is a result of the force field rather than representative of the real 

adsorption mode. The strongest evidence for this comes from DFT calculations,154, 

160, 163 which show that heteroatoms prefer to sit atop of gold atoms on the top layer 

of gold atoms instead of between them; the GolP-CHARMM force field has been 
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parameterised with this in mind and implemented with the use of virtual sites. With 

respect to Van der Waals forces it can be seen from Table 4.2 that only the bulk 

(AUB) and virtual site (AUI) particles have a Lennard-Jones parameters σ and ε; 

there are no terms assigned to AUS or AUC.  

 

 

Figure 4.5. Inclusion of virtual sites (blue) drives adsorption atop the surface gold 

atoms (right) compared to the gaps between the atoms (left) in the standard 

representation that uses only ‘real’ gold atoms. 

 

There are two virtual site atoms (AUI) for every surface atom (AUS) and are located 

in the grooves between the surface atoms; the effect of this is to direct atoms towards 

interaction sites atop the gold atoms, Figure 4.5, as predicted by quantum mechanical 

studies.154, 160, 163  The description of gold surface polarisability has already been 

outlined in Section 4.1.1, here we show how it is implemented in the GolP-

CHARMM force field. 
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Figure 4.6. AUS/AUB (yellow) and AUC (black) atoms that are used to represent 

polarisable gold. 

 

Both the surface and the bulk atoms carry a partial negative charge, each is 

connected by a 0.7 Å constraint to the positively charged AUC particle, Figure 4.6, 

this is the practical realisation of the rigid rod model shown in Figure 4.2. The 

surface, interaction and bulk gold atoms are held in place using a restraining force of 

5 x 106 kJ mol-1 (ca. 1.2 x 106 kcal mol-1) to maintain the surface arrangement of the 

metal slab; the counter charges (AUC) are allowed to move freely within their 

constraint distance creating a dipole with the gold atoms that can adapt quickly to its 

environment. 
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4.2.3 Replica Exchange with Solute Tempering 

 

The implementation of REST2 has been described by Terakawa et al.245 for the 

Gromacs 4192, 246 molecular dynamics package; however its employment in Gromacs 

5247 requires slight modification. Our application of REST2 makes use of the free 

energy perturbation (FEP) code of Gromacs 5, which is used to scale individual 

bonded and non-bonded terms. 

 

𝑉!"#$ = (1 − 𝜆)
𝑘!
2

𝑙! − 𝑙! ! Equation 4.5 

 

𝑉!"#$% = (1 − 𝜆)
𝑘!
2

𝜃! − 𝜃! ! Equation 4.6 

 

𝑉!"#$%"& = (1 − 𝜆)
𝑉!
2

1 + cos 𝑛𝜏 − (1 − 𝜆)𝜙 ! Equation 4.7 

 

Where λ is (1-βi/β0) 

 

The spring constants in Equation 4.5 and Equation 4.6 are scaled by 1- λ, as are the 

phase and barrier height components of Equation 4.7. The intramolecular non-

bonded interactions of the peptide, and the intermolecular interactions between 

peptides, are contained in a “non-bonded neighbour list” in which defined εij 

parameters are listed and again scaled by 1- λ; thus scaling the total Vss potential by 

βT/β0. The solute-solvent interactions are purely non-bonded terms and are scaled in 

REST2 as: 
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𝑉!" = (1 − 𝜆)
4𝜀𝑖𝑗𝜎𝑖𝑗
𝑟𝑖𝑗

12

− (1 − 𝜆)
4𝜀𝑖𝑗𝜎𝑖𝑗
𝑟𝑖𝑗

6

 Equation 4.8 

 

𝑉!"#$ = (1 − 𝜆)
𝑞𝑖𝑞𝑗

4𝜋𝜀0𝑟𝑖𝑗
 Equation 4.9 

 

In Equation 4.4, the Vsw potential is shown to be scaled as (βT/β0)1/2, this is in 

reference to the individual εii and εjj terms of the Lennard-Jones potential and the 

individual charges, qi and qj, of the Coulomb potential, which are each scaled by (1- 

λ)1/2 as the solute-solvent non-bonded terms are not held in a list. When multiplied, 

as in Equation 4.8 and Equation 4.9, 1- λ is returned as a common factor for each 

component in the potential.  

 

The choice of lambda values is very important, as their intervals must facilitate 

consistent exchange between replicas. It is almost impossible to intuitively choose 

temperatures that will give the best exchange probabilities throughout the replica 

exchange system; hence a simple ‘Lambda-Tuning’ algorithm has been devised to 

adapt temperatures based on probability to improve exchange iteratively.245 In the 

first instance, even temperature intervals are chosen and subsequent values are 

refined using Equation 4.10. 

 

𝜆!
(!"#) = 𝜆!!!

(!"#) + 𝜆!
(!"#)−𝜆!!!

(!"#) 𝑎!/ 𝑎!!! ! Equation 4.10 
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Where a is the acceptance ratio between the adjacent replicas, 𝑎  is the average 

acceptance ratio across all replicas and v denotes a factor that can be empirically 

adjusted to improve convergence, it was found that a value of 1/6 gave good 

convergence.  

 

Initial tests demonstrated that approximately 200 CPU hours were required to run a 

single simulation for 1 ns; hence the temperature range and number of replicas were 

carefully chosen to maximise conformational sampling and exchange probabilities 

whilst managing computational resource efficiency.  

 

Thirty-one replica temperatures ranging from 300 K to 400 K were chosen, with 

even increments of 3.33 K in the first instance, Figure 4.7. A 5 ns REST2 simulation 

was performed, requiring ca. 30,000 CPU hours; to measure the exchange 

probabilities. Temperature intervals were modified according to Equation 4.10 after 

each 5 ns replica exchange simulation until the difference in exchange probabilities 

converged to less than 0.001; it was found that to achieve convergence, 7 

temperature refinements were required for this particular system, Table 4.3, requiring 

ca. 250,000 CPU hours. 
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Figure 4.7. Evolution of lambda values adapted over 8 simulations. 

 

The average exchange acceptance was measured for each replica exchange group as 

well as the total average, Table 4.3. Lambda tuning was used to make exchange over 

all replicas more homogeneous so that replicas can explore more temperatures. 
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Table 4.3. Acceptance ratios between adjacent replicas over 8 REST2 simulations. 

 

The acceptance ratios for the final REST2 simulation with ranged from 0.17 to 0.60, 

which is lower than that reported for single peptide systems sampled with 

REST/REST2 techniques (ca. 0.7);200, 244 however the average exchange probability 

Replica 
Exchange Groups 

REST2 Simulation Number 
1 2 3 4 5 6 7 8 

0<-->1 0.48 0.13 0.55 0.42 0.39 0.41 0.48 0.32 
1 <--> 2 0.53 0.11 0.52 0.38 0.46 0.45 0.53 0.53 
2 <--> 3 0.34 0.25 0.35 0.44 0.29 0.22 0.34 0.60 
3 <--> 4 0.60 0.05 0.69 0.69 0.71 0.62 0.60 0.45 
4 <--> 5 0.23 0.25 0.14 0.11 0.19 0.31 0.23 0.34 
5 <--> 6 0.36 0.31 0.09 0.44 0.33 0.25 0.36 0.17 
6 <--> 7 0.30 0.31 0.40 0.36 0.32 0.35 0.30 0.31 
7 <--> 8 0.32 0.34 0.25 0.35 0.37 0.38 0.32 0.35 
8 <--> 9 0.49 0.27 0.34 0.33 0.27 0.23 0.49 0.42 
9 <--> 10 0.23 0.21 0.36 0.28 0.35 0.26 0.23 0.46 
10 <--> 11 0.41 0.30 0.37 0.29 0.34 0.40 0.41 0.21 
11 <--> 12 0.34 0.39 0.22 0.42 0.22 0.41 0.34 0.36 
12 <--> 13 0.31 0.46 0.27 0.22 0.43 0.25 0.31 0.33 
13 <--> 14 0.33 0.43 0.34 0.34 0.25 0.49 0.33 0.32 
14 <--> 15 0.31 0.45 0.32 0.36 0.38 0.43 0.31 0.34 
15 <--> 16 0.41 0.36 0.41 0.30 0.40 0.41 0.41 0.39 
16 <--> 17 0.36 0.38 0.38 0.39 0.36 0.52 0.36 0.32 
17 <--> 18 0.38 0.49 0.28 0.33 0.30 0.27 0.38 0.36 
18 <--> 19 0.37 0.44 0.35 0.37 0.37 0.44 0.37 0.33 
19 <--> 20 0.37 0.46 0.35 0.35 0.34 0.29 0.37 0.36 
20<-->21 0.38 0.44 0.39 0.37 0.44 0.33 0.38 0.35 
21<-->22 0.42 0.45 0.39 0.42 0.32 0.44 0.42 0.34 
22<-->23 0.35 0.59 0.33 0.37 0.35 0.32 0.35 0.30 
23<-->24 0.32 0.50 0.42 0.38 0.42 0.53 0.32 0.34 
24<-->25 0.42 0.50 0.42 0.46 0.38 0.53 0.42 0.32 
25<-->26 0.45 0.46 0.43 0.36 0.42 0.24 0.45 0.41 
26<-->27 0.44 0.43 0.40 0.49 0.39 0.34 0.44 0.39 
27<-->28 0.43 0.37 0.39 0.51 0.40 0.64 0.43 0.35 
28<-->29 0.37 0.42 0.31 0.28 0.33 0.37 0.37 0.35 
29<-->30 0.41 0.25 0.40 0.55 0.41 0.32 0.41 0.39 

         
Average 0.38 0.36 0.36 0.38 0.36 0.38 0.38 0.36 
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of 0.36 is still deemed sufficient for the adsorption of the fourteen-peptide system to 

gold, given computational cost restraints. 

 

4.2.4 Peptide Adsorption 

 

The multiple peptide system was solvated with two boxes of TIP3P88 water 

measuring 58.6 Å x 60.9 Å x 120.0 Å above the surface and 58.6 Å x 60.9 Å x 10.0 

Å below consisting of 10,295 and 1,153 water molecules repectively; fourteen 

chlorine ions were added to the system to neutralise the overall charge of the system. 

The LINCS248 algorithm was applied to constrain bonds with hydrogen atoms, the 

leapfrog249 algorithm was used to integrate Newton’s equations of motion with a 1 fs 

time step. Non-bonded interactions cut-off was set to 10 Å with the PME93 being 

employed for electrostatics, the system temperature was controlled using the V-

rescale250-252 variant of the Berendsen thermostat;253 periodic boundary conditions 

were employed throughout. Surface, bulk and interaction site particles were 

restrained by a harmonic potential of 5 x 106 kJ mol-1, AUC particles were 

constrained at a length of 0.7 Å from AUS and AUB atoms again using the LINCS 

constraint algorithm.248 The multiple peptide systems were run with the NVT 

ensemble using the REST2241, 245 implementation described in Section 4.2.3 for a 

period of 20 ns giving a total of 620 ns over the 31 replica simulations. 
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4.2.5 Cluster Identification 

 

Clusters of structures were generated from the 20,000 frames generated from the 

simulation at 300 K using the Daura254 clustering algorithm contained within the 

Gromacs package. Cluster members are categorised based on a root mean squared 

deviation (RMSD) of 0.5 Å, the structure with the largest number of neighbours is 

set as the centre of the cluster. A total of 1859 clusters were identified from the 

analysis, 818 of which contained at least one adsorbed peptide, defined using a 

centre of mass cut-off of between 3.5 and 4.5 Å from the surface as in Section 3.2.3.  
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Figure 4.8. Conformations of the most populated clusters a) 360 members (3.63 % 

adsorbed conformations), b) 184 members (1.85 %), c) 164 members (1.65 %) and d) 

162 members (1.63 %). Adsorbed peptides are shown in red and bulk peptides in 

blue, water omitted for clarity. 

The population of clusters containing adsorbed peptides was normalised to 100 % 

and each cluster ranked by highest population, Figure 4.9. 

 

a) b) 

c) d) 
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Figure 4.9. Percentage of conformations contained within clusters ranging from most 

to least populated. 

 

From the data presented in Figure 4.9, it was found that a large proportion of 

adsorbed states can be studied using relatively few desorption simulations 10 % = 6 

simulations, 25 % = 19 simulations, 50 % = 65 simulations. However, to gain an 

additional 10 % of adsorbed conformations a further 34 simulations would be 

required; hence an initial set of simulations representing 50 % of adsorbed 

conformations was studied using the NETI-SMD approach. This is a reasonable 

approach as this set of conformations contains the most relevant adsorbed states. 
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4.2.6 Peptide Desorption 

 

From each of the 65 clusters that constitute half of the adsorbed states of the system, 

the peptide with a centre of mass closest to that of the gold surface was chosen for 

desorption. Each peptide was pulled from the surface at a rate of 0.001 Å ps-1 over a 

distance of 40 Å with a harmonic potential of 500 kcal mol-1 attached to the alpha 

carbon of residue 7 – alanine; one pulling simulation was performed for each 

configuration (65 x 2600 CPU hours = ca. 170,000 CPU hours), Figure 4.12 a). 

Compared to Chapter 3, a slower pulling rate (0.001 Å ps-1 vs. 0.005 Å ps-1) was 

employed to avoid artefacts in the free energy calculation arising from steric clashes 

between the desorbing peptide and neighbouring peptides in the bulk.  

 

4.3 Binding Free Energies in Crowded System 

 

Statistical bootstrapping analysis in conjunction with Jarzynski’s equality was used 

to determine the binding free energy and estimate errors. Interestingly, it was found 

that the binding free energies converged to less than 0.5 kcal mol-1 after utilising 

only 20 of the 65 simulations, Figure 4.10; this convergence is significantly quicker 

than for the single peptide systems discussed in Chapter 3. 
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Figure 4.10. Evolution of Helmholtz free energy of binding as a function of number 

of simulations employed in statistical bootstrapping analysis. Errors for 2 (± 5769.5 

kcal mol-1) and 4 (± 53.5 kcal mol-1) simulations omitted for clarity. 

 

Analysis of the binding free energy taken from the top 65 cluster simulations reveals 

that, in addition to rapidly converging, the bind free energy from these crowded 

systems (∆A = -80.6 kcal mol-1), is significantly lower compared to that calculated 

for the single peptide system in Chapter 3 (∆A = -243.0 kcal mol-1). The weaker 

binding energy, (∆∆A = +162.4 kcal mol-1) may arise from the a number of factors 

including desorption rate, polarisable surface and interaction between the peptide 

being pulled and those in solution. To examine this, the non-bonded interaction 

energy (∆E) between the peptide that is being pulled and those in solution was 

extracted, Figure 4.11.  
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Figure 4.11. Interaction energy between desorbing peptide and bulk peptides as a 

function of pulling reaction coordinate. 

 

The interaction energy (∆E) is found to be as high as -100 kcal mol-1 in the first 

stages of the pulling simulation (ca. 2.5 Å to 17.5 Å); thus the bulk peptides clearly 

interact with the peptide that is being pulled from the surface, effectively weakening 

its binding free energy with the surface. In the latter stages of the desorption process 

however, the interaction between the desorbing peptide and those in the bulk tends 

towards 0 kcal mol-1, which coincides with the increase in interaction energy 

between the thirteen bulk peptides and the gold surface, Figure 4.12 c). 
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Figure 4.12. a) Snapshots at 10 ns intervals of the desorption process of the multiple 

peptide system (pulling peptide shown in red and bulk peptides in blue). b) 

Intermolecular interaction energy change (∆E) between desorbing peptide and the 

gold surface as a function of reaction coordinate. c) Change in ∆E between the gold 
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surface and bulk peptides and d) change in intermolecular ∆E of bulk peptides as a 

function of pulling coordinate. 

 

As the bulk peptides begin to form strong interactions with the surface, Figure 4.12 

c) the intermolecular interactions between the peptides also become stronger as their 

proximity increases, Figure 4.12 d) and the pulling peptide no longer interacts with 

the surface, Figure 4.12 b). Therefore, the importance of the bulk peptides cannot be 

understated when considering both binding energy and system stability. 

 

4.4 Conclusions 

 

The inclusion of multiple peptides within the simulation corresponding to 

experimental surface concentrations has revealed interesting binding phenomena in 

the behaviour of peptides interacting with solid surfaces. It is observed that peptides 

in the bulk weaken the affinity of surface bound peptides, the adsorption of peptides 

to the gold surface is stabilised through strong peptide-peptide interactions as well as 

those between the peptide and the gold. 

 

Throughout this work, progressive improvement of model quality has revealed 

several important phenomena in the binding of peptides to inorganic surfaces. 

 

From the work carried out in Chapters 2 and 3, and through strategic mutation of 

GBP1, it was shown that the binding free energy of a peptide with a solid surface 

cannot simply be inferred from the summation of its single amino acid component 
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free energies; indeed the stability of the peptide both on the surface and in the bulk 

solvent is key to its binding affinity. 

 

In Chapter 2, it was observed that the ‘static’ CHARMM-Metal forcefield was 

unable to fully capture all of the molecular mechanisms involved in the binding of 

charged adsorbates; hence in Chapter 4 the polarisable GolP-CHARMM force field 

was used for the gold surface to give a more complete representation of biomolecular 

binding, especially for peptides containing charged side chains. 

 

In Chapter 4, employment of the Hamiltonian replica exchange technique, REST, 

allowed the most relevant conformations of the system to be identified. For example, 

from the six-orientation approach adopted in Chapter 3, four adsorbed conformations 

of GBP1 on the gold surface were obtained; the enhanced sampling approach on the 

other hand, gave rise to more than 800 unique adsorbed conformations weighted by 

population, representing the most physically relevant states of the system. 

 

In the pursuit of understanding the binding behaviour of peptides at solid interfaces, 

the calculation of binding free energies using NETI-SMD in conjunction with 

statistical bootstrapping proved to be a consistently reliable approach. In the final 

chapter, a slower pulling speed was employed to avoid free energy artefacts from a 

system where steric clashes may conceal true binding phenomena. Additionally, this 

modification resulted in faster convergence of errors to below a stringent threshold of 

±0.5 kcal mol-1. Indeed in Chapter 3, GBP1 required 134 simulations to meet 
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convergence criteria when pulled at a rate of 0.005 Å ps-1 compared to the 54 

simulations when pulled at 0.001 Å ps-1. 

 

The significance of surface crowding has previously been speculated;200 however, 

the magnitude and nature of this phenomenon has not been explicitly determined 

until now. In Chapter 4, the presence of experimental concentrations of peptide are 

shown to be extremely important in determining the binding free energy, adsorption 

behaviour and system stabilisation; hence for comparison with experimental systems 

and improved reliability of binding free energies, surface crowding should also be 

explicitly considered when examining surface binding. 
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