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Abstract 

Horizontal Axis Tidal Turbines (HATTs) can experience amplified, time varying 

hydrodynamic loads during operation due to dynamic stall. Elevated hydrodynamic 

loads impose high structural loads on turbine blades, thus appreciably shortening 

machine service life. An improved characterization of the unsteady hydrodynamic 

loads on tidal turbine blades is therefore necessary to enable more reliable 

predictions of their fatigue life and to avoid premature failures. This thesis reports on 

a Computational Fluid Dynamics (CFD) analysis of the unsteady blade loading of a 

scale-model HATT taking dynamic stall into account. Numerical simulations are 

performed both in two-dimensional (2-D) and three-dimensional (3-D) using the 

commercial CFD solver ANSYS Fluent.  

 

After a brief description of the theories and methods involved, the behaviour of flow 

at low Reynolds number around a NACA-0012 aerofoil pitching in a sinusoidal 

pattern that induces dynamic stall is studied firstly to validate the numerical method 

and the choice of turbulence models. Then full 3-D computations of a rotating scale-

model HATT rotor are presented for steady and periodic unsteady inflow situations, 

respectively. The reliability of the 3-D numerical method is evaluated by comparing 

the blade loads, especially the out-of-plane blade-root bending moment (defined as 

being about an axis normal to the rotor axis), with measurement data obtained from 

experimental tests conducted at the University of Strathclyde’s Kelvin 

Hydrodynamics Laboratory towing tank. Analyses in the steady velocity study are 

documented for a broad range of rotor speeds and flow velocities. Furthermore, 

investigations of 3-D flow separation and scale effects on blade loads are also 

performed.  

 

The periodic unsteady velocity study aims to examine the out-of-plane blade-root 

bending moment response to harmonic axial motion, deemed representative of the 

free-stream velocity perturbations induced by the unsteady flow. Parametric tests on 

oscillatory frequencies and amplitudes are carried out in order to analyse the HATT 
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blade hydrodynamic behaviour under different flow patterns. Detailed flow field data 

is analysed to understand 3-D dynamic stall from a modelling perspective. 

 

It is concluded that the results by the present study provide significant insights into 

the flow physics occurring around the HATT rotor blades under various flow 

conditions. The CFD method can be used for designing more advanced HATT rotors, 

it also can be used to fine tune the computationally faster lower order Blade Element 

Momentum (BEM) methods for parametric design studies where experimental data is 

not available, particularly at the challenging rotor operating conditions involving 

flow separation and dynamically varying hydrodynamic behaviours. 
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Chapter 1 Introduction 

1.1 Tidal Energy Technologies 

With growing concerns about the impacts of carbon emissions on the environment, 

the security of energy supply, the escalation of energy costs and the danger of peak 

oil, governments over the world are taking measures to reduce dependence on fossil 

fuels and diversify the energy mix. Against this background, there is widespread 

popular support for the development and deployment of renewable energy 

technologies over many years, which includes promoting the proliferation of 

relatively mature technologies such as nuclear plants, photovoltaic and wind turbines, 

as well as developing novel generation strategies. Based on the World Energy 

Outlook Special Report 2015 by the International Energy Agency (IEA), renewables-

based power generation capacity is estimated to have increased by 128 gigawatts 

(GW) in 2014, of which 37% is wind power, almost one-third solar power and more 

than a quarter from hydropower (Figure 1-1) (IEA, 2015).  

 

 

 

Figure 1-1 Global renewables-based power capacity additions by type and share of 

total capacity additions (IEA, 2015) 
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The oceans have great potential for harnessing energy as they cover 72% of the 

earth’s surface. However, the contribution of ocean energy to the global energy mix 

is very small, with key technologies still in the development and demonstration 

phases. Industrial companies and research institutions have attempted, with varying 

success, to tap ocean energy as it occurs in offshore winds, waves, tides, marine 

currents, thermal gradients, and salinity gradients. Among these forms, significant 

benefits and opportunities have been identified in the area of tidal energy extraction. 

 

It is well known that tides are the rise and fall of sea levels caused by the combined 

effects of the gravitational forces exerted by the Moon and the Sun and the rotation 

of the Earth. The vertical motion of the tides near the shore causes the water to move 

horizontally, creating tidal currents. When a tidal current moves toward the land and 

away from the sea, it “floods”. When it moves toward the sea away from the land, it 

“ebbs”. Both the potential energy associated with the rise and fall movement, and the 

kinetic energy associated with flood and ebb can be transformed into mechanical and 

electrical energy. As with all sources of renewable energy, tidal energy has 

advantages and disadvantages, but does offer a significant advantage over other 

sources of renewable energy, in that it is relatively predictable as the energy 

production is not influenced by weather conditions but rather by the cycles of the 

moon, sun and earth, providing a predictable bi-weekly, biannual and annual cycle. 

This advantage makes it less challenging to connect tidal power generation devices 

to existing electricity grids and more manageable when used together with other 

renewable sources as part of a regional generation mix.  

 

There are several technologies for exploiting the energy of tides. Principally they are 

all harnessing either kinetic energy or potential energy from the tide, and converting 

it into electricity. As a result, tidal energy technologies can be classified into two 

types: tidal range technologies and tidal current technologies. 

 

Tidal range technologies harvest the potential energy created by tidal ranges. One 

common model involves erecting a tidal dam, or barrage, with a sluice across a 

narrow bay or estuary. As the tide flows in or out, creating uneven water levels on 
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either side of the barrage, the sluice is opened and water flows through low-head 

hydro turbines for electricity generation. It has been developed on several 

commercial-scale projects in the past. The first tidal barrage was completed in the 

Rance River in the northwest of France (Brittany) in 1966 (Figure 1-2 (a)), with a 

capacity of 240 megawatts (MW). Between 1960s and 1970s, a number of small tidal 

plants were built in countries such as Canada (20 MW), China (5 MW) and Russia 

(0.4 MW). In 2011, tidal power of 254 MW began to be extracted from the Sihwa 

Lake Tidal Barrage in South Korea (Figure 1-2 (b)), which places it as the largest 

tidal power generation plant in the world. In the UK, a proposed tidal barrage project 

(the Severn barrage) has been rejected on multiple occasions, due to the potential 

financial, technical and environmental risks. As such, despite the technology being 

ready and bankable, it is unlikely that further tidal barrages will be created in Europe 

in the near future. Several other models for tidal range facilities have emerged in 

recent years, including tidal fences, shore-connected lagoons and offshore lagoons, 

but none are commercially operating. 

 

   

(a)                                                                 (b)   

Figure 1-2 (a) Tidal barrage at La Rance, France (b) Tidal barrage at Sihwa Lake, 

South Korea  (Photo: IRENA (2014)) 

 

Tidal current technologies usually involve mechanical device of a rotor or foil to 

extract the kinetic energy from the tidal flow. Compared to either barrage, they have 

less environmental and ecological impacts and are faster and therefore cheaper to 

build. In the past few years, tidal current technologies have made enormous strides in 
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development towards commercialisation. More than 40 new devices are introduced 

between the period 2006-2014, and a few of them are tested at full scale in the ocean. 

Following the recent report of 2014 tidal energy technology brief by the International 

Renewable Energy Agency (IRENA), three main categories of these devices can be 

distinguished on the basis of different energy conversion systems. They are 

Horizontal/Vertical Axis Tidal Turbines (HATT/VATT), Reciprocating devices, and 

other designs. Further classifications of tidal current technologies could be defined 

according to the type of foundations or mooring employed and on operational 

conditions of the device (JRC, 2014). To make efficient use of tidal regions, it is also 

proposed that the devices will be installed in large multi-device arrays. 

 

A HATT or VATT basically works on the same principle as does a wind turbine 

(Rourke et al., 2009). The rotor blades convert the tidal current kinetic energy into 

the shaft mechanical energy and a generator converts this mechanical energy into 

electricity. However, due to the higher density of water (832 times that of air) 

(Bryden et al., 2004), the blades are smaller and turn more slowly than wind turbines. 

Furthermore, they have to withstand greater forces and movements than wind 

turbines. The blades of a HATT or VATT can also be enclosed within a duct. The 

latter turbines are referred to as Enclosed, Ducted or Shrouded turbines. Due to the 

enclosure, the ocean current is concentrated and streamlined so that the flow and 

power output from the turbines increases. Reciprocating devices have blades called 

hydrofoils – shaped like airplane wings – that move up and down as the tidal stream 

flows on either side of the blade. The up and down movement of the hydrofoils is 

subsequently converted into rotation to drive a rotating shaft, or connected to pistons 

to support a hydraulic system for power generation. The advantage of reciprocating 

devices is that the length of the blade is not constrained by water depth, however it 

also requires complex control systems to pitch the blades correctly. There are a 

number of other designs that are in the research and development stage, which 

include Venturi Device, Archimedes Screw, and Tidal Kite. The tidal current 

technologies are still immature and on the pilot stage, they have not been operated 

commercially for extended periods to establish performances and rates of return on 

investments. 
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At present, horizontal axis tidal turbines represent the most common type of tidal 

current technologies. It was estimated that 76% of all research and development 

(R&D) investments into tidal current technologies went into horizontal axis turbines, 

4% into enclosed turbines, and 2% into vertical axis turbines (Joint Research Centre 

(JRC), 2013). The most representative devices of different tidal current technologies 

are summarized in table 1-1. 

 

The long-term economic potential and environmental impact of HATTs will become 

clearer after trials on various designs, notably in the UK, Canada, Japan, Russia, 

Australia, and China. The engineering challenge is to design reliable and durable 

equipment capable of operating for many years in a harsh marine environment with 

low operational and maintenance costs.  More work is needed to advance this 

technology and bring it to commercial-scale electricity production. To make further 

progress into a fully-commercial phase, it will be important for developers to 

understand the loading acting on blades to ensure high durability and confidence in 

designs (McCann, 2008; Batten, 2008). 

 

Table 1-1 Representative devices of different tidal current technologies 

Developer Device Description Picture 

Siemens Marine 

Current 

Turbines, UK 

SeaGen (S) 

1.2 MW 

 

Twin horizontal-axis rotors; 

Two variable-pitch blades. 

 

Andritz Hydro 

Hammerfest, 

Norway/UK 

HS1000 

1 MW 

Horizontal axis of rotation; 

Three-bladed design. 

 

Alstom Tidal 

Generation 

(TGL), UK 

Oceade™18 

1.4 MW 

Horizontal axis of rotation; 

Three-bladed design. 

 

Atlantis 

Resources 

Corp, UK 

AR-1000 

1 MW 

Horizontal axis of rotation; 

Three-bladed design. 
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Voith Hydro, 

Germany 

HyTide 

1 MW 

Horizontal axis of rotation; 

Three-bladed design. 

 

Scotrenewables, 

UK 

SR2000 

2 MW 

Twin horizontal-axis rotors; 

Two blades; 

Flexible mooring system. 

 

Ponte de 

Archimede, 

Italy 

Kobald  

30 KW 

Vertical axis of rotation; 

Utilizes straight blades. 

 

GCK 

Technology 

Ltd, USA 

Gorlov Helical 

Turbine 

Vertical axis of rotation; 

Utilizes twisted blades 

 

Engineering 

Business Ltd, 

UK 

Stingray 

500 KW 

Reciprocating device; 

Utilizes a hydraulic generator. 

 

Pulse 

Generation Ltd, 

UK 

Pulse Tidal Hydrofoil 

100 KW 

Reciprocating device; 

Utilizes a hydraulic generator. 

 

OpenHydro 

Ltd, Ireland 

Open-Centre Turbine 

2 MW 

Open-Centre rotor and stator; 

Horizontal axis of rotation; 

Venturi Duct. 

 

Lunar Energy, 

UK 

Lunar Energy Tidal 

Turbine 

2 MW 

Horizontal axis of rotation; 

Hydraulic motor and 

generator; 

Venturi Duct.  

Flumill, 

Norway 

Fullmill Power 

Tower 

4 MW 

Buoyant, solid helical twin 

screw turbine;  

Four point base mount. 

  

Minesto, 

Sweden 

Deep Green 

500 KW 

a tidal kite ‘flying’ in the tidal 

stream tethered to the seabed 
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1.2 Unsteady Blade loading of HATT 

Tidal turbines are operating in harsh environment. Unsteadiness in the onset flow 

plays a dominant driver of both ultimate and fatigue loads of tidal turbine blades, 

which arises from the phenomenon such as turbulence, surface waves, and the depth-

wise variations in the mean flow. In particular, HATT blades can experience large 

changes in angle of attack during normal operation, which can result in impulsive 

loading changes over portions of the rotating blades. Characterising these loads is 

crucial if tidal turbines are to meet their intended service life of at least 20 years and 

prove to be economically competitive with other renewable energy technologies. 

 

The unsteady hydrodynamic loads of a rotor that is subjected to an axial flow 

perturbation include both circulatory and non-circulatory components (Milne et al., 

2013). Provided that the boundary layer remains attached to the foil at the outer 

sections of the blade, Leishman (2002) suggests that the circulatory forces are 

associated with the response of the induced velocity from a combination of vorticity 

contained in the shed wake at the blade element, and circulation in the trailed wake. 

For perturbations with frequencies relatively small in comparison to the rotational 

frequency of the rotor, the trailing wake component is considered to dominate and is 

associated with a dynamic inflow effect. These circulatory effects were first observed 

for helicopter rotors in the 1960s and have been discussed by researchers such as 

Peters et al. (1989) and Leishman (2006). The non-circulatory or added mass forces 

are present due to the pressure forces that are required to accelerate the fluid in the 

vicinity of the blade (Leishman, 2002). This forcing is independent of the presence of 

the rotor wake opposes the acceleration of the flow. Whelan (2010) discussed that 

the added mass effect is likely to be more significant for tidal turbines compared to 

wind turbines, as the fluid and structural densities are of the same order of magnitude.  

 

Due to the highly unsteady operating environment, a rotating HATT can experience 

rapid changes in the angle of attack of blade elements, resulting in flow separation 

and stall in a dynamic time-dependent manner, hence is referred to as dynamic stall 

(McCroskey et al., 1976). Leishman (2006) discusses that dynamic stall is highly 
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non-linear and is typically associated with both a dynamically induced camber effect, 

which acts to delay trailing-edge separation, and the formation and shedding of a 

leading edge vortex, which induces a pressure wave over the upper surface of the 

airfoil and subsequently leads to larger normal forces. The dynamic stall 

phenomenon has long been recognized as a limiting factor in rotating blade 

machinery undergoing time-dependent unsteady motion (Carr, 1988). Once dynamic 

stall occurs on a HATT blade, separation and reattachment of the flow takes place at 

higher and lower effective angles of attack respectively, and results in large loads in 

the formation of a hysteresis loop which is detrimental to the fatigue of the blade 

(McCroskey, 1982; Whelan, 2010).  

 

Analysis of the unsteady hydrodynamic characteristics is complicated due to severe 

separation and interferences between blades and vortex in operating process. Failures 

of early generation HATTs have been cited to be a consequence of a poor 

understanding of the magnitudes and the spectral characteristics of the unsteady 

hydrodynamic loads (Liu and Veitch, 2012). Therefore, the need for accurate 

hydrodynamic predictions associated with HATT blades is very important. 

 

1.3 Current Research on HATT Blade Loading 

Research studies on HATT have undergone significant growth in the past decade. 

Generally, research falls into two categories (Ng, 2013). The first category is the 

trend of using suitable numerical models to generate marine current data for potential 

sites in order to estimate the availability of marine current energy. The second 

category is the trend of improving the performance of HATTs. Research involved in 

the second category encompasses the fundamental design parameters that govern the 

performance, the hydrodynamic response of marine currents around the turbine, the 

electrical components and novel designs. The growths of academic research on 

HATTs have played an important role in the development of the tidal energy industry. 

A literature review of previous researches will provide a general understanding of the 

progress and trends in the HATT blade load area, and give a brief outline of the 

methodologies that should be used within this thesis.  
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1.3.1 Experimental Studies 

Experimental measurements the hydrodynamic performances of HATTs are both 

costly and extremely difficult, particularly when considering the operating 

environment and the extent of reliable data required. The vast majority of the 

literature has been, however, predominantly focused on characterizing the 

hydrodynamic loads for HATTs with the flow attached across the blades (Bahaj et al., 

2007a,b; Myers and Bahaj, 2006, 2007). Unsteady blade loads, which arise from 

phenomenon such as turbulence, surface waves and a depth-wise variation in the 

mean flow, have not been well understood due to the complex unsteady 

hydrodynamics. Until recently, only a handful of laboratory studies have been 

conducted on the influence of waves on the performance of tidal turbines.  

 

Maganga et al. (2010) acquired measurements of the mean thrust on the tower 

structure of a 700 mm diameter (approximately 1/30th scale) HATT in a flume, 

where the turbulence intensity in the flow was varied from 8% to 25%. However, the 

spectral characteristics of the turbulence were not reported, and it is difficult to relate 

these results to a full-scale turbine. Furthermore, the perturbations in the thrust were 

not reported and it cannot be ascertained whether any overshoots in the loading were 

present.  

 

Barltrop et al. (2006) reported on experiments of a model tidal turbine towed at 

constant velocity in a still-water tank, where the unsteady flow was imparted from 

surface waves. Unlike other wave-based experiments, such as those of Galloway et al. 

(2010), the blade-root bending moment was specifically measured. Acquiring the 

bending moment response from individual blades is deemed to be more suitable for 

quantifying the unsteady loading. This is because the non-coherent loading imparted 

by the surface waves would not be uniform over all three blades and could therefore 

only be determined in an averaged sense from thrust measurements from the shaft or 

support structure. Furthermore, additional losses through the shaft bearings etc. do 

not have to be accounted for if blade root bending moments are measured directly. 

Barltrop et al. (2007) also found the hydrodynamic characteristics in long and steep 

waves are different. In long waves, the bending moment response compared 
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reasonably well with a prediction using a quasi-steady numerical Blade Element-

Momentum (BEM) model with no acceleration effects included. This implies that the 

unsteady hydrodynamic contribution for these cases was relatively small. However, 

in steep waves, the BEM model underestimates the dynamic behaviour of bending 

moments, implying non-linear effects are important, additional dynamic effects like 

dynamic stall and dynamic wake are necessary to be considered for these cases.  

 

The study by Whelan et al. (2010) involved perturbing a 300 (mm) diameter twin-

bladed rotor using a towing carriage. These experiments were conducted in a flume 

with a steady flow and the total axial thrust was inferred from the force applied to the 

fixed structure that supported the rotor. It was the first investigation that attempted to 

establish the relative contribution of the forcing components in-phase and out-of-

phase with velocity of a tidal turbine. However, as the quasi-steady loading would 

also appear in-phase with velocity and was not removed, quantifying the unsteady 

hydrodynamic contribution alone from these results is inherently complicated. Whilst 

the investigation showed promise, the experimental set-up was subject to not only the 

challenges of speed control, high blockage and background unsteadiness, but also to 

the presence of a low frequency wave. Therefore, it is possible that the effects of 

unsteadiness on the loads were inherently small at these relatively low frequencies. 

 

In an attempt to overcome some of these shortcomings, the investigation of Milne et 

al. (2013, 2015) adopted the approach of superimposing an unsteady surging motion 

upon a steady forward speed in calm water in a towing tank. A tri-bladed turbine was 

used in the study, where the blockage was relatively low at approximately 5%, the 

rotor speed was maintained constant and the blade-root bending moments were 

measured. The study demonstrated that for a turbine perturbed about a tip-speed ratio 

near maximum power, the unsteady bending moments can be significant and 25% 

greater than the maximum load under steady flow. However, these large loads, which 

were also non-linear, were believed affected by separation of the boundary layer on 

the foil and dynamic stall. This complicated the identification and quantification of 

the contribution to the loads from the unsteady attached flow phenomena. The 

measurements also indicated that at higher tip-speed ratios, where no dynamic stall 



 

  

11 

was believed to be present at the outer blade sections, the response tended to be 

comparatively more linear. Therefore, conducting the experiments at similarly high 

tip-speed ratios was deemed to be more suitable for quantifying the relative 

contribution of the dynamic inflow (circulatory) and non-circulatory forcing to the 

loading in terms of an amplitude and phase, and allowing the construction of a 

relationship akin to a transfer function. It is also important to consider that higher tip-

speed ratios conditions may also be of more interest for tidal turbines that employ 

active pitch control for power regulation and are less likely to experience dynamic 

stall. 

1.3.2 Numerical Simulations 

In existing researches involving HATT numerical simulation, the Blade Element 

Momentum (BEM) theory and the Computational Fluid Dynamics (CFD) methods 

are the most commonly used methods for determining the performance and loadings 

on a HATT. 

 

BEM theory is a classic turbine rotor analysis method that combines both blade 

element theory and momentum theory, originally for aircraft propellers (Glauert, 

1926). A full description of the most basic BEM theory can be found in e.g. Hansen 

(2007). In practice, BEM theory is implemented by dividing the blades of a turbine 

into a number of independent elements along the span. As these elements rotate in 

the rotor plane, they trace out annular regions. A force and momentum balance is 

performed over each annulus, using the induction factor obtained via momentum 

theory to calculate the local angle of attack and therefore the lift and drag from 

knowledge of the local section characteristics. An average of the wake and upstream 

velocities (obtained via momentum theory) is used to calculate the resultant velocity 

at the rotor, from which rotor force (and torque) is obtained, and then a momentum 

balance is applied. This process, although iterative, is exceptionally quick on modern 

computers, and relatively simple to program.  

 

Because of its simplicity, BEM theory includes some assumptions and limitations. 

One primary assumption is that the calculations are static. The fluid around the 
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aerofoil remains in equilibrium and the passing flow accelerates instantly. In practice 

this is not the case with the aerofoil requiring time to adjust to the changing wake 

resulting from a dynamic inflow (Burton et al., 2001). Another limitation comes from 

blade element theory, which assumes there is no span-wise flow along the blade 

(Moriarty and Hansen, 2005; Burton et al., 2001). This is not the case for heavily 

loaded rotors with large pressure gradients across the span and rotors subjected to a 

dynamic inflow, therefore making the theory less accurate. There is also a 

dependence on the availability of high quality section data, at the right Reynolds 

number, for the foil sections of interest (Coton et al., 2002). A further limitation is 

that BEM theory breaks down when the blades are subjected to large deflections 

outside the rotor plane. Because the theory assumes momentum is conserved in a 

plane parallel to the rotor, any deflection will incur aerodynamic errors (Moriarty and 

Hansen, 2005). Some other limitations of the original theory include no modeling of 

tip or hub vortex influence on the induced velocities and an inability to account for 

skewed inflow. Most modern BEM theory accounts for this using Prandtl’s theory 

(Manwell et al., 2009; Moriarty and Hansen, 2005; Burton et al., 2001).  

 

In spite of the limitations listed above, benefitting from the promising trade-off 

between sufficiently accurate and computationally inexpensive, BEM theory has 

been used extensively in the design and analysis of wind turbines for decades 

(Hansen et al., 2006) and is also commonly used for modelling and designing tidal 

turbine blades (Myers and Bahaj, 2005; Fraenkel, 2007; Batten et al., 2007, 2008; 

Nicholls-Lee et al., 2013; Clarke et al., 2007; Whelan, 2010). 

 

Generally two different approaches are used to perform CFD analysis on HATTs: the 

parameterization approach and the turbine resolving approach (Holst, 2015).  

 

The parameterization approach is a simplified approach based on an actuator disc 

concept where the rotor was represented by a disk plane that causes a uniform 

pressure drop as the flow goes across it (Burton, 2011). The total pressure drop that 

the actuator disk area exerts on the fluid is represented by a unidirectional 

momentum loss applied at the disk volume (Lartiga and Crawford, 2010). This 
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approach has the advantage of requiring a reduced grid density compared to other 

available numerical models for CFD simulations, thus is applicable if the detailed 

physics at the turbine is less important, typically if a turbine farm is about to be 

analysed.  

 

The turbine solving approach is using the Navier-Stokes CFD methodology that 

inherently includes the effects of 3-D rotation and blade root and tip vortices, so it is 

of great promise to give insight into the hydrodynamic characteristics of the turbine 

rotor flow field, thereby enabling design optimization that can lead to low-cost yet 

high-energy efficiency devices. This is naturally the most complex approach since 

the geometry is directly implemented and hence requires grid resolution at the 

surface to be sufficient to capture the boundary layer and separation around the 

turbine, whilst also requires a very large number of grid elements and subsequently 

significant computational effort to capture the development of the wake in the 

downstream (Harrison et al., 2011). Even though the turbine solving approach is 

considered as one of the most challenging tasks, as the improvements of the fidelity 

and ease of use for CFD codes it becomes realizable to analyze the blade loads and 

relevant hydrodynamic performance quantitatively using this approach (Mason-Jones 

et al., 2012). Previous CFD researches on HATT unsteady blade loads are very rare. 

 

McSherry et al. (2011) numerically simulated the same laboratory scale turbine of 

Bahaj et al. (2006) by resolving the complete blade geometry. The authors used the 

standard SST 𝑘 − 𝜔  model with a commercial solver to predict the mean blade 

loadings within 5-10% of the measurements. However, little or no wake data was 

reported.  

 

Afgan et al. (2013) published a detailed CFD investigation via RANS and LES to 

understand the flow physics and predict the behaviour of a HATT under different 

operating conditions. The LES results seem to be very promising with both power 

and thrust coefficients predicted within 3% of the experimental measurements by 

Bahaj et al. (2007). Mean performance coefficients were slightly under predicted by 

RANS, except at the optimum tip-speed ratio. This is due to prediction of flow 



 

  

14 

separation, leading to reduced lift and drag on the blade. It was also found that the 

general trend of the wake is similar by both methods.  

 

Holst (2015) performed a CFD analysis to investigate the wave-current interaction on 

a tidal turbine. The CFD setup was based on conditions of experiments carried out at 

Norwegian Marine Technology Research Institute (MARINTEK, Trondheim, 

Norway). The wave-current interaction was obtained by simply adding the current 

velocity to the water particle velocities from linear wave theory. The SST turbulence 

model was chosen in this study and the CFD results are found to be trustworthy with 

calculated values close to experimental data. In addition to the wave-induced forces, 

the wake characteristics and wave influence on the wake are investigated. The 

occurrence of dynamic stall has been mentioned but not investigated in this 

simulation, as the requirements of a very refined grid and a transition model are hard 

to meet. 

 

1.4 Aims and Objectives 

The work reported in this thesis represents an attempt to add pieces of knowledge 

into these new research topics arisen from the current development of tidal current 

energy utilization. The overall aim is to develop and validate a CFD numerical model 

to study the unsteady blade loads and relevant dynamic stall effects of HATT blades. 

To this end, specific objectives include: 

 

• To critically review state-of-the-art in the modelling of HATT blade loads with 

the view to identifying best practice to be used and gaps to be targeted by this 

research.   

 

• To understand the general concepts involves the hydrodynamic blade loads and 

dynamic stall phenomenon, and consider the key factors that govern blade 

performance. 

 



 

  

15 

• To validate a 2-D CFD model to simulate the dynamic stall process of a pitching 

NACA0012 aerofoil, and gain an understanding of the grid and turbulence 

models should be used to analyse dynamic stall. 

 

• To build 3-D CFD model to simulate unsteady HATT blade loads, compare the 

simulation results with experimental data, and analyse the hydrodynamic flow 

field. 

 

• To provide reliable strategies for the CFD modelling of the operating HATTs. 

 

• To offer recommendations for future research in this area. 

 

1.5 Thesis Outline 

The layout of the thesis is outlined next: 

 

Chapter 2 reviews the theories relevant to this thesis and serves as a reference for 

later chapters. This chapter will cover everything from the hydrodynamics on the 

HATT, to the CFD methods used in this thesis. 

 

In Chapter 3 a validation case of 2-D dynamic stall is studied. The details of the 

complex flow development of 2D dynamic stall and the boundary layer transition 

have been discussed.   

 

Chapter 4 introduces the methodology for HATT blade hydrodynamics modelling. 

The whole processes of numerical setup, especially the grid generation approach, are 

discussed in detail. Validation investigations are performed to give an impression of 

the accuracy of the applied methodology in Chapter 5.  

 

The results of numerical simulation are divided into two chapters. Chapter 6 presents 

the steady inflow performance and non-dimensional scaling effects of the model 

turbine. Chapter 7 indicates the oscillatory inflow performance of the model turbine.  



 

  

16 

 

Chapter 8 is the conclusion of the thesis work. In this chapter some recommendations 

are also made for future research. 
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Chapter 2 Theory 

2.1 HATT Blade Hydrodynamics 

2.1.1 Reynolds Number 

Two distinctly different flow regimes exist, laminar and turbulent flow. In the 

laminar flow state the velocity field varies smoothly and the streamlines do not mix, 

but move parallel to one another. In the turbulent flow state large velocity and 

pressure fluctuations occur in both space and time. Reynolds (1894) first 

demonstrated the difference in laminar flow and turbulent flow in his experiments in 

the late 19
th

 century and found whether a flow is laminar or turbulent is a function of 

the ratio of inertial to viscous forces, i.e. for laminar flow the fluid viscosity is large 

enough to damp out perturbations introduced to the flow, while for turbulent flows 

the inertial forces are much larger than the viscous forces. The non-dimensional 

Reynolds number, 𝑅𝑒, represents this ratio of inertial to viscous forces, is given by 

 

 
𝑅𝑒 =

inertial forces

viscous forces
=
𝜌v𝐿

𝜇
=
v𝐿

𝜈
 ( 2.1 ) 

 

Where  

𝜌 is the density of the fluid [kg m3⁄ ] 

 v is the mean velocity of the object relative to the fluid [m s⁄ ]  

 𝐿 is the characteristic linear dimension of the body [m] 

 𝜇 is the dynamic viscosity of the fluid [ kg (m ∙ s)⁄ ] 

 𝜈 is the kinematic viscosity (𝜈 = 𝜇 𝜌⁄ ) [m2 s⁄ ] 

 

In the case of a Newtonian fluid (one whose viscosity remains constant with shear 

rate) such as water (Kundo and Cohen, 2010), 𝑅𝑒 can be used to identify the point at 

which fluid flow undergoes a change from laminar to transition flow and from 

transition to turbulent flow.  
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2.1.2 Froude Number 

The Froude number, denoted by 𝐹𝑟, is the dimensionless parameter that quantifies 

the ratio between gravitational and inertial forces of waves. The Froude number is 

given by 

 

 
𝐹𝑟 =

𝑉

√𝑔𝐿
 ( 2.2 ) 

 

Where  

 𝑉 is the characteristic velocity [m/s]  

 𝑔 is the gravitational constant [m/s2]  

 𝐿 is the characteristic dimension [m] 

 

In naval architecture the Froude number is a very significant figure used to determine 

the resistance of a partially submerged object moving through water, and permits the 

comparison of similar objects of different sizes, because the wave patterns generated 

are similar at the same Froude number. 

 

Waves are incorporated into most of the HATT experiments, since the free surface 

effects could impact on both the performance and loading of a device and the wake 

structure behind the device, Froude’s scaling law in combined with geometric 

similarity is normally considered to define the various parameters (length, time, 

velocity etc.) in HATT scaled experimental design (Galloway, 2013). When Froude 

scaling is used, the Froude numbers for both the prototype and the model are 

remained, this results in the following relationship 

 

 
𝐹𝑟𝑝 =

𝑉𝑝

√𝑔𝐿𝑝
=

𝑉𝑚

√𝑔𝐿𝑚
= 𝐹𝑟𝑚 ( 2.3 ) 

 

The subscripts 𝑝  and 𝑚  in equation 2.3 represents the prototype and the model, 

respectively.  
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2.1.3 Hydrodynamic Performance of Blade Elements 

HATT blades have carefully selected blade elements with the shape of hydrofoils (a 

specialized version of the aerofoil that is manufactured to work in water). A number 

of parameters are used to characterize a hydrofoil, as shown in Figure 2-1. The mean 

camber line is the locus of points halfway between the upper and lower surface of the 

hydrofoil. The most forward and rearward points of the mean camber line are on the 

trailing and leading edges, respectively. The straight line connecting the leading and 

trailing edges is the chord line of the hydrofoil, and the distance from the leading to 

the trailing edge measured along the chord line is designated as the chord, 𝑐 . A 

rotating turbine blade will experience a relative (or apparent) velocity, which is the 

vector sum of the free stream velocity and the relative flow due to blade speed. The 

angle of attack (angle of attack), 𝛼, is defined as the angle between the relative fluid 

flow and the chord line. 

 

Figure 2-1 Hydrofoil nomenclature 

 

According to Bernoulli's Principle, the passing of a fluid in the vicinity of the 

hydrofoil creates different velocity profiles around the hydrofoil that results in 

different pressure distribution. The suction (or low pressure) side of the hydrofoil is 

generally associated with higher velocity and lower static pressure. The pressure side 

of the hydrofoil has a comparatively higher dynamic pressure than the suction 

surface. The pressure difference between the suction and pressure side of the 

hydrofoil generates a lift force, 𝐹𝑙, which is perpendicular to the relative flow. In 2-D 

Chord Line 

Mean Camber Line 

Trailing Edge 

Upper Surface 

Lower Surface 
Leading Edge 

Angle of Attack 

Chord 
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flow, friction between the flow and the airfoil surface is the main reason for the drag 

force, 𝐹𝑑, which is a force parallel to the flow (Manwell et al., 2010). The lift force is 

typically far greater than the drag force and the result is a net movement of the 

turbine around the rotational axis.  

 

2-D hydrofoil performances are usually analyzed in terms of dimensionless 

quantities of the section or local lift and drag coefficients, i.e. performance per unit 

span. The section lift coefficient 𝑐𝑙, and section drag coefficient 𝑐𝑑 are respectively 

defined by  

 

 
𝑐𝑙 =

𝐹𝑙
1
2𝜌𝑉

2𝑐
 ( 2.4 ) 

 

 
𝑐𝑑 =

𝐹𝑑
1
2𝜌𝑉

2𝑐
 ( 2.5 ) 

 

Where 

𝐹𝑙 is the lift force per unit span [N m⁄ ] 

𝐹𝑑 is the drag force per unit span [N m⁄ ]  

𝜌 is the density of the fluid [kg m3⁄ ] 

𝑉 is the free-stream velocity of the fluid [m s⁄ ] 

𝑐 is the chord length of a blade element [m] 

 

Some important parameters to describe a hydrofoil's shape are its camber and its 

thickness. The camber is the maximum distance between the mean camber line and 

the chord line, measured perpendicular to the chord line, generally expressed as a 

percent of the length of the chord line, such as 5% camber. The thickness is the 

maximum distance between the upper and lower surfaces, also measured 

perpendicular to the chord line and designated as a percent of chord length. A 

hydrofoil with zero camber is called symmetric and will generate zero lift at zero 

angle of attack. A cambered foil will generate positive lift at zero angle of attack 

with the magnitude dependent on the amount of camber. Thick hydrofoils normally 
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have more drag than thin hydrofoils, but when the thickness is symmetric about the 

camber line it has a very little effect on the lift since it affects the pressure 

distribution symmetrically. 

 

 

 

Figure 2-2 Lift/Drag ratio and coefficients vs. angles of attack (http://www.free-

online-private-pilot-ground-school.com/Aerodynamics_in_flight.html)  

 

Just like an airplane wing, the blades of a turbine work by generating lift due to their 

shape. The lift force is responsible for the power yield generated by the turbine and it 

is therefore essential to maximize this force using appropriate design, while the drag 

force which opposes the motion of the blade must be minimized. It is then apparent 

that an aerofoil section with a high lift to drag ratio, 𝐹𝑙 𝐹𝑑⁄  (Manwell et al., 2010) is 

desirable. Typical methods of presenting 2-D performance data of a lifting foil are in 

terms of plotting the lift coefficient, drag coefficient and lift to drag ratio as functions 

of the angle of attack, Figure 2-2 shows a typical example that describes the 

aerodynamic performance of an airplane blade element. The lift force increases as 

the blade is turned to present itself at a greater angle of attack. At very large angles 

of attack the blade “stalls” and the lift decreases. So there is an optimum angle of 

attack to generate the maximum lift, which is called the critical (stall) angle of attack. 

If the foil shape is good, the lift force is much larger than the drag. But at very high 
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angles of attack, especially when the blade stalls, the drag increases dramatically. So 

that the maximum value of the 𝐹𝑙 𝐹𝑑⁄  ratio profile corresponds to an optimal angle of 

attack slightly less than the maximum lift angle for attaining the maximum efficiency 

of the turbine rotor blade. Stall will be discussed in detail in section 2.2.  

 

 

Figure 2-3 Polar curve illustrates the dependency of lift and drag on Reynolds 

number of a NACA 0018 airfoil (Whelan and Stallard, 2011). 

 

The lift to drag ratio is highly dependent on the Reynolds number at which the foil is 

operating. Lissaman (1983) has pointed that of low Reynolds number airfoils, 

𝑅𝑒 = 7𝑒4 is identified as close to transition between laminar flow and turbulent flow. 

Above this Reynolds number lift to drag ratio increases whereas at lower 𝑅𝑒 lift 

reduces and drag increases. The polar curve in Figure 2-3 illustrates the dependency 

of lift and drag on Reynolds number of a NACA 0018 airfoil (Whelan and Stallard, 

2011). This figure clearly demonstrates the detrimental effect on the lift to drag ratio 

of the foil with decreasing Reynolds number and a significant jump in the lift to drag 

ratio as the Reynolds number increases above 𝑅𝑒 = 7𝑒4 can be clearly identified.  

cl 

c d
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2.1.4 Hydrodynamic Performance of Blade 

For an energy device, the more relevant components are the torque and thrust. The 

resultant of the lift and drag forces constitutes the thrust force, 𝑇 , which is 

perpendicular to the blade rotational speed. The torque of the blade element, 𝑄, will 

act at the centre of pressure which lies close to 25% of the chord length behind the 

leading edge, parallel to the rotational speed of the blade. The torque generates useful 

work, while the thrust force causes the majority of the momentum reduction in the 

flow (and is the dominant force when considering structural design).  

 

Mechanical power is the most important parameter for performance evaluation of a 

tidal turbine blade. As previously discussed, hydrodynamic forces acting on a blade 

can be divided into a lift and a drag component for each blade element. Lift and drag 

forces move the turbine blades which convert the kinetic energy of tidal current into 

blade rotational energy, resulting in the hydrodynamic torque to spin a shaft that 

leads from the hub of the rotor to a generator. The generator turns that rotational 

energy into electricity that is then transferred to home power grids or utility 

companies for use in the usual way. Conventionally, the turbine blade performance 

can be analyzed in terms of dimensionless quantity of power coefficient, which is 

defined by 

 

 
𝐶𝑃 =

𝑃

1
2𝜌𝐴𝑉

3
=

𝑄ω

1
2𝜌𝐴𝑉

3
 ( 2.6 ) 

 

Where 

 𝑃 is the power extract from a blade [kW] 

 𝑄 is the blade torque [Nm] 

𝜔 is the angular velocity of rotation [rad/s] 

 𝜌 is the density of the fluid [kg m3⁄ ] 

𝐴 is the frontal area of the rotor [m2] 

𝑉 is the free-stream velocity of the fluid [m s⁄ ] 
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Figure 2-4 Power coefficient and tip-speed ratio for a variety of wind turbine 

configurations (Hau, 2006) 

 

According to the Betz’s law, the theoretical upper limit (also the Lanchester-Betz 

limit) on the power production from an individual wind or tidal turbine in a free 

stream (i.e. where the flow is uniform and the flow boundaries are far from the rotor) 

can be expressed as a maximum rotor power coefficient of 16/27, or 0.593. The 

Lanchester-Betz limit derived from the momentum theory, which uses conservation 

of mass and momentum of the fluid stream across an open flow "actuator disk". If a 

diffuser is used to collect additional fluid flow and direct it through the turbine, the 

Betz limit could be exceeded (Oman et al., 1977; Hansen et al., 2000; Jamieson, 

2008). In practice, isolated turbines without ducting cannot exceed the Betz limit for 

several reasons, for example due to the inefficiencies and losses attributed to 

different configurations, rotor blades profiles, friction, and turbine designs (Manwell 

et al., 2010; Gasch and Twele, 2012). Practical utility-scale wind turbines achieve at 

peak 75% to 80% of the Betz limit (Burton, 2011). Figure 2-4 shows the ideal power 

coefficient for common wind turbine designs for various configurations (Hau 2006). 

It is apparent that the three bladed HAWTs are the most efficient with a power 
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coefficient of about 0.49. In reality, power coefficients in the region of 0.2-0.6 are 

likely for tidal turbines.  

 

The speed at which the turbine rotates is a fundamental choice in an efficient HATT 

blade design. The tidal flow rotates turbine blades that ultimately result in electric 

power generation. The blades should be in contact with as many fluid particles as 

possible to achieve higher turbine efficiency. If the rotor of the turbine turns too 

slowly, the flow of fluid particles will pass undisturbed through the gap between the 

rotor blades and their kinetic energy cannot be converted to electrical energy. 

Alternatively if the rotor turns too fast, the blurring blades will appear like a solid 

wall obstructing the flow and reducing the power extraction. Therefore, it is 

necessary in the design of HATTs to match the angular velocity of the rotor to the 

fluid stream velocity in order to obtain maximum or optimal rotor efficiency. 

 

The relationship between the rotational speed of the blade tips and the fluid stream 

velocity is characterized by a non-dimensional factor, known as the tip-speed ratio, 𝜆 

(Bahaj et al., 2007). Mathematically it is expressed as  

 

 
𝜆 =

speed of rotor tip 

free stream velocity
=
𝜔𝑅

𝑉
 ( 2.7 ) 

 

Where 

𝑉  is the free-stream velocity of the fluid [m s⁄ ] 

𝑅  is the rotor radius [m] 

ω = 2𝜋𝑓 is the angular velocity of rotation [rad/s] 

𝑓  is the frequency of rotation [s−1] 

 

The angular velocity 𝜔  (unit: rad/s) is determined from the rotational speed 𝑛 

(Revolutions per minute, abbreviated rpm) by the equation  

 

 
𝜔 =

2𝜋𝑛

60
 ( 2.8 ) 
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The turbine efficiency is related to tip-speed ratio, with the optimum varying with 

turbine blade design. Higher tip speeds result in higher noise levels and require 

stronger blades due to large centrifugal forces. 

 

In general a high tip-speed ratio is a desirable feature since it results in a high shaft 

rotational speed that is needed for the efficient operation of an electrical generator 

(Gasch and Twele, 2012). However, a high tip-speed ratio poses several possible 

limitations such as erosion of the blade leading edges, increased noise, structural 

vibration and failure (Schubel and Crossley, 2012). These limitations require that 

turbine blades be designed with optimal tip-speed ratio, or design tip-speed ratio, 

where the power coefficient is a maximum. It can be noticed from Figure 2-4 that the 

power coefficient reaches a maximum at different tip-speed ratios for different 

machine designs, indicating that a unique optimal point (𝜆, 𝐶𝑃) exists for each kind 

of turbine. This is useful for control purposes in maximizing the turbine power 

generation even for low speed flows.  

 

Turbine blade loads are usually analysed in two directions, namely the flap-wise 

direction and the edge-wise direction. For each blade element, they are orthogonal to 

each other, and are characterised by the maximum and the minimum geometric 

moment of inertia respectively (Hau, 2006). In the 2-D blade, they set the directions 

of flexural vibrations: blade bending occurs about the weak and the strong principal 

axis in each element, which is called the flap-wise and edgewise bending 

respectively. For a tidal turbine, the blade flap-wise bending is mainly a result of the 

hydrodynamic thrust force in flap-wise direction, and the edgewise bending is mainly 

related to the hydrodynamic torque in edgewise direction.  

 

When it comes to bending, a rotor blade in principle behaves like a bending beam 

that is clamped at one end. If all edgewise and all flap-wise acting forces have the 

same sign respectively throughout the rotor span, the resulting bending moments will 

add up towards the clamped end and become maximal at the blade root. This is 

generally the case for HATT operation, thus the flap-wise and edgewise bending 

moments at the blade root can serve as an indication for the bending load of the 
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whole blade. However due to the blade's twist, the axis directions change over the 

blade span, therefore the flap-wise and edgewise bending and deflections cannot be 

assigned to a fixed direction with respect to the blade root. An alternative system of 

directions, which is fixed for a blade, is based on the rotor plane. The according 

directions are the so-called out-of-plane direction and the in-plane direction. The first 

is a vector perpendicular to the rotor plane, while the latter is a tangential vector to 

the blade element's path. As Figure 2-5 shows, this system of directions differs from 

the flap-wise-edgewise system by the angle 𝜃∗, which varies with the blade radius 

and the pitch angle.  

 

 

 

Figure 2-5 Edgewise and Flap-wise Direction at a Rotor Blade Element 

 

The 2-D hydrodynamic forces and loads of tidal turbine blades are usually analyzed 

in terms of dimensionless quantities of the thrust coefficient 𝐶𝑇, balde root in-plane 

bending moment coefficient 𝐶𝑀𝑥 , and blade root out-of-plane bending moment 

coefficnet 𝐶𝑀𝑦 .  They are respectively defined by 

 

 
𝐶𝑇 =

𝑇

1
2𝜌𝐴𝑉

2
 ( 2.9 ) 

 

 
𝐶𝑀𝑥 =

𝑀𝑥

1
2𝜌𝐴𝑉

2𝑅
 ( 2.10 ) 

 

 
𝐶𝑀𝑦 =

𝑀𝑦

1
2𝜌𝐴𝑉

2𝑅
 ( 2.11 ) 
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Where 

 𝑇 is the thrust force on a turbine blade [N] 

 𝑀𝑥 is the in-plane bending moment on a turbine blade [Nm] 

 𝑀𝑦 is the out-of-plane bending moment on a turbine blade [Nm]  

 𝐴 is the frontal area of the rotor [m2] 

𝜌 is the density of the fluid [kg m3⁄ ] 

𝑉 is the free-stream velocity of the fluid [m s⁄ ] 

𝑅 is the rotor radius [m] 

 

The edge-wise/flap-wise bending moments are often transferred to the in-plane/out-

of-plane system of directions. This offers the advantage that these bending moments 

can more easily be related to some operating parameters of the tidal turbine blade. 

E.g. the blade out-of-plane bending moment leads to the thrust force while the blade 

in-plane bending moment is related to the torque.  

 

2.1.5 Scaling Effects 

The HATT technology is developing fast in recent years, different designs are being 

proposed and most HATT developers have tended to build large single devices, 

typically with a rated power of about 1 MW corresponding to a rotor of 

approximately 20 m diameter in a rated flow of 2.5 m/s (Starzmann et al., 2013). 

However, due to the high costs of developing this technology, little full-scale data 

exists and the unique features of each tidal location make it very difficult to assess 

the power performance of a HATT prior to deployment. Therefore, it is important to 

have reliable performance and flow field predictions based on scaled experimental 

tests and validated numerical simulations to reduce the cost of development.  

 

Dimensional analysis provides scaling laws that are used to upscale model test 

information into performance and design information for a full-scale prototype 

HATT (Mason-jones et al., 2012). Drawing on the experience of the principle of 
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dimensional analysis in hydrodynamics, the power output 𝑃 of HATT can be written 

as a function, 𝑓  

 

 𝑃 = 𝑓(𝑅,𝜔, 𝜌, 𝜇, 𝑉) 
( 2.12 ) 

Where 

 𝑅 is the characteristic diameter [m] 

 𝜔 is the angular velocity [rad s⁄ ] 

 𝜌 is the density of fluid  [kg m3⁄ ] 

 𝜇 is the dynamic viscosity [kg (m ∙ s)⁄ ] 

 V is the characteristic velocity [m s⁄ ] 

 

Using the Buckingham Pi theory, the relationship between the power output and the 

other variables can be expressed in terms of three non-dimensional groups 

 

 𝑃

𝜌𝑅2𝑉3
= 𝜓1(

𝜌𝑉𝑅

𝜇
,
𝜔𝑅

𝑉
) ( 2.13 ) 

 

The parameter on the left can be expressed in a more conventional engineering 

format, i.e., the non-dimensional power coefficient. The first independent parameter 

on the right is the Reynolds number, while the second independent parameter on the 

right is the tip-speed ratio. Thus the non-dimensional power coefficient from the 

turbine should be a function of both the Reynolds number and the tip-speed ratio 

 

 𝐶𝑝 = 𝜓1(𝑅𝑒, 𝜆) ( 2.14 ) 

 

Similarly, the non-dimensional parameters of thrust, in-plane bending moment, and 

out-of-plane bending moment can also be written as functions of Reynolds number 

and tip-speed ratio 

 

 
𝐶𝑇 =

𝑇

1
2𝜌𝐴𝑉

2
= 𝜓2(𝑅𝑒, 𝜆) ( 2.15 ) 
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𝐶𝑀𝑥 =

𝑀𝑦

1
2𝜌𝐴𝑉

2𝑅
= 𝜓3(𝑅𝑒, 𝜆) ( 2.16 ) 

 

 
𝐶𝑀𝑦 =

𝑀𝑦

1
2𝜌𝐴𝑉

2𝑅
= 𝜓4(𝑅𝑒, 𝜆) ( 2.17 ) 

 

That is to say, if the same Reynolds number and tip-speed ratio are used in the model 

and the full scale, the values for 𝐶𝑃, 𝐶𝑇, 𝐶𝑀𝑥and 𝐶𝑀𝑦  of the turbine in the full scale 

will be the same as that measured or predicted using the model scale. Hence 

hydrodynamic similitude is achieved when the Froude number, Reynolds number 

and the tip-speed ratio of the model and the full scale HATT are the same. However, 

it is well known that the Froude law and Reynolds law cannot be simultaneously 

satisfied (Chester et al., 1979). When Froude scaling is applied in experimental tests, 

due to the size constraints on realistically available tank testing facilities, the 

Reynolds number based on the blade chord is usually significantly reduced compared 

with full-scale tidal turbines. This Reynolds dissimilitude may results in a laminar 

flow field at model scale while the flow is fully turbulent for the full scale (Otto et al., 

2012). In addition, HATTs are mostly operating at high angle of attack, flow 

separation occurs often especially for low Reynolds numbers. The laminar/turbulent 

difference between model and full-scale in combination with the presence of flow 

separation may have a major impact on HATT hydrodynamic performance and 

loading. 

 

Numerical modelling does not necessarily suffer from scaling issues, since the model 

can be run at both small and full scale. Results from computational fluid dynamics 

(CFD) analysis can be used to both inform the development of tidal power devices 

when moving from smaller to larger scale, and shed light on and explain the 

mechanisms of fluid dynamics and device behavior observed during experimental 

testing. There are of course a number of phenomena that are particularly challenging 

to model using CFD. 
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2.2 Dynamic Stall 

In order to get a more elaborated view on dynamic stall, an introduction of boundary 

layer separation and static stall will be given first in this section. Understanding the 

theory behind dynamic stall is key in order to understand the complexity of the work 

in this thesis. 

2.2.1 Boundary Layer Separation 

Because of the non-zero viscosity of real fluids, all flows feature the no-slip 

condition at the surface of a solid body, resulting in a boundary layer flow with high 

transverse velocity gradients (Sultanian, 2015). The effect of viscosity is 

predominantly confined to the boundary layers. Outside the boundary layer, for all 

practical purpose, the flow may be treated as a potential flow with negligible 

viscosity. As part of the boundary layer assumptions, the transverse gradient of static 

pressure in the boundary layer is negligible, and its gradient in the flow direction can 

be obtained from the Bernoulli’s equation, i.e., the pressure gradient in the flow 

direction is essentially imposed from the outer potential flow (Schlichting, 2000; 

Breton, 2008). The thickness of the boundary layer is defined as the distance from 

the solid surface where the velocity reaches 99% of the free stream velocity. This 

thickness increases as the flow moves along the solid surface, as can be seen in 

Figure 2-6. 

 

The fluid layer adjacent to the solid surface has to do work against surface friction at 

the expense of its kinetic energy. Thus the velocity of the layer goes on decreasing. 

Along the length of the solid surface, at a certain point a stage may come when the 

boundary layer may not be able to stay attached to the solid body if it does not have 

adequate kinetic energy to overcome the resistance offered by the solid body. In 

other words, the boundary layer will be separated from the surface. This 

phenomenon is called the boundary layer separation. The point on the body at which 

the boundary layer is on the verge of separation from the surface is called the point 

of separation. 
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 Figure 2-6 Velocity distributions in a boundary layer of thickness 𝛿 close to the 

surface of a body (𝑢∞ is free stream velocity, 𝑢 is local velocity) (Schlichting and 

Gersten, 2000) 

 

The presence of the pressure gradient in the direction of flow has a significant effect 

on the boundary layer profile and growth. It is easy to see that the shear stress caused 

by viscosity has a retarding effect upon the flow. When the pressure gradient is 

negative, the pressure decreases in the direction of flow and the flow is accelerated. 

In this case, the pressure force can assist the fluid movement and there is no flow 

retardation. When the pressure gradient in the direction is positive, the pressure 

forces act opposite to the direction of flow and the flow is decelerated. In this case, 

the pressure force and surface friction force together try to increase the retarding 

effect of the viscous force. Subsequently, the thickness of the boundary layer 

increases rapidly in the direction of flow. Whenever such forces act over a long 

stretch, the forward flow is then brought to rest and further on a back flow in the 

pressure gradient sets in, which causes the boundary layer separation (Houghton and 

Carpenter, 1993). Therefore, a negative pressure gradient is said to be favorable and 

a positive pressure gradient is termed an adverse pressure gradient. The point of 

separation is determined as the limit between forward and back flow in the layer 

adjacent to the wall, where the wall shear stress is zero (Gad-el Hak, 2000). Figure 2-

7 shows the course of events described so far. 
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Figure 2-7 Boundary layer separation on a solid surface (Sturm et al., 2012) 

 

Boundary layers can be either laminar or turbulent. The laminar boundary layer is 

highly sensitive to separation when adverse pressure gradients are present (typically 

towards the trailing edge of a blade element) and is susceptible to destabilization and 

transition to turbulent flow. For an airfoil, depending on the Reynolds number the 

laminar boundary layer reacts to adverse pressure gradients in three different ways as 

can be seen in Figure 2-8. At low Reynolds numbers, the local curvature over the 

forward part of an airfoil may initiate a laminar separation when the airfoil is at a 

moderate angle of attack. With the increase of Reynolds number, the separated 

laminar boundary layer may undergo transition to turbulence with characteristic 

rapid thickening (Schlichting, 2000; Breton, 2008). This thickening may be sufficient 

for the lower edge of the now turbulent shear layer to come back into contact with 

the surface and reattach as a turbulent boundary layer on the surface. In this way, a 

Laminar Separation Bubble (LSB) of fluid is trapped under the separated shear layer 

between the separation and reattachment points (Houghton, 1993). When the 

Reynolds number is sufficiently high, the transition from laminar to turbulent occurs 

without the appearance of LSB. Fluid in turbulent boundary layer has appreciably 

more momentum than the flow of a laminar boundary layer, thus a turbulent 

boundary layer can penetrate further into an adverse pressure gradient without 

separation (Houghton, 1993). 
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Figure 2-8 Reynolds number effects on laminar boundary layer subject to adverse 

pressure gradient (Miley, 1982). 

 

2.2.2 Static Stall 

When the boundary layer separates, its displacement thickness increases sharply, 

which modifies the pressure field of the outside potential flow. In the case of airfoils, 

the pressure field modification results in an increase in pressure drag, and if severe 

enough will also result in loss of lift and stall, all of which are undesirable. 

 

Stall is determined by the angle of attack. Figure 2-9 shows a typical example that 

illustrates the relationship between the angle of attack and boundary layer separation 

of an airfoil. Flow separation begins to occur at small angles of attack while attached 
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flow over the airfoil is still dominant. As soon as the angle of attack increases the 

separation point moves forward, the separated regions increase in size and hinder the 

airfoil’s ability to create lift. At the critical angle of attack, separated flow is so 

dominant that further increasing in angle of attack causes rapid deterioration of the 

lift force, while at the same time it dramatically increases the drag, resulting in a stall. 

 
 

Figure 2-9 boundary layer separation and stall on an airfoil 

 

The stall phenomenon can be divided into three forms: trailing-edge stall, leading-

edge stall and thin-airfoil stall (McCullough and Gault, 1951). Figure 2-10 shows 

these three types of stall. Trailing-edge stall is preceded by the separation point of the 

turbulent boundary layer moving forward from the trailing edge with increasing 

angle of attack. This type of stall is characteristic of most thick aerofoil sections with 

thickness to chord ratios of approximately 15% and greater. Leading-edge stall has 

abrupt flow separation near the leading edge generally without subsequent 

reattachment. The abrupt separation usually results from a small laminar separation 

bubble that ‘bursts’ at stall and usually causes a sharp decrease in lift. This stall is 

generally inherent to most aerofoil sections of moderate thickness with ratios 
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between 9% and 15%. Thin-airfoil stall is preceded by flow separation at the leading 

edge with reattachment (a laminar separation bubble) at a point that moves 

progressively downstream with increasing angle of attack. This stall is typical on 

aerofoils with thickness ratios less than 9% and is generally referred to as 'long 

bubble bursting'. It should be point out that airfoil stall type is a function of several 

variables such as Reynolds number, surface roughness, or free stream turbulence. 

Therefore, any particular airfoil may exhibit a combination of stall types, or its stall 

type may change when flow conditions are changed (Broeren and Bragg, 2001). 

 

 

 

 

Figure 2-10 Three types of airfoil stall (Crimi, 1973) 
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2.2.3 Dynamic Stall 

Dynamic Stall is a significant unsteady flow problem taking place on rotary wings 

(e.g., helicopters and wind/tidal turbines) as the airfoils experience large variations of 

angle of attack (Carr 1976). The feature of dynamic stall that distinguishes it from 

static stall is the shedding of significant concentrated vorticity from the leading edge 

region. This vortex disturbance subsequently sweeps over the airfoil surface causing 

pressure changes and resulting in significant increases in airfoil lift and large nose-

down pitching that exceeds static values (McAlister et al. 1978; McCroskey 1981; 

Carr 1988). A typical dynamic stall process can be categorized into five key stages, 

as illustrated in Figure 2-11 for an airfoil (Leishman, 2000). The overall process of 

dynamic stall was well described by Young (1981) and more detailed understanding 

of the specific events described by Young have been aided by researchers such as 

Galbraith et al. (1983; 1984; 1992), Carta (1960; 1979), McCroskey (1976; 1980; 

1981; 1982), Carr (1977; 1995) and many more.  

 

A general categorization of separating flows for oscillating airfoils, based on 

experimental data, is made by McCroskey and Pucci (1982) distinguishing them as 

having no stall, stall onset, light and deep stall. Oscillating airfoils with no stall 

exhibit no appreciable viscous-inviscid interaction. To distinguish stall onset, it is 

observed that the magnitude of the viscous-inviscid interaction for this type can 

increase rapidly with small increase in the maximum angle of attack, and the extent 

of the separation can decrease or disappear with increase in frequency. Light stall 

means an extensive portion of the airfoil is separated over a significant part of the 

cycle with reversal of the lift hysteresis in the higher angle of attack region. Deep 

stall involves break up and shedding of large vortex structures usually extending over 

a major portion of the oscillation cycle. Transition from light to deep stall typically 

involves the incipient break up of a large contiguous separation and emergence of 

isolated vortices. 
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Figure 2-11 Dynamic stall stages from Leishman (2000) 

 

Reduced frequency is considered to be the most important dimensionless parameter 

affecting dynamic stall on an airfoil since it incorporates the pitch rate, the chord 

length and the free-stream velocity into a single parameter, as well as defines the 

degree of unsteadiness in a flow or forcing term (McCroskey et al., 1982; Brydges, 
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1989; Leishman, 1990). The reduced frequency is denoted by the letter ‘𝜅’ and given 

by the expression  

 

 𝜅 =
𝜔𝑐

2𝑈
 ( 2.18 ) 

 

Where 

 𝜔 is the angular frequency of oscillatory changes [rad/s] 

𝑐 is the chord length of a blade element [m] 

            𝑈 is the free-stream velocity of the fluid [m s⁄ ] 

 

According to Leishman (2006), one can consider that if 𝜅 = 0, the flow is steady; if 

𝜅 < 0.05 the problem is quasi-steady, i.e. the unsteady effects are generally small 

and can be neglected; if a problem is characterized by a reduced frequency 0.05 <

𝜅 ≤ 0.2, it is considered unsteady, and the unsteady terms in the equations cannot be 

neglected if a realistic analysis is to be conducted. Moreover, if we have 𝜅 > 0.2, the 

unsteady terms will begin to dominate the behaviour of the dynamic loads, and 

consequentially the problem is highly unsteady. 

 

The reduced frequency can be interpreted as the ratio between the convective time 

scale 𝑐/𝑈  and the time scale of the force oscillation 1/𝜔 . It is thus easy to 

understand that as one increases the reduced frequency, the system will have “less 

time” to adapt to the changes, or in other words, it takes longer until it “becomes 

aware” of the changes in angle of attack, and thus the vortex shedding is delayed, as 

well as the reattachment. Leishman (2006) has also indicated that by further 

increasing the reduced frequency, it is even possible to prevent flow separation from 

initiating in any point of the cycle. 

 

It should be noted that the dynamic stall flow is inherently a 2-D phenomenon, 

because there are significant differences between 2-D airfoil flow and 2-D flow on a 

rotating blade particularly for the innermost part of the blade. Rotation was found to 

have a delaying effect on the occurrence of separation. Lift coefficients attained at 

the inboard sections of a rotating blade will significantly in excess of the maximum 
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value possible in 2-D static test, which is why this 2-D rotational effect is usually 

termed as rotational augmentation, or more commonly, stall delay. Therefore, any 

modelling and analysis techniques involving dynamic stall should be 2-D. 

 

2.3 CFD Turbulence Modelling 

2.3.1 Introduction of CFD  

The physical aspects of any fluid flow are governed by three fundamental principles: 

 

a) Mass is conserved;  

b) Momentum is conserved (Newton’s second law);  

c) Energy is conserved.  

 

All of these principles can be expressed using basic mathematical equations, which 

are generally in the form of integral equations or partial differential equations, and 

for those equations, analytical solutions are unavailable. Computational Fluid 

Dynamics (CFD) replaces the integrals or the partial derivatives in these equations 

with discretized algebraic forms, which in turn are solved to obtain numbers for the 

flow field values at discrete points in time and/or space (Anderson, 1995). In short, 

CFD is a numerical technique to solve and analyse the fluid flow problem with the 

aid of computers. Therefore, development of CFD is closely linked with the 

evolution of modern computers. The accuracy of CFD solutions that can be achieved 

and the details of fluid flow that can be modelled are very much dependent on 

advances in computer hardware, particular related to CPU speed and storage capacity. 

CFD methods can provide an insight into the sophisticated fluid flow phenomena in 

the area where the experimental instruments have difficulty in reaching, for example 

the blood flow in human arteries. CFD methods can also be used to give predictions 

before physical experiments in order to save costs and improve efficiency. Because 

of those advantages, nowadays CFD is widely applied in nearly all disciplines where 

fluid flow is important and has been viewed as a ‘third-approach’ to the study of 
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fluid dynamics, complementing the other two conventional methods: pure theory or 

pure experiment. 

 

There are three main stages enclosed in every CFD simulation process: pre-

processing, solver and post-processing (Versteeg and Malalasekera, 2007). 

 

• Pre-processing  

 

In this phase the physical problem is implemented into the mathematical model. 

The computational domain is now defined. Then, it is divided into a certain 

number of elements, which constitute the mesh or grid. The fluid properties and 

the boundary conditions are set. Since the CFD solution of a fluid dynamic 

problem is given locally, for well–defined positions within computational grid, 

the global accuracy strongly depends on the total number of mesh elements. The 

mesh quality is a prerequisite for obtaining the reasonably physical solutions and 

it is a function of the skill of the simulation engineer. A rule-of-thumb says the 

larger is the number of elements, the better is the solution accuracy, even though 

CPU effort and the total time of convergence will be higher as well. 

Consequently, the optimal grid should not be uniform, but finer where higher are 

the variables gradients and coarser in the region characterized by smooth 

changes in the flow. The final success of a CFD simulation strongly depends on 

the pre-processing and therefore a special attention might be paid to the choice 

of the mesh and of boundary conditions. There are different popular Pre-

Processing software available in the market including: Pointwise, CFD-GEOM, 

ANSYS Meshing, ANSYS ICEM CFD, ANSYS Fluent Gambit, ANSYS TGrid 

etc. 

 

• Solver 

 

The numerical solution algorithm is the core of a CFD code. All the main CFD 

solvers work with the following procedure:  
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a) Modelling the problem unknowns by means of simple analytical 

functions. 

b) Discretising the governing equations for the fluid flows, properly 

modified by substituting the former mentioned functions. 

c) Solving the algebraic system of equations. 

 

Most of the commercial CFD codes (e.g., ANSYS Fluent, ANSYS CFX, STAR-

CD etc.) are based on a Finite Volume (FV) discretization. The integration phase 

distinguishes between FV methods and other numerical techniques. By 

integrating the governing equations, a new set of equations even now exact is 

obtained, which states the conservation of the fundamental properties for each of 

the cells (finite control volumes) within the computational domain. 

 

• Post-processing  

 

Under this definition we include the analysis of solution results. The solver 

output is a set of solution variables, associated to the given grid nodes or 

volumes. These data must be collected, elaborated in the most suitable way (e.g., 

contour plots, vector plot, streamlines, data curve etc.) for the analysis, in order 

to produce a physical representation of the solution. Some of the popular post-

processing softwares include: ANSYS CFD-Post, EnSight, FieldView, 

ParaView, Tecplot 360 etc.  

 

Detailed explanations of CFD will be described in the following sub-sections. In this 

thesis, the commercial software ANSYS ICEM is used as the preprocessor, ANSYS 

Fluent is used as the CFD solver, and Tecplot is used as the post-processor. As the 

flow field around a HATT is highly turbulent, the using of appropriate turbulence 

models must be carefully considered. 

2.3.2 The Governing Equations of Fluid Flow 

The cornerstone of CFD is the fundamental governing equations of fluid dynamics 

that are derived from conservation laws of mass, momentum and energy (Anderson, 
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2009). These equations for viscous flow are usually summarised under the term of 

“Navier-Stokes equations”. In the present problem heat transfer is negligible and the 

flow can be regarded as incompressible. Hence, the equation for energy conservation 

does not need to be solved, reducing the problem to the solution of the mass and 

momentum conservation equations.  

 

The mass conservation equation, also called the continuity equation, is a 

mathematical representation of the law of conservation of mass, and can be stated as: 

‘In a given volume of fluid, the rate of increase of mass inside that volume must be 

equal to the net rate of flow of mass into that volume across its face’. The momentum 

conservation equation is a statement of Newton’s second law when applied to a fluid 

element and can be stated as: ‘The rate of change of momentum of a fluid particle 

equals the sum of the forces on the particle’. In the momentum equations it is 

common to highlight the contributions due to surface forces as separate terms, while 

including the effects of body forces as source terms (Versteeg and Malalasekera, 

2007).  

 

The continuity and momentum equations for an incompressible Newtonian fluid can 

be written in equation (2.24) and (2.25) respectively by the following equivalent 

forms: 

 

 
∇(�⃗� ) = 0 ⇔

𝜕𝑢𝑖
𝜕𝑥𝑖

= 0 ⇔
𝜕𝑢

𝜕𝑥
+
𝜕𝑣

𝜕𝑦
+
𝜕𝑤

𝜕𝑧
= 0 

 

( 2.19) 

 
𝜌 (
∂u⃗ 

∂t
+ (u⃗ ∙ ∇)u⃗ ) = −∇p + 𝜇∇2u⃗ + S⃗ ⇔ 

𝜌 (
𝜕𝑢𝑖
𝜕𝑡

+
𝜕

𝜕𝑥𝑗
(𝑢𝑖𝑢𝑗)) = −

𝜕𝑝

𝜕𝑥𝑖
+ 𝜇

𝜕2𝑢𝑖

𝜕𝑥𝑗
2 + 𝑆𝑖 ⇔ 

( 2.20) 

http://www.cfd-online.com/Wiki/Continuity_equation
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{
 
 
 

 
 
 𝜌 (

𝜕𝑢

𝜕𝑡
+ 𝑢

𝜕𝑢

𝜕𝑥
+ 𝑣

𝜕𝑢

𝜕𝑦
+ 𝑤

𝜕𝑢

𝜕𝑧
) = −

𝜕𝑝

𝜕𝑥
+ 𝜇 (

𝜕2𝑢

𝜕𝑥2
+
𝜕2𝑢

𝜕𝑦2
+
𝜕2𝑢

𝜕𝑧2
) + 𝑆𝑥

𝜌 (
𝜕𝑣

𝜕𝑡
+ 𝑢

𝜕𝑣

𝜕𝑥
+ 𝑣

𝜕𝑣

𝜕𝑦
+ 𝑤

𝜕𝑣

𝜕𝑧
) = −

𝜕𝑝

𝜕𝑦
+ 𝜇 (

𝜕2𝑣

𝜕𝑥2
+
𝜕2𝑣

𝜕𝑦2
+
𝜕2𝑣

𝜕𝑧2
) + 𝑆𝑦

𝜌 (
𝜕𝑤

𝜕𝑡
+ 𝑢

𝜕𝑤

𝜕𝑥
+ 𝑣

𝜕𝑤

𝜕𝑦
+ 𝑤

𝜕𝑤

𝜕𝑧
) = −

𝜕𝑝

𝜕𝑧
+ 𝜇 (

𝜕2𝑤

𝜕𝑥2
+
𝜕2𝑤

𝜕𝑦2
+
𝜕2𝑤

𝜕𝑧2
) + 𝑆𝑧

 

 

Where 

 𝜌  is the fluid density 

 𝑡  is the time 

 𝑝  is the pressure 

 𝜇  is the fluid dynamic viscosity 

 ∇ is the del operator 

 �⃗�   is the vector of flow velocity vector 

 S⃗   is the vector of body force (per unit mass) acting on the continuum 

 

These Navier-Stokes equations are a coupled system of non-linear partial differential 

equations that are difficult to solve analytically. For all but few special cases there is 

no closed-form solution to these equations (Anderson, 1995) and thus they must be 

solved numerically. 

2.3.3 Turbulence Approach 

The scope of problems addressed by CFD calculations often cross into the realms of 

turbulence. The most direct but costly numerical method for turbulence modelling is 

Direct Numerical Simulation (DNS). DNS resolves all spatial and temporal 

fluctuations in turbulent flow without need for modelling and provides most detailed 

information of the flow including turbulence. This means that the spatial and 

temporal discretisation should be fine enough to resolve such small scales. The cost 

required by DNS to resolve the entire range of scales is proportional to 𝑅𝑒3 (Gatski 

et al., 1996) and this makes the method be prohibitive for most practical engineering 

fluids, even with the help of the most powerful computers available in the 

foreseeable decades. However, DNS is applicable at low Reynolds numbers and is 
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regarded as a promising tool to study the physics of turbulence and to develop 

turbulence models. 

 

The second method to preserve the turbulence information at best is Large Eddy 

Simulation (LES). LES abandons the complete range capture of every scale through 

a filtering operation. The selected filtering function would separate any field scalar 

into a filtered and sub-filtered portion. The large scale eddies would be solved 

explicitly and the effect of smaller scales on large scales would be considered by 

SGS (Sub-Grid Scale) model. LES is less costly than DNS, but still very expensive 

under the currently available computing power for industrial flow applications 

because even the large eddy scales are still very small within the boundary layer of 

the fluid flow with a high Reynolds number and therefore a large number of grids are 

needed in these regions. As a result, further detailed descriptions of this model would 

not be given here. 

 

The turbulence models based on Reynolds Averaged Navier-Stokes (RANS) 

equation are dominantly used in most engineering fluid simulations due to their 

economic computation cost and reliable precision. In Reynolds averaging, the 

separation of an instantaneous scalar quantity into a mean (ensemble-averaged or 

time-averaged) component and a fluctuating component is generally termed the 

“Reynolds decomposition”:  

 

 𝜙 = �̅� + 𝜙′ ( 2.21 ) 

where  

 𝜙 denotes a scalar such as velocity, pressure 

 �̅�  is the mean component 

 𝜙′  is the fluctuating component 

 

The ensemble-averaging operation obeys the following rules: 

 

 𝜙′̅̅ ̅ = 0    �̿� = �̅�    �̅� + 𝜙′̅̅ ̅̅ ̅̅ ̅̅ ̅ = �̅�    �̅�𝑓̅̅̅ ̅̅ = �̅�𝑓 ̅   �̅�𝑓′̅̅ ̅̅ ̅ = 0    �̅�𝑓̅̅ ̅̅ = �̅�𝑓 ̅ ( 2.22 ) 
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𝜕𝜙̅̅ ̅̅

𝜕𝑥𝑖
=
𝜕�̅�

𝜕𝑥𝑖
    
𝜕𝜙̅̅ ̅̅

𝜕𝑡
=
𝜕�̅�

𝜕𝑡
    
𝜕2𝜙̅̅ ̅̅ ̅

𝜕𝑥𝑖2
=
𝜕2�̅�

𝜕𝑥𝑖2
    
𝜕2𝜙′̅̅ ̅̅ ̅̅

𝜕𝑥𝑖2
= 0    

𝜕𝜙′̅̅ ̅̅ ̅

𝜕𝑥𝑖
= 0 

 

 

Applying the Reynolds decomposition to the velocity and pressure in Navier-Stokes 

equations (2.24) and (2.25) using the ensemble-averaging operation rules, we have 

the Reynolds-averaged Navier-Stokes equations (RANS) in tensor notion: 

 

 𝜕𝑢�̅�
𝜕𝑥𝑖

= 0 ( 2.23 ) 

 

 
𝜌 (
𝜕𝑢�̅�
𝜕𝑡

+
𝜕

𝜕𝑥𝑗
(𝑢�̅�𝑢�̅�)) = −

𝜕�̅�

𝜕𝑥𝑖
+ 𝜇

𝜕2𝑢�̅�

𝜕𝑥𝑗
2 + 𝑆𝑖 −

𝜕(𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ )

𝜕𝑥𝑗
 

( 2.24 ) 

 

As can be seen in equation (2.29), the right hand side of the momentum equation 

now contains a term that is defined as the Reynolds stress tensor, −𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅ . The 

Reynolds stresses are additional unknowns and their presence means that the 

governing equations for the turbulent flows are not closed. As a result, additional 

equations are needed to make the RANS equations closed. An approximation 

allowing a solution for the Reynolds stresses and thus providing closure to the RANS 

equations is given by use of a turbulence model, to represent the velocity fluctuations 

or their effects on the flow.  

 

Turbulence models of various complexities have been developed and can generally 

be classified in two groups: eddy viscosity models and Reynolds stress models. 

Reynolds stress models model the stresses directly through a set of transport 

equations, one for each stress, thus requiring the solution of six additional transport 

equations. The key advantage of the Reynolds stress models is that they do not 

require isotropy in the stresses, as all stresses are computed directly. However, the 

additional complexity renders these models more expensive to solve, and they are 

therefore not widely used. In comparison, eddy viscosity models only require one or 

two additional transport equations. Various eddy viscosity models are implemented 
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in commercial flow solvers such as ANSYS FLUENT and these are usually the first 

choice for modelling turbulence in an engineering application. 

 

The underlying assumption employed in all eddy viscosity models is the Boussinesq 

hypothesis (Boussinesq, 1878), which provides the results of the Reynolds stress 

tensor using the gradient of the time-mean velocity field. The corresponding equation 

in tensor notation is 

 

 
−𝜌𝑢𝑖′𝑢𝑗′̅̅ ̅̅ ̅̅＝𝜇𝑡 (

𝜕𝑢�̅�
𝜕𝑥𝑗

+
𝜕𝑢�̅�

𝜕𝑥𝑖
) ( 2.25 ) 

 

where  

 𝜇𝑡 is the eddy viscosity (also referred to as turbulent viscosity) 

 

It should be noted that the Boussinesq hypothesis assumes the eddy viscosity to be 

isotropic. According to the equations introduced to solve 𝜇𝑡 , the eddy viscosity 

turbulence models can be classified as: 

 

a) Zero-equation algebraic models: Cebeci-Smith model, Baldwin-Lomax 

model 

b) One-equation Spalart-Allmaras model 

c) Two-equation models: Standard 𝑘 − 휀 model, RNG 𝑘 − 휀 model, Realizable 

𝑘 − 휀 model, Standard 𝑘 − 𝜔 model, SST 𝑘 − 𝜔 model 

d) Four equation 𝑣2 − 𝑓 model 

e) Laminar-turbulent transition models: 𝑘 − 𝑘𝑙 − 𝜔  Transition Model, 

Transition SST model 

 

Detailed theories about these models can be seen in ANSYS Fluent Theory Guide. 

The choice of turbulence model for a specific will depend on considerations such as 

the physics encompassed in the flow, the established practice for a specific class of 

problem, the level of accuracy required, the available computational resources, and 

the amount of time available for the simulation. Generally, Numerical simulations 
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employing the zero-equation model are usually restricted to attached boundary-layer 

flows, which can be modelled using only local relations (Bredberg, 2001). Spalart-

Allmaras model could get reasonable prediction results for aerodynamics wall-

bounded flows and boundary flows subjected to adverse pressure gradients (ANSYS, 

2012). High Reynolds number 𝑘 − 휀 and 𝑘 − 𝜔 models are widely used in industrial 

turbulent flows for their acceptable computation cost and reasonable accuracy 

(ANSYS, 2012). Low Reynolds number 𝑘 − 휀 , 𝑘 − 𝜔  and the Laminar-turbulent 

transition models are believed to be promising to accurately predict boundary layer 

development and transition from laminar to turbulent flows (ANSYS, 2012). 

 

In general, turbulence models based on the ε-equation predict the onset of separation 

too late and under-predict the amount of separation later on (Johnson and King, 

1984), they are therefore not widely used in external aerodynamics especially 

airplanes involves the stall phenomenon. The k-ω models developed to solve this 

problem have shown a significantly more accurate prediction of adverse pressure 

gradient boundary layer flows and separation in a number of test cases and in 

industrial applications (Menter, 1993). The use of the standard k-ω model (Wilcox, 

1998) is not generally recommended in ANSYS Fluent due to its relatively strong 

sensitivity of the solution depending on the freestream values of k- and ω- outside 

the shear layer (Menter, 1992). The k-ω based Shear-Stress-Transport (SST k-ω) 

model has been designed to avoid this disadvantage by the inclusion of transport 

effects into the formulation of the eddy-viscosity (Menter, 1994). This results in a 

major improvement in terms of flow separation predictions. The superior 

performance of this model has been demonstrated in a large number of validation 

studies (Bardina et al., 1997). In areas with high normal stresses such as congestive 

flow standard SST k-ω model generates too high turbulence levels, which leads to a 

significant qualitative change in the calculated flow pattern (Yakhot et al., 1992). In 

addition, the SST model is as economical as the widely used k-ε model, but it offers 

much higher fidelity, especially for separated flows, providing excellent answers on a 

wide range of flows and near-wall grid conditions. ANSYS Fluent complements the 

SST model with numerous other turbulence modeling innovations, including an 

automatic wall treatment for maximum accuracy in wall shear and heat transfer 
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predictions and a number of extensions to capture effects like streamline curvature. 

Although the SST k-ω model is for fully turbulent flow, it can accommodate the 

transitional regime with a low-Reynolds number correction in FLUENT. 

 

In order to avoid the high resolution requirements of LES, the Detached Eddy 

Simulation (DES) has been proposed by Spalart and co-workers (Spalart 2000, 

Spalart et al. 2006, Strelets 2001), by proposing a hybrid formulation which switches 

between RANS and LES based on the grid resolution provided. This strategy is 

optimal for wall-bounded applications, since sub-grid scale RANS models are 

utilized locally to resolve the boundary layer whilst the turbulent scales are properly 

resolved in the unsteady regions. The cost scaling of the method is thus favourable 

since LES is not applied to resolution of the relatively smaller-structures that 

populate the boundary layer. The DES however carries the same grid sensitivity 

requirements as pure LES in the detached regions, and past experience has proven 

that results are highly sensitive to grid spacing that precludes DES from being used 

with confidence on arbitrarily complex industrial geometries (Menter and Kuntz, 

2002). In order to avoid this limitation, the DES concept has been extended to 

Delayed-DES (DDES), which provides additional shielding functions (Shur et al. 

2008) to ensure that the model does not inadvertently switch to LES within the 

boundary layer as a result of grid sensitivity. Grid generation of (D)DES is more 

complicated than for a simple RANS or LES case due to the RANS-LES switch. 

Independent of this technical detail, (D)DES is the most frequently applied hybrid 

RANS-LES model in industrial CFD simulations (Spalart 2000, Spalart et al. 2006, 

Strelets 2001, Shur, 2008, Haase et al., 2009). 

 

2.3.4 Near-Wall Treatments 

Turbulent flows are significantly affected by the presence of walls where the 

viscosity-affected regions have large gradients in the solution variables, and the 

momentum and other scalar transports occur most vigorously. Hence, successful 

prediction of wall-bounded turbulent flows is partly determined by the accurate 

presentation of the near-wall region flows (Gerasimov, 2006). 
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Central issues of wall-bounded flows are the forms of the mean velocity profiles and 

the friction laws, describing the shear stress exerted by the fluid on the wall. Close to 

the wall, the flow is affected by viscous effects and the mean flow velocity 𝑢 

depends on several parameters as formulized below 

 

 𝑢 = 𝑓(𝑦, 𝜌, 𝜇, 𝜏𝑤) ( 2.26 ) 

Where 

 𝑦 is the distance from the wall  

𝜌 is fluid density 

𝜇 is fluid viscosity 

𝜏𝑤 is the wall shear stress 

 

By dimensional analysis it is found that 

 

 𝑢+ =
𝑢

𝑢𝜏
= 𝑓 (

𝑦𝜌𝑢𝜏
𝜇
) = 𝑓(𝑦+) ( 2.27 ) 

 

Where 

 𝑢𝜏 = √𝜏𝜔 𝜌⁄   is the friction velocity 

 

The formula 2.44 contains the definitions of two important dimensionless parameters, 

𝑢+  and 𝑦+ . The wall 𝑦+  is a non-dimensional distance similar to local Reynolds 

number, often used in CFD to describe how coarse or fine a grid is for a particular 

flow. It is the ratio between the turbulent and laminar influences in a cell. Very close 

to the wall the 𝑦+ is of small value, viscous damping reduces the tangential velocity 

fluctuations, while kinematic blocking reduces the normal fluctuations. Towards the 

outer part of the near-wall region the value of 𝑦+ increases, the turbulence is rapidly 

augmented by the production of turbulent kinetic energy due to the large gradients in 

mean velocity. The relationship between 𝑢+ and 𝑦+ is called the ‘Law of the Wall’, 

which could represent the different layers of the near-wall region as shown in Figure 

2-12 (Fluent12.1, 2010). 
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Figure 2-12 Subdivisions of the Near-Wall Region (Fluent12.1, 2010) 

 

From Figure 2-12 it can be seen that the near-wall region consists of the inner layer 

and the outer layer. The inner layer (viscosity-affected region) is about 10-20% of 

the total thickness of the wall layer and is composed of three zones corresponding to 

the wall 𝑦+, namely the: 

 

a) Viscous sub-layer (𝑦+ < 5): viscous stresses dominate the flow; 

b) Buffer layer (5 < 𝑦+ < 30): viscous and turbulent stresses are of similar 

magnitude; 

c) Log-law layer (𝑦+ > 30 𝑡𝑜 60): turbulent stresses dominate. 

 

Traditionally, in ANSYS FLUNET, there are two approaches to model the near-wall 

region, namely the Wall Function Approach and the Near Wall Model Approach, as 

depicted schematically in Figure 2-13. The first approach uses semi-empirical 

formulas (also wall functions) to bridge the viscosity-affected region between the 

wall and the fully turbulent region, which means the viscosity-affected inner region 

(viscous sub-layer and buffer layer) is not resolved. The use of wall functions 

obviates the need to modify the turbulence models to account for the presence of the 

wall. While in the second approach, the turbulence models are modified to enable the 

𝑦+ = 5 𝑦+ = 60 In UT  y v⁄  

 U UT =⁄ UT  y v⁄  

 U UT = 2.5 ln(UT  y v⁄ )⁄ + 5.45 

 Inner layer 

 Outer layer 

Viscous 
sublayer 

Buffer layer 
or blending 
region  

Fully turbulent 
region or  
log-law region  

Upper limit depends 
on Reynolds number 
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viscosity-affected region to be directly resolved with a grid all the way to the wall, 

including the viscous sublayer.  

 

The 𝑘 − 휀 models, the RSM, and the LES model are primarily valid for turbulent 

core flows (i.e., the flow in the regions somewhat far from walls). Consideration 

therefore needs to be given as to how to make these models suitable for wall-

bounded flows. ANSYS Fluent provided four options for the near-wall treatments of 

the 𝑘 − 휀  models and the RSM. They are the standard wall functions, the non-

equilibrium wall functions, the enhanced wall functions and user-defined wall 

functions. Detailed decriptions of these near-wall options can be seen in Fluent 12.1 

(2010). For the LES modelling, an alternative near wall approach in the name of the 

Werner-Wengle wall functions can be applied for wall-bounded flows. The Spalart-

Allmaras and 𝑘 − 𝜔  models are designed to be applied throughout the boundary 

layer, they use Enhanced Wall Treatment (EWT) as default, provided that the near-

wall grid resolution is sufficient.  

 

 

Figure 2-13 Near-Wall Treatments in FLUENT (Fluent 12.1, 2010) 

 

The wall function approach substantially saves computational resources in most high 

Reynolds number wall bounded flows and is popular because it is economical, robust, 

and can be reasonably accurate. It can be a practical option for the near-wall 

treatments for industrial flow simulations. However, the wall function approach 

becomes less reliable when the flow conditions depart too much from the ideal 

Wall Function Approach                                   Near-Wall Model Approach 

buffer & 

sublayer 
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conditions underlying the wall functions. One example of limitations of the wall 

function approach is for flows with severe pressure gradients leading to boundary 

layer separations (Rodi, 1997; Catalano et al., 2003). At such situations the 

appropriate low-Reynolds-number boundary conditions (e.g. the SST model) are 

recommended, and values of wall 𝑦+ ≤ 1  are much desirable to guarantee fine 

enough grid in the near wall region. 

2.3.5 Numerical Solver 

ANSYS Fluent uses a finite-volume approach to solve the governing equations 

numerically. The numerical approach is a control-volume-based technique and 

consists of the following three procedures: 

 

a) Discretizing the spatial domain into finite control volumes (cells) with the use 

of a computational grid.  

b) Integrating the governing equations on each control volume to obtain a 

discrete equation for the dependent variable. 

c) Linearizing the discretized equations and solving the linear system of 

equations to obtain the updated values of the dependent variables. 

 

In the present study, the segregated pressure-based solver is applied to perform the 

numerical solution for low-speed incompressible flow. By using this approach, the 

pressure field is obtained by solving a pressure correction equation, which results 

from combining continuity and momentum equation in such a way that the velocity 

field, corrected by the pressure, satisfies the continuity. The governing equations are 

non-linear and coupled one another. The solution process involves therefore 

iterations, wherein the entire set of governing equations is solved repeatedly until the 

solution converges. The segregated algorithm solves the governing equations in a 

sequential manner. This algorithm is memory efficient but solution convergence is 

relatively slow with this method.  

 

The solution of Navier-Stokes equation is complicated because of the lack of an 

independent equation for the pressure, whose gradients contribute to each of the three 
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momentum equations. Moreover, for the incompressible flows dealt with here, the 

continuity equation does not have a dominant variable, but it is rather a kinematic 

constraint on the velocity field. Thus, the pressure field (the pressure gradients when 

incompressible) should be generated by satisfying mass conservation. Several 

approaches for pressure-velocity coupling are possible, ANSYS Fluent provides four 

types of pressure-based segregated algorithms: SIMPLE (Semi–Implicit Method for 

Pressure–Linked Equations), SIMPLEC (SIMPLE–Consistent), PISO (Pressure–

Implicit with Splitting of Operators) and FSM (Fractional Step Method). SIMPLE or 

SIMPLEC are useful mainly for steady computations and low-skewed grids. PISO is 

recommended for transient calculations; PISO with skewness correction may also be 

useful for steady-state and transient calculations on highly skewed grids. FSM is 

available with the use a NITA (Non-Iterative Time-Advancement) scheme and has 

similar characteristics as PISO.  

 

For transient simulations, the governing equations must be discretized in both space 

and time. In our calculations, the temporal discretization used for unsteady 

incompressible computations is first order implicit. For spatial discretization, we 

usually need to perform a few iterations with the first-order scheme and then turn on 

the second-order scheme and continue the calculation to convergence. For turbulent 

flows, the upwind schemes are usually used together with the RANS models, a 

second-order-accurate bounded central differencing discretization scheme should be 

applied for LES and DES.  

 

Under the pressure-based solver, a pressure interpolation scheme is required to 

compute the face values of pressure from the cell values. The schemes adopted were 

the default “standard” scheme and the PRESTO! (PREssure STaggering Option) 

scheme. The standard scheme computes the face pressure using momentum equation 

coefficients. This procedure works well as long as the pressure variation between cell 

centers is smooth. When there are jumps or large gradients in the momentum source 

terms between control volumes, the pressure profile has a high gradient at the cell 

face, and cannot be interpolated using this scheme. For flows with high swirl 

numbers, high-Rayleigh-number natural convection, high-speed rotating flows, flows 
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involving porous media, and flows in strongly curved domains, the PRESTO! 

Scheme, which uses the discrete continuity balance for a staggered control volume 

about the face to compute the staggered (i.e., face) pressure, is preferred. 

 

Boundary conditions specify the flow variables on the boundaries of the chosen 

physical model. They are therefore a critical component of a CFD simulation, and it 

is important they are specified appropriately. The utilized boundary conditions are 

described as follows 

 

• Wall (no-slip) 

 

Wall boundary conditions are used to bound fluid and solid regions, for instance 

the blade surface in a HATT model. The no-slip condition is the default setting 

for viscous flows and the shear-stress calculation in turbulent flows follows the 

adopted turbulent model. 

 

• Velocity-Inlet 

 

Velocity inlet boundary conditions are used to define the flow velocity, along 

with all relevant scalar properties of the flow, at flow inlets. This boundary 

condition is suitable for incompressible flows, whereas for compressible flows 

will lead to a non-physical result because stagnation conditions are floating. It is 

possible so set both constant and variable parameters, as well as they can be 

alternatively uniform or non-uniformly distributed along the boundary itself. 

 

• Pressure-Outlet 

 

Pressure outlet boundary conditions require the specification of a static (gauge) 

pressure at the outlet boundary. It allows also a set of backflow conditions to 

minimize convergence difficulties. The value of the specified static pressure is 

used only while the flow is subsonic. Should the flow become locally 

supersonic, the specified pressure will no longer be used; pressure will be 
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extrapolated from the flow in the interior. All other flow quantities are 

extrapolated from the interior. 

 

• Pressure Far-Field 

 

Pressure far-field conditions are used to model a free-stream condition at 

infinity, with free-stream Mach number and static conditions being specified. To 

effectively approximate true infinite-extent conditions, it is suggested to place 

the far-field boundary far enough from the object of interest. For example, in 

lifting airfoil calculations, it is not uncommon for the far-field boundary to be a 

circle with a radius of 20 chord lengths (Wernert et al., 1996). 

 

• Symmetry 

 

It is the analogous of a zero-shear slip wall in viscous flow. Zero normal velocity 

is at a symmetry plane and zero normal gradients of all variables exist there as 

well. 

 

• Periodic 

 

They are used to take advantage from the periodically repeating nature of both 

the geometries and flow patterns. Periodic boundaries are always in pair and the 

overlooking volumes on the two surfaces are direct neighbors, i.e. the outcoming 

flow from one, the incoming flow is into the other. 

 

Generally in the CFD simulation of tidal turbine flows, the approaches available to 

simulate the rotational motion are the sliding mesh and the Multiple Reference 

Frame (MRF) models. Detailed descriptions of these two models can be read from 

the ANSYS FLUENT tutorial guide. For the cases studied in this thesis, the MRF 

model was preferred to simulate the rotational motion. There are several reasons for 

this choice. First of all, the MRF approach is simpler and computationally cheaper, 

since it does not require complicated grid motion, and uses a steady state calculation 
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of the flow field. Moreover, the rotor/stator effects were considered negligible 

because the substructures were ignored in the numerical model. Another possibility 

relates to numerical errors related to the complexity of the sliding mesh procedure. 

For the sliding mesh case, around the rotor we are solving a transient problem in a 

grid whose geometry and topology are continually changing with time. This may 

well introduce additional temporal discretization errors that are absent in the MRF 

solution.  

 

The dynamic mesh capability can be used to solve the flow-driven rigid-body motion 

problem, such as a pitching airfoil. In this situation, the motion can be described 

using either boundary profiles or user-defined functions (UDFs), all of the 

boundaries of a given grid zone move together in a rigid fashion. The nodes of the 

grid move in space (relative to the fixed, global coordinates), but the cells defined by 

the nodes do not deform. Furthermore, grid zones moving adjacent to one another 

can be linked across one or more non-conformal interfaces. As long as the interfaces 

stay in contact with one another (i.e., “slide” along a common overlap boundary at 

the interface), the non-conformal interfaces can be dynamically updated as the 

meshes move, and fluid can pass from one zone to the other. For transient problems, 

the implicit mesh updating can be enabled to have the dynamic mesh updated during 

a time step (as opposed to just at the beginning of a time step).  

 

For performing large calculations that are computationally expensive, the underlying 

grid is decomposed into various numbers of smaller grids that are distributed to 

various processors for performing numerical calculations in parallel using many 

CPUs. In the current study, the University of Strathclyde in-house supercomputer 

cluster, ARCHIE-WeSt, is used for parallel computations. ARCHIE-WeSt comprises 

almost 3500 cores for distributed parallel computing providing almost 38 Teraflops 

peak performance, eight 512GB RAM large memory nodes, 8 GPU servers, 2 

visualisation servers and 150TB of high performance LUSTRE storage. The numbers 

of partitions of the grids for parallel processing are made according to the complexity 

of the problem. For example, a grid used for flow simulations over a tidal turbine 

rotor consisted of about 2.5 million hexahedral cells is decomposed into 24 smaller 
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partitions, such that the case runs on 24 processors with about 100,000 cells on each 

processor, this specific number for partitioning is decided so that there is least 

waiting time on each processor during the parallel run. 

2.4 Summary 

This chapter provides the background knowledge required to answer the research 

questions posed in this thesis. The unsteady hydrodynamics that might occur on 

HATT blades are explained. The scaling effects that have important influence on the 

performance predicting of a scaled HATT are discussed. Since dynamic stall is an 

important consequence of unsteady blade loading, there is also a detailed explanation 

of this phenomenon by beginning with the introduction of boundary layer separation 

and static stall. Finally, background knowledge of CFD is described, which provides 

a clear understanding of the numerical methods that was utilized in this thesis. 
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Chapter 3 Case Study of 2-D Dynamic Stall 

3.1 Introduction 

It is a challenge to use CFD methods to accurately model the unsteady hydrodynamic 

loads on HATT blades and the flow fields through the turbine. Firstly, the flow 

passing through a rotating blade is much more complicated than that of a 2-D airfoil 

simulation because the blade elements’ angles of attack vary along the blade. 

Moreover, the turbine blade loads are may be significantly affected by the occurrence 

of dynamic stall, and there are also centrifugal forces along the blade due to rotor 

rotation, which makes the turbulent flow around the blade more complex. On the 

other hand, simulation accuracy is sensitive to the turbulence model, grid and time 

step size selected and applied in the calculation. Typically a high resolution 

structured grid with advanced turbulence and transition modelling as well as small 

time step is required for the 3-D turbine, which places a high demand on 

computational power and time. Besides, geometry of the blades is difficult to grid 

with quality due to the span-wise twist and size difference between tip and root. 

Finally, experimental data suitable for validation of the computation results are 

relatively rare. Having in mind that 3-D CFD calculation of HATT blade loads is 

difficult and costly, it is useful to benchmark the ability to accurately predict the 

time-dependent blade loads and fundamental features of vorticity dynamics in 2-D 

before more complex 3-D effects are addressed.  

 

Nominally 2-D problems remain useful as validation cases for computations, as 

explorations of the salient features of turbine blade dynamics, and as means of 

addressing large parameter studies with comparative simplicity. In this chapter, a 

basic 2-D CFD test of a pitching airfoil was carried out to determine the turbulence 

model and grid method to prepare for the modelling of unsteady HATT blade load 

and relevant dynamic stall phenomenon. This validation case is based on the 

experimental work of Lee and Cerontakos (2004), which involves a wind tunnel test 

of NACA0012 airfoil pitching in a sinusoidal pattern, 𝛼 = 𝛼0 + 𝛼1 𝑠𝑖𝑛(𝜔𝑡) , at 
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relatively low Reynolds number. The main reasons for choosing this case are listed 

below: 

 

a) The hydrodynamics of a HATT blade element under the conditions such as 

unsteady harmonic oscillatory inflow is qualitatively similar to what occurs 

when an airfoil performs a harmonic pitching, in terms of the formation and 

shedding of a leading edge vortices, trailing edge separation etc., due to the 

constant changing in the angle of attack. 

 

b) The phenomenon of dynamic stall is an inherent effect of the operation of a 

HATT at low tip-speed ratios. The presence of dynamic stall has significant 

impact on both power and blade loads. However, there are very limited 

research literatures directly pertaining to dynamic stall of tidal turbines. 

Insight into the phenomenon associated with stall is instead directed to works 

in the helicopter and wind turbine contexts (Shipley et al., 1995). The 

majority of the experimental studies used to infer dynamic stall phenomenon 

involve wind tunnel tests of 2-D airfoils typically oscillating in pitch.  

 

c) Most of the previous researches on dynamic stall have been devoted to flows 

at relatively high Reynolds numbers (𝑅𝑒 ≥ 106), however, the HATT blade 

element may operate under a relatively low Reynolds number such as of the 

order of 105 or even lower, due to the slower flow velocity and smaller size 

(especially elements near the blade tip) compares to wind turbine. Complex 

boundary layer flow transition will occur under the low Reynolds number, 

thus it is of great importance to advance the knowledge to the level on which 

the phenomenon can be accurately predicted and precisely controlled.  

 

d) Although the dynamic stall flow is inherently a 3-D phenomenon, in the 

experimental investigation by Lee and Cerontakos (2004), measurements 

have been taken to ensure a 2-D flow in the mid-span plane, where the 

experimental data were obtained, and the 2-D non-uniformity of the flow over 

the airfoil was within 4% of the free stream value with a hot-wire probe 
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employed. Therefore, the data obtained can be employed with confidence for 

the purpose of validating 2-D numerical simulations. Furthermore, Wang et 

al. (2012) and Gharali and Johnson (2013) published results of CFD 

turbulence modelling of deep dynamic stall validated with these experimental 

results, which can be compared to evaluate the work of this chapter. 

 

When considering the 2-D numerical simulations of the dynamic stall process, 

existing literatures available for the relative low Reynolds number regime are very 

limited. Spentzos et al. (2005) investigated the dynamic stall over an oscillating 

blade with Reynolds number of 104-105 , using the unsteady Reynolds-Averaged 

Navier-Stokes (URANS) method but coupled with the standard 𝑘 − 𝜔 model. The 

velocity profiles and pressure distributions obtained were compared favourably 

against experiments. However, no validation on the predicted aerodynamic forces on 

the oscillating blade was reported. Martinat et al. (2008) evaluated the behaviour of 

various URANS and hybrid delayed DES (DDES) modelling approaches on the flow 

around a pitching airfoil with Reynolds number ranging from 105  to 106 . The 

turbulence models employed in their URANS study include the Spalart-Allmaras 

model, 𝑘 − 휀  Chien model, SST 𝑘 − 𝜔  model, and the so-called Organized Eddy 

Simulation (OES) for modelling the non-equilibrium turbulence effects. Advanced 

turbulence models like OES and SST modelling have shown better results than 

classical URANS models for the occurrence of dynamic stall prediction. The DDES 

predictions in 2-D did not show significant improvements over the URANS 

predictions. None of the models present a satisfactory agreement with the 

corresponding experimental data in particular at the down-stroke phase, in which the 

flow behaviour is proven to be 2-D dependent, as concluded in works of McAllister 

et al. (1978) and Martinat et al. (2008). Wang et al. (2010a, 2010b, 2012) performed 

a serious of numerical investigations to assess the ability of various turbulence 

models to simulate the dynamic stall at relatively low Reynolds numbers. Turbulence 

models such as the Standard 𝑘 − 𝜔  model, SST 𝑘 − 𝜔  model, 𝑣2 − 𝑓  model, 

Transition SST (𝛾 − 𝑅𝑒𝜃) model and SST 𝑘 − 𝜔 based DDES model were employed 

successively. It was noticed that the SST 𝑘 − 𝜔 model, 𝑣2 − 𝑓 model and Transition 

SST (𝛾 − 𝑅𝑒𝜃) model can predict the lift and drag for a large portion of the up-stroke 
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phase well, except at high angle of attacks and they all failed to reproduce flow 

reattachments accurately over the down-stroke phase. The SST 𝑘 − 𝜔 based DDES 

presents generally good agreement with the experimental data, especially for the 

down-stroke phase. However, DDES predicts a slightly earlier stall point than that 

observed in the experiment and it fails to capture the peak of the lift coefficient for 

the case studied. Gharali and Johnson (2013) studied the effects of horizontal 

oscillations of the freestream velocity superimposed on a pitch oscillating 

NACA0012 airfoil using the SST 𝑘 − 𝜔  model coupling with a low-Reynolds 

number correction. It was found that the instantaneous loads are compared well with 

the existing experimental results of Lee and Gerontakos (2004) and more stable than 

the SST 𝑘 − 𝜔 results of Wang et al. (2010a) by considering the cell skew factor as a 

key parameter, but the vortical structures as well as wake velocity profiles during 

post stall cannot be exactly captured. 

 

Based on the above discussions and summary, in this chapter, the SST 𝑘 − 𝜔 model 

with low-Reynolds correction, the Transition SST model and the SST 𝑘 − 𝜔 based 

DDES model were applied by using ANSYS Fluent. Numerical results were 

compared with experimental data of Lee and Cerontakos (2004) and CFD data of 

Wang et al. (2010a, 2010b, 2012) in terms of their capability and accuracy in 

capturing the dynamic stall flow characteristics and the aerodynamic forces. 

 

3.2 Description of the Test Case 

In the work of Lee and Gerontakos (2004), the experimental investigation was 

conducted in a 0.9m × 1.2m × 2.7m low speed, suction-type wind tunnel with a free 

stream turbulence intensity of 0.08% and at a free stream velocity 𝑢∞ = 14m s⁄ . 

The test model is a NACA0012 airfoil which has a chord length of 𝑐 = 0.15 m and a 

span of 0.375 m, resulting in a Reynolds number of 𝑅𝑒𝑐 = 1.35 × 10
5 based on the 

chord length. During the test, the NACA0012 airfoil executes a sinusoidal pitching 

motion around an axis located at a quarter of its chord (0.25c) from the leading edge, 

with the instantaneous angle of attack of 𝛼 = 10∘ + 15∘𝑠𝑖𝑛 (18.67 ∗ 𝑡) , and a 

reduced frequency of 𝜅 = 0.1.  
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The airfoil was fitted with two end plates with 30 cm in diameter in the experiments 

to minimize the flow leakage from the blade tip (blade tip effects) and to eliminate as 

much as possible any substantial 3-D effects of the flow at the measurement location 

at the mid-section of the blade. By checking the blade wake flow, the flow non-

uniformity along the span-wise direction was found to be negligible in the 

experimental investigations. A comprehensive description of the experimental setup 

is detailed in Lee and Gerontakos (2004). 

 

 

 

Figure 3-1 The profile of the NACA0012 Airfoil  

 

3.3 Numerical Methods 

The profile of the NACA0012 aerofoil is depicted in Figure 3-1. Geometric model 

and computational grids were generated using the commercial software ANSYS 

ICEM. A typical 2-D C-topology structured grid was used for numerical computation. 

The whole computational domain is described in Figure 3-2. The airfoil coordinates 

were read to form the inner boundary of the computational domain. The external 

boundary of the computational domain was determined at 20 chord lengths away 

from the airfoil at each side. This domain size is found to be sufficient on the basis of 

other researchers’ work (e.g., Wernert et al., 1996; Spentzos et al., 2005; Wang et al., 

2012), which not only allows the air flow to be fully expanded to eliminate the 

boundary reflections, but also minimized the total number of computational cells 

without losing the accuracy in the simulations. Stationary wall with no-slip shear 
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condition was imposed on the airfoil surface. As the computational domain is large 

enough, the pressure far-field boundary condition was used for the outer boundary.  

 

 

Figure 3-2 The C-type Computational Domain (here 20c means 20 times of the chord 

length) 

 

The choice of grid size and time step size for current study were arise from the very 

thorough numerical refinement study of Wang et al. (2012), hence in this chapter grid 

size and time step size sensitivity studies are not discussed in detail. A structured grid 

consists of approximately 610,000 quadrilateral cells was generated for URANS 

modelling, which is similar to the grid consists of about 605,000 cells in the 

numerical study of Wang et al. (2012). In order to accurately capture the pressure 

gradient at the boundary layer, a large number of cells were placed around the 

aerofoil surface. Along the airfoil there were 580 grid nodes and they were clustered 

close to the leading and trailing edges, as can be seen in Figure 3-3. The height of the 

first row of the cells bounding the airfoil was set to be 10−5𝑐, which ensures the wall 

𝑦+ ≤ 1 so that the boundary layer flow can be properly resolved without using a wall 

function. In the far field area, the grid resolution can become progressively coarser 

since the flow gradients approach zero, therefore the height of the cells was set to 

expand with a growth factor of 1.2 towards the external boundary of the 

computational domain to reduce the cell number far from the airfoil. For DDES 

airfoil 

20c 

20c 

20c 
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modelling, the grid need to be refined based on the URANS grid because LES is 

activated to resolve the larger scale turbulence eddies in the regions outside the 

boundary layer. The grid refining was processed on the basis of the ‘Young-Person’s 

Guide (YPG) to Detached-Eddy Simulation Grids’ by Spalart (2001) and estimations 

by Wang et al. (2012). The size of the DDES grid after refining based on the 

URANS grid sums up to approximately 795,000 quadrilateral cells. The numerical 

time step sizes were set based on the characteristic time 𝑇𝑐  defined as 𝑐 𝑢∞⁄ , and 

have the same value as that be used in the numerical study of Wang et al. (2012). For 

URANS calculation the time step size was 0.0125𝑇𝑐, and for DDES the time step 

size was 0.005𝑇𝑐 as the DDES requires very fine time step size to simulate small 

turbulent structures. 

 

 (a) 

  (b)           (c) 

 

Figure 3-3 Grids distribution of the C-type grid used for URANS (a) around the 

airfoil (b) around leading edge (b) around the trailing edge 
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Table 3-1 Computational conditions 

Airfoil NACA0012 

Solver Pressure-Based Transient Solver 

Fluid Material Air 

Flow Type Incompressible Flow 

Temperature 300k 

Kinematic Viscosity 1.4607e-05 𝑚2 𝑠⁄  

Reynolds Number 1.35e5 

Density 1.225 𝑘𝑔 𝑚3⁄  

Pressure 101325 𝑝𝑎 

Flow Speed 14 𝑚 𝑠⁄  

Dynamic Mesh Rigid Body 

Turbulent model SST k − ω, Transition SST SST k − ω based DDES 

Pressure-Velocity Coupling SIMPLEC SIMPLEC 

Spatial Discretization Gradient 

    Last Squares Cell Based 

Pressure 

    Standard 

Momentum 

    Second Order Upwind 

Turbulent Kinetic Energy  
    Second Order Upwind 

Specific Dissipation Rate 

    Second Order Upwind 

Gradient 

    Last Squares Cell Based 

Pressure 

    Standard 

Momentum 

    Bounded Central Differencing 

Turbulent Kinetic Energy  
    Second Order Upwind 

Specific Dissipation Rate 

    Second Order Upwind 

Transient Formulation First Order Implicit 

Boundary condition Pressure far-field boundary condition  

Stationary Wall with No Slip Shear Condition 

Turbulence intensity: 0.08% 

 

 

Based on the discussions on CFD turbulence modelling in the previous chapter, the 

pressure based transient solver was employed and the segregated algorithm that 

solves the governing equations sequentially was chose to reduce the memory demand. 

In terms of the settings of solution methods, the classical SIMPLEC algorithm was 

employed for pressure-velocity coupling, which is useful mainly for steady 
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computations and low-skewed grids, even if some unsteady cases are studied, and in 

spite of the high degree of distortion within the mesh. This is because the 

convergence appeared acceptable, even when compared to the PISO scheme that is 

usually the best option for transient computations. Proper under-relaxation factors 

were set for the different investigated solutions. The convective terms in the URANS 

equations were discretized with a second-order upwind scheme, the gradients of 

solution variables were discretised with the default Least-Squares Cell-Based 

approach, and the Standard scheme was chose for calculating cell-face pressures 

when using the pressure-based solver in FLUENT. For DES, the 𝑆𝑆𝑇 𝑘 − 𝜔 model 

and the DDES option was applied for RANS calculation, the default Bounded 

Central Differencing scheme was adopted for momentum discretization. With special 

care taken to make sure the time-step employed is small enough to obtain accurate 

numerical solutions, the temporal term has been discretized with a first-order implicit 

scheme. 

 

Detailed information on CFD solver setup can be found in ANSYS Fluent USER’S 

GUIDE. Table 3-1 is a summarization of the computational conditions used in 

current study. In order to simulate the sinusoidal pitching motion of the blade, the 

whole grid was set to pitch like a rigid body with the same sinusoidal mode as the 

airfoil, by using the dynamic mesh technique with a user defined function (UDF) 

subroutine developed and attached to the ANSYS Fluent solver. 

 

The required CPU time for one pitching cycle in the 2-D calculating is reported in 

Table 3-2.  

 

Table 3-2 Details of the CPU time required for 2-D calculations 

Grid Size No of processors CPU time (s) per cycle 

URANS 610,000 12 3.9 × 104 

DES 795,000 12 5.4 × 104 
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3.4 Results 

3.4.1 Lift and Drag Force Predictions 

To confirm the accuracy of the numerical simulations, the instantaneous lift and drag 

coefficients were compared with the existing experimental results of Lee and 

Gerontakos (2004) for sinusoidal pitch oscillation with a steady freestream, as well 

as numerical simulation results published by Gharali and Johnson (2013) using the 

SST 𝑘 − 𝜔  turbulence model with low-Reynolds correction, and by Wang et al. 

(2012) using the Transition SST and SST 𝑘 − 𝜔 based DDES model.  

 

It should be noted that after the first pitching cycle, the aerodynamic lift coefficients 

become periodic as shown in Figure 3-4. However, unlike the URANS simulating 

results that can finally achieve an identical periodical solution, the computed values 

of lift coefficient obtained from the SST 𝑘 − 𝜔 based DDES method present a strong 

fluctuating behaviour that differs from cycle to cycle. This fluctuating flow feature is 

likely due to the existence of the complex and intensive unsteadiness of the separated 

flows at deep stall conditions in the down-stroke (decreasing angle of attack) phase 

being captured even with a DDES calculation in 2-D. The fluctuated aerodynamic 

loads obtained from the DDES method are consistent with the flow physics revealed 

by experimental data (Geissler et al., 1997) in terms of the significant differences in 

the aerodynamic loads observed among different pitching cycles, whist the URANS 

is incapable of capturing this. In such situation, the presented DDES results are 

obtained using the phase-averaged values to reduce phase error.  
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Figure 3-4 History of the lift coefficient for the pitching NACA0012 airofil 
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Figure 3-5 Comparison of the lift coefficient hysteresis loops of the pitching 

NACA0012 airfoil between current and previous results using various models  
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Figure 3-6 Comparison of the drag coefficient hysteresis loops of the pitching 

NACA0012 airfoil between current and previous results using various models 
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The predicted lift stall seems occur earlier than the experimental results for all the 

simulation results as shown in Table 3-3. Compared to the experimental results, the 

present numerical simulation results advance the stall point by no more than 1.6°. 

Except for the present SST 𝑘 − 𝜔  based DDES result which presents an over-

prediction of the lift peak by 5.7%, all the other simulation results show under-

prediction of the lift peak by less than 9.4%, showing that all the present numerical 

simulations can predict the lift peak with relatively good accuracy. Compared to the 

SST 𝑘 − 𝜔 based DDES result of Wang et al. (2012) which predicts a slightly earlier 

stall point (α = 21.03°) than that observed in the experiment and fails to capture the 

peak of the lift coefficient, the present SST 𝑘 − 𝜔 based DDES result give better 

performance by the refinement of boundary layer grids. However, the present 

Transition SST simulation shows a too sharp drop-off of lift coefficient shortly after 

the lift stall occurs, this also occurs by the Transition SST simulation of Wang et al. 

(2012), presenting an over-prediction of the intensity of the stall which significantly 

affects the prediction of the subsequent flow-reattachment in the down-stroke phase.   

 

Table 3-3 Occurrence of Lift Stall  

 Occurrence of lift stall 

α 𝐶𝑙 

Experiment 24.7° 2.44 

SST 𝑘 − 𝜔 (present) 23.5° 2.21 

Transition SST (present) 23.1° 2.25 

SST 𝑘 − 𝜔 based DDES (present) 23.5° 2.58 

SST 𝑘 − 𝜔 (Gharali and Johnson, 2013) 22.75° 2.33 

Transition SST (Wang et al., 2012) 24.2° 2.36 

SST 𝑘 − 𝜔 based DDES (Wang et al., 2012) 21.03° 2.28 

 

 

In the down-stroke phase, with the decreasing of the angle of attack, all the 

calculations are showing a fluctuated lift force and not in good agreement with 

experimental data as the up-stroke phase. This is because the post-stall flow structure 

consisting of vortex rolling and shedding in the down-stroke phase is much more 
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complicated than that prior to the stall in the up-stroke phase, and is hard to be well 

captured by the turbulence models.  

 

Although results of the down-stroke phase are not as good as the up-stroke phase, 

they are still in relatively good agreement with experimental data when α ≤ 15°. The 

computed lift coefficient from the Transition SST model jumps back quickly from 

the over-predicted intensity of stall and then follows the tendency of the 

experimental curve well. The SST 𝑘 − 𝜔 model presents a fairly good consistency 

with the experimental data. The SST 𝑘 − 𝜔 based DDES model presents a fluctuated 

prediction of the lift force from blade oscillating cycle to cycle for the down-stroke, 

but averaged values of lift coefficient from the consecutive cycles presents a fairly 

good consistency with the experimental data. The inaccuracy result indicates that the 

advantage of DES in capturing 2-D characteristics of vortex is not revealed well by 

using in 2-D flow field. 

 

All the present simulation results in down-stroke improve slightly compared to the 

results published by Gharali and Johnson (2013) and Wang et al. (2012), indicating 

that turbulence models are sensitive to grid, and grid refinement is essential to get 

better results. 

 

The simulated drag coefficient is shown in Figure 3-6. The results obtained by the 

SST 𝑘 − 𝜔 model and Transition SST model are in relatively good agreement with 

the experimental data. The SST 𝑘 − 𝜔 based DDES gives a significant overshoot 

especially in large angle of attack, showing that the SST 𝑘 − 𝜔 based DDES do not 

have much advantages in this 2-D case compared to URANS.  

3.4.2 Flow structure of Dynamic Stall 

A detailed interpretation of the numerical results via the flow visualization of the 

flow field under deep dynamic stall is present in this section. Chronologies of the 

static pressure fields at different oscillating locations superimposed on the 

instantaneous streamlines are displayed in Figure 3-7 (using the SST 𝑘 − 𝜔 model), 

Figure 3-8 (using the Transition SST model), and Figure 3-9 (using the SST 𝑘 − 𝜔 
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based DDES model), respectively. The complicated vortex patterns formed during 

the stall process are also depicted through these figures. 

 

Deep dynamic stall is characterized by the process of the formation and shedding of 

the Leading Edge Vortex (LEV) that carries a low-pressure wave sweeping over the 

aerofoil along the suction surface of the airfoil. This feature is well captured by the 

numerical models and can be demonstrated as following: 

 

a) In the early stage of up-stroke phase, the angle of attack is very low (−5° ≤

α ≤ 15° ) and the flow is attached to the airfoil surface, except there are 

streamlines ending or reversed at the trailing edge of the airfoil surface which 

was also reported in the experimental results of Lee and Gerontakos (2004). 

This can be explained that the fluid particles adjacent to the airfoil always 

have the same velocities as the local oscillating airfoil surface, thus forms a 

very small and thin reversal layer over the trailing edge of the upper surface. 

The lift coefficient during this relatively stable stage is characterized by a 

roughly constant slope and increasing almost linearly as shown in Figure 3-5. 

 

b) With the increasing of angle of attack, a tiny bubble was found at the leading 

edge as can be seen in Figure 3-7 α = 16.65°  ↑, Figure 3-8 α = 15.17°  ↑, 

and Figure 3-9 α = 16.37°  ↑  (here ↑  means the up-stroke phase). 

Considering the relative low Reynolds number in this study, this bubble is 

confirmed as the Laminar Separation Bubble (LSB). The LSB grows in size 

with the angle of attack increasing and turned into a LEV with a low-pressure 

region within it. At α = 22.78°  ↑ in Figure 3-7, the LEV moves toward the 

trailing edge and grows to approximately half of the airfoil chord, this caused 

a sudden rise in the lift coefficient in Figure 3-5. Such a relationship between 

the position and size of LEV and the slop changing point of lift coefficient 

are also observed in Figure 3-8 α = 21.86°  ↑ and Figure 3-9 α = 22.61°  ↑. 

It should be noted that at this stage, the reverse flow separation layer behind 

the LEV becomes thicker.  
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c) Dynamic stall occurs when the LEV occupies more of the suction surface and 

reaches the trailing edge, see Figure 3-8 α = 23.36°  ↑ , resulting in a 

maximum value of the lift coefficient. After stall, the LEV keeps growing in 

size, we can also observe that the front part of the LEV has broken into two 

small vortices as in Figure 3-7 α = 24.01°  ↑ and Figure 3-9 α = 23.9°  ↑. 

Then during further convection of the LEV downstream, the LEV begins to 

detach from the airfoil suction surface and induces a Trailing Edge Vortex 

(TEV) from the low-pressure wave it bears. These phenomena cause a rise in 

the pressure on the upper surface and the lift coefficient decreases 

significantly. With the angle of attack increases to its maximum value 

(α = 25°), the TEV grows and rolls up at the upper surface, and the LEV 

becomes obscure.  

 

d) When the airfoil oscillates to down-stroke phase, the TEV sheds to the wake 

before the small vortices in the leading edge grow, merge and occupy the 

suction surface creating a maximum peak of the lift coefficient.  This second 

LEV then sheds and following the initialize of the second TEV. The process 

of this post stall stage repeats and is similar to the upstroke, but not exactly 

the same and shows more complexity. The down-stroke LEV is not as strong 

as the upstroke one and that the aerodynamic coefficients do not recover to 

the values at the stall point. Small vortices with higher pressure than the up-

stroke LEV are formed irregularly especially in the numerical simulation 

using SST 𝑘 − 𝜔 based DDES model in Figure 3-9. This explains that an 

accurate prediction of down-stroke phase may not be warranted. 

 

e) The flow becomes reattached to the airfoil since the angle of attack becomes 

very small and all the small vortices have disappeared. It still can be observed 

that the flow is not fully attached because of the thin reverse flow layer in the 

trailing edge. 
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Figure 3-7 Pressure field superimposed on the instantaneous streamlines computed 

using the SST 𝑘 − 𝜔 model 
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Figure 3-8 Pressure field superimposed on the instantaneous streamlines computed 

using the Transition SST model 
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Figure 3-9 Pressure field superimposed on the instantaneous streamlines computed 

using the SST 𝑘 − 𝜔 based DDES model 
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In general, the SST 𝑘 − 𝜔  based DDES presents much more complicated flow 

structures as shown in Figure 3-9, involving a more complex system of vortices. The 

continuous generating and shedding of these vortices can be a reasonable answer for 

the fluctuation of the aerodynamic load in using SST 𝑘 − 𝜔 based DDES. Although 

in the down-stroke phase the flow structure of the numerical results have some 

common characteristics, it is not clear if they revealed the real flow field as the 

aerodynamic load in the post-stall stage is not accurately predicted compared to 

experimental results.  

 

3.5 Summary 

In this chapter, fluid flow over a NACA 0012 airfoil pitching in low Reynolds 

number region is numerically simulated by using the SST 𝑘 − 𝜔 model coupling 

with a low-Reynolds number correction, Transition SST model and the SST 𝑘 − 𝜔 

based DDES model. The instantaneous cyclical aerodynamic forces and associated 

flow structure around the airfoil, including boundary layer transitions have been 

numerically revealed. Based on the presented results and analysis, the following 

conclusions can be obtained:  

 

• The dynamic stall process as shown in Figure 2-15 has been well captured for 

each case studied in this chapter.  

 

• Unlike the results of Wang et al. (2010a), the present numerical results of the 

SST 𝑘 − 𝜔 model coupling with a low-Reynolds number correction is in good 

agreement with the experimental data, and well captured the boundary layer 

transition, indicating grid refinement have significant effects on the SST 𝑘 − 𝜔 

calculation results.  

 

• In general the Transition SST model can predict the experimental data with 

reasonable accuracy.  

 

• The DDES model does not show much improvement in 2-D application.  
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• The results show that there is a strong correlation between the lift coefficient 

curve and the development of the LEV for the specific case studied. Since the 

LEV originates from the LSB, the accurate modelling of the boundary layer 

transition process is crucial in simulating the low Re dynamic stall phenomena. 

 

Based on the experience of turbulence modelling and dynamic stall process analysis 

gained from this chapter, 3-D simulation of a scaled HATT blade will be performed 

to understand the dynamic stall effects on blade loading. Grid generation for 3-D 

simulation is even more difficult because of the complicated geometry features. 

Experience from 2-D dynamic stall analysis will benefit the grid refining process in 

3-D simulation, e.g. local grid refinement will be applied on the blade surface near 

the leading edge and trailing edge on the suction side for high fidelity turbine 

performance prediction. The SST 𝑘 − 𝜔 model and DDES model will be applied in 

3-D simulation and corresponding results will be compared with experimental data. 

However, it should be noted that even with the current available HPC computer 

powers, performing 3-D DES type simulations of the dynamic stall process for 

engineering applications, which require substantially fine grid and temporal steps, is 

very computationally demanding.  
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Chapter 4 CFD Methodology for HATT 

Blade Hydrodynamics Modelling 

4.1 Model Turbine and Experimental Setup 

To validate CFD results against experimental data, care must be taken to ensure that 

the same geometry and boundary conditions are used. The turbine experiments were 

conducted at the Kelvin Hydrodynamic Laboratory at University of Strathclyde in 

UK. The still water tank has a working length of 76 m and width of 4.6 m; the water 

level was maintained at 2.23 m. In the experimental tests, a notionally 1/20
th

 scale 

model of a horizontal axis, tri-bladed test turbine was constructed and tested in the 

towing tank, as shown in Figure 4-1. The turbine had rotor and hub diameters of 0.78 

m and 0.12 m respectively. The blades have a non-uniform profile, with the chord 

and twist varying along the span. The geometry of blade sections conforms to the 24% 

thick (defined with respect to the local chord), laminar-flow NERL S814 airfoil. This 

blade profile was specifically designed for the root section of small wind turbines 

(Somers, 1997) and was deemed to provide a sufficient degree of rigidity such that 

hydro-elastic effects on the blades of the model tidal turbine could be neglected. 

Negligible elastic deformation of the blades when loaded was confirmed during 

initial trials. For all the tests the rotor was 0.7 m below the mean free water surface. 

During operation, the out-of-plane bending moment from one of the rotor blades was 

captured by water proof strain gauge, which was instrumented on the blade root at a 

radius of 𝑟𝑠𝑔 = 36𝑚𝑚 from the rotor axis. 

 

In order to achieve a controllable unsteady flow that is uniform over the rotor plane 

and at an appropriate level of complexity, the experiments were designed to 

superimpose an unsteady surging motion upon a steady forward speed in calm water 

in the towing tank. In the experimental setup, a main carriage was moving forward 

with constant speed represented the mean velocity of the current. An auxiliary 

carriage mounted with the rotor was equipped on the main carriage, and was driven 
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by a linear actuator to generate a planar oscillatory motion to represent unsteady flow. 

A schematic of the test configuration is shown in Figure 4-2, and the turbine as 

installed on the two carriages can be observed in Figure 4-3. 

 

 

Figure 4-1 Turbine used in experiments by Milne et al. (2013) 

 

A simple harmonic displacement time history of frequency 𝑓  was input into the 

computer controlling the sub-carriage, such that the desired velocity upstream of the 

turbine 𝑢(𝑡) was of the form 

 

 𝑢(𝑡) = 𝑈 + �̃�𝑠𝑖𝑛 (2𝜋𝑓𝑡) 
( 4.1 ) 

 

Where 

 𝑈  is the velocity of the main carriage (assumed constant) 

 �̃�  is the maximum velocity of the auxiliary carriage 

 𝑓  is the oscillatory frequency of the auxiliary carriage 

 𝑡  is the instantaneous time 
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Figure 4-2 Schematic of the turbine and experimental test configuration 

 

 

Figure 4-3 The turbine as installed, with the main and auxiliary carriages visible 

 

U(𝑡) 

u(𝑡) 

Auxiliary carriage 

towing rails 

Main carriage rails 

0.7m 

2.23m 
Motor 

Slip-ring Thrust/torque transducer 
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A closed-loop digital controller was used to drive the rotor at constant rotational 

speed. To estimate the dominant experimental errors in the measurement of blade 

root out-of-plane bending moment, an uncertainty analysis was attempted and the 

uncertainties were considered to be sufficiently small for the purposes of the analyses 

presented herein in this study. The blockage of the rotor based on the projected 

frontal area was relatively low at 4.7%. For the turbine used by Bahaj et al. (2007), 

where the blockage in the towing tank was 8%, the thrust was estimated as being 5% 

greater than for unblocked conditions. Therefore, given the blockage was relatively 

low for the present tests, the blockage effects on the loads are expected to be 

relatively small and no blockage correction was applied.  

 

Steady velocity experiments were implemented as an initial step in quantifying the 

role of unsteadiness, in providing a base line from which to reconstruct a quasi-

steady based response with no acceleration component. The tests were performed at 

constant rotor speeds between 67 rpm and 96 rpm and the main carriage speeds 

between 𝑈 = 0.45 − 1.01 m/s . These speeds are equivalent to full scale speeds 

𝑈𝐹𝑆 = 2 − 4.5 m/s  by using Froude number based scaling, in which 𝑈𝐹𝑆 =

𝑈√ℎ𝐹𝑆 ℎ⁄ , where ℎ is the water depth and it is assumed ℎ𝐹𝑆 ℎ⁄ = 20. 

 

For the oscillatory experiments, in an effort to ensure that the results of the 

experimental study are applicable to the tidal turbine industry, the axial velocity 

oscillations need to be carefully selected. Whelan (2010) has indicated that large 

waves with periods of 9 s may induce velocity fluctuations of up to 2 m/s. Milne et al. 

(2013) showed that the turbulence intensity at a typical tidal turbine site is of the 

order of 10-15%, with dominant time scales of 6-10 s. Applying Froude based 

scaling, the frequencies of interest here range from 𝑓 = 0.45 Hz to 1.56 Hz. The 

maximum oscillatory velocity �̃� can be achieved by multiplying the mean upstream 

velocity 𝑈  by Current number 𝜇  (𝜇 = �̃� 𝑈⁄ ), where the Current numbers ranging 

from 0.1 to 0.3 are akin to the turbulence intensity and provides a means of scaling 

the oscillatory velocity amplitudes. Unsteady blade section hydrodynamics was 

typically characterized by the reduced frequency κ, with values ranging from 0.01 to 

0.07 likely to be experienced by a full-scale turbine at 0.75R. Therefore, the axial 
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velocity oscillations tested in the study were representative of those likely to be 

imposed on a tidal turbine operating in the presence of surface waves and large-scale 

turbulence. 

 

The sensitivity to both the oscillation frequency and maximum oscillation velocity 

was analyzed at two mean-tip-speed ratios of λ=3.6 and λ=4.1, where the mean flow 

velocity and mean rotor speed were fixed at two groups, of U=0.78 m/s, n=73 rpm 

and U=0.84 m/s, 𝑛 = 84 rpm. These operating points were located at either side of 

the point of maximum power in steady flow Milne et al. (2013), and were therefore 

deemed to be of most interest for tidal turbine designers. The investigations were 

conducted by varying one parameter at a time whilst maintaining the others 

nominally constant, to aid the inference of the underlying hydrodynamic phenomena.  

 

4.2 Coordinates and Geometry 

The horizontal axis rotor was described in a global Cartesian coordinate system with 

origin located at the rotor hub centre. As can be seen in Figure 4-4, the negative z-

axis was the rotational axis with a rotor revolving in the clockwise direction. The 

original 3-D design drawing of the tidal turbine rotor as installed in the experimental 

tests has been generated using the CAD software Rhino. In the original geometry, 

there were too many details involving the installation of blades and water strain 

gages. The rectangular hydrofoil shaped blade root was connected to a small circular 

platform built in the hub, which results in small and irregular gaps between structure 

surfaces, raises difficulties in generating high quality grid. For the numerical 

simulations two adjustments with respect to the original geometry description have 

been made. Firstly, the geometry of the hub was replaced with a smooth cylinder 

connected with two smooth nosecones at each bottom, and the original small 

components were ignored. The second adjustment was in the joint area between the 

blade and the hub, where the blade root was extended to connection with hub. Figure 

4-5 shows the adjusted geometry that was used for this thesis. According to the 

uncertainty study of Otto et al. (2012), the influence of these geometry adjustments 

on the numerical results is considered ignorable. 
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Figure 4-4 Original geometry of the turbine rotor 

  

The substructure used in the experiment was neglected from the CFD analysis 

because the rotor is located far in front of it. This simplification approach has been 

widely used within the wind industry as a compromise between accuracy and 

computational costs, for instance by Zahle et al. (2009). Kang et al. (2012) has 

investigated the effects of removing the substructure and nozzle on a tidal turbine, 

where the conclusion is that this simplification could affect the wake behaviour to 

some extent but the effects on the blade forces are ignorable. The differences on the 

computed torque were almost identical with and without the substructure, probably 

due to the fact that the pressure field on the blades is not significantly affected and 

hence not affecting the torque and thrust. Since the unsteady blade load is the main 
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objective of this article, removing the substructure is therefore assumed to be a valid 

geometric simplification. 

 

 

 

Figure 4-5 Adjusted geometry of the turbine rotor  

 

4.3 Computational Domain 

A cylindrical computational domain was implemented to be able to use a rotating 

MRF approach with varying angular velocity without an expensive and unnecessary 

re-meshing process. Because the inflow was uniform and the rotor blades were 

periodically located, the 120-degree periodicity advantage of a one-third model was 

used to minimize the computational cost, i.e., only one blade was meshed. 

Accordingly, the computational domain consists of a single blade and on third of the 
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hub, placed in a large one third-cylinder background domain with a periodic 

boundary condition in the azimuthal direction as shown in Figure 4.6. 

 

In order to correctly reproduce hydrodynamic phenomena, some fundamental criteria 

should be considered in choosing a suitable size of the computational domain. First 

of all, the far boundaries of the computational domain had to be suitable for 

reproducing turbine rotation without wall effects. On the other hand, the domain had 

to be optimized to take into account the requirements of correct gridding. Too small a 

domain would not provide good enough grid generation, while too large a domain 

would lead to an unnecessary increase in the number of cells and hence in the 

computational time (Lanzafame et al., 2013).  

 

The computational domain extent in the present study was a length of 9D and a 

radius of 3D, where D represented the turbine diameter. The inlet and outlet 

boundaries were located at 3D upstream and 6D downstream, respectively. The sizes 

of the domain also match that in Lee et al. (2012) and Park et al. (2013). The 

blockage of the rotor based on the frontal area of this computational domain was 

33%, which was much higher than the experimental data. According to the numerical 

results of blockage ratio effects on HATT by Chime and Malte (2014), power 

extraction would be under predicted at high blockage ratio, and the under prediction 

of power extraction increases as the blockage ratio is raised. This inaccuracy was 

also found in the results of present study as discussed in the following chapters.  

Even so, the size of current computational domain is considered reasonable, as the 

flow physics of the HATT hydrodynamic performance were well captured and the 

computational time was highly reduced considering the complexity of the study.  

 

The whole domain was divided into two sub-domains: the inner-domain includes the 

rotor blade and was surrounded by the outer-domain, as described in Figure 4-7. Grid 

generation within these two domains were applied separately. Since ANSYS Fluent 

provides solutions for non-conformal interfaces, the grid distributions on the 

boundaries where the sub-domains meets are not required to be the same as each 

other. By using this approach, different range of geometric scales between the rotor 
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and computational domain are neglected in order to take care of the local geometric 

scales for all those different “levels”. The relatively huge outer-domain with a 

regular geometry pattern can be filled with hexahedral cells to get a high quality 

solution and decrease the calculation load. While the grid generation for the 

relatively small inner-domain is difficult and time consuming due to consideration of 

the simulation accuracy and the complex geometry. Details of the grid generation 

procedures will be discussed later. 

 

 

 

Figure 4-6 Computational domain for the CFD analysis 

 

4.4 Boundary Conditions 

In order to complete the CFD problem solved here, it is necessary to appropriately 

specify the flow variables on the boundaries of the chosen physical model. Figure 4-7 

shows the boundary conditions and domain extents designed for the present CFD 

procedure. No-slip conditions were employed on all the surfaces of the rotor. At the 
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inlet of the computational domain, the flow speed was specified and the pressure was 

set to zero gradient. The turbulent intensity according to the experiments was 

specified as 10% and uniform at the inlet of the computational domain, whilst 

turbulent viscosity ratio was 10. At the outlet of the computational domain, the 

pressure was predefined and the velocity was set to zero gradient. To reduce flow 

recirculation on the far-field boundaries and to improve the stability of the numerical 

solution, a slip (or symmetry) boundary condition was applied across the curved 

cylindrical surface of the outer domain. At the two rectangular sides of the 

computational domain, to take the rotational flow into account, the flow across the 

two opposite planes was assumed to be identical, i.e., periodic. Between the sub-

domain near the turbine blade and outer sub-domains, non-matching interfaces were 

defined and simple linear interpolation was used for the transition of the solution 

through the interface. 

 

 

 

Figure 4-7 Boundary conditions and domain extents 

 

4.5 Grid Generation 

Grid generation is the most important pre-processing step for CFD simulations. The 

accuracy of the numerical solution of partial differential equations depends on the 

quality of the grid used in the discretization of the problem, especially on the grid 

density, the distribution of the grid points, and the quality of the elements connecting 

these points. An optimal grid is one that accurately captures all the main features of 

Symmetry condition 

Velocity inlet 

Pressure outlet 

Periodic condition 

Outer domain 

Inner domain 
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the geometry and the fluid flow with the minimum number of grid points and 

elements. 

 

Grids are either structured or unstructured. A structured grid is a collection of regular 

repeating elements. Such grids are generally represented by quadrilateral elements in 

2-D and hexahedral elements in 3-D. An unstructured grid consists of arbitrarily 

shaped elements that do not have any regularity among them. This type of grid is 

generally represented by triangles in 2-D and tetrahedrons in 3-D geometries. Each 

grid type has its own advantages and disadvantages. Structured grids have been 

shown to be superior in capturing viscous flows adjacent to solid surfaces due to 

their orthogonality and somewhat insensitivity to large aspect ratios in the dominant 

flow direction. However, the process of structured grid generation is a manually 

intensive and time-consuming task, especially around complicated geometries and 

can lead to over refinement away from the bodies. In addition, because grid lines 

must eventually extend across the entire grid-block or domain to maintain certain 

block structures that are required for some solution methods, additional grid points 

are often placed in regions where they are not required to resolve the flow accurately. 

On the other hand, triangular elements can cover any regular or irregular domain 

efficiently, but stretching these elements affects the accuracy of the solution to a 

large extent. As a result, when using unstructured grids, care must be taken to insure 

the grid quality (e.g. grid element skewness, grid element aspect ratio, and grid 

density) does not adversely impact the accuracy of the numerical solution.  

 

Hybrid grids were preferred for the majority of the CFD studies relevant with 

wind/tidal turbine performance that has been reported to date (e.g., Digraskar, 2010; 

Lee et al., 2012; Holst et al., 2012; Park et al., 2013). In the hybrid approach, the sub-

domain include the turbine blade is always filled with unstructured tetrahedral cells 

due to the complex geometry pattern, while other sub-domains with simple geometry 

are filled with hexahedral cells for high quality solution there. The main advantage of 

using hybrid grid is their ability to resolve finely around very complex geometric 

topologies and reduce the computational effort to some extent.  

 



 

  

92 

In addition to the type of grid, some other aspects involved in grid generation should 

also be considered for optimum problem solution. On a rotating turbine blade, the 

high speed flow occurs near the blade tip and low-pressure appears at the leading 

edge and blade tip on the suction side, thus for high fidelity turbine performance 

prediction, accurate prediction of the low-pressure on the suction side is required and 

a finer grid on the blade surface near the leading edge, trailing edge and blade tip 

need to be applied. It is also of great importance that applying an appropriate y+ 

value in combination with a given turbulence modelling approach, thus there is a 

need to refine the wall layer grid based on the desired 𝑦+ value.  

 

In the present study, both hybrid grid and fully structured hexahedral cell grid were 

tested and compared to compromise between the desired accuracy and solution cost. 

The commercial software Gambit was used to generate hybrid mesh, while the 

commercial software ANSYS ICEM was used to generate fully structured grid. Grid 

refinement tests run on different grid sizes and configurations are carried out to 

match the converged numerical solution as closely as possible to experimental data. 

Six grids with different nodes number, namely the fine/medium/coarse 

hybrid/structured grid separately, are generated for using in the grid refinement tests 

and time step studies. The results of the grid refinement study will be discussed in 

chapter 5. 

 

ANSYS ICEM uses the concept of a separate blocking framework that is subdivided 

to represent the topology of the model and then associated to the specific model 

geometry. A Conformal grid (traditionally structured hexahedral cells) is generated 

within each of the blocks and fit to the geometry. Figure 4-8 shows the multi-block 

structure in the inner-domain. Since the geometry is a little complicated which 

contains a twisted turbine blade with a sharp trailing edge, extensive blocking skill is 

required to generate the block topology. Several blocks are generated along the blade 

spanwise direction and associated with the blade geometry to diminish the grid 

element skewness induced by blade twist. To generate hexahedral grids around the 

sharp trailing edge, two block edges parallel and close with each other are applied 

and associated with the trailing edge. After the multi-block topology is settled, grid 
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sizes can be arranged according to requirements. Figure 4-9 shows the multi-block 

structure and hexahedral grids in the outer-domain. This domain has a simple and 

regular structure that is much easier to apply the hexahedral grids. Figure 4-10 shows 

the surface grids around the blade of the medium structured grid. Grids around the 

boundary layer, leading edge, trailing edge, blade root, and blade tip are refined in 

order to accurately simulate the hydrodynamic performance of the blade. 

 

 

(a) 

 

 

(b) 

 

Figure 4-8 (a) Inner-domain blocking using ANSYS ICEM (b) blocks edges around 

the blade 
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Figure 4-9 Outer-domain blocking and structured grids using ANSYS ICEM 

 

 

Figure 4-10 Structured surface grid around the blade using ANSYS ICEM (a) grids 

around the computational geometry (b) boundary layer grids (c) grids at the blade tip 

(d) grids at the blade root 
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It should be noted that, for the cases studied in this thesis, stall was expected to 

happen at high angle of attack. Thus it is necessary to generate a fine grid capturing 

both the far field and the near wall boundary layer, as this is essential to the accurate 

prediction of the forces and the separation phenomena. The grid was well resolved 

near to the wall, where a first layer thickness of 5 ∙ 10−6 m and 28 inflation layers 

were used with a growth ratio of 1.15 for all the simulations. These settings were 

estimated to assure an acceptable expansion factor between inflation layer and 

domain-elements and 𝑦+ less than 1 with more than 10 nodes within the boundary 

layer at all times. Figure 4.11 shows the real wall 𝑦+ values distributed on the blade 

surfaces along the inflow direction, which was calculated from an unsteady inflow 

case and was plotted by ANSYS Fluent. It is shown that 𝑦+ is under 0.6 for much of 

the surface, with the maximum value of 1.3. 

 

 

Figure 4-11 Wall 𝑦+ calculated by ANSYS Fluent from an unsteady inflow case of 

the model turbine 

 

4.6 CFD Solver Setup 

The numerical results presented in this work were obtained from time-dependent 

incompressible Reynolds averaged Navier–Stokes (RANS) simulations performed 



 

  

96 

with the commercial CFD software ANSYS Fluent by a finite-volume method. The 

rotation of the system was accomplished using a non-inertial rotational reference 

frame. The rotational speed was set in the frame motion at constant values of 73 rpm 

and 84 rpm, and the flow velocity ranging from 0.47-1.06 m/s was set in the velocity 

inlet boundary condition. The pressure based solver was employed and the 

segregated algorithm which solves the governing equations sequentially was chose to 

reduce the memory demand. 

 

Table 4-1 Computational Conditions 

Blade The reference turbine using S814 airfoil 

Solver Pressure-Based Transient Solver 

Fluid Material Water liquid 

Flow Type Incompressible Flow 

Temperature 298k 

Viscosity 0.001 kg/m-s  

Density 1000 kg m3⁄  

Flow Speed 0.47~1.06 m s⁄  

Moving Reference Frame Frame motion (Constant rotational velocity of 73 rpm) 

Grid interfaces Side (Periodic Boundary Condition), Circle (Default) 

Pressure-Velocity Coupling SIMPLE 

Turbulent model SST k − ω DDES 

Spatial Discretization Gradient 

    Last Squares Cell Based 

Pressure 

    PRESTO! 

Momentum 

    Second Order Upwind 

Turbulent Kinetic Energy  

    Second Order Upwind 

Specific Dissipation Rate 

    Second Order Upwind 

Gradient 

    Last Squares Cell Based 

Pressure 

    PRESTO! 

Momentum 

    Bounded Central Differencing 

Turbulent Kinetic Energy  

    Second Order Upwind 

Specific Dissipation Rate 

    Second Order Upwind 

Transient Formulation Bounded Second Order Implicit 

Boundary condition Velocity Inlet, Pressure Outlet, Periodic, Symmetry 

Stationary Wall with No Slip Shear Condition 
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In terms of the settings of solution methods, the SIMPLE algorithm is employed for 

pressure-velocity coupling. The convective terms in the URANS equations are 

discretized with a second-order upwind scheme. The gradients of solution variables 

are discretised with the default Least-Squares Cell-Based approach, and the PRESTO! 

scheme is chose for calculating cell-face pressures when using the pressure-based 

solver in FLUENT. The temporal term has been discretized with a Bounded Second 

Order Implicit scheme, with special care taken to make sure the time-step employed 

is small enough to obtain accurate numerical solutions. For DDES, the 𝑆𝑆𝑇 𝑘 − 𝜔 

model and the delayed DES option is applied for RANS calculation, the default 

Bounded Central Differencing scheme is adopted for momentum discretization. The 

computational conditions are summarized in table 4-1. To reduce the required time 

for transient simulations to reach a quasi-steady state, the simulations were initialized 

using the steady flow solution. 

4.7 Summary 

This chapter discusses the pre-processing steps for the current CFD simulation, 

including preparing the geometry, defining the computational domain, specified the 

boundary conditions, gird generation and the setup of CFD solver. The consideration 

of the CFD methodology was discussed in detail. It should be noted that the size of 

current computational domain caused high blockage ratio, which should be 

considered as one of the reasons for the inaccurate prediction of power extraction and 

hydrodynamic blade loads. 
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Chapter 5 Methodology Validation  

Before performing the CFD simulations over large amount of case studies, validation 

investigations were performed to give an impression of the accuracy of the applied 

methodology, namely, a grid refinement study, a time-step size study, and an 

evaluation of different turbulence models.  

5.1 Grid Refinement Study 

A grid independent test was carried out to verify that the grid resolution is 

sufficiently fine to give consistent results. Due to the complexity of the cases being 

studied, it is not easy to perform a strict grid refinement study, and the present check 

is more of a qualitative check. Both the hybrid and fully structured grid were used in 

performing the grid resolution study, each using three levels of grid resolution: a fine 

grid with 8.7 million nodes for hybrid grid and 4.8 million nodes for structured grid, 

a medium grid of 6.2 million nodes for hybrid grid and 1.6 million nodes for 

structured grid, and a coarse grid of 1.3 million nodes for hybrid grid and 0.7 million 

nodes for structured grid. The five turbine operating conditions presented in Table 5-

1 were simulated under a steady inflow assumption using each computational grid. 

The turbulence model used for grid refinement study was the DDES model. And 

adaptive time step size for each simulation case has been used, allowing a Courant-

Friedrichs-Lewy (CFL) number less than to 1. The results from these simulations 

were then compared with experimental data to study the influence of the grid 

resolution on the numerical solution.  

 

To quantitatively evaluate the effect of grid resolution on the numerical solution, the 

blade in-plane bending moment coefficient 𝐶𝑀𝑥  and out-of-plane bending moment 

coefficient 𝐶𝑀𝑦  were calculated for each grid. Figures 5-1 and 5-2 present these 

quantities plotted verses tip-speed ratio. The relative differences between 𝐶𝑀𝑥  and 

𝐶𝑀𝑦 predicted by the six grids with respect to the experimental results were presented 

in Table 5-2 and Table 5-3. 
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Both the hybrid grids and structured grids exhibit better results with increasing grid 

resolution. For the blade in-plane bending moment coefficient 𝐶𝑀𝑥 predictions as is 

illustrated in Figure 5-1 and Table 5-2, the fine hybrid grid and fine structured grid 

results agree with experimental results well, with the error rates less than 20%. Since 

the value of 𝐶𝑀𝑥 is in a small numerical range, the 20% error rate can be recognized 

as a small numerical error. It can also be concluded that further increasing the grid 

resolution would not bring many benefits for the blade in-plane bending moment 

coefficient 𝐶𝑀𝑥  prediction, because tiny improvement of the 𝐶𝑀𝑥  value will cause 

large computational load in CFD calculations. Although other grids do not perform 

very well in the simulation results, e.g., with highest error rate of 65.10%, they show 

results with good agreements in trends with experimental data. 

 

Predictions of the blade root out-of-plane bending moment 𝐶𝑀𝑦 are also sensitive to 

the grid resolution (see Figure 5-2 and Table 5-3). The fine hybrid grid and fine 

structured grid give the best performance here by having the largest absolute error 

rate of 9.57%. The results also show that the medium and coarse hybrid grids are 

under predicting the blade root out-of-plane bending moment 𝐶𝑀𝑦, while other grids 

are over predicting 𝐶𝑀𝑦.  

 

Above all, for the steady inflow case, the current fine hybrid and fine structured grids 

appear to be sufficient to give good results. The fine hybrid grid has the advantage of 

its convenient grid generation scheme but is computationally demanding. The fine 

structured grid has reduced workload, however extensive experience in grid 

generation method is required.  

 

A further refinement study for the unsteady oscillatory inflow case is necessary as 

the flow structure during operation is much more complicated than that in the steady 

inflow case. The oscillating inflow velocity causes variations of the angle of attack in 

the blade section, which give rise to dynamic stall on the blade and significantly 

affect the blade load. It has been reported in Chapter 3 that in 2-D pitching airfoil 

simulation, the post-stall flow structure consisting of vortex rolling and shedding is 
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hard to be capture well, thus grid refinement is especially important in 3-D 

simulation. 

 

Table 5-1 Operating conditions with steady inflow 

Operating condition Rotor speed (rpm) Flow velocity (m/s) Blade pitch (deg) 

Case 1 84 1.06 0 

Case 2 84 0.943 0 

Case 3 84 0.827 0 

Case 4 84 0.709 0 

Case 5 84 0.59 0 

Case 6 84 0.471 0 

 

 

Table 5-2 The relative difference of 𝐶𝑀𝑥 to the experimental results 

Grid Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 

Fine hybrid 8.68% 6.15% 10.46% 17.68% 19.86% -13.82% 

Medium hybrid -10.87% -13.08% -1.66% 19.83% 47.13% -28.84% 

Coarse hybrid -19.97% -18.48% -3.37% 18.41% 61.54% -34.08% 

Fine structured -5.36% -7.81% -1.62% -5.93% -17.14% 4.77% 

Medium structured -14.52% -13.28% -8.95% -9.26% -65.10% 23.83% 

Coarse structured -31.82% -26.47% -15.16% -17.20% -42.32% 40.58% 

 

 

Table 5-3 The relative difference of 𝐶𝑀𝑦 to the experimental results 

Grid Case 1 Case 2 Case 3 Case 4 Case 5 Case 6 

Fine hybrid 4.19% 2.27% 5.71% 5.54% 2.48% -4.14% 

Medium hybrid 3.99% -5.32% -4.69% -6.19% -7.47% -9.57% 

Coarse hybrid -4.56% -7.17% -6.18% -5.94% -8.29% -7.74% 

Fine structured 1.41% 0.38% 2.03% 2.58% 0.74% -1.20% 

Medium structured 2.10% 1.36% 3.70% 4.21% 2.40% -1.93% 

Coarse structured 2.08% 1.47% 5.60% 5.89% 3.57% 1.35% 

 



 

  

102 

 

Figure 5-1 Blade in-plane bending moment coefficient 𝐶𝑀𝑥 for steady inflow case  

 

 

Figure 5-2 Blade out-of-plane bending moment coefficient CMy for steady inflow 

case  

 

A finer structured grid with 6.1 million hexahedral nodes was generated and applied 

in the grid refinement study of oscillatory inflow case, results were compared with 

experimental data and the results obtained by the fine structured grid and fine hybrid 

grid. In the case studied, the rotating velocity was 73 rpm, the mean flow speed was 
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𝑈 = 0.78 m/s, the oscillating frequency was f = 0.5 Hz, and the current number was 

𝜇 = 0.2.  

 

Figure 5-3 shows the comparison of out-of-plane bending moment coefficient 𝐶𝑀𝑦 in 

a non-dimensional time cycle. It was indicated by Leishman (2006) and Milne (2013) 

that, the bending moment responses exhibit phenomena associated with separated 

flow and dynamic stall with three key stages involved in the process, as highlighted 

by 1–3 in the experimental data in Figure 5-3: at stage 1, the bending moment 

exceeds the point of stall observed for steady flow conditions, and there is a delay in 

the onset of flow separation. Stage 2 indicates the point of full separation, and the 

onset of flow reattachment is illustrated as stage 3. All of the three test grids 

successfully captured the characteristic of the three stages during dynamic stall. 

However, the fine hybrid grid under predicted 𝐶𝑀𝑦 with a relatively large difference. 

Both of the fine structured grid and finer structured grid can predict the onset of flow 

separation at stage 1 accurately. In stage 2, the fine structured grid captures the 

timestamp of full separation accurately but with an under-predicted 𝐶𝑀𝑦. The finer 

structured grid reveals an under-predicted 𝐶𝑀𝑦 as well and catches the timestamp of 

full separation a little earlier. In Stage 3, both of the fine structured grid and finer 

structured grid capture the flow reattachment state earlier than experimental result, 

but the predicted 𝐶𝑀𝑦 values are in good agreement with experiment. Since the rotor 

is operating at constant speed, the contribution from the forces out of phase with 

velocity alone can be inferred qualitatively by plotting the bending moment as a 

function of tip-speed ratio 𝜆, in the form of hysteresis loops. The hysteresis loops in 

Figure 5-4 clearly demonstrate that at high tip-speed ratio, the fine structured grid 

and finer structured grid can predict 𝐶𝑀𝑦 at a good degree of agreement, however, at 

low tip-speed ratio, the fine structured grid gives relatively better result although 

both of the grids exhibit under predictions of the 𝐶𝑀𝑦. 

 

According to the aforementioned grid refinement test results, the fine structured grid 

with 4.8 million hexahedral nodes is assumed to be enough to capture the flow 

physics for both of the steady inflow case and unsteady oscillatory inflow case. 
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Figure 5-3 Non-dimensional time history of the out-of-plane bending moment CMy 

for oscillatory inflow case (operating condition: n = 73 rpm, U = 0.78 m/s, 

f = 0.5 Hz, μ = 0.2) 

 

 

Figure 5-4 Out-of-plane bending moment coefficient CMy as a function of 

instantaneous tip-speed ratio for oscillatory inflow case (operating condition: 

n = 73 rpm, U = 0.78 m/s, f = 0.5 Hz, μ = 0.2) 
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5.2 Time Step Investigation 

After having examined the influence of the grid resolution, the effect of changing the 

time step is studied. The steady inflow operating condition where the rotational speed 

is 84 rpm, and inflow velocity is 0.827 m/s was investigated for the time step study. 

With the hydrofoil chord varying from 0.064 m at the blade root to 0.035 m at the tip, 

a 0.827 m/s free stream velocity would give a time scale of 0.04 s for a chord passage 

at the tip and 0.08 s at the root. With a resolution of approximately 150 cells along 

the chordwise direction, a time step of 1/150 approximate a Courant-Friedrichs-Lewy 

(CFL) number of 1 in the critical region close to the hydrofoil, resulting in a time 

step of 0.0005 s. In the following simulations, computations were performed using 

time step sizes of 0.001 s, 0.0005 s, 0.0002 s, and 0.0001 s. These time steps 

correspond to 714, 1429, 3571, and 7143 time steps per rotor revolution, respectively. 

The DDES model and the fine structured grid were used for all the time step 

investigations. Table 5-4 shows the results from the time step study. The sizes of the 

larger computational time steps are found to have very little effect on the magnitude 

of out-of-plane bending moment 𝐶𝑀𝑦 generated by the turbine. Computations using 

different time step sizes are also carried out for the same oscillatory inflow case as in 

the grid refinement study, the result by using the time step of 0.0005 s is shown in 

Figure 5-3, the results by using larger time step sizes of 0.0002 s and 0.0001 s do not 

make any apparent difference so are not shown here. Considering the lower 

computations cost of the smaller time step, it was decided to use a time step of 

0.0005 s in all the computations in the following chapters. 

 

Table 5-4 The results from the time step study 

Time step size (s) 𝐶𝑀𝑦 

Experiment 0.114 

0.001 0.1176 

0.0005 0.1163 

0.0002 0.1163 

0.0001 0.1164 
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5.3 Turbulence Models 

Having established the necessary grid resolution and time resolution to get 

sufficiently independent results, the turbulence modelling method was also studied to 

obtain the closet possible agreement with the experimental data. From the review of 

the 2-D dynamic stall study for the pitching NACA0012 airfoil in chapter 3, the SST 

𝑘 − 𝜔 model, Transition SST model and the DDES model were reported to have the 

ability to accurately reveal the instantaneous cyclical aerodynamic forces and 

associated flow structure around the hydrofoil including boundary layer transitions. It 

was pointed in particular that with refined grid the SST 𝑘 − 𝜔 model could perform 

well in simulating dynamic stall. In the 3-D turbine blade simulations, the SST 

𝑘 − 𝜔 model is expected to perform as well as the aforementioned DDES test results, 

so the turbulence modelling tests were only carried out for the oscillatory inflow case 

in this section.  

 

 

Figure 5-5 Non-dimensional time history of the out-of-plane bending moment 

coefficient CMy for oscillatory inflow case (operating condition: n = 73 rpm, 

U = 0.78 m/s, f = 0.5 Hz, μ = 0.2) 

 

With the same case as studied in the grid refinement test, the computational results 

by using the SST 𝑘 − 𝜔 model coupling with a low-Reynolds number correction are 



 

  

107 

shown in Figure 5-5. The computations were applied on both of the fine structured 

grid and finer structured grid in order to check the grid refinement effect on the SST 

𝑘 − 𝜔 model results, and the calculating time step size was 0.0005 s. By comparing 

with the experimental result and DDES results, it is clearly to find the SST 𝑘 − 𝜔 

model is capable of simulating the 3-D dynamic stall in agreement with the DDES 

results especially when the grid is reasonably refined. However, considering the 

DDES model was well tested in the grid refinement study and time step study, and it 

is more recommended for simulating the complex flow structure including 

continuous generating and shedding of vortices, in the following chapters the DDES 

model will be used in the numerical studies. 

 

5.4 Summary 

In this chapter, a series of grids, of which the density of the grid was further refined 

in turn in the near-blade flow region of greater importance, were assessed to examine 

the grid convergence. On the other hand, the time step size in the unsteady 

simulations, which is pertinent to the truncation error of the unsteady terms, has been 

carefully examined to ensure that a proper time step size is implemented. As a result, 

a fully structured grid with 4.8 million hexahedral nodes and a time step size of 

0.0005 s are preferred for further case study. Although the present investigation 

failed to provide fully grid and time-step independent results, it was shown that the 

overall behaviour of the results were preserved even on finer grid and even for 

smaller time step. Based on these facts, we believe that the present results are 

representative for the current capability of state of the art CFD predictions. Moreover, 

even though the computations showed that changing the turbulence model from SST 

𝑘 − 𝜔  to DDES only generated minor changes for the present configuration, all 

investigations in the following chapters were performed with the DDES model.  

 

The steady flow cases were continued for approximately 4500 iterations and took 

approximately 30 hours per case on 4 CPUs, the simulations results were obtained 

from average value when computation perturbation were negligible. The unsteady 

flow computation took approximately 30 hours using 5 CPUs to complete one 
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oscillation cycle. The simulation results of the unsteady flow computation were 

obtained from the last periodic cycle. Due the complexity of the cases studied, the 

computational costs are considered acceptable.  
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Chapter 6 Steady Flow Study 

After the 3-D validation including the grid refinement study, time step study and 

turbulence modelling study, a number of cases were investigated to characterize the 

performance of the rotor and blade loads for steady inflow velocities. As stated 

earlier, stall is apparently to occur during the rotor operating cycles, thus these cases 

can be taken as an initial understanding of the role of flow unsteadiness. Furthermore, 

scaling effects of the model HATT were also investigated under the steady inflow 

velocities. 

6.1 Performance Characteristics 

The steady inflow cases studied in this chapter were performed at constant rotor 

speeds of 73 rpm, 84 rpm and 90 rpm and inflow velocity speed at 𝑈 = 0.45-1.06 

m/s. Using the methodology discussed previously, the dimensionless coefficients of 

power 𝐶𝑝, thrust 𝐶𝑇 , in-plane bending moment 𝐶𝑀𝑥 , out-of-plane bending moment 

𝐶𝑀𝑦 as a function of tip-speed ratio 𝜆 were calculated as shown in Figure 6-1, Figure 

6-2, Figure 6-3 and Figure 6-4, respectively. To reduce computational cost for the 

parametric test of tip-speed ratios, each simulation were performed in turn restarting 

from the previous results. 

 

It is clearly to find that the optimum power coefficients are attained at the tip-speed 

ratio between approximately 𝜆 =3 and 4, with the value of 𝐶𝑃 ≈ 0.4 , which is 

conform to the Betz limit. The performance of the rotor is characterized by a 

relatively steep decay in all the coefficients at low tip-speed ratios. While with the 

tip-speed ratio increases, the power and in-plane bending moment coefficients are 

experiencing a reduction trend, the thrust and out-of-plane bending moment 

coefficients are exhibiting an increasing tendency. The characteristics of the 

coefficients curves can be explained by analyzing the flow structures: Milne (2013) 

has reported that the stall effects are dominant within the low tip-speed ratios. The 

appearance of stall will cause reductions in lift and drag coefficient and thus 
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significantly reduce the power coefficient. At higher tip-speed ratios, a considerable 

amount of kinetic energy of the incoming flow is converted into large-scale turbulent 

motion, leading to the turbulent wake state, where the drag forces are dominant and 

causing the thrust increasing and power decreasing. Leishman (2006) has also 

indicated that this turbulent wake state is characterized by an enhancement in wake 

turbulence and aperiodicity, and the onset flow perceives the rotor as an increasingly 

solid disc. 

 

At constant rotational speed, stall occurs at the lower tip-speed ratio means higher 

inflow velocity will induce stall. The turbine blades must not be run during flow 

speeds that are too high, since this may cause vibration that can shake the turbine 

into pieces. On the other hand, with lower flow velocities the turbine is not able to 

generate optimum power. The ways to solve these problems are using a pitch-

controller on the blades or a stall-controller (which can be active or passive).  

 

The coefficients also exhibit sensitivity to the rotational speed. The mean Reynolds 

number for a blade section at 0.75R is predicted to vary from approximately 100,000 

to 70,000 between rotor speeds of 90 rpm and 73 rpm. In lieu of airfoil data for these 

Reynolds numbers, it is postulated that the lift and drag performance of the foil 

would have reduced as the rotor speed is slowed, and the boundary layer nears a 

laminar flow regime. Laminar separation bubbles are also expected to be present on 

the airfoil surface, which will result in increased drag. The increase in the thrust and 

out-of-plane bending moment coefficients at high tip-speed ratios for the low rotor 

speed cases may be due to the influence of the turbulent wake state, where the thrust 

forces are more sensitive to global drag effects, rather than to the flow over the blade 

section. 

 

Another discovery from the coefficients curves is that the magnitude of the out-of-

plane bending moment coefficient is considerably larger than the in-plane component, 

which indicating that the dominance of the thrust forces over the gravitational and 

centrifugal inertia forces. The out-of-plane loads are hence only considered hereafter 

in the unsteady analysis presented in this thesis.  
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Figure 6-1 Power coefficients as a function of tip-speed ratio for steady inflow case 

 

 

 

Figure 6-2 Thrust coefficients as a function of tip-speed ratio for steady inflow case 
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Figure 6-3 In-plane bending moment coefficients as a function of tip-speed ratio for 

steady inflow case 

 

 

Figure 6-4 Out-of-plane bending moment coefficients as a function of tip-speed ratio 

for steady inflow case 
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6.2 Investigation of Blade Stall  

One of the advantages of using CFD is its ability in reveal the complex flow field 

characteristics. In order to analyze in more detail of the wall-bounded flow field, the 

simulated wall shear stress on the suction side is visualized as limiting streamlines in 

Figure 6-5 for the rotational speed of 73 rpm.  

 

It can be observed that at 𝜆 = 5.08 as shown in Figure 6-5 (e), the direction of the 

flow near blade suction surface is almost parallel to the chord-wise direction, which 

means most of the blade is covered by attached flows. As the flow speed increases, it 

can be seen from Figure 6-5 (d) that some streamlines from r/R=0.2 onward have 

started to deviate from the leading edge to trailing edge by turning from about 45° to 

135° and back to 45° till r/R=0.5. The location of turning which indicated the flow 

separation, in Figure 6-5 (c) started from about the trailing edge to the upstream of 

about half of the blade in the figure. It can also be observed in Figure 6-5 (b) that the 

blade is almost dominated by full span-wise flow except for small chord-wise flows 

appearing at the tip locations. For 𝜆 = 2.82 as shown in Figure 6-5 (a), almost the 

whole blade is covered by span-wise flow, which means deep-stall occurs and strong 

flow separation happens. The flow remains smoothly attached to the blade surface at 

larger radial position i.e. from r/R=0.6 to 1 and r/R=0.5 to 1 at 𝜆 = 2.82  and 

𝜆 = 3.15 as shown in Figures 6-5 (a) and (b) respectively. This is due to the effect of 

centrifugal force which pushing the separated flow radially outward. The radial 

motion of separated flow is expected to affect the behavior of the boundary layer and 

to increase the lift force (Breton, 2008). According to Lindenburg (2003), motion of 

separated flow gives an additional negative pressure on the blade surface that has a 

stabilizing effect on the boundary layer. Therefore, the radially moving separated 

flow reattached back to the blade at larger radial positions. 
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Figure 6-5 Visualization of the surface limiting streamlines for steady flow cases 
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6.3 Investigation of Scaling Effects  

To observe the scaling effect of the HATT in detail, the performance of various scale 

models of the HATT were analyzed by the CFD techniques described in the previous 

chapter. The blade was scaled geometrically and Froude scaling was applied to the 

incident flow velocity. Table 6-1 shows the virtual scale of models and compares the 

Reynolds number range corresponding to the foils at 75% radial span for the 

different geometric scales of relevance. In the table, 100% scale means full scale of 

the HATT, while 5% scale is particularly the same size of the model HATT that was 

experimentally tested by Milne et al. (2013) and previously numerically investigated 

in this thesis. The chord based Reynolds number at the 0.75R foil of the 5% scale 

model is in the range of 9e4 to 1.5e5. As discussed by Lissaman (1983) in his review 

of low Reynolds number airfoils, Re = 7e4  is identified as close to transition 

between laminar flow and turbulent flow. With the scale increases, the chord based 

Reynolds number at the 0.75R foil also increases and is greater than 1e6, indicates 

that the flow is fully turbulent. Having in mind that flow conditions of the boundary 

layer at different scales are different, possible scale or Reynolds numbers effects may 

occur when testing the turbines at a different size than in the real operating condition.  

 

Table 6-1 Chord based Reynolds number prediction at 0.75R using geometric scaling 

Scale Radius 

(m) 

Chord 

(m) 

Turbine Speed 

(rpm) 

Flow Speed 

(m/s) 

Reynolds Number 

(× 106) 

100% 7.8 0.80 16.32 2.01-13.42 8.11-13.31 

75% 5.85 0.60 18.85 1.74-11.62 5.27-8.64 

50% 3.9 0.40 23.08 1.42-9.49 2.87-4.71 

25% 1.95 0.20 32.65 1.01-6.71 1.01-1.66 

5% 0.39 0.04 73 0.45-3 0.09-0.15 

 

 

For the calculations at different scales, the grids were adapted in order to decrease 

the first layer cell height. However, due to restrictions in the structured grid 

generation method (i.e., the limits of geometry tolerances, the requirements of 
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minimum orthogonality), the maximum 𝑦+ value could not be decreased to lower 

than 1 for cases with much higher Reynolds number. Figure 6-6 shows the 𝑦+ values 

distributed along the inflow direction in the full scale calculation, it is clearly that the 

average 𝑦+ value is 12.4 and the maximum value 50, on such occasions the scalable 

wall functions are then activated, as this wall function virtually displaces the grid to a 

𝑦+ ≈ 11.225 (transition to the log-law composite layer) irrespective of the level of 

refinement, thereby avoiding the erroneous modelling of the laminar sub-layer and 

buffer region. 

 

 

Figure 6-6 Wall 𝑦+ calculated by ANSYS Fluent from a steady inflow case of the 

full scale turbine 

 

The calculations were processed for seven different tip-speed ratio conditions 

ranging from 0.99 to 6.63 according to the variation of flow speed. In Figures 6-7 to 

6-10, the dimensionless coefficients of power 𝐶𝑝 , thrust 𝐶𝑇 , in-plane bending 

moment 𝐶𝑀𝑥, and out-of-plane bending moment 𝐶𝑀𝑦 as a function of tip-speed ratio 

λ plotted to investigate scaling effects. The figures clearly show that these 

dimensionless coefficients increase with the Reynolds number. Meanwhile, as long 

as the Reynolds number is sufficiently high (scale of the model turbines are close to 

full scale), a weak dependence on Reynolds number can be detected. Similar results 

has been reported by Wright (1999) in his study of turbomachines, as well as 
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experimental investigations by Tedds et al. (2011) and numerical studies by Mason-

Jones et al. (2012). In such situations, the dimensionless coefficients can be assumed 

to be functions of tip-speed ratio alone, data on model turbines can be used directly 

for estimations of full-scale turbines even in the absence of exact Reynolds number 

matching (which is necessary for full dynamic similarity). Moreover, the figures also 

demonstrated that at low tip-speed ratios, the results differences among the various 

scales are negligible, while as the tip-speed ratio increases, the differences become 

more significant, indicating scaling effects are more important when tip speed ratio is 

high. 

 

The limiting streamlines at the suction side of the blades are presented in figure 6-11 

for the 5% model scale and full-scale cases. For the full-scale condition at which the 

flow can be considered fully turbulent, the flow stays longer attached to the blade, 

separation occurs at low tip-speed ratios only due to heavily loaded blades and large 

local angles of attack.  

 

 

Figure 6-7 Power coefficients as a function of tip-speed ratio for different turbine 

scales 
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Figure 6-8 Thrust coefficients as a function of tip-speed ratio for different turbine 

scales 

 

 

Figure 6-9 In-plane bending moment coefficients as a function of tip-speed ratio for 

different turbine scales 
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 Figure 6-10 Out-of-plane bending moment coefficients as a function of tip-

speed ratio for different turbine scales 

 

 

 

Figure 6-11 Comparison of surface limiting streamlines between 5% and full scale 

turbine blade at the suction side 
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6.4 Summary 

Analyses in the steady velocity study are documented for a broad range of rotor 

speeds and flow velocities. The time-step, grid configuration and turbulence model 

as discussed in chapter 5 was used for the calculations. Results showed that stall 

effects are dominant within the low tip-speed ratios, while at higher tip-speed ratios 

the flow is in a turbulent wake state.  

 

Furthermore, investigations of scaling effects on blade loads are also performed. The 

scalable wall functions were activated for large scale calculation, as this wall 

function virtually displaces the grid to a 𝑦+ ≈ 11.225  (transition to the log-law 

composite layer) irrespective of the level of refinement, thereby avoiding the 

erroneous modelling of the laminar sub-layer and buffer region. It has been 

demonstrated that the performance characteristics of a HATT can be uniquely 

quantified by non-dimensional parameters and, for sufficiently high Reynolds 

numbers (approximately 𝑅𝑒 > 1𝑒6 for the particular geometry and flow conditions 

used in this study), the non-dimensional characteristics are independent of Reynolds 

number. However at the scale of the experiments, Reynolds number effects are 

significant.  
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Chapter 7 Periodic Unsteady Flow Study  

An improved characterisation of the unsteady hydrodynamic loads on tidal turbine 

blades is necessary to enable more reliable predictions of their fatigue life and to 

avoid premature failures. However, the real world unsteadiness in the onset flow of a 

tidal turbine is too complicated to be appropriately represented for both experimental 

and numerical investigations. It was discussed in section 4.1 that Milne et al. (2013) 

has studied the hydrodynamic blade root out-of-plane bending moment response to 

axial planar oscillatory forces in a towing tank. This periodic unsteady flow was 

proposed as an idealized representation of the unsteadiness imparted by waves and 

turbulence, which simplifies the problem enough to allow an insight into the 

unsteady flow physics, as well as without losing all connection with reality. It then 

allows studies to investigate further via numerical approaches.  

 

This chapter presents a series of CFD simulation results from investigations on the 

hydrodynamic blade root out-of-plane bending moment response to axial planar 

oscillatory flow conditions. The dependency of the transient dynamic stall 

phenomena on the amplitude and frequency of periodic oscillations is discussed. 

Detailed flow analyses from the CFD studies are also performed. 

 

7.1 Sensitivity to Time-Varying Velocity 

Investigations on the sensitivity to both the oscillation frequency and the amplitude 

of oscillation velocity were conducted by varying one parameter at a time whilst 

maintaining the others nominally constant, to aid the inference of the underlying 

hydrodynamic phenomenon. As the resultant velocity varies in space and time over 

the rotor plane, all of the simulations were performed at mean-tip-speed ratio of 

 𝜆＝3.6, which lies near the point of maximum power in steady flow referring to 

Figure 6-1. This tip speed ratio is therefore deemed to be of most interest for tidal 

turbine designers. Unsteady blade section hydrodynamics is typically characterized 



 

  

122 

by the reduced frequency κ, with values ranging from 0.01 to 0.07 likely to be 

experienced by a full-scale turbine at 0.75R. 

7.1.1 Effect of Varying the Amplitude of Oscillation 

Shown in Figure 7-1, 7-2, 7-3 are the velocity, acceleration and out-of-plane bending 

moment coefficient time histories for a variation in oscillatory frequency at 𝑓 = 0.50, 

0.64 and 0.89 Hz, respectively. These are cycle median-averaged histories and 

plotted as a function of non-dimensional time 𝜏 (𝜏 = 𝑡 𝑇⁄ ). Comparisons are made 

using both the experimental data and quasi-steady predictions. For these cases the 

current number is fixed at 𝜇 = 0.2, with mean flow velocity at 𝑈 = 0.78 m/s, and 

mean rotor speed at 𝑛 = 73 rpm. It should be noted that the acceleration of the 

experimental oscillatory motion at higher frequency of 𝑓 = 0.64 Hz and 𝑓 = 0.89 

Hz tend to exhibit irregularities, caused by physical limitations with the linear 

actuator which drives the auxiliary carriage. This kind of irregularity can be 

considered as one of the reasons for simulation discrepancies compared to 

experimental data.  

  

Flow separation and dynamic stall are presented for the oscillatory simulations at 

mean tip-speed ratio of 𝜆＝3.6 here. All of the simulation results can successfully 

capture the characteristic of the three key stages (highlighted as 1-3 in Figure 7-1, 7-

2 and 7-3) during dynamic stall, as discussed in the grid refinement test. At the 

beginning of flow separation, the out-of-plane bending moment coefficient 𝐶𝑀𝑦 

agree with quasi-steady predictions and experimental data well, highlighting that the 

unsteady contribution is much smaller compared to that due to full separated flow. At 

stage 1, the simulation result of 𝐶𝑀𝑦  can be observed to exceed the point of stall 

observed for steady flow, but with a relatively smaller value compared to the 

experimental result. A delay in the onset of flow separation can also be observed in 

the simulation result, which may be caused by the induced camber, the influence of 

the shed wake and the unsteady boundary layer response, as discussed by Leishman 

(2006). The point of full separation at stage 2 is well captured in each of the 

simulation cases at the same non-dimensional timestamp as shown in the 
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experimental result. This stage occurs after the flow separation point has shifted from 

the trailing edge to the leading edge. Although the magnitude of the simulated 𝐶𝑀𝑦 is 

a little smaller than the experimental data, it can also be observed to be significantly 

greater than that for steady stall, and being approximately 10% greater for the highest 

frequency, indicating that unsteadiness significantly increases the blade load. All of 

the CFD results simulated the onset of flow reattachment in advance compared to 

experimental data in stage 3, and showing under-prediction of 𝐶𝑀𝑦  compared to 

experimental data and quasi-steady prediction in this stage. For the highest frequency 

case, the reattachment occurs near the point of minimum velocity, suggesting the 

flow separation can be present for a significant portion of the load cycle. 

 

The under-prediction of blade load during flow separation in 3-D simulation is also 

mentioned with similar performance in the 2-D dynamic stall simulation of pitching 

NACA0012 airfoil in chapter 5, where the stall point is under predicted by CFD 

simulations compared to experimental data. Another similarity between the 3-D and 

2-D CFD performance is that, the 3-D CFD results simulated the onset of flow 

reattachment in advance compared to experimental data, while it is also observed in 

the 2-D simulation that the predicted lift stall seems occur earlier than the 

experimental results and the lift force in the down-stroke phase seems fluctuating 

compared with experimental data. Such inaccurate predictions in both 3-D and 2-D 

CFD simulations are likely due to the complex separated flow structures and wake 

properties, where the vortex rolling, shedding and interaction with the structure are 

hard to be accurately captured by the turbulence models. Despite all these, the 

simulation results can still be considered as good predictors of the blade load and 

dynamic stall phenomena, and provide a useful insight into assessing the effect of 

unsteadiness. 

 

Investigations from the velocity, acceleration and out-of-plane bending moment 

coefficient time histories also qualitatively implied the contribution from the blade 

load out of phase with velocity. For all the frequencies analyzed, the dynamic 

bending moment is observed to lead the velocity during full flow separation. The 

instantaneous phases can also be found to be frequency dependent. For the two 
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lowest frequency cases, the dynamic bending moment is observed to lead the 

velocity when the flow is attached. As the frequency is increased, the relative 

magnitude of the load in phase with acceleration significantly reduces and for the 

highest frequency case a lag can be observed when the flow is attached. It is 

postulated that this lag signifies a dominance of shed wake circulation over 

unsteadiness due to true added mass and the trailed wake associated with dynamic 

inflow, both of which imply a lead over the velocity (Milne, 2013). 

 

Figure 7-4 comprises the simulated out-of-plane bending moment time histories for 

the variation in oscillatory frequency at 𝑓 =  0.50, 0.64 and 0.89 Hz. It can be 

observed that an increase in oscillatory frequency delays the movement of the 

separation point, and subsequently the point in the cycle at which full separation 

occurs. An increase in frequency can also be observed to delay the onset of flow 

reattachment. The magnitude of out-of-plane bending moment 𝐶𝑀𝑦 seems increasing 

with oscillatory frequency when the flow is in the separation condition. 

 

Comparison of the simulated hysteresis loops for the aforementioned cases is shown 

in Figure 7-5. The hysteresis loops are achieved by plotting the bending moment as a 

function of tip-speed ratio, which clearly demonstrate the complex time dependent 

nature of flow separation with significant variations in the instantaneous phase. The 

phase lag for the highest frequency case can easily be observed by the hysteresis 

loops. The difference between the magnitudes of 𝐶𝑀𝑦  at the same tip-speed ratio 

signifies the extent of flow unsteadiness, the higher the oscillatory frequency, the 

more significant of the unsteady flow affect the blade load.  
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Figure 7-1 Time histories of the velocity, acceleration, and out-of-plane bending 

moment coefficient (λ = 3.6, n = 73 rpm, U = 0.78 m/s, f = 0.5 Hz, μ = 0.2) 

 

(1) 
(3) 

(2) 
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Figure 7-2 Time histories of the velocity, acceleration, and out-of-plane bending 

moment coefficient (λ = 3.6, n = 73 rpm, U = 0.78 m/s, f = 0.64 Hz, μ = 0.2)  

 

(1) (3) 

(2) 
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Figure 7-3 Time histories of the velocity, acceleration, and out-of-plane bending 

moment coefficient (λ = 3.6, n = 73 rpm, U = 0.78 m/s, f = 0.89 Hz, μ = 0.2)  

 

 

(1) 
(3) 

(2) 
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Figure 7-4 Comparison of the out-of-plane bending moment at different oscillatory 

frequencies 

 

 

  

Figure 7-5 Comparison of the out-of-plane bending moment coefficients as a 

function of instantaneous tip-speed ratio at different oscillatory frequencies 
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7.1.2 Effect of Varying the Oscillatory Amplitude 

The sensitivity of the out-of-plane bending moment to velocity amplitude is studied 

in this section. Figure 7-6, 7-7 and 7-8 shows the velocity, acceleration and out-of-

plane bending moment coefficient time histories for a variation in current number at 

𝜇 = 0.1, 0.2 and 0.3, respectively. For these cases the oscillatory frequency is fixed 

at 𝑓 = 0.5, with mean flow velocity at 𝑈 = 0.89 m/s, and mean rotor speed at 𝑛 = 

84 rpm. As discussed in relation to the oscillatory frequency variation cases, the 

acceleration of the experimental oscillatory motion here at all the current number 

cases tend to exhibit irregularities, which induces part of the simulation errors 

compared to experimental data. 

 

Although all the simulation results demonstrate under-prediction of 𝐶𝑀𝑦 compared to 

quasi-steady prediction and experimental data, they all successfully capture the 

characteristic of the three key stages during dynamic stall. For the smallest current 

number case, the magnitude of 𝐶𝑀𝑦 is very close between the experimental data and 

quasi-steady prediction, indicating that significant flow separation is not occurring at 

low velocity amplitude. This may be a reason that the CFD result at 𝜇 = 0.1 do not 

obviously exhibit a flow reattachment stage. The CFD results also simulated the 

onset of flow reattachment in advance compared to experimental data at higher 

current number of 𝜇 = 0.2 and 0.3. A delay of full separation is observed for the 

simulation results of the two larger current number cases compare to the 

experimental data and quasi-steady prediction. 

  

For all the current numbers analyzed, the dynamic bending moment is observed to 

lead the velocity during the complete oscillation cycle. By comparing the simulated 

out-of-plane bending moment time histories at different current numbers as shown in 

Figure 7-9, it is observed that the magnitude of out-of-plane bending moment 𝐶𝑀𝑦 

seems increasing with velocity amplitude when the flow is in the separation 

condition, and decreasing with velocity amplitude when the flow is attached. 
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Figure 7-6 Time histories of the velocity, acceleration, and out-of-plane bending 

moment coefficient (λ = 3.6, n = 84 rpm, U = 0.89 m/s, f = 0.5 Hz, μ = 0.1)  
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Figure 7-7 Time histories of the velocity, acceleration, and out-of-plane bending 

moment coefficient (λ = 3.6, n = 84 rpm, U = 0.89 m/s, f = 0.5 Hz, μ = 0.2) 
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Figure 7-8 Time histories of the velocity, acceleration, and out-of-plane bending 

moment coefficient (λ = 3.6, n = 84 rpm, U = 0.89 m/s, f = 0.5 Hz, μ = 0.3) 
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Figure 7-9 Comparison of the out-of-plane bending moment at different current 

numbers 

 

 

 

Figure 7-10 The selected flow visualization points for the case of f＝0.5, λ＝3.6, 

μ＝0.2, U＝0.78 m/s, n＝73 rpm 
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7.2 Dynamic Stall Characteristics Investigation 

Dynamic stall process achieved from the simulation results is analyzed using various 

approaches in this section. The result of the case as stated in the grid refinement test 

using the DDES model and fine structured grid is selected here for the flow 

visualization study. The points selected in one oscillation cycle are shown in Figure 

7-10. The commercial software TECPLOT is used to collect data from the ANSYS 

Fluent output and provides visual information of the flow field to support the 

understanding of relationship between blade load and dynamic stall. 

7.2.1 Dynamic Stall Near Wall 

Figure 7-11 shows the limiting streamlines at each timestamp during one oscillating 

cycle, which is achieved by calculating the wall shear stress in different Cartesian 

coordinates. Detailed information of the wall-bounded flow field can be revealed 

clearly through checking the direction of flow.  

 

When the flow is attached to the blade, the direction of the flow near blade suction 

surface is almost parallel to the chord-wise direction. Flow separation is observed by 

the growth of span-wise flow. When almost the whole blade is fully covered by span-

wise flow, deep-stall and strong flow separation happens. With the changing of angle 

of attack the flow will recover smoothly attached to the blade surface again which is 

recognized as flow reattachment. 

 

It can be seen from Figure 7-11 that at 𝜏 = 0.26, 0.31 and 0.35, flow separation is 

dominant in the flow field and causes the maximum magnitude of out-of-plane 

bending moment. At about 𝜏 = 0.4, the chord-wise flow increases, indicting the flow 

is begin to reattach to the blade. At 𝜏 = 0.65, almost the whole blade is covered by 

chord-wise flow, meaning the flow is attached to the blade. The magnitude of 𝐶𝑀𝑦 is 

proved to be agreeing with the quasi-steady prediction when the flow is attached as 

shown in Figure 7-1. 

 



 

  

135 

 

 

 

 

 

 

 

 

 

Figure 7-11 Visualization of the limiting streamlines during one oscillating cycle 
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7.2.2 Vortex Structure 

The Q-criterion is a scalar used to visualize 2-D or 3-D turbulent fields (Hunt et al, 

1988). It is sometimes preferred over the contours of vorticity components or the 

pressure field. When large pressure gradients are present in the flow local low-

pressure areas (e.g. due to the presence of a vortex) may be difficult to see. Similarly 

the use of the vorticity to visualize the structures in the flow is not always a good 

idea. For instance, in a boundary layer flow (or a mixing layer) we expect to see 

occurrences of vorticity in the spanwise direction. But since the velocity gradient in 

the y-direction is large near the wall (boundary layer) and in the mixing region 

(mixing layer), any vorticity due to vortex motion will be overshadowed. 

 

To help solve this problem the Q-criterion has been introduced and is defined by: 

 

 
Q =

1

2
(‖Ω‖2 − ‖S‖2) ( 7.1 ) 

 

Where ‖∙‖ is the Euclidean (or Frobenius) matrix norm. Ω and S are the symmetric 

and antisymmetric part of the velocity derivative tensor respectively. 

 

When the Q-criterion is positive, it represents the rotation is dominant and region 

deternies a vortex tube. Note that the local vortex refinement is made using cells with 

high Q-criterion values, higher than a certain positive values chosen by the user.  

 

Figure 7-12 shows the iso-surfaces of Q-criterion as a means to depict the differing 

flow environments that arose from the presence of the rotating turbine at an 

instantaneous time step. For all of the simulation results, the iso-surface of Q-

criterion indicates two turbulent structures:  the vortices structures originating over 

the blades and spiral-like vortices tubes generated by the rotating blade tips. From 

the former one, we can clearly see the flow separation progress at each instantaneous 

time step.  
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Figure 7-12 Iso-surface of Q-criterion during one oscillating cycle 
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At 𝜏＝0.26 where the full separation occurs, the vortices move away from the blade 

surface especially at the trailing edge. With increasing of the time during one 

oscillating cycle, the vortices appear to reattach to the blade surface gradually from 

the leading edge to trailing edge, at τ＝0.26 the vortices are almost fully attached to 

the blade surface. 

 

7.3 Summary 

In this chapter, the CFD simulation results of the hydrodynamic blade root out-of-

plane bending moment 𝐶𝑀𝑦 response to axial planar oscillatory motion are validated 

by experiment of Milne (2013). Although the magnitude of the simulated 𝐶𝑀𝑦 is a 

little smaller than the experimental data, and the simulated onset of flow 

reattachment is in advance compared to experiments, the simulation results are 

considered acceptable by well captured all the flow features that may occur during 

turbine operation, as well as provide a useful insight into assessing the effect of 

unsteadiness.  

 

The transient dynamic stall phenomena are found to be dependant to the amplitude 

and frequency of periodic oscillations. The magnitude of the unsteady hydrodynamic 

contribution is found to be relatively small compared to the loads measured in steady 

flow at the beginning of flow separation. For attached flow a phase lead is observed 

at low frequencies, and for which it is postulated that the dynamic inflow effects 

associated with circulation in the trailed wake dominates the shed wake circulation, 

and added mass. At higher frequencies the unsteady loads in phase with acceleration 

are, however, observed to be comparatively much smaller. For all the current 

numbers analyzed, the dynamic bending moment is observed to lead the velocity 

during the complete oscillation cycle. 

 

Flow visualization of limiting streamlines and iso-surface of Q-criterion are also 

performed to illustrate the effect of dynamic stall on the blade load. It was obviously 
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observed that the blade load time histories are consistent with the dynamic stall 

progress. 
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Chapter 8 Conclusions and Future Work 

Based on the current work, the aims and objectives of the research project have been 

achieved. The significant findings are summarized below. 

8.1 Conclusions 

A number of state-of-the-art reviews have been made in the aera of modelling HATT 

unsteady blade loads. The BEM approach was not used in the current study due to its 

inaccuracy in modelling complicated flow physics. Although previous experimental 

and numerical studies of unsteady blade loading are very rare, they gave a general 

understanding on hydrodynamic performance of HATT and CFD turbulence 

modelling, which was enhanced by further discussions of relevant theory involves 

the hydrodynamic blade loads and the CFD solver.  

 

The dynamic stall phenomenon is an important reason for the unsteady 

hydrodynamic loading on turbine blades. In this thesis we pay special attention in 

simulating and analyzing this phenomenon. A 2-D deep dynamic stall case was 

firstly studied to understand this complex phenomenon and to validate the numerical 

method and the choice of turbulence models. Both the URANS and the DDES 

turbulence modelling approaches were employed. The URANS was coupled with 

two advanced turbulence models, namely the SST 𝑘 − 𝜔 model and the Transition 

SST model, and the DDES was coupled with the SST 𝑘 − 𝜔 model. Computational 

results show that all of these turbulence models were capable of reproducing 

important hydrodynamic characteristics, such as the hysteresis loops of blade load 

coefficients. The SST 𝑘 − 𝜔  based DDES approach does not show much 

improvement in 2-D application. Experience from 2-D dynamic stall analysis also 

benefits the grid refining process in 3-D simulation, e.g. local grid refinement will be 

applied on the blade surface near the leading edge and trailing edge on the suction 

side for high fidelity turbine performance prediction. 
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3-D computations of a rotating scale-model HATT rotor were presented for steady 

and periodic unsteady inflow situations, respectively, to study the steady and 

dynamic stall. The methodology for numerical simulation was discussed in detail. 

Validation investigations of grid, time-step size and turbulence models were 

performed to give an impression of the accuracy of the applied methodology. It is 

necessary to generate a fine grid capturing the near wall boundary layer, as this is 

essential to the accurate prediction of the forces and the separation phenomena. 

 

Analyses in the steady velocity study are documented for a broad range of rotor 

speeds and flow velocities. Computational results and flow visualization via post 

processing software TECPLOT showed good agreement with experimental results. 

Results showed that stall effects are dominant within the low tip-speed ratios, while 

at higher tip-speed ratios the flow is in a turbulent wake state. Investigations of 

scaling effects on blade loads were also performed. It has been demonstrated that the 

performance characteristics of a HATT can be uniquely quantified by non-

dimensional parameters and, for sufficiently high Reynolds numbers (approximately 

𝑅𝑒 > 1𝑒6 for the particular geometry and flow conditions used in this study), the 

non-dimensional characteristics are independent of Reynolds number. However, for 

the small-scale tests used for validation here, there are clear indications of scale 

effects. 

 

The periodic unsteady velocity study analysed the out-of-plane blade-root bending 

moment response to harmonically-varying motion in the axial direction, chosen as an 

idealised representation of the free-stream velocity perturbations induced by the 

unsteady flow. Although the magnitude of the simulated 𝐶𝑀𝑦 is a little smaller than 

the experimental data, and the simulated onset of flow reattachment is in advance 

compared to experiments, the simulation results are considered acceptable by well 

captured all the flow features that may occur during turbine operation, as well as 

provide a useful insight into assessing the effect of unsteadiness. Parametric tests on 

oscillatory frequencies and amplitudes were carried out in order to analyse the HATT 

blade hydrodynamics behaviour under different flow patterns. The simulation results 

were considered acceptable as they captured all the flow features that may occur 
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during turbine operation, as well as provide a useful insight into assessing the effect 

of unsteadiness. The transient dynamic stall phenomena were found to be dependant 

to the amplitude and frequency of periodic oscillations. The magnitude of the 

unsteady hydrodynamic contribution is found to be relatively small compared to the 

loads measured in steady flow at the beginning of flow separation. For attached flow 

a phase lead was observed at low frequencies, and for which it is postulated that the 

dynamic inflow effects associated with circulation in the trailed wake dominates the 

shed wake circulation, and added mass. At higher frequencies the unsteady loads in 

phase with acceleration are, however, observed to be comparatively much smaller. 

For all the current numbers analyzed, the dynamic bending moment is observed to 

lead the velocity during the complete oscillation cycle. 

 

In summary, the results by the present study provide designers of tidal turbines with 

valuable insights into the flow physics occurring around the HATT rotor blades 

under various flow conditions and reliable strategies for the CFD modelling of the 

operating HATTs, as well as an understanding of the level of complexity required in 

predicting the unsteady hydrodynamic blade loads. In order to eliminate the 

inaccuracy problem, improvements of the CFD method (computational domain, 

mesh, turbulence model) are required to obtain better quantitative results; the study 

thus demonstrated that this is a good test case for further development. The CFD 

method can be used for designing more advanced HATT rotors in both steady and 

unsteady flow conditions; it also can be used to fine tune the computationally faster 

lower order BEM methods for parametric design studies where experimental data is 

not available, particularly at the challenging rotor operating conditions involving 

flow separation and dynamically varying hydrodynamic behaviours. 

 

8.2 Future Work 

The test cases examined in this thesis was based on an assumption that the flow was 

uniform and free of cavitation, and varied in axial planar oscillatory motion to be an 

idealized representation of the unsteadiness imparted by waves and turbulence. By 

operating in this way, the problem was simplified enough to allow an insight into the 
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unsteady flow physics, as well as without losing all connection with reality. Based on 

the current CFD methodology for HATT blade hydrodynamics modelling, one of the 

future works will be at putting the simulation under more realistic flow velocity 

profiles, e.g., by considering the real wave-current interaction effects and depth-wise 

shear effects.  

 

On the other hand, the LES turbulence modeling approach will also be studied in the 

future. Although LES is more computationally expensive than CFD based on the 

RANS equations, it yields a detailed, time-dependent solution that contains all of the 

large eddies within the flow. Such simulations could be used to develop improved 

RANS turbulence models for tidal turbine array calculations. Furthermore, boundary 

conditions such as the Synthetic Eddy Method (Jarrin et al., 2006) in LES can be 

used to finely tune the turbulence at the inlet. This has already been implemented in 

wind farm CFD models to match atmospheric conditions (Creech, 2015). 
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