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Abstract 

Earthquake engineering aims to design and analyse structures to avoid damage in minor 

earthquakes and to prevent collapse in major earthquakes. An important aspect of assessing the 

ground motions that could occur at the basis of a structure is how the seismic waves will be 

affected by travelling through soil deposits near the surface. In fact, these near-surface layers act 

as a filter modifying (amplify/de-amplify) the input motion and leading to modified ground 

motions at the ground surface. Hence, the study of the effect of these near-surface layers on 

seismic waves is important for earthquake engineers designing and analysing structures in 

earthquake-prone regions. 

The main issues connected with assessing earthquake ground motions are the uncertainties 

connected with many aspects of this phenomenon: from the knowledge of the fault rupture 

generating the seismic waves, through the overall travel path of these waves, to the modification 

of the waves near the surface. In this work, I concentrate my attention on the uncertainties 

connected with the near-surface soil deposits. In particular, I focus on aspects of site response 

analysis, i.e. the modelling of the modulation of seismic waves by soil deposits. The main goal of 

the thesis is to improve site response analysis for “non-standard” sites, which are those for which 

the general assumptions of shallow (<50m deep) perfectly horizontal layers breakdown. 

Firstly, I focus on the importance of the stratigraphy; in particular, I undertake an analysis of the 

possible two-dimensional effects of quasi-horizontal layers. In general, there are two macro-

worlds of interests: a) sites with marked one-dimensional characteristics (flat and parallel layers) 

and b) sites with pronounced two-dimensional characteristics (valleys and canyons). In this thesis, 

I conduct parametric site response analyses for sites at the boundaries between these two worlds 

after carefully checking the validity of my calculations by comparing the results of various 
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software packages. Based on these analyses I propose guidelines on the best way to analyse such 

sites. 

Secondly, I carry out a detailed study on the uncertainties related to poor knowledge of the 

geotechnical characteristics of the soil, in particular its stiffness (shear-wave velocity). The main 

question I try to answer is when the lack of information on these characteristics has a significant 

impact on the computed site amplification. In particular, I focus on uncertainties connected with 

the deep portion (>50m) of soil profiles. Very often, it is difficult to have sufficient and/or reliable 

in-situ measurements of the characteristics of this part of soil deposits. Therefore, it is common 

to take advantage of the quarter-wavelength method to assess site amplifications for these profiles 

because it does not need a detailed shear-wave velocity profile. In this thesis, I develop a 

procedure to generate randomized profiles for use within the standard site response analysis 

technique used for shallow deposits. This procedure uses basic information obtained from a large 

database of real shear-wave velocity profiles, such as length of the deep portion of the profile, the 

thickness of the layers and the presence of softer layers below the seismic bedrock. Finally, I 

compare the site amplifications using this procedure and those computed using the quarter-

wavelength method and draw conclusions about when our lack of knowledge is important. 
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Introduction 

 

An earthquake can be defined as the shaking of the Earth’s surface due to the sudden 

release of energy in the lithosphere. The earthquake rupture creates seismic waves that 

radiate away from the source and travel through the crust until they reach the surface. 

Once the waves reach the end of this path they produce shaking on the ground surface 

with variable amplitude, duration and frequency content.  

The strength, frequency content and duration at a particular site is a function of the 

size (i.e. how large the rupture is), location (e.g. distance from the site) and other 

source characteristics (e.g. focal mechanism) of the earthquake and on the 

characteristics of the site. This last factor is the core of this work. In fact, despite 

seismic waves travelling for the majority of their path through hard rock, at the very 

end of their journey, they generally encounter soil deposits. As can be realized, the 

characteristics of soil differ from those of the rock and these differing characteristics 

can greatly influence the nature of the shaking at the ground surface. Seismic waves 

invariably pass from harder (at the earthquake source) to softer rocks and sediments 

(near the surface). Passing from a stiffer material to a softer one means the waves slow 

down. This slowing down is translated into a bigger amplitude in order for the waves 

to carry the same amount of energy.  

We can call soil deposits “filters” to seismic waves because they have the power to 

attenuate (or de-amplify) the ground motion at certain frequencies and amplifying it at 

others. The main issue associated with site effects is the fact that soil conditions often 

vary dramatically over short distances (<100m) and this causes a variation also in the 
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shaking of the ground within a small geographical area (e.g. the footprint of a large 

structure, such as a nuclear power plant). 

“One of the most important aspects of geotechnical earthquake engineering practice 

involves evaluation of the effects of local soil conditions on strong ground motion.” 

(Kramer, 1996).  

This quotation, taken from the well-known book entitled “Geotechnical Earthquake 

Engineering”, demonstrates the importance of studying site effects and the influence 

of soil deposits on earthquake ground motions.  

In the following sections, the principal aspects of seismic hazard assessment are 

discussed and the scope of this thesis defined.  

1.1 Seismic Hazard 

From an engineering point of view, during the design of a project, it is fundamental to 

make a trade-off between the costs of the structure and the risk to which it is subjected. 

The prediction and assessment of the effects of a seismic event is a multidisciplinary 

process, involving many experts, such as seismologists, geotechnical and structural 

engineers, and risk managers. The risk (Figure 1.1) associated to earthquakes can be 

split into three main components, which are: 

• Seismic hazard assessment (Hazard), which is the probability an earthquake 

will occur in a certain area, within a certain window of time and with ground 

motion intensity exceeding a certain threshold; 

• Structural response and damage to components (Vulnerability), which is 

predictable as function of the prescribed intensity measures adopting full 

probability distribution functions; and 
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• Repair costs and loss analysis (Exposure). In this context, we talk about 

“elements at risk”, which can be buildings, population, lifeline systems or 

socioeconomic activities. Exposure data can vary, depending on the scale of 

the analysis, from the detailed descriptions of characteristics of structural 

elements to larger geographical entities, such as administrative units, cities or 

countries. 

 

Figure 1.1. Components of seismic risk. Seismic hazard map is from INGV. 

All of these components are affected by uncertainties. In this work, I concentrate 

on the seismic hazard component only. In particular, as it is impossible given the 

time available for this thesis to account for all the complex factors that control 

ground motion at a site (source, path and site effects), I focus on just in the third 

one: the evaluation of site effects through site response analysis (SRA). The 

importance of this contribution to the assessed seismic hazard is discussed, for 

example, in Bazzurro and Cornell (2004), where they performed a statistical study 

on the effect of soil layers with uncertain properties on ground-motion intensity at 
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the surface. They study the effect of the soil in terms of a site-specific, frequency-

dependant amplification function, AF(f), where f is a generic frequency, with the 

aim to identify parameters [magnitude, M, source-to-distance, R, peak ground 

acceleration, PGA, spectral acceleration values, Sa(f)] to give an efficient 

prediction. 

When discussing seismic hazard assessment it is important to highlight the concept 

of probabilistic seismic hazard analysis (PSHA), described for the first time by 

Cornell (1968). PSHA estimates the probability of exceeding various ground-

motion levels at a given site or area in a given future window of time. We can 

divide this procedure into five main steps (Figure 1.2): 

1- Identification of all earthquake sources capable of producing damaging ground 

motions; 

2- Definition of the rates at which earthquake of various magnitudes are expected 

to occur; 

3- Characterization of the distribution of source-to-site distances associated with 

potential earthquakes; 

4- Prediction of the distribution of ground-motion intensity as a function of 

magnitude, distance and so forth; 

5- Combine uncertainties in earthquake size, location and ground-motion 

intensity, using a calculation known as the total probability theorem. 
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Figure 1.2. The five steps of PSHA [taken from Baker (2008)]. 

Previously, it was common to use deterministic seismic hazard analysis, where a 

single deterministic design earthquake resulted from the analysis. The analyses 

presented in this thesis are still relevant in this case as site effects can be seen as 

an extension of step 4 of PSHA (which is required both for probabilistic and 

deterministic analyses) for the case of non-rock sites.  

1.2 Site effects 

Once the PSHA has determined the prescribed ground motion at a reference 

condition, the site effects need to be assessed. They can be quantified by the 
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difference between the ground motion for the true site conditions at the surface at 

a location of interest and the results of the PSHA for the reference conditions. 

In fact, going beyond the source and path, the site response should be addressed to 

evaluate the complete seismic hazard. Figure 1.3 displays a sketch of these steps. 

 

Figure 1.3. Seismic hazard calculation: source, path and site 

Site response analysis (SRA) is generally represented in the frequency domain. The 

response spectral acceleration (SA) of an oscillator with period T0, is the maximum 

acceleration of a single degree of freedom (SDOF) system with a natural period T0, 

subjected to an input motion:  

 
 𝑆𝐴(𝑇0) = max[𝑎(𝑡)]𝑇=𝑇0

     [1] 

The curve obtained by plotting SA as a function of T0 is called the response spectrum 

(RS). 
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The spectral acceleration computed at T0=0s equals the peak ground acceleration 

(PGA). The amplification function of the system is defined as the ratio between the 

surface spectral acceleration and the input spectral acceleration (Equation 2): 

 𝐴𝐹(𝑇)̅̅ ̅̅ ̅̅ ̅̅ =
𝑆𝐴(𝑇)𝑠𝑢𝑟𝑓𝑎𝑐𝑒

𝑆𝐴(𝑇)𝑖𝑛𝑝𝑢𝑡
      [2] 

It is essential to include 𝐴𝐹(𝑇)̅̅ ̅̅ ̅̅ ̅̅  in the PSHA to obtain a more rigorous and site-specific 

evaluation of the hazard (Pehlivan et al., 2016). The mean amplification function 

should be calculated along with its standard deviation. Performing this calculation 

within a rigorous probabilistic approach to account for site effects allows for a 

consistent probabilistic evaluation of the hazard at the specific site.  Figure 1.4 displays 

this approach to incorporate SRA into PSHA. Further details about the steps of SRA 

are given in the main chapters of this thesis.  

Figure 1.4. Scheme to incorporate site response into PSHA. UHS is the uniform 

hazard spectrum. Modified from Pehlivan et al. (2016). 
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1.3 Uncertainties connected to site response analysis 

One of the aspect that should be addressed here is the concept of uncertainties when 

talking about SRA. In fact, as stated in the sentence of Kramer (1996) quoted above, 

soil conditions can vary dramatically within a small area, so in an ideal case we would 

know these conditions in detail. Such a situation appears to be impossible using present 

technology and particularly for the vast majority of sites.  

The first limitation comes from the knowledge of the geology of the site, which is 

directly connected to its stratigraphy and topography. In this work, we will specifically 

address the uncertainty connected to quasi-horizontal layers (i.e. the problem of 

stratigraphy and spatial variability). The second main problem is connected to the in-

situ measurements, which are affected (for their intrinsic definition) by error. Hence, 

the geomechanical parameters of the soil deposit are affected by uncertainties. 

Consequently, a model for the soil behaviour should be taken into consideration, 

according to the level of knowledge of the soil parameters. Despite the fact that soils 

clearly behave non-linearly (Aki, 1988; Vucetic, 1994; Ordaz and Faccioli, 1994) 

under strong input motions, the parameters necessary to describe a non-linear 

constitutive model are often difficult to define and there is the risk of introducing more 

uncertainties. That is why simpler models of soil behaviour are useful. The easiest one 

is the linear elastic model, whose use should be restricted to small shear strain 

amplitudes (small to moderate ground motion), e.g. up to a shear strain of 10-5 

(Vucetic, 1994). Here the material does not present dissipative characteristics, which 

is, conversely, a property of linear viscoelastic models. These will be the main models 

used within this work. Further details of these models are explained in Chapters 2 and 

3. 
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At the boundary between linear and non-linear model behaviours, there is the 

equivalent-linear approach, originally proposed by Schnabel et al. (1972).  Herein, the 

effects of non-linearity are approximated by performing a series of linear analyses in 

which the average, or secant shear modulus and the damping ratio are varied until their 

values are consistent with the level of the strain induced in the soil.  

Concentrating our attention on linear models, we can clearly define the main 

parameters needed as the stiffness (𝐺), damping  (D), density and Poisson’s ratio. This 

last one is particularly important when it comes to P-waves. Among them, the most 

important are G and D. G is directly connected to the shear wave velocity (𝑉𝑠) and the 

density (𝜌) of the soil, in this way: 

 𝐺𝑚𝑎𝑥 = 𝜌𝑉𝑠
2      [3] 

where G is denoted as 𝐺𝑚𝑎𝑥 because it is the value of stiffness at low strains.  

D can be associated with the capacity of the soil to dissipate energy. In fact, part of the 

elastic energy of a travelling wave is always converted to heat, which means a decrease 

in the amplitude of the wave. For simplicity, we use viscous damping to represent this 

dissipation of elastic energy. In this approach, the soil is modelled as a Kelvin-Voigt 

solid where the stress-strain relationship can be expressed as: 

 𝜏 = 𝐺𝛾 + 𝜂
𝜕𝛾

𝜕𝑡
   [4] 

Where 𝜏 is the shear stress, 𝛾 is the shear strain and 𝜂 is the viscosity of the material. 

According to this formula, 𝜏 is the sum of an elastic part and a viscous part. For a 

harmonic shear strain: 
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 𝛾 = 𝛾0𝑠𝑖𝑛𝜔𝑡    [5] 

Combining equations [4] and [5], the stress-strain loop of a Kelvin-Voigt solid is 

elliptical. The elastic energy dissipated in a single cycle is given by the area of the 

ellipse. Equation [6], which gives the amount of dissipated energy, tells also that this 

last one is proportional to the frequency of loading: 

 
∆𝑊 = ∫ 𝜏

𝜕𝛾

𝜕𝑡

𝑡0+2𝜋/𝜔

𝑡0

𝑑𝑡 = 𝜋𝜂𝜔𝛾0
2    [6] 

In reality, the dissipated energy is insensitive to frequency. Connected to this, there is 

the concept of damping ratio, which can be computed as: 

 
𝜉 =

1

4𝜋

Δ𝑊

𝑊
=

1

4𝜋

𝜋𝜂𝜔𝛾0
2   

1
2 𝐺𝛾0

2
=

𝜂𝜔   

2𝐺
    [7] 

To eliminate the dependence on frequency, equation [7] is rewritten to produce an 

equivalent viscosity, so that the damping ratio is independent of frequency: 

 𝜂 =
2𝐺   

𝜔
𝜉    [8] 

Further details on the damping formulation are given in Chapters 2 and 3. 

Kramer (1996) pointed out the influence of the soil deposit as the major reason for 

variations in ground motion over a small area. This variation is mainly due to 

differences in the stiffness of the soil near the surface. Seismic waves generally travel 

through tens of kilometres of rock until they reach the soil deposit, which is often not 

deeper than 150m. At the interface between two materials with different stiffnesses, 

the body waves are reflected and refracted. Due to the fact that wave propagation 
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velocities of shallower materials are generally lower than the ones beneath them, 

inclined rays, when reaching horizontal layers are usually refracted to a more vertical 

direction. This is the main assumption that one-dimensional SRA uses, combined with 

the concept that the response of a soil deposit is predominantly caused by SH-waves, 

which propagate vertically from the underlying bedrock.  

This common assumption leads to the first question I will try to answer in this thesis: 

is it always possible to use one-dimensional SRA to study a soil deposit? The answer 

is clearly no because there are several situations where the complex geometry of the 

site prevents SRA from returning a correct answer. Indeed, despite its simplicity and 

the fact that good results are obtained for flat soil deposits, there are many cases, such 

as sloping or irregular ground surfaces or valleys or even the presence of an embedded 

structure, like a wall or a tunnel, where the one-dimensional approach is no longer 

applicable. These particular conditions require the use of more complex analyses, such 

as two-dimensional (2D) or three-dimensional (3D) approaches.  The main advantage 

of 2D or 3D analysis is the possibility of simulating the complete wavefield within the 

model. Moreover, both surface waves (e.g. Rayleigh and Love), compressional waves 

(i.e. P) and vertically polarized shear waves (i.e. SV) can propagate within the model. 

The problems associated with these analyses are: the difficulty in assigning boundary 

conditions to the model, what input motion should be applied, the discretization of the 

model (mesh), the damping formulation, the constitutive models and the 

computational cost. For all these reasons, such kind of analyses are used just for 

particular conditions and for projects that can afford the resources in terms of time and 

effort to conduct the analyses and interpret the results.  

Pehlivan et al. (2012) investigated the different results obtained with 1D and 2D SRA 

to spatial variability in the shear-wave velocity via a Monte Carlo simulation 
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technique. The results showed that multiple 1D analyses could generate similar median 

response spectra across a region of interest to 2D analyses. The largest observed 

difference was about 10%. In contrast, the differences in the variability in the 

computed responses was more significant. 

In this work, I focus my attention on site deposits that are at the boundaries between 

these two worlds: perfectly 1D and obviously 2D. Further details on these analyses 

will be explained in Chapters 2 and 3. 

Connected to the in-situ measurements (Vs) of the soil stiffness (G) there is another 

aspect that should be addressed. These tests have a limited capacity to sample Vs in 

the deep portion of a soil deposit. The reasons for this are: 

• Loss of resolution of the tests. For instance, non-invasive tests, which do not 

require a borehole present this kind of problem; 

• High costs, especially connected to invasive tests (those which require at least 

one borehole to the depth where Vs is required); and 

• Difficulty in the interpretation of the results from great depths, especially for 

non-invasive tests. 

One of the potential solutions to overcome this problem is the quarter wavelength 

method (QWM), proposed by Joyner et al. (1981) and then optimized by Boore (2013). 

The power of this method compared to using the single Vs profile obtained with an in-

situ measurement is because the QWM uses the average velocity up to a depth that 

corresponds to one quarter of the wavelength of interest and hence the results are less 

sensitive to uncertainties in the details of the profile. The main difference between 

QWM and SRA is the fact that, because it uses an average velocity, it is insensitive to 

details of the profile. Conversely, SRA uses the Vs profile provided by the in-situ 
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measurements. This results in the site amplification, where QWM is able to reproduce 

the shape of SRA, but it generally underestimates the amplitude of the first peak of 

frequency. Figure 1.5 compares the results of QWM and SRA for the Columbia soil 

profile. 

 

 

 

Figure 1.5. Comparison between the site amplification from QWM and SRA for 

the actual Columbia profile 1 
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The method was first used to compute amplification factors for generic rock profiles 

(Boore and Joyner, 1997) but the concept of averaged velocity is also applied to define 

the well-known Vs30, i.e. the average velocity over the upper 30m of the crust 

(Borcherdt, 1994). Vs30 has a number of applications. The principal two being: 

• Explanatory variable for site effects in a number of recent ground motion 

prediction equations (e.g. Abrahamson et al., 2008); and 

• Basis for the site classification in various building codes in Europe and the US 

(Dobry et al., 2000; Building Safety Council, 2003; Eurocode 8, 2004; 

American Society of Civil Engineers, 2010; NTC, 2018). 

For instance, a rock deposit in Eurocode 8 is defined as having a Vs30>800 m/s. 

However, this definition is intrinsically “relative”. There are situations in seismic site 

characterization where it is impossible to define and clearly identify a stiff material. In 

such cases of deep bedrock or lack of resolution of the in-situ test, the Vs profile ends 

with a soil half-space, instead of the classic bedrock (Foti et al, 2009). The seismic 

bedrock represents the conjunction between the seismic hazard assessment for the 

reference condition and the site response. This means that below this value, site 

response tends to consider everything as a stiff material (rock).  

Despite this consideration, there are situations in which further analyses should be 

undertaken and the portion immediately after the seismic bedrock should be 

considered as an integral part of the analysis. Considerations on this topic can be found 

in Douglas et al. (2009) and in Volpini and Douglas (2019), where the central portion 

(between seismic bedrock and crustal velocity) is defined as the “dark zone”, because 

little information is available. Further details will be given in Chapter 4. 
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1.4 Thesis outline 

After this overview of the research background (Chapter 1), the thesis is structured 

as follows: 

Chapter 2 presents a journal article (reproduced from the Journal of Earthquake 

Engineering) on the use of the finite element software Abaqus to perform dynamic site 

response analyses. In this chapter the results of this software are compared to a well-

known one-dimensional SRA software and a finite difference software, FLAC3D. 

Chapter 3 presents a journal article (reproduced from the Bulletin of Earthquake 

Engineering) on an accessible approach to the modelling of a particular type of sites, 

namely those with quasi-horizontal layered soil deposits. The aim is to identify 

whether and when these deposits can be studied with one-dimensional SRA without 

committing large errors. 

Chapter 4 presents a planned journal article (as yet not submitted) on the impact on 

SRA of a lack of knowledge of geomechanical characteristics of soil deposits. In 

particular, I focus on the final effect on SRA of the deep portion of a site, i.e. the part 

below the seismic bedrock (Vs ≥ 800m/s).  
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Chapter 2 

2.1 Introduction 

The objective of this chapter is to introduce the numerical simulation tools used during 

subsequent analyses and to validate them. In particular, a journal article is presented 

about the use of the finite element software Abaqus (Dassault Systèmes, 2013) to 

reproduce the viscoelastic site response analysis of a two-dimensional (2D) model. 

The output of the model is then compared with another software, FLAC3D (Itasca 

group, 2009), which uses the finite difference method.  

This piece of work was undertaken because the software used for the site response 

analysis in Chapter 3, Abaqus, is a multi-physics tool, so it was not specifically 

developed for geotechnical purposes and, in particular, it does not have the boundary 

conditions needed for dynamic analyses. Hence, for this thesis I have implemented 

these boundary condition using an external code. FLAC3D, a software developed 

specifically for geotechnical purposes, was then used to validate the results obtained. 

FLAC3D includes the boundary conditions required for these analyses. 

Several software packages were tested to study the concept of spatial variability within 

site response analyses. At the beginning, I studied the influence of dipping layers on 

amplification with one-dimensional (1D) software, such as Deepsoil (Hashash et al., 

2016), Strata (Kottke and Rathje,2008) and EERA (Bardet et al., 2000). The main issue 

of using them was the fact that we were trying to study a 2D problem using 1D 

software. In particular, since I focused on wave propagation through a layered 
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medium, using these software packages neglected the lateral propagation of the waves, 

altering their real paths. 

By using a simple 2D/3D model I am evidently simplifying the reality because I 

consider a limited space instead of a soil deposit with no boundaries. Despite this, a 

2D/3D model is certainly more appropriate for such a kind of study. Therefore, Abaqus 

was chosen as the main software. Before finally deciding on this one, I tried many 

other options, such as Quake/w (Geoslope, 2007), Plaxis (Brinkgreve et al., 2010) and 

Speed (Spectral Elements in Elastodynamics with Discontinuous Galerkin) (Mazzieri 

et al., 2013), an open source code developed by Politecnico di Milano.  

Quake/w is a finite element code, which is part of the Geoslope package. It is able to 

reproduce dynamic earthquake analyses. However, I found it inappropriate for my 

purposes so I looked for other possibilities.  

Plaxis (Brinkgreve et al., 2010) could have been another effective option for my 

analyses because it includes a “2D Dynamic” module, which allows analysis of the 

effects of vibrations in the soil. Moreover, this software includes also the boundary 

conditions needed for our analyses. In fact, to reduce spurious reflections of waves 

reaching the model boundaries, free-field and compliant base boundaries can be 

selected. The theory behind them will be explained below. Due to a lack of a valid 

licence at the University of Strathclyde for this software it was not considered further. 

One last software package was considered: Speed (Mazzieri et al., 2013), an open-

source code from Politecnico di Milano. This software has been designed with the aim 

of simulating large earthquakes in 3D complex media: from far-field to near-field 

including soil-structure interaction effects. It combines the flexibility of the 
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discontinuous Galerkin methods to connect together, through a domain, decomposition 

paradigm, Spectral Element blocks, using high-order polynomials.  

An example of calculations using Speed for SRA are shown here. Consider a simple 

three-layered column (Figure2.1): 

 

LAYER Vs [m/s] Density 

[Kg/m3] 

Qs Thickness 

[m] 

1 300 1800 50 100 

2 2000 2200 50 200 

3 2000 2200 50 100 

 

Figure 2.1: Soil column in Speed 

A viscoelastic analysis is performed, where Qs represents the quality factor, which is 

the inverse of attenuation: 

 
𝑄𝑠 =

1

2𝜁
      [9] 

where 𝜁is the damping ratio. The result, in terms of its transfer function, is then 

compared to the results from a purely 1D SRA software, Deepsoil (Hashash et al., 
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2016). Figure 2.2 compares the results, demonstrating that Speed produces an 

appropriate result. In fact, the two curves present an almost perfect alignment in terms 

of natural frequencies, except for the second one. Despite the good result, I decided to 

abandon this code, before considering any more complex soil columns, in favour of 

Abaqus (Dassault Systèmes, 2013), because Speed was too slow in achieving effective 

results for my purposes. 

 

Figure 2.2. Comparison between Speed and Deepsoil transfer functions for the 

considered soil column (see Figure 2.1) 
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Abstract 

Various software packages are available to conduct one-dimensional 

(1D) and two-dimensional (2D) site response analyses (SRAs). In this 

article, a finite element program is tested with the purpose of assessing 

the importance of several aspects on the obtained results and verifying 

the software. Abaqus (Dassault Systèmes) is compared with the 1D SRA 

software STRATA (Kottke & Rathje, 2008) for simple 1D models to 

understand the influence of the boundary conditions; as being a 1D SRA 

program, STRATA does not require vertical boundary conditions. For 

Abaqus the subroutine by Nielsen (2006, 2014) is used to implement 

free-field boundary conditions.  
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In addition, we test the influence of mesh dimension and Rayleigh 

damping as well as the importance of buffer-zone width. 2D SRAs with 

Abaqus and FLAC3D (Itasca Consulting Group, 2012), which is 

commonly used for geotechnical analyses, are compared as part of the 

assessment. Similar results are obtained from the two programs but 

Abaqus is preferred as it is more efficient for linear elastic analyses than 

FLAC3D, which, on the contrary, performs well for soil presenting 

strongly non-linear behaviour and effective stress. We demonstrate that 

reliable results can be achieved, not only for simple uniform sites but also 

for complex sites with multiple layers and dipping stratigraphy. 

Keywords 

One-dimensional, two-dimensional, site response analysis, free-field 

boundary conditions, damping 

2.2.1.Introduction 

An important part of geotechnical earthquake engineering is the study of the response 

of the ground under earthquake excitation by means of site response analysis (SRA). 

Based on the characteristics of the problem studied, several approaches can be used: 

from one-dimensional (1D) to three-dimensional (3D) analyses and from linear-elastic 

to fully non-linear soil behaviour. 1D linear-elastic SRA is often a good starting point 

for all such studies, even though it is unrealistic in many cases (e.g. when the site is 

subject to high-amplitude shaking, for which a non-linear analysis would provide more 

accurate results, and in the case of sedimentary valleys and basins, where 3D effects 

are pronounced). A complete SRA should include a consideration of the 3D geometry 

and non-linear soil behaviour and the consideration of effective stress, which is 
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important, for example, for the study of soil liquefaction. The seismic waves, under 

these conditions, can generate an increase in the pore water pressure producing a 

reduction of stiffness and strength of the soil. However, it is not common to perform 

such analyses, because the more complex a model is, the more input parameters are 

needed, which means that a full characterization of the site must be available to the 

engineer. In addition, 3D and non-linear analyses require long computational times, 

sophisticated software and much experience in conducting the analyses and in 

interpreting the results. 

In this work, we test several approaches, but we will limit ourselves to 1D and 2D SRA 

and to linear-elastic behaviour with viscous damping. A recent example of a 

comparison between 1D and 2D SRA can be found in Volpini and Douglas (2018). 

We make several comparisons between different software packages and test their 

capabilities to treat irregular geometries, such as gently dipping layers. We use a finite 

element (FE) code, Abaqus (Dassault Systèmes), and a finite difference code, 

FLAC3D (Itasca Consulting Group, 2012), for the 2D analyses, and the code STRATA 

(Kottke and Rathje, 2008) for the 1D simulations. We then examine the shape of the 

amplification functions obtained from different software packages as they yield 

valuable physical insight into the frequency dependence of the response.  

2.2.2.One-Dimensional Approach 

The easiest way to conduct a SRA is to use a 1D approach, where the soil deposits are 

modelled as a layered column. The first popular program developed for such analyses 

was SHAKE (Schnabel et al, 1972). Following SHAKE, several other software 

packages have been published using the same basic approach including STRATA. In 

this section, some of the basic analytical results for 1D SRA are presented as they are 
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useful for the rest of the article. 

The 1D approach is underpinned by two fundamental assumptions: (1) the ground is 

composed of one or more parallel layers, extending to infinity in the horizontal plane; 

and (2) incoming seismic waves follow vertical ray paths. This final assumption is 

normally justified through Snell’s law, which informs us that inclined waves 

propagating through horizontal layers of soil layers with successively lower 

impedances will be refracted closer to a vertical path (Kramer, 1996). 

The simplest case is a single layer of soil overlying an infinite nearly-rigid half-space. 

Assuming linear-elastic material properties, the amplification function 𝐴𝑟(𝜔), which 

is defined as the ratio between the displacement amplitude recorded at the surface and 

the amplitude of the input motion entering at the base of the layer, can be computed as 

(Kramer, 1996): 

 
𝐴𝑟(𝜔) = |𝐻𝑟(𝜔)| = |

𝑈(0, 𝜔)

𝑈(𝐻, 𝜔)
| =

1

|𝑐𝑜𝑠 (
𝜔𝐻
𝑉𝑠

)|
≥ 1 [10] 

where Hr() is the complex transfer function, U(z,ω) is the magnitude of horizontal 

displacement at depth z, ω is angular frequency, and H and Vs are the depth and shear-

wave velocity of the soil layer, respectively. For 
𝜔𝐻

𝑉𝑠
=

𝜋

2
+ 𝑛𝜋, with 𝑛 = 1,2, …, the 

amplification function tends to infinity, which signifies resonance. For 𝑛 = 1, 𝜔 is 

equal to the natural or fundamental frequency of the layer, which is given by: 

 𝜔𝑟 =
𝜋𝑉𝑠

2𝐻
      ,      𝑓𝑟 =

𝑉𝑠

4𝐻
 [11] 

The amplification function can be modified to consider the effect of energy dissipation 
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(damping) within the soil. The simplest approach is to assume that the material 

damping is of the viscous type. Incorporating damping means the displacement 

amplitudes associated with the resonant frequencies are no longer infinite, and 

equation [10] is modified to (Kramer, 1996): 

 
𝐴𝑟

∗(𝜔) = |𝐻𝑟
∗(𝜔)| =

1

√𝑐𝑜𝑠2(𝑘𝐻) + (𝐷𝑘𝐻)2
 

 

(𝐴𝑟
∗)𝑚𝑎𝑥 ≅

2

(2𝑛 − 1)𝜋𝐷
                𝑛 = 1, … , ∞ 

[12-a] 

 

[12-b] 

 

where 𝑘 is the wave number and D is the damping ratio. 

In this article, only linear-elastic models with viscous damping are considered. 

It is possible to model the non-linear behaviour of the soil, which is more realistic 

especially for high-amplitude shaking. In practice, the equivalent linear approach (for 

low to moderate levels of soil nonlinearity) is often used (Schnabel et al, 1991), in 

which the shear modulus and damping ratio of each layer are adjusted after each 

analysis, based on the peak shear strain observed during the analysis. The analysis is 

then repeated until the properties converge to a stable set of values. The other option 

is a fully non-linear approach (Bonilla, 2000). Comparisons between equivalent linear 

analysis and fully non-linear analysis are presented by Kaklamanos et al. (2013, 2015). 

Kaklamanos et al. (2013) suggest limits, in terms of maximum shear strain and peak 

ground acceleration (PGA), of when linear and equivalent-linear analyses are valid. 

The 1D approach is no longer valid for sites characterised by irregular subsurface 

stratigraphy, irregular surface topography or incident body waves with non-vertical 

ray paths (or incident surface waves). A typical example is a sedimentary valley, where 
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the soil deposit is much softer that the bedrock; in such conditions, a complex wave 

field can be generated due to multiple refractions and reflections in the interfaces, 

which can lead to long duration ground motions and high amplification. Indeed, the 

soil deposits overlying the curvature of a basin can trap body waves and convert body 

waves into standing surface waves (Vidale et al, 1988; Bard and Bouchon, 1980a, 

1980b; Bard and Bouchon, 1985; Chávez-García and Faccioli, 2000). This kind of 

situation requires 2D or ideally 3D SRA. Useful studies on the applicability of 1D 

SRA for different situations are by Thompson et al. (2012), Stewart et al. (2014) and 

Stewart et al. (2017). 

2.2.3.Two-Dimensional Approach 

 

2.2.3.1 Limitations of the 2D approach 

As previously mentioned, when a real site is characterised by irregular subsurface 

stratigraphy and/or surface topography, it is necessary to use 2D or 3D SRA. The jump 

from one dimension to multiple dimensions involves additional challenges. First, it 

must be noted that it is impossible to construct an equivalent 2D slice that matches the 

dynamic behaviour of a true 3D site. A 2D model with the same dimensions and 

material properties will generally overestimate the soil’s dynamic stiffness and 

radiation damping due to geometric spreading of waves (Wolf, 1994). Nevertheless, 

the study of 2D models is instructive as they pose many of the same practical 

challenges as 3D models. In this section we outline some of the key considerations. 
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2.2.3.2 Boundary conditions 

 An earthquake affects a large area of the Earth’s surface. However, engineers 

are usually concerned with the response of a relatively small site and a single structure. 

Instead of modelling the entire region affected by an earthquake, which is generally 

not feasible and almost never desirable, it is common practice to truncate the model at 

a certain distance from the region of interest. This truncation introduces artificial 

borders around the model. The geological media outside these artificial borders are 

assumed to be unbounded (semi-infinite), and their presence is simulated by 

enforcement of appropriate boundary conditions. The literature on this subject is vast. 

However, it is possible to distinguish between two fundamental types of boundary 

conditions: elementary boundary conditions (EBCs) and absorbing boundary 

conditions (ABCs). 

The EBCs are either fixed or free. With EBCs, the numerical model should be so large 

that any waves reflected at the boundaries do not have time to return to the central 

region of the model. Much smaller models are feasible with ABCs, which therefore 

have gained much interest.  

ABCs can be either global or local. In a global scheme, each boundary node is fully 

coupled to all other boundary nodes in both space and time. In a local scheme, the 

solution at any time step depends only on the current node and the current time step, 

and perhaps a few neighbouring points in time and space. Theoretically speaking, 

global boundaries are exact (although exact solutions are rarely attained in practice). 

Local boundaries are approximate, but appear much more attractive for numerical 

implementation than global boundaries. 

The first local ABC was proposed by Lysmer and Kuhlemeyer (1969), who used 
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viscous boundary tractions (dashpots) to absorb outgoing waves. For a vertical 

boundary parallel with the y-axis, the tractions can be written as [13]: 

 

𝑓𝑥 = −𝜌𝑉𝑝

𝜕𝑢

𝜕𝑡
 

𝑓𝑦 = −𝜌𝑉𝑠

𝜕𝑣

𝜕𝑡
 

[13] 

where  is the material density, Vp is the P-wave speed, Vs is the S-wave speed, and 

(u, v) are displacements in the (x, y) directions, respectively. This boundary condition 

is completely effective at absorbing body waves approaching the boundary at normal 

incidence. For oblique angles of incidence and for surface waves there is still energy 

absorption, but it is not perfect. The viscous boundary is currently the only type of 

ABC available in Abaqus. 

The viscous boundary works well when the seismic source is within the model, but 

when the seismic waves enter through the base of the model, an extension is required. 

The problem is that the viscous boundary defined on the vertical boundaries of the 

model will attenuate the incoming seismic waves as they travel up through the model. 

A solution is to define the dashpots such that they act on the scattered waves 

propagating outwards from the centre of the model. The scattered wave field may be 

computed as the difference between the wave field that would exist in the absence of 

any irregularities within the main model (also called the free-field motion) and the total 

motion at the boundaries of the model. This solution is often called free-field boundary 

conditions. The free-field boundary conditions were first introduced by Wolf (1988) 

and Zienkiewicz et al. (1989). The solution requires an independent free-field model 

as an extension to the main model (Figure 2.2.1). In the 2D case, the free-field model 
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comprises two soil columns placed at the edges of the main model, with each column 

acting as a 1D model. In practice, this extension requires the analysis of free-field 

motions either prior to, or in parallel with, the analysis of the main model. The main 

model and the free-field columns are coupled through the normal and shear tractions, 

𝑓𝑥 and 𝑓𝑦, defined as [14]: 

 

𝑓𝑥 = 𝜌𝑉𝑝 (
𝜕𝑢′

𝜕𝑡
−

𝜕𝑢

𝜕𝑡
) + ℓ𝑥𝜎′

𝑥 

𝑓𝑦 = 𝜌𝑉𝑠 (
𝜕𝑣′

𝜕𝑡
−

𝜕𝑣

𝑑𝑡
) + ℓ𝑥𝜏′

𝑥𝑦 

[14] 

where prime indicates a quantity evaluated in the free-field, ℓ𝑥 equals +1 if an outward 

normal points in the positive 𝑥 direction and equals -1 if it points in the negative 

𝑥 direction. The first part of the equation is the viscous boundary as per equation [13]. 

The second term of the equation is the surface stress required to maintain free-field 

wave propagation plus any static reactions. In this manner, the viscous boundary 

absorbs only scattered waves due to irregularities within the main model, but leaves 

the input motion unaffected. 

We use the free-field boundary conditions in this work, both in Abaqus and in 

FLAC3D. The procedure is not directly available in Abaqus; however, Nielsen (2006, 

2014) has shown how it may be implemented, and we follow this procedure. 
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Figure 2.2.1. Example showing how both FLAC3D and Abaqus display free-

field boundaries  

2.2.3.3 Mesh Dimension 

When modelling wave propagation within a continuum in 2D or 3D, it is important 

how the space is discretized. In contrast to the 1D approach, where no dimensions 

except for the height of the column are considered, there is also a width in 2D (and 

breadth for 3D domains). According to Kuhlemeyer and Lysmer (1973), the maximum 

frequency transmitted by a model can be estimated based on the largest elements or 

zones within the slowest material as follows [15]: 

 ∆𝑙𝑚𝑎𝑥 ≤
𝜆𝑚𝑖𝑛

10
≤

𝑉𝑠,𝑚𝑖𝑛

10𝑓𝑚𝑎𝑥
             𝑜𝑟        𝑓𝑚𝑎𝑥 ≤

𝑉𝑠,𝑚𝑖𝑛

10∆𝑙𝑚𝑎𝑥
 [15] 

where ∆𝑙𝑚𝑎𝑥 is the maximum dimension of the element, 𝜆 the wavelength of the 

passing wave, 𝑉𝑠 is the layer’s shear-wave velocity and 𝑓𝑚𝑎𝑥 is the maximum 

frequency of interest, which is typically around 10-15 Hz. 



 

34 

 

2.2.3.4 Input Motion 

The input motion can be an external or internal dynamic action. In this work, we 

consider just the external option, defined as an input motion applied to the base of the 

model, which can be flexible or rigid. If the base is flexible, the input motion can be 

applied by imposing a traction at the base of the model (option *DLOAD in Abaqus), 

which is the same as the approach of FLAC; whereas, if it is rigid, the motion is 

imposed as an acceleration or displacement time history. In this article we assume a 

rigid base, and we restrict our investigations to the case of horizontal base excitation. 

The input we are using is a within motion, which has been applied as an acceleration 

time-history in all three software packages (Abaqus, FLAC3D and STRATA). An 

example of the type of motion used is displayed in Figure 2.2.2. 

  

Figure 2.2.2. Example of input motion chosen from the ITACA database, 

PGA=0.09g (Luzi et al., 2017) 

2.2.3.5 Damping  

Damping, introduced in equation 16, 17 and 18, is a measure of the dissipative 

characteristics of the material and it has been found experimentally to be independent 

of frequency (Kimball and Lowell, 1927). For this reason, linear viscoelastic 
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frequency-domain analysis (e.g. via STRATA) may be preferred over time-domain 

analysis (e.g. via Abaqus or FLAC3D) as it is easier to model frequency-independent 

damping in the former. In this study we are using and comparing the two approaches 

so an approximation must be found to simulate “constant” damping over the frequency 

range of interest. 

Both Abaqus and FLAC3D allow the use of Rayleigh damping (Rayleigh and Lindsay, 

1945), where the damping matrix is a linear combination of the mass and stiffness 

matrices using the coefficients 𝛼 and 𝛽: 

 [𝐶] = 𝛼[𝑀] + 𝛽[𝐾 ] [16] 

The damping ratio at frequency 𝜔𝑖 for a multiple degree-of-freedom system can be 

found using (Bathe and Wilson, 1976): 

 𝜉𝑖 =
1

2
(

𝛼

𝜔𝑖
+ 𝛽𝜔𝑖) [17] 

A system of two equations is needed to determine 𝛼 and 𝛽  from any two known 

frequencies, 𝜔0 and 𝜔1: 

 𝛼 = 𝜉
2𝜔03𝜔1

𝜔0 + 𝜔1
       𝑎𝑛𝑑  𝛽 = 𝜉

2

𝜔0 + 𝜔1
        [18] 

The literature contains various suggestions about how to choose these frequencies. 

Chopra (1995) affirms the most common position that modes n and m should be 

specified to ensure reasonable damping values for all frequencies contributing to the 

response. Hashash and Park (2002) pointed out that for 1D linear SRA the two 

frequencies should represent the soil column’s fundamental mode (𝑓0) and one of its 
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higher modes with a frequency given by multiplying 𝑓0 by an odd integer (e.g. 3, 5 or 

7). 

Abaqus uses the complete equation [17], but FLAC3D uses a simplified method, where 

only a single frequency can be specified. This appears to be the frequency where the 

damping is lowest, which occurs when the derivative of the equation becomes zero, 

i.e.: 

 
𝑑𝜉

𝑑𝜔
= 0      ⇒ 𝜔𝑚𝑖𝑛 = √

𝛼

𝛽
      𝑜𝑟   𝑓𝑚𝑖𝑛 =

1

2𝜋
 √

𝛼

𝛽
 [19] 

The choice of 𝜔𝑚𝑖𝑛 is not obvious. As the authors of FLAC suggest, once 𝜔𝑚𝑖𝑛 is 

chosen, the damping ratio should be almost constant over a range between 𝜔𝑚𝑖𝑛/1.5 

and 2𝜔𝑚𝑖𝑛. Thus, 𝜔𝑚𝑖𝑛 should be chosen as a value lying in the centre of the range of 

frequencies present in the model or the predominant input frequencies. Figure 2.2.3 

displays the critical damping ratio as a function of angular frequency 
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Figure 2.2.3. Critical damping ratio as a function of angular frequency 

 

2.2.4.Testing Abaqus 

Abaqus is a multi-physics FE software package. Certain types of boundary conditions, 

such as free-field boundary conditions, are not standard options. When performing a 

1D analysis (single column with flat layers), it is possible to use tied boundaries, where 

we constrain the motion of each node on the right boundary to the corresponding node 

on the left boundary or vice versa. Any pair of two nodes must be at the same level 

and must present the same stiffness, so this simplification is useful only for flat layers 

and not irregular models. To use free-field boundary conditions, it is necessary to 

extend Abaqus by means of the UEL (user subroutine to define an element) code 

written by Nielsen (2006, 2014) for implicit dynamic analysis. 

As Abaqus is the focus of our study, it is useful to conduct several analyses to 

understand its capabilities. These tests aim to evaluate the: 

• ability of the free-field subroutine to model the simple case of 1D wave 

propagation and a comparison to the solution with tied boundaries; 

• influence of the mesh dimension; 

• difference between symmetric and asymmetric matrices for the free-field 

boundary option; 

• influence of the choice of frequency for the damping formulation; and 

• influence of the width of the buffer zones, which is a portion of the main 

model that is important when using free-field boundary conditions. 

The Abaqus analysis is conducted as a time-history analysis with a base motion 
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defined by an accelerogram of 20 seconds’ duration. We compute the Fourier 

amplitudes of the base motion,𝑈𝐻(𝜔), and the Fourier amplitudes of the motion at the 

surface, 𝑈0(𝜔), and then we evaluate the amplification function as the ratio of the two 

amplitudes, 𝐴𝑟(𝜔) = 𝑈0(𝜔) 𝑈𝐻(𝜔)⁄ . 

We use STRATA to obtain a benchmark solution for simple soil columns, and we 

compare the results from STRATA to those obtained from Abaqus. For simple soil 

columns with one layer, the STRATA solution is in fact identical to the theoretical 

solution represented by equation [12]. The soil column specified in table 2.2.1 is used 

for the following calculations. The natural frequency of this soil column equals 3Hz 

(from equation 11). 

 

 

Height, H [m] 50 

Bulk modulus, K [MPa] 1170 

Shear modulus, G [MPa] 540 

Density,  [kg/m3] 1500 

S-wave velocity, Vs [m/s] 600 

P-wave velocity, Vp [m/s] 1122 

Table 2.2.1. Characteristics of the soil column used for the tests 

Two damping levels are considered: 1% and 10%. According to equation (12-b), the 

amplitudes should be: 

 (𝐴1%
∗)𝑚𝑎𝑥 ≅

2

(2 − 1)𝜋 ∙ 0.01
= 63.66 [20] 
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(𝐴10%
∗)𝑚𝑎𝑥 ≅

2

(2 − 1)𝜋 ∙ 0.1
= 6.366 

The results obtained from STRATA and from Abaqus using tied boundaries and the 

free-field option are shown in Figure 2.2.4. The results indicate a good match between 

the STRATA solution and both the options of Abaqus. We note that the free-field 

boundary behaves as well as the tied boundary and that it agrees with the STRATA 

solution up to about 13 Hz. Here we focus on frequencies up to 15Hz because this is 

generally the range of engineering interest.  

 

  

Figure 2.2.4. Comparison between Strata and Abaqus using tied boundaries  

and the free-field option. Left: for 1%, STRATA, Free-field and Tied 

boundaries PGA=0.15g. Right: for 10%, STRATA, Free-field and Tied 

boundaries PGA=0.13g 

Because of its importance, we next study the influence of the mesh dimension in detail. 

The previous good results were obtained for a model with Vs = 600m/s and an element 

size of 5m. Now we will use the same mesh with a lower wave velocity. In this way, 

the consequences of violating inequality (6) will be seen. The two models listed in 

Table 2.2.2 are studied. 
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H [m] 50 50 

K [MPa] 130 293 

G [MPa] 60 135 

 [kg/m3] 1500 1500 

Vs [m/s] 200 300 

Vp [m/s] 374 561 

Table 2.2.2. Characteristics of the two soil columns used for the tests on the 

mesh size 

 

As before, the STRATA solution is compared with the results obtained using the free-

field option (from Abaqus) for damping ratios of 1% and 10% in Figure 2.2.4. From 

the graphs, we conclude that the mesh dimension is, as expected, not adequate for the 

lower stiffness of the model. We also note that the level of damping has a marked 

influence on the result. The Abaqus solution displays considerable numerical noise for 

a damping ratio of 1%, but this noise appears to be reduced when the damping ratio is 

increased to 10%. However, the Abaqus solutions remain useful in terms of identifying 

the first two or three natural frequencies. 
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Figure 2.2.5. Comparison between STRATA and Abaqus using the free-field option. 

Left: Vs= 200m/s. STRATA , D=1%, PGA=0.16g Abaqus PGA=0.15g. STRATA , 

D=10%, PGA=0.05g, Abaqus , D=10%, PGA=0.04g, Right: Vs=300 m/s. STRATA 

D=1% PGA=0.18g, Abaqus PGA=0.17g, STRATA D=10% PGA=0.08g, Abaqus 

D=10% PGA=0.09g, Top: 1% damping. Bottom: 10% damping.  

 

We consider the model with Vs = 300m/s and 1% damping in more detail. According 

to inequality [15] the dimensions of the elements should be smaller than 2m for 

accurate results. Figure 2.2.6 compares the results obtained using a 2m and a 1m mesh. 

This comparison indicates that the denser the mesh, the better the match with the peak 

magnitude predicted by STRATA at the first natural frequency, whereas at higher 

frequencies a less dense mesh gives a better match to the STRATA solution. 
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Figure 2.2.6. Comparison of the transfer function for different mesh 

dimensions, STRATA PGA=0.18g, Abaqus 2m PGA=0.13g, Abaqus 1m 

PGA=0.17g 

Another important comparison to make is between results obtained using symmetric 

or asymmetric matrices within the free-field subroutine. Using symmetric matrices is 

more time efficient, but it approximates the more rigorous technique based on 

asymmetric matrices. Figure 2.2.7, which compares results for symmetric and 

asymmetric matrices, shows no differences for a soil column. Nielsen (2014) suggests 

that the free-field column width can be taken equal to unity for an asymmetric system 

as the width does not affect the results. We conducted one further test to verify this, as 

the right-hand figure shows.  

  

Figure 2.2.7. Vs = 600m/s model. On the left: comparison between symmetric 

matrix and asymmetric matrix; on the right: study on the influence of the width 

in asymmetric system, wff=1 and wff=100, STRATA, symmetric, asymmetric 

PGA=0.15g.   

Another interesting point to investigate is the Rayleigh damping and its proper use, in 

particular to check the recommendations of Hashash and Park (2002) stated above. 

The model chosen for this test is the Vs = 600m/s column because, owing to its 

stiffness, the element dimensions can be large enough for relatively rapid analyses. 
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The fundamental frequency is equal to 3Hz. Several values of damping have been 

considered, from 0.1% (approximating an undamped model) to 10%. Table 2.2.3 

indicates α and β for all considered frequencies and damping ratios. Examining Figure 

2.2.8 leads to the following conclusions: all analyses show a good match between 

Abaqus results and the STRATA solutions for the first amplitude; solutions with f1 = 

5f0 and f1 = 7f0 tend to overestimate the second peak as this is under-damped; solutions 

with f1 = 3f0 present a good match for the second peak as well as the first one, whereas 

higher frequency peaks are over-damped. 
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f1 [Hz] 9 15 21 

  10 1 0.1 10 1 0.1 10 1 0.1 

 2.8 0.28 0.028 3.1 0.31 0.031 3.3 0.33 0.03 

 2.7 0.27 0.027 1.7 0. 17 0. 017 1.3 0. 13 0. 013 

Table 2.2.3. α and β for different values of f1  

 

  

Figure 2.2.8. Comparison between transfer functions for different choices of α 

and β depending on the frequencies targeted: 10% above, 1% below on the left 

(STRATA, 3f0, 5f0, 7f0 PGA=0.15g), 0.1% below on the right. 
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Finally, the influence of the width of the buffer zones width is investigated. The buffer 

zone must have a regular shape (i.e. flat, parallel layers). We consider that the width 

of the buffer zone should be about the same as the width of the central region of the 

main model, although we would recommend that the adopted buffer zone width be 

validated for each case. To demonstrate this, a simple example is studied here: a two-

layer geometry, with an irregularity. The central region of the main model measures 

50m × 50m. Two different options will be analysed (Figure 2.2.9): in the first one the 

buffer zone width is 10m, while in the second it is 50m. Results at three location points, 

one in the middle of each region, are studied. We will also analyse the influence of the 

damping ratio (1%, 3% and 10%) on the results from different widths of buffer zone.  

Figure 2.2.10 reports the results obtained for the central region and one of the two 

buffer zones. The STRATA solution for a regular site corresponding to the right-hand 

buffer zone is also shown for comparison. According to Seed et al. (1975), when the 

damping is increased the influence of geometrical irregularities on the results tends to 

decrease. As we expected, the influence of buffer zone width is larger for lower levels 

of damping. Moreover, it would seem that the model with 10m width of buffer zone 

does not capture the correct peak associated with the first natural frequency in the 

buffer zone. This difference becomes less important as the damping level increases.  
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Figure 2.2.9. The domains and output locations considered for the buffer zone 

comparisons.  
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Figure 2.2.10. Comparisons in transfer functions for different buffer zone widths and 

damping ratios. Top: 1%. Middle: 3%. Bottom: 10%. Left: Centre. STRATA d=1% 

:PGA=0.34g, Abaqus 50m PGA=0.40g, Abaqus 10m PGA=0.37g. Right: Right-hand 

buffer zone. STRATA=0.35g Abaqus 50m PGA=0.34g, Abaqus 10m=0.41g, Left: 

Centre. STRATA d=3% :PGA=0.32g, Abaqus 50m PGA=0.34g Abaqus 10m 

PGA=0.34g Right: Right-hand buffer zone. STRATA=0.30g Abaqus 50m PGA=0.31g 

Abaqus 10m=0.34g, STRATA d=10% :PGA=0.25g, Abaqus 50m PGA=0.25g, Abaqus 

10m PGA=0.26g. Right: Right-hand buffer zone. STRATA=0.23g Abaqus 50m 

PGA=0.23g, Abaqus 10m=0.25g,  



 

48 

 

2.2.5.Testing FLAC3D 

FLAC3D is based on the finite-difference method using an explicit time integration 

scheme. An interesting comparison between implicit and explicit time integration 

schemes can be found in Andreotti and Lai (2017a, b). In contrast to Abaqus, FLAC3D 

has the free-field boundary condition implemented. To use them in this program, we 

need to append a buffer zone to any irregular geometry so as to provide a smooth 

transition to the regular geometry that is the basis of the free-field model. As rule of 

thumb, we consider that the width of a buffer zone should be equal to the width of the 

main model. 

We also note that within an explicit integration scheme the dynamic time step changes 

according to the level of damping. The higher the damping, the smaller the time-step 

becomes, which means that analysis will take longer. 

Above Abaqus is tested for simple geometries, i.e. a single layer soil column. To check 

its behaviour for more complex situations, we need to compare it to another software 

that is also capable of 2D SRA. 2D models can be developed in FLAC3D by 

developing a 3D model with a unit width in the breath direction.  

A test of the Rayleigh damping was made for FLAC3D because, as previously 

mentioned, this software uses a simplified formula using only a single control 

frequency, fmin. We test the influence of the control frequency choice for a simple 

model (Table 2.2.4, Figure 2.2.11). The results show that by fixing the control 

frequency as the natural frequency, fmin = f0, the first amplitude is overestimated, while 

fmin = f1 as control frequency tends to underestimate the first peak, but has a good match 

for the second and third peaks. Choosing fmin = fa = (f0 + f1)/2 appears as the best 

comprise between the two, because overall it leads to the best fit. 
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K [MPa] 1340 

G [MPa] 446 

 [kg/m3] 2200 

Vs [m/s] 450 

H [m] 50 

f0 [Hz] 2.25 

f1 [Hz] 6.75 

fa [Hz] 4.5 

 [%] 1 

Table 2.2.4. Characteristics of the model in FLAC3D 

 

Figure 2.2.11. The influence of the control frequency in FLAC3D on the 

transfer function. STRATA, f0, fa PGA=0.52g, f1 PGA=0.51g 
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2.2.5.1 Comparing Abaqus and FLAC3D 

In this section a comparison between the results from Abaqus and FLAC3D for an 

irregular 2D geometry is made. Viscously damped elastic analyses for a stratigraphy 

consisting of three layers (Table 2.2.5, Figure 2.2.1) are made. 

Total width [m] 120 

Buffer zone width [m] 40 

Central region width [m] 40 

H1 left [m] 10 

H2 left [m] 20 

H3 left [m] 30 

H1 right [m] 13 

H2 right [m] 20 

H3 right [m] 27 

 

Table 2.2.5. Geometries of the three dipping layers considered 

The properties of the model are reported in Table 2.2.6. 
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  LAYER1 LAYER2 LAYER3 

H [m] (centre) 11.5 20 28.5 

K [MPa] 298 1500 1800 

G [MPa] 170 500 700 

 [kg/m3] 1800 1900 2200 

Vs [m/s] 307 513 564 

fcontrol 1 [Hz] 6.6 3.2 1.9 

fcontrol 2 [Hz] 20 9.8 5.9 

 0.31 0.15 0.093 

 0.119 0.24 0.404 

fmin [Hz] 2.6 

Table 2.2.6. Properties of the model with three dipping layers 

 

Results for three locations: one in the left part of the model, one in the centre and one 

in the right part of the model are shown in Figure 2.2.12. These comparisons show that 

both Abaqus and FLAC3D produce similar transfer functions. In particular, the same 

resonant frequencies are identified, although the maximum amplitudes differ because 

of their different Rayleigh damping formulations. Specifically, FLAC3D uses a single 

control frequency, which means there is less control on the frequency dependence of 

the damping. 
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Figure 2.2.12. Abaqus and FLAC3D transfer functions for the three dipping 

layers model, Abaqus centre PGA=0.045g, FLAC PGA=0.05g 

 

These results suggest Abaqus can simulate free-field boundary conditions in a 

satisfactory way. Moreover, we found that Abaqus is faster for linear-elastic analyses 

than FLAC3D.  

2.2.6. Conclusions 

In this work, a finite-element code (Abaqus) has been tested for 1D and 2D dynamic 

site response analyses. As a general-purpose FE application, Abaqus does not have the 

specialised boundary conditions required for this type of analysis. Abaqus does 

provide infinite elements for both static and dynamic analysis, but they are not optimal 
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for SRA. The free-field boundary conditions as developed by Nielsen (2006, 2014) are 

more appropriate for SRA of irregular sites. The free-field boundaries were tested in 

different configurations, and satisfactory results were found. Specifically, we found 

that: 

• models with free-field boundaries provide the correct solutions for regular 

sites (by comparison with tied boundaries and STRATA solutions); 

• choosing the appropriate element dimensions is crucial, especially for low 

values of damping ratio; 

• the free-field boundaries can be used with symmetric matrices which 

permits faster solutions; and  

• the Hashash and Park (2002) recommendations for the evaluation of 

control frequencies for Rayleigh damping are suitable. 

Having clarified these aspects, we tested the importance of the buffer zone for models 

with irregularities. As a rule of thumb, the width of the buffer zone should be about 

the same as the width of the central region of the main model. However, we 

recommend that the adopted buffer zone width be validated for each case, for example 

by increasing the width until the output time history (or response spectrum) in the 

region of interest converges to a stable value. 

Finally, we compared the Abaqus results with results from the finite-difference 

program, FLAC3D, where the free-field boundary condition is already implemented. 

Results have shown that the Abaqus implementation works properly when the 

guidance provided in this article is followed.  
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Chapter 3 

3.1 Introduction 

This chapter describes in detail the uncertainties in site response analysis due to 

irregular stratigraphy. In particular, I study the effect of non-horizontal layers (with a 

gentle inclination) and whether it is recommended to undertake studies with 2D/3D 

software instead of the classic and more common 1D codes. 2D/3D behaviour, in 

certain situations, is also confirmed by Pilz & Cotton (2019), where they built a 

quantitative criteria and reproducible method to identify KiK-net sites in Japan with a 

significant deviation from 1D behaviour. From their analyses, they found that, at least 

half of the sites show 2D/3D effects, extending the resonance towards shorter periods 

and changing the classical 1D configuration. 

As seen in the previous chapter, the study is performed with the Abaqus software 

(Dassault Systèmes, 2013), which has been verified thanks to another software 

package, FLAC3D (Itasca group, 2009). Before considering the use of a 2D software, 

the problem was first analysed with other techniques using just 1D calculations. On 

that occasion, the Toro (1995) model was introduced for the first time. 

Specifically, the idea was to undertake a study on a geometry, like the one in Figure 

3.1, where: 

• All the layers are inclined at the same angle; and 

• We consider vertical shear wave velocity (Vs) profiles at each 50m from the 

origin of the axis (top-left), where the thickness of the first layer is the one 

increasing. 
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Figure 3.1. Geometry of the considered site (Modified from Appendix 

1) 

Layer Number Vs [m/s] 

1 300 

2 350 

3 400 

4 500 

Bedrock 1000 

 

Table 3.1: Vs profile  

We examine the influence of the increasing thickness and the intrinsic uncertainties 

in the Vs measurements, through the Toro (1995) randomization technique, in the 

following way. The blue curve (Figure 3.2) has been computed in this way: a matrix 

of n-rows (each row represents a single meter thickness) and m-columns (equal to 
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the number of profiles chosen) has been created. This matrix contains Vs profiles 

(Eq.21): 

 [

𝑉1,1 ⋯ 𝑉1,𝑚

⋮ ⋱ ⋮
𝑉𝑛,1 ⋯ 𝑉𝑛,𝑚

] [21] 

Then, logarithms of each element of this matrix are evaluated and finally, for each 

row of this matrix a standard deviation is computed. The result is represented by 

the blue curve in Figure 3.2. 

The red curve in Figure 3.2 represents both the geometrical aspects of the model as 

well as the variability from the randomization. To compute this each of the 21 

profiles has been randomized 100 times, using the Toro (1995) technique to 

randomize the Vs of each layer. This randomization has been evaluated using the 

coefficients from Toro (1995) (Table 3.2) for the appropriate Vs,30 for this site, i.e. 

for 180-360m/s as the models have Vs30 between 200 and 400 m/s. Below are a brief 

description of the parameters of the Toro (1995) model. In this model, the shear 

wave velocity at the mid-point of each layer is described by a log-normal 

distribution, where: 

• σlnVs is the standard deviation of the natural logarithm of the shear-wave 

velocity; 

• ρ defines the inter-layer correlation. Correlation is a measure of the strength 

and direction of a relationship between two random variables. In this case, the 

inter-layer correlation is a function of depth of the layer and its thickness. In 

particular: ρ0 is the initial correlation, whereas ρ200 is the correlation coefficient 

at 200m; 

• Δ is a model fitting parameter 
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• d0 is the initial depth parameter.  

• b is an exponent of the expression to define ρd. 

 

σlnVs ρ0 

 

ρ200 

 

Δ 

 

d0 

 

b Profile

s 

0.31 0.99 0.98 3.9 0 0.344 266 

Table 3.2. Parameters of the Toro (1995) model for Vs=180-360 m/s, where ρ0, 

ρ200, Δ, d0 are respectively the initial correlation, correlation coefficient at 

200m, model fitting parameter, initial depth parameter. 

According to Table 3.2, coefficient σlnVs leads to the starting point of the red curve. 

The biggest gap between the two curves, which is represented by the green one, is 

close to the surface and at maximum depth. The peak of the standard deviation (red 

and blue curves) is roughly at half of the maximum depth reached. This happens 

mainly for geometrical reasons and is understandable when looking at Figure 3.1. 
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Figure 3.2. Comparison among the standard deviations of the logarithms of the 

velocity profiles with only geometric effects (blue), with geometric and  

randomization effects (red) and the difference between the two (green) [from 

Volpini & Douglas (2017) – see appendix 1] 

This procedure was then abandoned in favour of a 2D approach, which is more realistic 

for such kinds of geometry. In fact, despite this 1D method having brought interesting 

results in terms of uncertainties, it was necessary to check the results, using a 2D 

model.  

A finite element code, Abaqus, was chosen. The initial idea was to consider the output 

(in terms of time history) along the surface, compute the transfer function (the ratio 

between the output and input in terms of Fourier spectrum) and compare them with 

the analogous 1D transfer function computed as if we were considering the single soil 

column (Figure 3.3). As the aim of this chapter is to find a criterion to understand the 

acceptance limits of 1D analyses with irregular geometries, the first criterion I 

developed was the one described in Figure 3.3.  

After comparing the two transfer functions (1D and 2D), I increased the 1D transfer 

function by different factors until it enveloped the entire 2D transfer function. This can 

be seen as a factor of safety procedure. In spite of the mathematical accuracy of the 

method, it is not acceptable from an engineering point of view. For instance, the 

example chosen below (Figure 3) displays a factor of safety of 200%, which is 

unrealistic from a practical point of view. The criterion finally adopted is explained in 

detail later on in this chapter.  

To conclude, it is worth mentioning the original intention of testing my method on a 

real site. The ideal test site would have an irregular stratigraphy and in particular, 
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shallow dipping layers. The one considered for the test was Turkey Flat (Figure 3.4) 

(Real and Shakal, 2005), a sedimentary valley near Parkfield, California. The 

California Geological Survey (CGS) established a test area in this valley, where the 

California Strong Motion Instrumentation Program (CSMIP) installed a relatively 

dense strong-motion array. This array consists of surface and downhole 

accelerometers, with surface instruments at the two valley edges, at one quarter of the 

valley width, and at the centre of the small, shallow (25m) stiff soil sedimentary valley. 

After much effort, I eventually abandoned the hope of using this site to test the method 

due to the intrinsic difficulty in modelling this large site using the Abaqus software. In 

particular, I encountered problems with the mesh as the valley is very shallow but 

broad. 

 

Figure 3.3. First criterion considered. Top: Geometry of the model, with the 

soil column and the control point chosen for the comparison; Bottom: 
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comparison of 1D and 2D transfer functions, plus the 1D transfer function 

increased by 200%. 

 

Figure 3.4. Turkey Flat valley scheme. 
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3.2 An accessible approach for the site response analysis of quasi-

horizontal layered deposits 
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Abstract 

 

This study focusses on sites that are neither strictly one-dimensional (with flat parallel 

soil layers) nor clearly two-dimensional (steep valleys, canyons and basins). Both 

these types of geometries are well studied in the literature. There is a lack of studies, 

however, for all those geometries that are in between these two worlds, such as sites 

with gently dipping layers. Theoretically, such sites should be studied with a two-

dimensional approach because of the formation of surface waves due to the non-

horizontal layering. In certain situations, however, the one-dimensional assumption 

leads to minor errors and it may save a lot of effort in terms of defining a two-

dimensional model, computing the response and interpreting the results.  

As result of these practical advantages, an accessible approach is presented here to 

determine when one-dimensional analysis can be used for geometries consisting of 

quasi-horizontal layers. The methodology is based on the construction of a chart, 

delimiting the applicability of the one-dimensional approach, by using simple but valid 

variables, such as slope of the critical subsurface interface and the impedance contrast 

at this interface. Indeed, we propose our guidance on the limits of the one-dimensional 

mailto:carolina.volpini@strath.ac.uk
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analysis in the form of a power law separating the one-dimensional and two-

dimensional regimes: Iz=6.95 γ-0.69, where Iz is the impedance contrast and γ is the 

angle in degrees of the sloping critical subsurface interface. Site response for 

geometries with values of Iz below this critical value can be computed using a standard 

one-dimensional approach without large error whereas geometries with values of Iz 

above this threshold require two-dimensional calculations. 

Keywords 

 

Site response analysis; one-dimensional; two-dimensional; seismic hazard; dipping 

layers; site effects 
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3.2.1 Introduction 

 

Site response analysis (SRA) is one the most powerful tools within engineering 

seismology as it models the influence of the near-surface layers on earthquake ground 

motions. These near-surface layers act as a filter that amplify/de-amplify the seismic 

waves coming from the earthquake source. Based on the complexity of the near-

surface geometry and the characteristics of the layers, several SRA approaches are 

possible. 

From all we know in the literature, we can distinguish between two macro-worlds with 

regards subsurface geometry: flat layered sites and valleys or canyons. Each of them 

has its best approach for SRA. Indeed, the easiest method, one-dimensional (1D) SRA, 

should be used whenever the stratigraphy and/or the geometry of the soil deposit is 

flat. This method, in fact, simplifies the reality with a single multi-layered column 

(Kramer, 1996). Whenever, on the contrary, the stratigraphy/ topography requires a 

more complex model, two or three-dimensional (2D/3D) SRA should be used. This is 

the case for a steep valley or canyon, where the wave path cannot be described with a 

1D model. Note that in this work 3D SRA will not be discussed. Some authors have 

also discussed that, among geometries such as valleys, there is a critical shape ratio, 

which delimits the two-dimensional resonance response from the one-dimensional and 

lateral propagation (Bard and Bouchon, 1980). Despite this, they are still focusing on 

valleys (edges with an angle larger than five degrees). This means that there is gap in 

the literature of how to treat all those geometries with quasi-horizontal layers (from 

zero to five degrees). Most of the time, these sites are investigated by adopting the 

simplest and fastest method, which is the one-dimensional, but this does not mean that 

it is always the most correct one.  
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This study provides an accessible approach to identify the best option to study these 

particular geometries, which are neither strictly 1-D nor 2-D. To understand and 

identifying a threshold between these two worlds (1D and 2D), first we need to define 

a model that serves as a basis for comparison. This model must present a basic 

geometrical irregularity, like a gentle dipping layer (slope angles of 5 degrees or less). 

Indeed, we do not want to study either clearly flat layers or clearly steep valleys. For 

this model, we conduct a parametric analysis examining the effects of the sloping angle 

and the stiffness of the material on the difference between 1D and 2D results. After 

probing these variables and collecting the results, we define a criterion to quantify 

these differences and finally we test it with other simulations and observations taken 

from the literature. The following section discusses previous studies on the limits of 

1D SRA before we present our results. 

3.2.2 Previous studies on the limits of 1D SRA 

 

Let us consider a simple stratigraphy: flat and without significant spatial variability. 

For these conditions it is possible to use 1D SRA, where the soil deposit and the 

bedrock are assumed to extend infinitely in the horizontal direction and just a single 

column is studied. The main hypothesis of this method is that the majority of the 

response is caused by SH-waves propagating vertically from the underlying bedrock. 

Ignoring the different ways of treating soil characteristics (linear, equivalent-linear, 

nonlinear), the result of a 1D SRA is displayed in Figure 3.2.1. 
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Figure 3.2.1. 1-D SRA transfer function. 

 

The amplification caused by the difference in stiffness between the soil deposit and 

the bedrock (impedance contrast) peaks at certain angular frequency values (ωn), 

which are functions of the thickness of soil deposit (𝐻) and of its shear wave velocity 

(𝑉𝑠 ): 

 𝜔𝑛  ≈
𝑉𝑠

𝐻
(

𝜋

2
+ 𝑛𝜋)                   𝑛 =  1, 2, … , ∞ [22] 

 

The amplitudes associated with these resonance frequencies are given by equation [23] 

for the viscoelastic case (the one used throughout this study): 

 𝐴𝑟,𝑚𝑎𝑥 ≅
2

(2𝑛−1)𝜋𝐷
                𝑛 = 1,2, … ∞ [23] 

 

where D is the damping value, which characterizes the reduction in wave energy. 
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This approach is not valid for geometries such as steep valleys, canyons and basins. 

These geological formations cause a series of phenomena, related to both its geometry 

and also the soft material infill. Indeed, the softer the material of the alluvial basin 

compared to the bedrock, the higher is the effect of the waves trapped within it. These 

trapped waves are incident body waves that propagate through the alluvium as surface 

waves (Vidale and Helmberger, 1988), which are responsible for stronger and longer 

shaking than would predicted by 1D SRA, which only considers the vertical 

propagation of SH-waves. 

The direct consequence of this complexity is the lack of analytical solutions for the 

transfer function. A single smooth peak at certain resonance frequencies is no longer 

valid and complex amplification at many frequencies can be seen (e.g. Figure 3.2.2). 

 

 

Figure 3.2.2. Example 1D and 2D transfer functions in a valley (Delépine and 

Semblat 2012). 
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Many studies have been conducted on the effects of this kind of geometry on 

earthquake ground motions. Bard and Bouchon (1980a,b) extended the work of Aki 

and Larner (1970) to demonstrate how effective inclined interfaces are at generating 

surface waves, in particular Love waves, which can cause larger amplitudes in 

comparison with the direct incident waves. Bard and Bouchon (1980a,b) also studied 

the influence of a high velocity contrast between the soil deposit and the bedrock and 

showed that it can trap the surface waves within the basin and cause multiple 

reflections of them at the edge of the valley.  This results in ground shaking of a longer 

duration in comparison with a flat site. 

Bard and Bouchon (1985) show that there is a critical shape ratio (Figure 3.2.3), 

depending on the velocity contrast, controlling whether the response of the valley is 

governed by lateral propagation or by 2-D resonance. This critical shape ratio has the 

following equation [24]: 

 

  (ℎ/𝑙)𝑐 =
0.65

√𝐶𝑣 − 1
 [24] 

 

where (h/l)c is the shape ratio; and Cv is the velocity contrast, which is the ratio 

between the shear-wave velocities of the bedrock and the soil deposit. For our analyses 

we use the impedance contrast (Iz) which takes into account the change in density as 

well as velocity. 

Chávez-García and Faccioli (2000), focusing on incorporating 2D site effects in 

seismic building codes, extend the work of Bard and Bouchon (1985). They study a 

simple geometry of alluvial basins (symmetrical and homogeneous) to explore the 

impact of the impedance contrast and the shape ratio on site amplification. They report 
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their results in a similar graph to Bard and Bouchon (1985) showing the different 

alluvial valleys analyzed (Figure 3.2.3). 

 

 

Figure 3.2.3. The critical shape ratio equation of Bard and Bouchon (1985) 

and the parametric analyses conducted by Chavez-Garcìa and Faccioli (2000) 

to validate this equation. 

 

It is important to notice that we cannot use this graph for our study because it refers to 

shape ratios that go from 0.1 to 0.5, which means sloping angles greater than 5 degrees. 

The focus of Bard and Bouchon (1985) and Chavez-Garcia and Faccioli (2000) on 

high shape ratios is understandable because of their interest in valley/basin behaviour. 

However, our study focuses on geometries with gentle dipping layers. All of the cases 

we study here are within the region entitled “1D RESONANCE+ LATERAL 

PROPAGATION” on Figure 3.2.3 because we focus on slopes between 0 and 5 

degrees. Our study shows that even within this section of their graph there is a 
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threshold separating geometries that clearly behave in a 2D manner and those where 

the 1D assumption roughly holds. 

Another interesting study for our purposes was performed by Hasal et al. (2018), who 

conducted a parametric study for the Duzce basin (Turkey). They show the effect of 

the edge inclination (slopes of 6°, 11°, 27° and 45°) on the variation in surface motion 

under earthquake excitations with different frequency content. They investigate the 

variation of the aggravation factor (the 2D/1D spectral acceleration ratio) with distance 

from the basin edges. Figure 3.2.4 summarizes their findings on when 1D and 2D SRA 

apply. In the context of our study it is important to note that this graph does not apply 

to our geometries, because their range of H/D goes from 0 to 10, which means slope 

angles between 6° and 45°, steeper than our slopes. 

 

Figure 3.2.4 The threshold between 1D and 2D SRA at the edge of the Duzce 

basin proposed by Emre et al. (2017).  

 

The use of an aggravation factor is also supported by Makra (2012) who compared the 

results of different software for 2D SRA of a basin. The use of an aggravation factor 

is shown to be a powerful tool to quantify the additional amplification in response 



 

76 

 

spectra in comparison with 1D SRA because of 2D effects. Makra et al.(2012) showed 

that the aggravation factors for the  basins studied could be divided into three groups: 

a region on rock site outside the basin, a region at the edge of the basin and a third 

region far from the edge of the basin. They concluded that the aggravation factor could 

be used to provide guidance on site amplification depending on the position within the 

basin. 

Vessia et al (2011) have reprised the problem of valley effects, stating the fact that 

these kind of phenomena can only be estimated on a case-by-case basis through 

specific numerical simulations. The aim of this work was to produce a sort of 

“geometric coefficient” to identify the so-called “valley effects”. To do that, they 

propose a simple approach to predict valley effects by using 2D simple sketches of 

30m depth valleys, with a Vs,30 characterization (according to the Italian building 

code), where Vs,30 is the average shear-wave velocity in the top 30m.  

Thompson et al. (2012) propose a method to classify sites that require a complex SRA 

from those where the standard assumptions are sufficient. Their taxonomy is based on 

two criteria, the second of which is a goodness-of-fit metric between the theoretical 

and the empirical transfer functions. For their comparison, Thompson et al. (2012) 

focus on the alignment of the resonances. As shown by equation [22], the resonance 

frequency depends on the geometry of the model (H), whereas the amplitude of the 

resonance peaks (at least for viscous-elastic analysis) depends on the material 

damping, which is uncertain and difficult to determine. These uncertainties come from 

both laboratory test data and modeling issues. In a viscous-elastic analysis, the 

amplitude depends completely on the damping value (equation [23]). For this reason, 

they have chosen to compare the theoretical and empirical transfer functions using the 

Pearson’s sample correlation coefficient, r, which captures how well the peaks are 

aligned. This correlation coefficient varies from -1 to 1, where -1 means completely 
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negative correlation, 0 means no correlation and 1 means perfect correlation. 

Thompson et al. (2012) choose r=0.6 as the threshold between poor (r<0.6) and good 

(r≥0.6) fits.  

Sanchez-Sesma and Velazquez (1987) derive a closed-form solution for the seismic 

response of an elastic dipping layer using specific geometrical analysis. The exact 

solution is given for dipping angles of the form 
1

2
𝜋 𝑁⁄ , where 𝑁 is an odd integer. 

Using this formula they have shown the importance of modelling this kind of 

geometries, such as valley edges.  

Furumoto et al (2006) proposed a method to compute the transfer function of dipping 

layers by superposing 1D transfer functions of the upper and lower side of the slope. 

Then they have compared their results to a 2D SRA showing that lateral site effects 

modify the dominant frequency. 

In our previous study (Volpini and Douglas, 2017), we have already studied the effect 

of gently dipping layers and suggested that it could be captured by conducting 1D SRA 

with randomized profiles. We considered a five-layer model using both 1D and 2D 

SRA. The large number of layers considered did not allow us to generalize our 

findings. That is why in this article we have considered just two layers, in order to 

understand a simpler situation.  

 

3.2.3 Comparing 1D and 2D SRA 

 

The purpose of this study is to investigate those geometries, which are neither strictly 

1D nor 2D/3D. In reality no site is perfectly 1D and hence it is important to know when 

the assumptions of 1D SRA breakdown. It is clear that when possible (good knowledge 

of the site in terms of characteristics of material, stratigraphy and records of input 
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motion; availability of appropriate software and skills in using these software; and time 

to conduct the analysis) it is worth undertaking a 2-D/3-D SRA for all sites 

significantly deviating from perfectly horizontal layering. Theoretically 2D/3D SRA 

should model the site amplification at such sites better than 1D SRA. From a practical 

viewpoint, however, 2D/3D SRA can produce erroneous and unpredictable results 

when there is a lack of detailed information about the site. Moreover, the more 

complex is the model, the higher the time taken to run the analyses, interpret the results 

and simplify them for engineering applications.  

In the previous section, various studies on the importance of taking into account 2D 

effects related to the basin shape were summarized. In this study, we conduct a more 

general survey of stratigraphic irregularities and provide some general and simple 

guidance on a better method to adopt in engineering practice for sites with near-surface 

geometries that are at the boundaries between the 1D and 2D worlds. The guidance is 

in the form of site characteristics that can be known a priori, such as sloping layers 

and the geo-mechanical characteristics of the soil, so as to avoid the need to compare 

the results of 1D and 2D SRA for the site.  

The following sections present:  

1) a parametric study on the seismic response of a 2D model with different dipping 

layer geometries and impedance contrast ratios; 

2) a comparison of the 2D results with a 1D analytical solution;  

3) a numerical criterion based on the comparison between the 1D and 2D transfer 

functions;  

4) definition of a boundary between the two approaches; and 

 5) verification of this guideline using other results from literature. 
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3.2.3.1 Defining the tools 

To study this problem in a parametric way, a simple geometry has been chosen. The 

aim of this first part of the work is to analyze three main aspects, similarly to Bard and 

Bouchon (1985) and Chavez-Garcia and Faccioli (2000): 

• the influence of the dipping layer and the angle of the slope; 

• the influence of the impedance contrast; 

• the influence of location within the model; 

Figure 3.2.5 shows the situation analyzed. The model is composed of two layers. The 

first one is dipping layer, which corresponds to a soil deposit. Four dip angles are 

considered: 2°, 3°, 4° and 5°, leading to values of Δh of 35m, 52m, 70m and 87m, 

respectively. 

 

Figure 3.2.5 Geometry of the model considered. 

Seven different shear-wave velocities are assumed for layer 1: 200, 300, 400, 500, 600 

and 700 m/s. Therefore, there are six analyses for each geometry and, in total, 4 angles 

× 6 velocities=24 analyses. The shear-wave velocity for layer 2 is kept constant at 1000 

m/s for all calculations. This leads to a variation in the impedance contrast: 
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  𝐼𝑧 =
𝜌2𝑉𝑠,2

𝜌1𝑉𝑠,1
           [25] 

where: ρ2 and Vs,2 are respectively the density and the shear wave velocity of the 

second layer; and ρ1 and Vs,1 are respectively the density and the shear wave velocity 

of the first layer. The densities of layers 1 and 2 are 1750 and 2200 kg/m3 respectively 

and the Poisson’s ratios are 0.35 and 0.25. It is worth mentioning that the main 

contribution to the impedance contrast ratios is the shear-wave velocity of layer 1. 

Density and Poisson’s ratio do not have large effects on viscoelastic analyses. 

The length of the model is 1000m plus two buffer zones of 1000 m each, which are 

fundamental to carry out the analysis in the 2D finite element software used here, 

Abaqus (Dassault Systèmes Simulia Corp, 2013). The dimensions have been chosen 

following the guidance provided by Nielsen (2006, 2014) as well as the boundary 

conditions (a rigid base and lateral free-field boundaries). 

Time-domain viscoelastic analyses are conducted. Several (four rock outcropping 

motion and a within motion) input accelerograms have been tested, all of them taken 

from the Italian ITACA database (Luzi et al., 2017). The accelerogram is input at the 

horizontal base of the model (Volpini et al., 2018).  

We tested inputting both the horizontal and vertical accelerograms simultaneously in 

the model but in the final calculations we decided to input just the horizontal 

component because of two reasons. Firstly, making a comparison with 1D SRA is 

clearer in this case. Indeed, in 1D SRA the basic hypothesis is to analyze the vertical 

propagation of the SH wave. Inputting a vertical motion into the 2D SRA would 

produce P and SV waves, changing the sense of the comparison. Secondly, there is 

still debate over the best way of conducting vertical SRA in the site response research 

community (Han et al., 2017). 
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Figure 3.2.6 displays one of the accelerograms used for the calculations shown here. 

From a theoretical point of view, the input motion should not make any difference to 

the transfer function, because we are dealing with linear analysis, whereas in a non-

linear analysis the choice of the time history is important (Rathje et al., 2010) 

 
 

Figure 3.2.6  Examples of input motion chosen from the ITACA database. 

 

The ground motions at several equally-spaced control points (Figure 3.2.5) are studied 

to investigate the spatial variability in the transfer functions, similarly to the approach 

of Makra et al.(2012). In addition, two other control points outside the main model, 

called C.P left and C.P right, are used to test the effect of the buffer zone. (Volpini et 

al., 2018). The resulting transfer functions are compared to those from 1D viscous-

elastic SRA computed using STRATA (Kottke and Rathje, 2009) and the vertical soil 

column below each control point.  

The damping ratio chosen for both sets of analyses is 3%, which results in a smooth 

transfer function where the effect of noise is minimized. The choice of this damping 

ratio is based on the results of the Prenolin project (Régnier et al. 2016), where a series 

of tests were conducted to determine the most appropriate damping value for viscous-

elastic analysis. It is easy to fix the damping ratio in STRATA but more challenging 

in Abaqus because it treats damping in a different way. (Volpini et al., 2018) 
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3.2.3.2 Results 

The purpose of this section is to compare the results of the 1D and 2D SRA for the 24 

cases introduced above. Following the approach of Thompson et al. (2012) we make 

the comparison in terms of the transfer functions rather than the response spectral 

ordinates. Hence, time-domain results obtained with Abaqus were then converted to 

the frequency domain. It is well known that the frequency content of the input motion 

becomes very important in SRA, especially in non-linear analyses, whenever it is 

linked to a certain kind of soil deposit. Assimaki and Lee (2012) have defined a 

frequency index that is a cross-correlation between the transfer function and the input 

motion’s amplitude spectrum. The higher this value is the more similar are these two 

functions, implying resonance. 

For each geometry (2°, 3°, 4° 5°), a good match and a poor match are plotted (Figure 

3.2.7). We have decided to plot the transfer functions for 250m and 750m, for good 

and poor match respectively, for consistency and for the results of the quantitative 

analysis discussed in the next section. For example, a good match (i.e. the 2D transfer 

function is similar to that from 1D SRA) is shown by the results for 700 m/s and control 

point 250 m whereas a poor match (i.e. the two transfer functions are dissimilar) is 

obtained for 200 m/s at control point 750 m. In general, a good match is obtained for 

a low impedance contrast and a shallow angle. Conversely, a poor match happens with 

high impedance contrast and a steeper angle.  
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               CONTROL POINT: 250m                    CONTROL POINT: 750m 

 

 

 

 

2° 

  

 

 

 

 

3° 

  

 

 

 

 

4° 

  

 

 

 

 

 

5°   
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Figure 3.2.7 Comparison between 1D SRA and 2D SRA. 1a-b 2° good and 

poor match, 2a-b 3° good and poor match, 3a-b 4° good and poor match, 4a-b 

5° good and poor match. 

 

3.2.4 Investigating numerically the boundary between 1d/2d for quasi-

horizontal layers 

 

In the previous section, a qualitative comparison of the transfer functions was shown. 

For the chosen examples, it was clear which graph represented a good and poor match. 

Indeed, they have been selected with that aim. It is important to quantify the match, 

especially for those situations that are at the boundaries between visually good and 

poor matches. Indeed, although the transfer function plot immediately indicates the 

match between 1D and 2D SRA it does not measure it. Hence, following the approach 

of Thompson et al. (2012),  the Pearson’s sample correlation coefficient (r), is used to 

measure the goodness of fit between the two transfer functions. As discussed above r 

can vary from -1 to 1. In this context measures the alignment of the resonance 

frequencies.  

To compute r the transfer functions for 1D and 2D for a set of consistent frequencies 

are plotted against each other. An example of such a plot is shown below in Figure 

3.2.8. If the two curves were aligned perfectly r would equal one and if they showed 

no alignment r would equal zero. In this example, as is clear from a visual comparison 

of their transfer functions, the match is good; r in this case equals 0.8. Therefore, r is 

a useful parameter to measure the goodness of fit in a single number.  
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Figure 3.2.8 Comparison of the 1D and 2D transfer functions for the 2° model 

and Vs=400m/s at control point 250m as well as the graph for computing the 

goodness of fit parameter r. 

The value of r has been computed for every analysis and all considered control points. 

The values obtained are plotted together in a single graph (Figure 3.2.9). From this 

graph it can be seen, as expected, that: r increases as the angle of the slope decreases 

while it decreases with increasing impedance contrast. These trends are seen for all 

controls point except at 0m.  

As the angle of the slope increases the fewer analyses pass the threshold of r=0.6,  

which Thompson et al. (2012) suggests indicates the boundary between poor and good 

matches. For example, for 2° only the results for 200 m/s are below the threshold, 

whereas for 5° most of the results for 200, 300, 400 m/s are below the threshold, 

thereby showing the strong impact of the slope on the match between 1D and 2D SRA. 

To make the influence of the three factors clearer on Figure 3.2.10 only the results for 

the highest and lowest impedance contrast are plotted. The values of r for 700m/s are 

always above the threshold whereas r for 200m/s is often below the threshold, which 

is in agreement to that presented by Bard and Bouchon (1980a, b, 1985) . 

r=0.8 
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Figure 3.2.11 shows the results plotted in a different way to examine the influence of 

the location of the control point. The red dots indicate r values below the threshold 

whereas the black dots signify results above the threshold. In other words, red dots 

identify those situations where 2D SRA should be used because there is too large a 

difference between the 1D and 2D transfer functions.  

 

 

 

Figure 3.2.9 Summary of the Pearson’s sample correlation coefficient, r, for 

all analyses. The colours and symbols identify different impedance contrasts. 

Each subplot is for a different slope angle and on each the results for every 

control point are plotted. 
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Figure 3.2.10 Summary of the Pearson’s sample correlation coefficient, r, for 

the 200 m/s and 700 m/s analyses. 
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Figure 3.2.11 Summary of when the Pearson’s sample correlation coefficient, r 

is above or below the 0.6 threshold. Each subplot is for a given control point: 

250, 500, 750 and 1000m. The red dots indicates r<0.6 and black dots r>0.6. 

From Figure 3.2.11 it can be seen that at the control point of 750m most r values are 

below the threshold of 0.6. To be conservative this location is chosen as the basis for 

the guidance derived below. Other analyses were conducted for control points 300m, 

600m 700m, 800m and 900m to check whether 750m is indeed the most critical 

location. These analyses demonstrated that the worst match between 1D and 2D SRA 

occurs at the farthest distances from the origin. We have decided to base the guidance 

on the results for 750m because the results are more consistent here than at 800m and 

900m. To check the robustness of this methodology, we have, firstly, reproduced the 

same geometry but for different widths. As well as the original one, which is 1000m 
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wide, we have selected two other widths: 500m and 2000m. In both cases, we have 

chosen the 2° and 4° models with Vs,1=400m/s. Results are reported in terms of 

Pearson’s sample correlation coefficient in Table 3.2.1, demonstrating that this method 

gives stable results, except for certain location points of the 4°model. In particular, we 

should notice the 1000m Pearson’s sample correlation coefficient, which is about 0.22 

in the original model and 0.68 in the 2000m width model. This indicates that we are  

being conservative in the use of the results for 1000m. 

Table 3.2.1 Pearson’s sample correlation coefficient for geometries with 

different widths.  

 

 

Secondly, to make the soil profile considered more realistic than a single soil layer 

overlying a stiff bedrock layer, the analysis was repeating using an idealized shear 

wave velocity profile from the Prenolin project (Régnier et al. 2016), described by this 

equation: 

 

 

 

2° 

LOCATION 

[m] 

125 250 375 500 750 1000 1250 1500 1750 2000 

ORIGINAL 

(1000) 

x 0.8 x 0.71 0.62 0.77 x x x x 

2000 x 0.88 x 0.88 0.86 0.73 0.68 0.73 0.74 0.77 

500 0.92 0.6 0.5 0.71 x x x x x x 

 

 

         

4° 

           

ORIGINAL 

(1000) 

x 0.49 x 0.68 0.52 0.22 x x x x 

2000 x 0.81 x 0.67 0.85 0.68 0.6 0.62 0.64 0.7 

500 0.68 0.7 0.47 0.6 x x x x x x 
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 𝑉𝑠 = 𝑉𝑠1 + (𝑉𝑠2 − 𝑉𝑠1) (
𝑧 − 𝑍1

𝑍2 − 𝑍1
)

𝛼

 [26] 

 

Where: 𝑉𝑠1 is the initial velocity; 𝑉𝑠2 is the final velocity; 𝑍1=0m; 𝑍2 is the depth of 

the soil deposit, depending on the slope considered; and 𝛼 is a parameter that denotes 

the shape of the curve (if α=1, the equation describes a linearly increasing velocity). 

The soil deposit of Figure 3.2.5 is now divided into several sublayers using equation 

26. Different values of α were tested. The results of this analysis are considered when 

checking the guidance derived from the simple profile (see below). 

We also made calculations using the shear-wave velocity profile from an invasive test 

(cross-hole, from Fugro) performed in Mirandola (Italy) for the Interpacific project 

(Garofalo et al. 2016a; Garofalo et al. 2016b). Results from these calculations are also 

considered when checking the guidance (see below). In addition, results from our 

previous study (Volpini and Douglas, 2017) for extreme cases are also considered 

below. It should be noted that following publication of that study in the conference 

proceedings we found errors in our calculations, which have been corrected for 

consideration here. 

Finally, we need to consider the possibility of irregularities on the dipping interface as 

the straight line geometry of Figure 3.2.5 is probably unrealistic for most locations. 

Therefore we also consider the interfaces shown in Figure 3.2.12a and b, which have 

the same overall slope as the interface of Figure 3.2.12c, which is used for the other 

calculations shown here.  
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Figure 3.2.12 Examples of irregularities that can be encountered on real sites 

(a-b) and its simplification (c). 

A test is performed for 3° and velocity 300 m/s. Table 3.2.2 reports the results for the 

original interface (c) and the two irregular interfaces (a-b). The values obtained 

confirms the trend of the original calculations (c), except for control point 250m, where 

geometry b does not pass the threshold r=0.6. 

Location [m] 0 250 500 750 1000 

R,C  0.93 0.70 0.56 0.41 0.71 

R,A  0.91 0.71 0.53 0.53 0.70 

R,B  0.94 0.57 0.45 0.43 0.70 

Table 3.2.2 Pearson’s sample correlation coefficient for geometries a, b and c.  

To double-check this test, we have performed another analysis (3°, geometry b and 

Vs,1=200m/s). The results are shown in Table 3.2.3, which suggest that there is some 

minor uncertainty in the boundary between 1D and 2D response for irregular 

interfaces. 

a b 

c 
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Table 3.2.3 Pearson’s sample correlation coefficient for geometries b, c, 

Vs,1=200m/s and 3° 

 

LOCATION 

[m] 

0 250 500 750 1000 

r,c  0.91 0.68 0.31 0.35 0.64 

r,b 0.92 0.58 0.26 0.54 0.64 

 

3.2.5 Development of the chart 

 

As discussed above, the 750m control point (Figure 3.2.11) is the worst location in 

terms of values of r and, therefore, to be conservative (i.e. to recommend 2D SRA 

when there is a doubt) results for this location are used in this section to develop the 

guideline. The purpose of this guideline is to choose on the best analysis method (1D 

or 2D SRA) a priori  based on the slope angle and the impedance contrast.  

To determine this guideline, in this section we: firstly determine a relation from the 

750m location point graph separating the regions when 1D SRA gives acceptable 

results from those regions when it does not; and secondly to verify this relation with 

additional calculations taken from the literature as well as computed here for more 

realistic shear-wave velocity profiles. 

Figure 13 again shows the results for the 750m control point trend, but this time using 

the impedance contrast. Bard and Bouchon (1985) and Chávez-García and Faccioli 

(2000) use the shape ratio parameter to characterize their basins. In this work, we do 

not want to concentrate on a specific type of 2D structure, e.g. basin or canyon, but to 
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develop a more general rule. Therefore, we use the average angle of the sloping 

interface, which can characterize basins and valleys as well as gently dipping layers. 

This simple power law separates the two regions of Figure 3.2.13: 

  𝐼𝑧 = 6.95𝛾−0.69            0 < 𝛾 < 13°       [27] 

where 𝛾 is the sloping angle. To make this graph clearer, consider two situations. If 

we have a site with an irregularity such as a gentle dipping layer with a slope of two 

degrees (2°) and the soil deposit is stiff ( 𝐼𝑧 = 3), we could use a 1D SRA without large 

errors as the critical Iz for this case is 6.95 × 2-0.69=4.3. Conversely, let us consider the 

same geometry but with a very soft soil deposit ( 𝐼𝑧 = 7.5), in this case this graph 

suggests that a 2D SRA is required because the transfer function from a 1D SRA would 

not capture the strong 2D effects present.  

 

Figure 3.2.13 Summary of when the Pearson’s sample correlation coefficient, r 

is above or below the 0.6 threshold for a control point of 750m, which is used 
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as the basis of the guidelines. The threshold indicates the boundary between 

1D being acceptable and 2D being required.  

3.2.6 Probing the guidelines 

To check the guidance shown in Figure 13 it is useful to consider simulations or 

observations from the literature. We do not consider valleys with slopes larger than 

about 15° and “sine” shape because it is commonly agreed that beyond a certain level 

(h/l=0.25, narrow valley) (Silva, 1988) 1D SRA will always give incorrect results. It 

is important to include both sites that are clearly 1D and clearly 2D but also cases 

between these two worlds. Each site will be classified by two parameters: slope and 

impedance contrast.  

The types of studies considered are the following, along with the methods to simplify 

them. 

 

1- The paper must present the geology of the site as well as geo-mechanical 

characteristics. 

2- A study is excluded from consideration if a 1D SRA is presented without 

giving a rough estimation of the subsurface stratigraphy/geology because we 

cannot estimate the slope for this situation. 

3- In case of an irregular shape, a simplified shape will be taken into consideration 

(e.g. Figure 3.2.12). 

4- As previously mentioned, the sloping angle must be <15°. Our focus is on 

studies for slopes between 2 and 8° as this is the critical zone between 1D and 

2D response. 

5- The results of Bard and Bouchon (1980a, b, 1985) and Chávez-García and 

Faccioli (2000) are also considered. 
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While it is very easy to find clearly 2D/3D examples in literature, it is more difficult 

to find examples of 1D cases with sufficient information to confirm that they are 1D 

because such sites are often less appealing from a research point of view (if potential 

nonlinear behavior is ignored). Despite this lack of studies, we were able to find 

sufficient cases where the stratigraphy is not perfectly flat, but, because of a low 

impedance contrast or weak ground motions, 1D SRA has been used. Table 3.2.4 

summarizes the examples considered here. To evaluate the impedance contrast ratio, 

we have computed an average value of both shear-wave velocity and density for each 

of the real geometries. 

A comparison between the guidance derived in the previous section and the results 

from previous studies is shown in Figure 14. As is clear from the graph, there are cases 

(valley) in which 2D SRA is clearly needed. An interesting comparison is between the 

basins in Nice and Caracas (Semblat et al., 2002). They have chosen these two basins 

as examples of a 1D case (Nice) and 2D (Caracas). This decision is clearly highlighted 

in the graph as these basins are on opposite sides of the line. Considering the 

parametric analyses of Bard and Bouchon (1980a, b, 1985) and Chavez-Garcìa and 

Faccioli (2000), we can say that our guidance confirms their studies. For example, 

Bard and Bouchon (1985) did not consider the case of 4° and low impedance contrasts 

because their aim was to evaluate 2D effects. Considering our additional calculations 

using the Prenolin (equation 26) and Mirandola profiles, these also confirm the 

guidance in most cases. We should note that the Prenolin profile with α=1 gives an 

inconsistent (but conservative) answer in comparison with the guidance. For this case 

all simulations had r>0.6, indicating a good match between 1D and 2D SRA. The 

results for Mirandola are also on the threshold; again all our simulations give r>0.6. 

The conclusion of the checking of the guidance with other more realistic profiles and 

geometries is that there is some uncertainty in the location of the threshold of when 
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1D SRA applies but our proposed threshold is generally conservative, i.e. it 

recommends 2D SRA when 1D SRA may in fact be acceptable.  
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Site  Reference Description/Info 

Slope 

[°] 

Impedance 

contrast ratio, 

Cv 1D 2D 

 [-] 
Bard and 

Bouchon., 1980a 

type 1 4 2.2 x   

type 1 4 8.2  x 

type 2 12 2.2  x 

type 2 12 8.2   x 

[-] 

Chavez-Garcia 

and Faccioli, 

2000 

HC 9 5.2   x 

same angle 13 

1.8  x 

2.6  x 

3.5  x 

5.2   x 

 Thessaloniki, 

Greece 

Raptakis et al., 

2004 

LEP 
7 

3.5   x 

Val di Sole, 

Trento, Italy Faccioli et al., 

2001 

[-] 13 3.0   x 

Kirovakan 

Valley, Armenia 
Bielak et al, 1999 

zone 3 6 1.7 x   

zone 2 >20 2.3   x 

Grenoble, 

France 
Bonilla et al,2006 

[-] 12 5.2   x 

[-] Prenolin Project 

alpha<1 3 2.4 x   

alpha<1 4 2.4  x 

alpha=2.5 5 4.5  x 

alpha=1 5 3.3 

from the 

analysis x 

Mirandola, Italy 

Interpacific 

Project- 

Mirandola 

Fugro -Crosshole 
2 4.4 x   

5 3.3   x 

Nice basin, 

France Semblat et al., 

2004 
[-] 

3 4.6 x   

Caracas basin, 

Venezuela 10 5.5   x 

Mississippi 

enbayment, U.S. 

Park and 

Hashash, 2001 [-] 0 2.5 x   

[-] 
Volpini and 

Douglas, 2017 
[-] 

1 2.4 x  

5 3.4  x 
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Table 3.2.2 Summary of the real cases added to the guideline. For the 

definition of alpha please see Equation 26. 

 

 

 

Figure 3.2.14 Comparison between the guidance proposed in this study and 

previous studies. 

3.2.7 Conclusions 

 

In this article, a comparison between transfer functions from 1D and 2D site response 

analysis was presented. 1D analyses are easy to understand, they are rapid and 

uncertainties in the geomechnical properties of the soil layers can be easily 

incorporated. When the subsurface geometry/stratigraphy does not present marked 

derivation from the assumption of flat layers 1D analysis can provide accurate results. 



 

99 

 

In contrast, 2D analyses are more complex and require much more detailed 

information about the site. In addition, they require more computational resources and 

time, especially if uncertainties in the site properties are considered. For these reasons, 

most of the time 2D analyses are not used in engineering practice unless strictly 

necessary, e.g. a steep valley. The result of this study was guidance in the form of a 

power law, based on the subsurface slope of the soil deposit and the impedance 

contrast, was proposed to decide on when 1D analysis provides acceptable results or 

in contrast when 2D analysis is required. Linear viscoelastic analyses were performed, 

where the main geomechanical characteristic is the material stiffness (expressed 

through the shear-wave velocity). The model proposed presents a simple geometry, 

defined by two layers, where the shallowest one is inclined. This configuration can be 

seen as the edge of a valley. 

This guidance was the result of a parametric analysis, which was then checked using 

results from the literature. In future it will be interesting to add non-linearity to this 

parametric study, which could bring more realistic results. 
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Chapter 4 

4.1 Introduction 

The fourth chapter of this thesis does not concern lateral uncertainties due to non-

horizontal layers. Instead, I focus on another aspect of imperfect knowledge of site 

conditions and its influence on site effects. In particular, I study the uncertainties 

related to deep soil deposits. 

A deep soil deposit in this context is one that does not reach high shear-wave velocity 

until a considerable depth. This situation is relatively common and the main issue 

associated with it is the lack of reliable in situ tests beyond a certain depth. In fact, 

most invasive/non-invasive tests give an accurate answer only in the shallow portion 
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of a soil deposit. Then, either for economic/technical reasons (for invasive tests) or 

due to intrinsic difficulties in interpreting the test results (non-uniqueness of the 

solution/loss of resolution along the vertical) (for non-invasive tests), the deep portion 

of a soil deposit cannot be defined with accuracy. In Figure 4.1 the generic scheme of 

different investigated volumes of invasive and non-invasive tests is displayed (Comina 

et al., 2011). Despite the volume of non-invasive tests appears to be much larger than 

the volume of invasive ones, it is well-known that this kind of tests has a lower 

resolution at greater depths. 

 

Figure 4.1. Investigated volumes of invasive and non-invasive test. In 

particular a suspension logging test (PSSL), down-hole test (DH), cross-hole 

test (CH) and a general volume referred to as non-invasive test 

 

Connected to the influence on site response analysis of the generic uncertainties in a 

deep profile, there is also the uncertainty linked to the bedrock. Typically, an 

engineering bedrock should reach at least 800m/s from an engineering point of view. 

Most of the time, once found a value similar to this is reach the site investigation could 

be considered concluded. Several studies, however, focused their attention on the 
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portion of soil immediately after the seismic bedrock and they questioned whether this 

deep portion is important or not. Consider, as an example, the soil profile in figure 4.2. 

This profile is both a deep profile and it presents several uncertainties in the 

determination of its deep portion. Similar soil deposits will be investigated in the main 

body of the chapter. Boore and Joyner (1997) proposed a method to estimate the 

seismic shear-wave velocity as a function of depth for generic rock sites, from borehole 

data and studies of crustal velocities. This is one of the main approaches that tries to 

analyse this kind of profile that will be illustrated in the following section. 

 

 

Figure 4.2. Example of a deep shear wave velocity profile (Charleston) from 

Chapman et al. (2006) showing a comparison between it and the general 

USGS assumption.  

 

References 

 



 

107 

 

• Boore, D. M., and W. B. Joyner, “Site amplification for generic rock sites”. 

Bulletin of Seismological Society of America 1997; 87:327-41 

• Comina, C., Foti, S., Boiero, D., and L. Socco, (2011). Reliability of VS, 30 

evaluation from surface-wave tests. Journal of geotechnical and 

geoenvironmental engineering, 137: 579-586. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

108 

 

4.2. The influence of limited knowledge of deep (>100m) shear-wave 

velocities on estimated site amplifications 

Carolina Volpini & John Douglas 

Department of Civil and Environmental Engineering,  

University of Strathclyde, Glasgow (UK) 

Abstract 

 

Here we consider sites with a suspected deep (>100m) impedance contrast and high 

but unknown bedrock velocity (shear-wave velocities>1000m/s). Current standard 

methods using ground motion prediction equations to assess the input motion for such 

bedrock are problematic due to a lack of observed strong-motion data to constrain 

these equations. It would be helpful to have knowledge of velocities at greater depths 

for all records in current strong-motion databases. Because most often this information 

are lacking, should the deep impedance contrast be omitted when conducting site-

response analyses (SRA) for these sites? And what are the implications of this choice? 

By not considering the deep impedance contrast we are potentially ignoring an 

important aspect of the site but one for which we have little constraint. 

An approach to simulate the deep portion of the full profile, based on a large database 

of profiles, is proposed here. Firstly, sites are classified into three categories based on 

the depth to the bedrock (D). The portion of the profile below this interface is then 

removed and substituted with simulated profiles to account for uncertainty in the deep 

properties. The effect of these uncertainties on the results of SRA are then assessed. 

We find that the simulations are robust for profiles with D≤ 100m, whereas it is more 

difficult to constrain profiles with higher D, due to the lack of real measurements. 

Particular attention is given to the influence of softer layers within the soil deposit 
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(inversions of velocity). It is found that such layers often have little impact on the SRA. 

Finally, the results of the full SRA are compared to those obtained by the quarter 

wavelength method and we find that this approach should only be considered as a first 

step of a complete analysis. 

4.2.1 Introduction 

 

In Douglas et al. (2009) a framework for the inclusion of site effects in empirical 

ground-motion prediction equations (GMPEs) was proposed. They characterized 

stations through the quarter wavelength method (QWM) (Joyner et al., 1981) and 

assessed confidence limits on their shear-wave velocity (Vs) profiles and also the 

predicted amplification using the QWM. Their aim was to take advantage of all the 

possible information about a given site (e.g. surface geology, soil profile, in situ tests, 

near-surface velocity estimated from the topographic slope, depth to bedrock and 

crustal structure) to constrain the Vs profile down to a few kilometers, where it is 

appended to a model of the crustal velocity. One aspect they did not consider fully was 

the characterization of the deep portion of the profile. Does this deep portion of the 

profile have a strong impact on site amplification assessed through site response 

analysis (SRA)? 

To study this question, it is useful to define various terms. We call the “deep portion 

of a profile” the part of profile that goes from engineering bedrock (Vs=800m/s) to a 

second bedrock (crustal velocity ≈ 3000-3500m/s). These limits are chosen based on 

conventions in the engineering seismology community. Eurocode 8 (ENV 1998, 

hereinafter referred to as EC8) defines Vs,bedrock as Vs>800m/s. “Hard rock” is 

generally considered to have a Vs of 2000m/s to 3500m/s, which are similar to the 

velocities in the crust (e.g. Boore and Joyner, 1997; Laske et al., 2005; Tsang and Lam, 
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2007). It is common to have knowledge of the shallow Vs profiles thanks to invasive 

and non-invasive tests but not deeper and/or those materials with high Vs because of 

the difficulty in assessing their characteristics. Vs of the crustal structure at depths of 

1km or more are determined using tomography of seismic wave travel times (e.g. Iyer 

and Hirahara, 1993; Kennett, 2002). 

Techniques to measure near-surface Vs can be split into two categories. Firstly, 

invasive tests, which are generally considered more reliable because they are based on 

the interpretation of local measurements of shear wave travel times, giving a good 

resolution as a function of depth. The main drawback is that they require, at least, one 

borehole, making them quite expensive for obtaining deep information, in contrast to 

non-invasive technique. Examples of these measurements are cross-hole, down-hole 

and PS suspension logging. Secondly, non-invasive tests, also called surface-wave 

methods, are commonly employed because they are often cheaper as they do not need 

a borehole. Indeed, they are based on the analysis of surface-wave propagation and the 

dispersive characteristic of the site. In a layered medium (such as a soil deposit), 

surface waves propagation is governed by geometric dispersion. It is a multimodal 

phenomenon: at each frequency modes of vibration can exist and each one is 

characterized by its own propagation velocity (Aki and Richards, 1980). Non-invasive 

tests require usually little effort for field acquisition but the processing and inversion 

of the experimental data are much more computationally intensive than those required 

for invasive methods. The resolution is also not generally as good as for the invasive 

methods. Thanks to this kind of tests, it is possible to measure Vs at greater depths 

than is generally achieved through invasive tests. Non-invasive techniques fall into 

two groups: active (using an actual source generating the seismic waves) and passive 

(seismic waves are generated by ambient noise) methods. Examples of these 
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techniques are spectral analysis of surface waves, frequency wave-number spectrum 

method and multichannel analysis of surface waves (all active methods) and noise 

analysis of surface waves (a passive method). Another commonly-used passive 

method, which estimates the fundamental frequency, is the horizontal to vertical 

spectral ratio (HVSR) (Nakamura, 1989) technique. The main applications of this 

technique are the determination of the fundamental frequency of subsurface resonance 

as well as to provide a preliminary idea of the stratigraphy of the subsoil. 

Despite all these techniques it is difficult to estimate the Vs of the central portion 

(roughly >50m and <1km) of a deep profile (Passeri et al., 2018). That is why, most 

of the time, this portion is neglected and a site response analysis is performed using 

just a shallow profile (Bielak et al., 1999; Lanzo et al., 2011). The aim of this work is 

to understand what we miss when conducting a SRA if we do not have detailed 

information about the deep velocities. After a review of some relevant literature we 

develop a procedure to simulate Vs at depth (>50m). Then, we perform SRA for these 

simulated profiles to understand the importance of this portion of the profile. 

 

4.2.2 Literature review 

 

When estimating seismic site amplification several uncertainties must be taken into 

account. Some of them come from the lack knowledge about the mechanical 

characteristics of the soil, some from the topographic and stratigraphic uncertainties 

related to the site and some from numerical simplifications made to reproduce reality 

in a tractable way.  
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In this work, we pay particular attention to imperfect knowledge of Vs profiles and its 

effects on SRA.  In this context, the epistemic uncertainty of the characteristics of each 

geophysical method on the resulting Vs profile was recently highlighted by Passeri et 

al. (2018) by providing examples for each seismic in-situ test. Another interesting 

study focused on the uncertainties associated with the measurement of Vs, earthquake 

magnitude and source-to-site distance is by Moss (2009) who noted that these 

uncertainties are often neglected when deriving GMPE. He presented a method to 

quantify the uncertainties and to consider them when developing GMPEs. Seyhan et 

al. (2014) improve the site database of NGA-West2 by providing and improving the 

documentation and consistency of site descriptors used to estimate Vs,30 (the average 

Vs to a depth of 30m) when actual measurements are not available. These estimators 

are surface geology, topographic slope, and geotechnical and geomorphic categories. 

Thanks to this approach, they found a way to minimize the bias and dispersion assign 

the best Vs,30 for each site.  

Considering more closely our study, the first aspect that should be considered is the 

concept of deep deposit profiles. By this we mean a deposit with a Vs profile that does 

not reach a bedrock value until a considerable depth (>50m). The importance of the 

knowledge of deep Vs was discussed in Ohta et al. (1980), where they conducted 

measurements in deep soil deposits using a sophisticated down-hole method. They 

underlined the engineering importance of these measurements when calculating the 

amplification of seismic waves from the bedrock. Their work highlighted the large 

effect of deep soils on long-period ground motions. Similarly, Hashash et al. (2001) 

studied the uncertainties that a deep deposit can bring to SRA. They focused on the 

New Madrid Seismic Zone (NMSZ), which is the most seismically active zone in the 

eastern USA. They conducted a non-linear analysis to take into account the effect of 
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large confining pressures on the strain-dependent modulus degradation and damping 

of the soil. In their analysis, they considered a 1000m soil column, which is typical for 

Memphis within the NMSZ. They observed that significant high frequency 

components are propagated through such deposits. Moreover, the propagation of 

seismic waves through very deep deposits results in the development of large long-

period ground motion. Boore and Joyner (1991) focus on the estimation of ground 

motion at typical deep-soil sites in North America. They modified their stochastic 

model for hard-rock ground motions to account for the effects of deep soils. They 

created a generic model of Vs and attenuation for these deep soil sites and then they 

proposed a filter modifying the stochastic model of Boore and Atkinson (1987) to 

obtain GMPEs for various ground-motion parameters. 

A typical profile for Memphis (Gomberg et al., 2003; Cramer et al., 2004) is a perfect 

example of a deep soil deposit (Figure 4.2.1) considering that its seismic bedrock is 

located at more than 400m. As discussed above it is difficult and expensive to have 

detailed measurements to this depth. A “dark zone” can be identified below a depth of 

about 400m where little information is available. At great depths (>2km) the crustal 

velocity from seismic tomography is generally quite well known. In the case of 

Memphis the Vs profile features a velocity inversion. One of the goal of our study is 

to investigate the impact an inversion at these depths can have. 
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Figure 4.2.1: Memphis profile from Gomberg et al. (2003) and Cramer et al. 

(2004). Figure modified from Volpini and Douglas (2019)( see Appendix 2) 

 

Using the techniques discussed above it is impossible to have a perfect knowledge of 

the whole Vs profile down to the crustal velocity. Based on the current literature it is 

not clear whether only the well-known shallow part of the profile should be considered 

or if the poorly-constrained deeper portion should also be included within the SRA. 

The QWM (Joyner et al., 1981), which is the main technique used in Douglas et al. 

(2009), could be useful in such situations because it only uses average Vs down to a 

depth equal to the quarter wavelength of seismic waves of the considered frequency. 

Therefore, it is less sensitive to the unknown details of the profile. Another option 

would be a full SRA considering a combination of randomized profiles around the 

central one. These methods are described in the following sections. 

4.2.2.1 Quarter-wavelength method 

 

In the QWM (Joyner et al., 1981) the amplification, A, is given by the square root of 

the ratio between the seismic impedance (velocity times density) averaged over a depth 
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corresponding to a quarter wavelength and the seismic impedance at the depth of the 

source, i.e.: 

 𝐴[𝐹(𝑧)] = √
𝜌𝑠𝑉𝑠

𝜌�̅�𝑉𝑠,𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑧)
  [28] 

 

where: 𝜌𝑠𝑉𝑠 are the crustal density and the crustal shear-wave velocity respectively and 

𝑉𝑠,𝑎𝑣𝑒𝑟𝑎𝑔𝑒(𝑧) is the average velocity to depth z and it given by 𝑧 𝑆𝑡𝑡(𝑧)⁄  and the 

frequency corresponding to the depth, 𝑓(𝑧), equals 1/[4𝑆𝑡𝑡(𝑧)]. 

To account for near-surface attenuation we need to multiply the A[F(z)] by 

exp (−𝜅𝜋𝑓), where 𝜅 is the high-frequency attenuation parameter introduced by 

Anderson and Hough (1984) and 𝑓 is the frequency. According to Anderson and 

Hough (1984), above a certain frequency the acceleration spectrum generally decays 

exponentially with frequency. This parameter is a subject of much recent research (e.g. 

Ktenidou et al., 2014) but it is not considered further here because our focus is on site 

amplification not attenuation. 

The QWM can provide a first-order estimate of the site amplification (e.g. Figure 

4.2.2). Cotton et al. (2006) present equations to provide a generic Vs profile given a 

value of Vs,30. In their formulation they used the Vs profiles of Boore and Joyner 

(1997) as end members and then interpolate between them. 
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Figure 4.2.2: Example of QWM output. Left: the generic rock Vs profile for 

California (Boore and Joyner, 1997); Right: amplification with various levels of 

attenuation modelled using κ. 

The main problem of this method is that it gives just a general idea of the amplification 

we expect, which is, at the same time, its strength. In the absence of information on 

the deep portion of Vs profiles, this method appears to estimate a reliable amplification 

as it is insensitive to uncertainties. For example, let us suppose there is an inversion of 

velocity in the deep portion of profile. Considering that the QWM considers an average 

Vs profile the influence of the inversion is partially lost. 

4.2.2.2 Site response analysis 

 

We define SRA as the sum of the modification/alteration of the seismic waves by 

variations in the near-surface Vs. SRA works as a filter that amplifies the motion at 

certain frequency and deamplifies it at others. A full SRA requires knowledge of the 

Vs profile, mechanical characteristics of the soil and stratigraphy/topography of the 
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deposit. It is usually common to start with a linear elastic analysis and then to consider 

more complex soil behavior (e.g. non-linear response). In this work, since we are 

dealing with deposits where we know little, it is not useful to perform complex 

(nonlinear) analyses. Viscous linear-elastic analyses will be performed here. These 

require the Vs profile, the density of each layer and the ratio of viscous damping.  

Assuming a single layer of soil of thickness H with an input as an outcropping 

(bedrock) motion. The amplitudes associated with the resonance frequencies at the 

ground surface are given by this equation: 

 

 
𝐴𝑟,𝑛 =

1

𝐼𝑧 + (2𝑛 − 1)
𝜋
2 𝑞

       𝑛 = 1,2, … , ∞  [29] 

 

where q is the damping value, which characterizes the reduction in wave energy and 

𝐼𝑧 is the impedance contrast ratio. According to this equation, the maximum amplitude 

depends on the value of damping and on the impedance contrast ratio, whereas 

resonance frequencies depend on the Vs and H: 

 

 𝜔𝑛 ≈
𝑉𝑠

𝐻
(

𝜋

2
+ 𝑛𝜋)              𝑛 = 1,2, … , ∞  [30] 

 

From this equation it is clear that knowing the Vs profile and the related thickness of 

each layer is fundamental to perform a consistent analysis. That is why it is not clear 

whether it is worthwhile to use this method when Vs and H are uncertain.  
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To account for uncertainty in the deep portion of a Vs profile, randomization of the 

profile has been proposed. The theory was firstly developed by Toro (1995) based on 

a database of 557 real Vs profiles. From these profiles, he derived a number of 

parameters for Geomatrix and USGS classifications using a maximum-likelihood 

procedure to constrain the randomized profiles. This procedure is implemented in two 

of the one-dimensional most known software for site response analysis (STRATA, 

Kottke and Rathje, 2013; Deepsoil, Hashash et al., 2016). The main problem with this 

approach is that the database used to derive the parameters was composed mainly of 

shallow profiles. Hence, it is not clear it can be used to constrain a deep profile. Passeri 

et al. (2018) developed an alternative method but also in this case they consider 

shallow profiles as the examples they have taken into account are: Mirandola (Italy) 

(InterPacific Project, Garofalo et al., 2016a-b) and the Seohae Grand Bridge site 

(South Korea) (Kim et al., 2013a). Montalva et al. (2010) develop a random field 

model for Vs profiles when lacking information, particularly when the only available 

information is a generic site classification. They compare their approach with an 

existing one in terms of the statistics of the Vs random field and in terms of the 

predicted site response.  

Douglas et al. (2009) considered various data capable of constraining the Vs and 

density profiles down to a few kilometers (soil profile, crustal structure, generic Vs 

profiles, near-surface geology, microtremor measurements, site class and in situ 

invasive and non-invasive tests). They define a number of parameters to constrain the 

shallow part of the soil profile as they have lots of information from the database. 

Then, they were forced to reduce the number of parameters to create the central portion 

of the profiles (from D, depth of the bedrock, down to few kilometers) because of a 

lack of real profiles with measurements for this depth range (Figure 4.2.3). From their 

study, it is clear that the portion with the least information is the one identified by the 
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dashed line, 50m< H< 500m (the “dark zone” referred to above). For our study we 

have expanded their database to include more profiles with measurements in this “dark 

zone”. 

 

Figure 4.2.3: Procedure of Douglas et al. (2009) to generate Vs profiles. They 

identify the most uncertain zone by a dashed line [from Douglas et al. (2009)] 

 

4.2.3 Database 

A database of 1102 real shear-wave velocity profiles has been compiled for this study. 

It is composed of the 857 profiles from Douglas et al. (2009) (see that reference for 

details of these profiles) plus 245 profiles kindly provided by INGV from the 

Engineering Strong Motion database (Luzi et al., 2016). Figure 4.2.6 displays our 

classification scheme. The first separation is whether the profile features a softer layer 

between two surrounding layers (a velocity inversion) or not. The second separation 

concerns the the maximum Vs attained in the profile: the first category includes those 

profiles reaching a Vs of 800m/s and the second those, which have not (these are not 
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considered further in our analysis). This limit comes from an engineering classification 

of bedrock (e.g. Pitilakis et al., 2018), below which the Vs should not decrease.  

 

 

Figure 4.2.6: Description of the steps to come up with the final database. 

 

 

4.2.4 Method 

 

The method developed comprises the following steps. 

1- Compile the database of 1,102 real shear-wave velocity profiles (see Section 

3); 

2- Determine the type of information needed to constraint the shape of a deep 

profile, as figure 4.2.7 displays: 
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Figure 4.2.7: Scheme of the information taken from database needed to build 

randomized profiles 

 

i) Depth of bedrock (D), i.e. the depth where Vs reaches 800m/s. We consider 

three categories: 

 D ≤ 50 m; 

 50m < D ≤ 100m; and 

 D > 100m. 

ii) Length (L) of the profile after D; 

iii) Thickness of the layers along L; 
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iv) Presence of velocity inversion or softer layers. Inside this parameter, we 

search for thickness of the inverted layer, thickness above the inverted layer 

and the velocity step: 

 
𝑉𝑒𝑙𝑜𝑐𝑖𝑡𝑦,𝑠𝑡𝑒𝑝 = 𝑉𝑠𝑙𝑎𝑦𝑒𝑟_𝑠𝑢𝑝 − 𝑉𝑠𝑖𝑛𝑣𝑒𝑟𝑡𝑒𝑑𝑙𝑎𝑦𝑒𝑟

 [31] 

 

3- Find a number of profiles that are representative for our study; 

4- Select a real reference profile where all this information is available as a basis 

for comparison; 

5- Simulate random deep profiles on the basis of the database information; 

6- Perform a SRA, using Seismo-soil software (Asimaki and Shi, 2017; see 

Appendix 4) to highlight the importance of the deep portion of the Vs profile; 

7- Compare the SRA for the real reference profile and those simulated; and, 

finally, 

8- Compare the SRA and QWM, which is the main method used in Douglas et al 

(2009). 

 

Figures 4.2.8 displays the information determined in step 2 in terms of cumulative 

relative frequency plots. 
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Profiles: 

D<=50m 

Total Number 

of samples: 373 

  

 

Profiles: 

50m<D<=100m  

Total Number 

of samples: 47 

  

 

Profiles: 

D>100m 

Total Number 

of samples: 49 

  

Figure 4.2.8a: Cumulative relative frequency plots of length after D and 

thickness of the layers. Top: D<=50m profiles, center: 50m<D<=100m, 

bottom: D> 100m. 
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Figure 4.2.8b. Example for D>100m. Top left: Thickness of velocity inversion;  

top right: Thickness of the top layer; bottom: velocity step in the inversion. 

 

To test the influence of the deep portion of the Vs profile on the results of a SRA, we 

consider a selection of real profiles. Table 4.2.1 represents the relevant values for all 

the profiles (Figures 4.2.1 and 4.2.9) we consider. We should also mention that for all 

the profiles we chose a damping of 1%. 
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Shallow Profile (from surface to D) 

  

D ≤ 

50m 

(254) 

D ≤ 

50m 

(352) 

50m < D ≤ 

100m (1) 
50m < D ≤ 

100m (2) 

D>100m 

(Memphis) 

V0 [m/s] 540 80 140 340 191 

Vs,30 [m/s] 1053 161 486 488 241 

Depth to the 

bedrock [m] 
2.5 48 80 30 400 

H min before D 

[m] 
2.5 3 3 12 12 

H max before D 

[m] 
2.5 16 30 18 240 

Vbedrock [m/s] 836 800 750 870 775 

Deep profile (from D to Hard Bedrock) 

H min [m] 5 30 40 30 70 

H max [m] 10 100 100 150 2580 

Inversion Characteristics 

Velocity,step 

[m/s] 
321 630 500 500 650 

Thickness of the 

inversion [m] 
5 100 40 150 2580 

Thickness above 

the inversion [m] 
10 32 100 30 1460 

 

Table 4.2.1. Parameters defining the characteristics of the Vs profiles for the 

considered sites. 

 



 

126 

 

 

Figure 4.2.9. Vs profiles for considered sites.  

Top: D≤ 50m, profiles 254 and 352 from the database.  

Bottom: 50m < D ≤ 100m, profiles 996 and 981 from the database. 

 

To compare the simulated and real Vs profiles and the results of SRA using these 

profiles the following steps are followed. 

1- Remove the deep portion (depths>D) of the Vs profile because for most sites 

this is unknown; 

2- Define the number of layers to create (we use five for the following 

calculations); 

3- Define the starting value of velocity, which corresponds to Vs,bedrock, and the 

crustal velocity; 

4- Consider various types of velocity inversion: 
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4a- Type 1: Velocity does not decrease below Vs,bedrock. This imposes the least 

restriction. 

4b- Type 2: Like type 1 but also respecting the cumulative relative frequency 

plot for velocity step;  

4c- Type 3: Like type 2 but also respecting cumulative relative frequency plots 

for the thicknesses of the inverted layer and the layer above. This is the most 

restrictive. 

4.2.5. Results 

 

4.2.5.1  First profile with 50m < D ≤ 100m 

 

Many profiles belong to the category 50m<D≤100m. Figure 8 displays the randomly 

chosen profile (number 996) and Table 4.2.1 reports its key characteristics. Figure 

4.2.10 shows the simulated Vs profiles using the randomization procedure described 

above assuming the three types of inversion as well as the results of the SRA. It is 

interesting to notice that in this case, the original profile is well represented by the 

mean and its confidence limits. This is because the length of the original profile 

matches the database available. As shown below this is not the case for Memphis 

profile (see section 4.2.5.3). 
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Figure 4.2.10a. Randomized profiles assuming an inversion of type 1 and the 

resulting amplifications. 

  

Figure 4.2.10b. Randomized profiles assuming an inversion of type 2 and the 

resulting amplifications. 

  

Figure 4.2.10c. Randomized profiles assuming an inversion of type 3 and the 

resulting amplifications. 
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From Figure 4.2.10 it can be seen that the sensitivity of the results to the type of 

inversion is small. Therefore, it appears that when we lack knowledge we could simply 

assume the minimal constraints (i.e. inversion type 1). This hypothesis is checked in 

the next section for another profile. It is also important to underline the shape of these 

simulated profiles. Most of these profiles lie in the upper portion of the confidence 

limits because one of the constraints removes the profiles that feature velocities below 

Vs,bedrock due to the definition of bedrock assumed here (Pitilakis et al., 2018). 

4.2.5.2 Second profile with 50m < D ≤ 100m  

 

The second profile considered is number 991 (Figure 4.2.9, Table 4.2.1). Figure 

4.2.11 displays the randomized profiles and the calculated site amplifications. 

Inversions of type 2 are not considered as the main differences in the results were 

between assuming types 1 or 3. 

  

Figure 4.2.11a. Randomized profiles assuming an inversion of type 1 and the 

resulting amplifications. 
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Figure 4.2.11b. Randomized profiles assuming an inversion of type 3 and the 

resulting amplifications. 

Figure 4.2.11 shows that there is very little difference between the site amplifications 

computed assuming inversions of types 1 or 3, confirming the observation above. 

Velocity inversions occurring in the deep portion of a Vs profile have little impact on 

the computed site amplification. 

4.2.5.3 Memphis profile with D>100m 

 

We next consider the very deep Memphis profile (Figure 4.2.9, Table 4.2.1). Figure 

4.2.12 displays the randomized profiles and the calculated site amplifications. We can 

clearly see the influence of the constraints in inversion type 3 where the dispersion 

around the main curve is smaller. This is clearly visible in the low frequency range 

(<1Hz). Despite this, neither inversions of type 1 nor type 3 can catch the fundamental 

frequency very well. We can clearly see this in the lower part of Figure 4.2.12a. This 

mismatch is due to the database itself: among the profiles with D>100m there are not 

many profiles with length comparable to the Memphis profile. Consequently, there is 

not much information about the deep layers, their thickness and their velocities with 

which to constrain the simulated profiles. In the absence of a large database, it is best 

to assume an inversion of type 1 because this does not generally lead to large errors. It 
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is clear that the more we know about the characteristics of deep profiles the better we 

can constrain the simulations.  

Inversion Type 1 Inversion Type 3 

  

 

Figure 4.2.12a. Amplification function assuming inversions of type 1 (left) and 

type 3 (right). 

 

 

Figure 4.2.12b. Comparison of the results of the two methods, where the 

dashed lines indicate the 95% confidence limits. 
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Figure 4.2.12c. Left: Profiles with no inversion of velocity; Right: 

Amplification functions of the original profile and the mean +/- confidence 

limits of the randomized profiles. 

 

A comparison between the amplification from randomized profiles when an inversion 

is assumed for the Memphis profile and when it is not are displayed in Figure 4.2.12c. 

In reality the Memphis profiles contains a velocity inversion in its deep portion but 

Figure 4.2.12c shows that neglecting this inversion does not change the computed 

amplification by much. The main difference between the two analyses is mainly in the 

frequency range 1-5 Hz and that often the confidence limits of the computed 

amplification functions contain the amplification function for the original profile. 

4.2.5.4  D ≤ 50m profile 

 

In this section the effect of an inversion in the first 50m is examined. We have already 

seen that the influence of softer layers at great depths is not very important and can 

often be neglected if we do not have sufficient information. What if this softer layer is 

located at shallower depths? To answer this question two profiles with D≤50m are 

considered: profile 254 (a very shallow profile) and profile 352 (a deeper profile) 
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(Figure 4.2.9, Table 4.2.1). The results of randomizing the lower parts of these profiles 

assuming an inversion type 3 are shown in Figure 4.2.13. 

  

Figure 4.2.13. Amplification function assuming an inversion of type 3 for both 

profiles 

We can observe a significant difference between the two. Profile 254 is particularly 

stiff while profile 352, despite its shallow D, is softer, which leads to a larger 

uncertainty on the amplification. Both of the profiles present an inversion but 

characteristics of the second profile mean that this inversion has a larger impact. 

4.2.5.5 Influence of thickness and velocity step on the inversion 

 

It appears to be interesting to check the influence of the velocity step and the thickness 

of the inversion on the computed amplification. Figure 4.2.14 displays various profiles 

that have been considered to investigate whether the thickness of the inversion or the 

size of the velocity step has a greater influence. 
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Figure 4.2.14. Left: Original Vs profile and inversions of different thicknesses; 

Right: Original Vs profile and inversions with different velocity steps. 

 

Results for these profiles are displayed in Figure 4.2.15a. We notice that a large 

velocity step has a greater impact on the result than having a very thick inversion. 

However, considering smaller velocity steps of 600m/s to 100m/s (all with a thickness 

of 130m) does not change greatly the amplification function whereas changing the 

thickness of the inversion slightly does gradually shift and decrease the amplitude of 

the fundamental mode.  
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Figure 4.2.15a. Left: Comparison between results of QWM and SRA for 

different thicknesses. Right: Comparison between the results of QWM and SRA 

for different velocity steps. In both cases, the profiles refer to figure 4.2.14 

  

Figure 4.2.15b. Left: Results of QWM for different velocity steps; Right: 

Results of QWM for different inversion thicknesses. In both cases, QWM is 

performed using the Vs profiles from figure 4.2.14, whereas the red curves are 

the results of the randomized procedure proposed here. 

 

Figure 4.2.15b shows using the QWM gives similar results for all inversions studied, 

i.e. it is not capable of catching the influence of the softer layers within the profile 

unlike SRA. QWM can give a first order approximation of the amplification but it is 

often best to proceed with a full SRA. 
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 4.2.6 NALS station 

 

The final example is the NALS station on shallow relatively soft sedimentary layers 

in Nice. The Vs profile for this site also presents a inversion starting from 24m. 

Douglas et al., (2009) compared the site amplification curves for this station 

considering: a) all available data (near-surface profile, depth to bedrock, and crustal 

structure); b) instead of using the full near-surface profile Vs30 and V0 have been used; 

c) not imposing the depth to bedrock as a constraint and d) only using Vs30 and crustal 

structure as constraints.  

We have generated random profiles assuming inversions of type 1 and type 3. Both 

the original shallow profile transfer function and the deep profile (developed in 

Douglas et al., 2009) transfer function together with our results are plotted in Figure 

4.2.16. We should keep in mind that the Douglas et al. (2009) profile is not a measured 

profile but more an ideal one obtained from the shallow profile and by imposing a 

series of constraints. This is why we have chosen to plot both the original shallow 

transfer function, which may be the only one we have at disposal, and the Douglas et 

al. (2009) one. In Figure 4.2.15 the results of using SRA and QWM for the deep profile 

are compared. From these results, it is clear that the QWM tends to underestimate the 

amplification of the soil deposit.  

  



 

137 

 

 

 
  

Figure 4.2.16a. Randomized shear-wave profiles and the related transfer 

functions (Inversion Type 1) 

  

Figure 4.2.16b. Randomized shear-wave profiles and the related transfer 

functions (Inversion Type 3) 

4.2.7. Conclusions 

 

In this work, we have undertaken a study on deep soil profiles and especially on the 

influence of their central portions (i.e. roughly between depths of 50 and 1km). As is 

generally known, it is difficult measure the characteristics of this portion of the profile 

because of the high costs of investigations and the intrinsic uncertainties in the results. 

Generally, we have an idea of the shape of them and most of the time, we consider the 

shallow portion of the deposit (up to a depth equal to Vs,bedrock) to perform a site-

response analysis. Here we considered nearly 500 real Vs profiles to define a series of 
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constraints to develop a method of randomization. This randomization approach can 

be used to generate a set of possible deep profiles for sites with only shallow Vs 

profiles to account for the uncertainties in their deep properties.  

To test the potential of the method, we have chosen profiles with different depths to 

seismic bedrock (D). Only sites with D≤ 50m and 50m < D ≤  100m can be used with 

our method because our database is rich in such profiles. For such sites the method 

gives robust results for amplifications computing using site response analysis. 

Conversely, due to a lack of profiles with D>100m, our method does not give robust 

results, i.e. the comparison between the calculated amplifications for the simulated and 

real profiles is poor. 

We also considered the presence of softer layers within harder layers (so called 

velocity inversions). These are a relatively commonly characteristic of Vs profile but 

they are sometimes difficult to identify. To analyse the influence of these inversions, 

we performed various analyses. For instance, for the very deep Memphis profile, 

which presents an inversion in its deep portion, we compared the amplification when 

this inversion is ignored with various methods of simulating an inversion.  The 

conclusion is that in all the cases considered the inversion does not strongly influence 

the calculated amplifications.  

To check the validity of the quarter-wavelength method in the presence of inversions, 

we compared the amplification predicted using this method and full site response 

analysis and found that the results of the quarter-wavelength method are insensitive to 

inversions, even if they are very large. Full site response analysis shows that the 

inversions do actually have an influence, especially on the location and amplitude of 

the fundamental mode. From the analyses performed, we suggest that the quarter 
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wavelength method is a valid starting point. However, it should always be used with 

caution. 
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Conclusions and future work 

 

This study focused on improvements to seismic site response analysis for non-standard 

sites. In particular, I carried out detailed studies on the uncertainties in site 

amplification for: 

• sites with peculiar stratigraphy (in particular non-horizontal layers); and 

• sites where the deep portion of the shear-wave velocity profile is poorly 

known. 

In Chapter 2, I tested the finite-element software “Abaqus”, which then was used to 

develop guidelines on how best to model sites with non-horizontal layers (Chapter 3). 

To check the performance of this finite element code under dynamic analysis, we 

performed a viscoelastic analysis of a simple layered column, comparing it with the 

results from a one-dimensional software. After checking the effectiveness of the 

software with this simple solution, we performed other analyses with a more complex 

geometry. This was essential to verify the free-field boundary conditions, which are 

not implemented in Abaqus. FLAC3D was used to check them. 

Connected to the technical article included in Chapter 2, Chapter 3 focused on the 

influences of stratigraphic heterogeneities. Lateral uncertainties, due to non-horizontal 

layers were studied. The aim was to develop an accessible approach to define whether 

these soil deposits should be studied with one-dimensional or two-dimensional codes. 

The guideline proposed was built using two main parameters that characterize a soil 

deposit, which are the angle of the dipping layers and the impedance contrast ratio. 

The guideline was then testing using real case studies. 

The main limitations connected with this analysis are the following. 
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• I did not perform any analyses for a real case, for example Turkey Flat (see 

section 3.1). In fact, despite the model used presenting a simple, ideal but quite 

realistic geometry, it would have been informative to check what happens for 

some real sites with more complex geometries and/or shear-wave velocity 

profiles; 

• The choice of evaluating results in terms of only Fourier Amplitude Spectrum 

could be extended to also consider response spectral ordinates. In fact, the 

predicted one-dimensional site response presumes that strong resonances can 

develop. What happens in reality is that small heterogeneities, deviations from 

the assumed vertical and horizontal spatial variability would smooth the 

resonance peaks. Response spectra, since they measure the response of a single 

degree of freedom oscillator, act as a smoothing filter and hence reduce the 

resonances. 

In chapter 4, I investigate another type of uncertainties when conducting site response 

analyses. This is the uncertainty connected, substantially, with the lack of information 

about shear-wave velocity profiles (Vs), particularly at depth. Neglecting the shallow 

portion, where we usually have the majority of the measurements, I consider the deep 

portion of a soil profile. For instance, for depths below the seismic bedrock (Vs ≥ 800 

m/s), the engineering community tends to stop site investigations unless they are 

explicitly requested. I focused my attention on the portion of soil that goes from the 

seismic to hard bedrock and whether this portion can significantly modify the site 

amplification function. A database of real profiles was used to simulate randomized 

deep profiles with realistic characteristics, which were then used in site response 

analyses. The main limitation connected with this method was the lack of 
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measurements for profiles with deep (D ≥ 100m) depth to the seismic bedrock. This 

precluded the building of a reliable randomization technique for such sites.  

Some additional work that would extend the analyses presented in this thesis are the 

following. 

• Connected to Chapters 2 and 3, the basic model could be modified to introduce 

an absorbing boundary condition at the base of the model. In this way the 

bedrock would no longer be rigid, which would be more realistic. 

• An interesting extension to the parametric simulations in Chapter 3 would be 

to introduce some degree of spatial variability to the 1D and 2D simulations to 

see to which degree the dividing boundary (Figure 3.2.13) is sensitive to the 

assumption of homogeneous velocities in the layers.  

• Moreover, a more realistic soil constitutive model, including a fully non-linear 

one, could be used for the simulations to better represent true soil behaviour.  

• Connected to Chapter 4, a useful development would be to improve the 

database of shear-wave velocity profiles. Having more information would lead 

to a more robust simulation procedure, especially for those sites with 

particularly deep profiles, e.g. the Memphis profile (see Figure 4.2.1). 
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Appendices 

Appendix 1: Conference Paper “Examining the assumption of 

homogeneous horizontal layers within seismic site response analysis 

 

Carolina Volpini and John Douglas 

Department of Civil and Environmental Engineering – University of Strathclyde, Glasgow, UK  

 

ABSTRACT 

 

One-dimensional analyses can be conducted to estimate the impact of superficial soil 

layers on earthquake ground motions. Such analyses are based on the assumption that 

all boundaries are horizontal and that the response of a soil deposit is predominantly 

caused by horizontal shear waves propagating vertically from the underlying bedrock. 

This assumption is made even for sites with a relative large surface area, e.g. the 

footprint of large infrastructure such as power plants.  

 

An important step then is to create a model of the near subsurface that is representative 

of the overall area under analysis. This means it is essential to evaluate geomechanical 

characteristics of the soil at certain locations and extend these measurements over the 

whole site. As a consequence of this, it is assumed that the soil characteristics, which 

include stratigraphy, geometry and geotechnical properties, are homogeneous. Recent 

observations, however, have clearly demonstrated that even over a small area (~1km2) 

ground conditions can vary greatly. 

 

The purpose of this study is to examine the impact of relaxing the assumption of 
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infinite horizontal layers by undertaking a parametric study of the variability in 

amplification across areas with gently dipping subsurface layers. Starting from a 1D 

approach the influence of dipping layers is evaluated through simplified but 

geometrically representative models. Randomization of shear-wave velocity profiles 

using the Toro (1995) method, as implemented in STRATA, is used to compute the 

variability in site amplification that would be captured by a standard 1D technique. 

This provides a baseline for comparison with the variability introduced by the dipping 

layers. Subsequently, two-dimensional simulations are conducted for the same sites 

with dipping layers to estimate the error made through the assumption of 1D response. 

The goal of this study is to understand when the 1D assumption can be used in the 

presence of dipping layers. 

 

INTRODUCTION     

Seismic site response analyses are one of the most important aspects of seismic hazard 

assessment. This step is generally required for critical  structures (such as power 

plants) and for buildings not located on hard rock. 

A critical aspect of this kind of study is the capability to assess all the possible site 

uncertainties, which can arise both from geo-mechanical and geometrical points of 

view. Geological conditions can vary rapidly within a small area (e.g. within the 

roughly 1 km2 footprint of some critical infrastructures). Generally ad hoc procedures 

are used to account for this variability (if it is known to exist), which can be difficult 

to justify, time-consuming and associated with an unknown level of conservatism.  

Engineering judgement plays a key role in the final selection of the parameters for the 

analyses. A selection of the most relevant geological conditions are analyzed and then 

extended to the whole model. Furthermore, simplifying assumptions can be made, such 
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as 1D response can reproduce the real situation quite well, but again this needs to be 

judged on a site-by-site basis.  

This approach has been the predominant approach for many years, because it leads to 

easy-to-understand and generally reliable results but the assessment of its associated 

uncertainties is still challenging.  

Several authors have compared the response of 1D and 2D models, in particular for 

sedimentary valleys (e.g. Bard and Bouchon 1985). Some of the studies have focused 

on real cases, taking into account complex geometries and non-linear effects (e.g. 

Kapuskar et al. 1989), whereas others (e.g. Sanchez-Sesma and Velazquez 1987; 

Paolucci and Morstabilini 2006) have studied canonical forms, such as the response of 

a single dipping layer, and find closed-form solutions for them. This study starts from 

these previous studies and aims to assess the error we commit by making the 1D 

assumption instead of more complex solutions, which consider variability in terms of 

soil mechanical properties and variability in terms of geometrical characteristics of the 

site (e.g. gently-dipping layers). In contrast to previous studies, which were related to 

real locations, this one is more generic, since it is seeking to provide general guidance. 

 

Review of the available methods 

 

According to basic theory (e.g. Kramer, 1996), whenever the site presents a not 

very complex geometry (e.g. valleys) and the analysis that we want to conduct is a 

preliminary one (e.g. soil nonlinearity is not taken into consideration), a 1D linear 

viscous-elastic analysis can be used (Figure A1-A). The basis of this approach is to 

model the site as a series of parallel flat layers that extend infinitely in the horizontal 

direction excited by a horizontal input motion (SH waves), which can be a 

significant simplification. 
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Rathje and Kottke (2011) have added the possibility to make this simple model 

more realistic from the point of view of its geo-mechanical uncertainties. In their 

software STRATA, they have introduced the possibility of randomizing the shear-

wave velocities profiles, using Toro (1995) technique (Figure A-2). 

This should overcome, at least partially, the problem of lack of reliable site 

information (e.g. thickness of layers, stiffness of layers, depth of bedrock) over an 

entire building footprint, which is often the case for real projects.   

What happens if the site is not anymore representable as a series of parallel flat 

layers? We are excluding from our discussion obviously 2D or 3D sites like alluvial 

basins or narrow valleys and focusing on geometries with gentle dipping layers, e.g. 

at edges of wide shallow valleys. 

 

 

Figure A-1. Example of the edge of a valley. A) lateral edge zoom; B) lateral edge 

possible simplification. Example taken from (Makra and Raptakis 2007) 

 
 

Could a situation like that be accurately studied with 1D model, with its advantages 

of speed and simplicity, or is it necessary to move to 2D analyses, which are 

generally much slower and more complex to set up (e.g. the need for many input 

parameters) and analyze? 



 

153 

 

In this work, the 1D approach both in the standard way and by using randomization 

are studied. The first version will result in a series of transfer functions computed 

by changing the thickness of the layers, per the geometrical situation (Figure A2-

A). The second set, in addition to this variability, will account for the randomization 

of the shear-wave velocity profiles, trying to account for both geometrical and geo-

mechanical issues (Figure A2-B). These second results will be compared to the 2D 

results, which are the most correct way to model response of such a site. A possible 

future step would also involve comparison of 1D and 2D simulations with actual 

observations. 

The goal of the work is to try to estimate the standard deviation that when included 

in the randomized model leads to 1D results that are comparable to those from the 

2D analyses. This would mean that 2D analyses could be avoided for these cases, 

thereby saving time and effort in modeling and interpretation of results. 

Future steps will include randomization within the 2D model and understanding the 

implications of this on possible site response for this type of site. 
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Figure A- 2. Above left: 1-D analysis with flat layers. Above right: comparison of 

transfer functions from classical analysis (1-A) and randomized one (1-B) 

Centre: 1-D analysis for dipping layers. Comparison between classical analysis (2-

A) and randomized one (2-B). 

Bottom left: 2-D analysis of dipping layers. Bottom right: evaluation of the possible 

2-D analyses (3-A), (3-B) 
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COMPARISON BETWEEN 1D AND 2D RESULTS 

 

As indicated in Figure A-2, a series of steps will be taken to evaluate the difference 

between 1D and 2D results. Considered that the first model (1-A, 1-B) is well 

known, the second and the third ones will be studied here. First, a simple general 

geometry must be chosen that can be applied to many situations.  

 

 

Figure A- 3. Scheme of the model used for the analysis 

Figure A-3 represents the model selected for this purpose. Each different color 

represents a different layer, in terms of geotechnical properties. Furthermore, each of 

these layers is inclined at the same angle, which is a reasonable assumption when the 

same geological processes are acting on all layers. This geometry has been used 

because of its simplicity and potential for leading to general guidelines. Table 1 reports 

the shear-wave velocity of the model. 

Table A-1. Shear-wave velocity of each layer of the model 

Layer Number Vs [m/s] 

1 300 

2 350 

3 400 

4 500 

Bedrock 1000 
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RANDOMIZED PROFILES 

 

The idea behind the second approach (Figure A-2) is that of linking both geo-

mechanical issues and geometrical ones in a single 1D model. Indeed, several linear 

viscoelastic analyses will be computed along the x-axis (Figure A-3, black lines) 

and in each of them the shear-wave velocity profiles will be randomized. 

Before anything else, it is useful to examine the consequences of both the 

geometrical aspects and the shear-wave velocity randomization on the model. To 

do this, a comparison in terms of standard deviation of the shear-wave velocities at 

each depth is carried out. Focusing on Figure A-3, 21 profiles have been selected 

(one every 50 m). The blue curve (Figure A-4) has been computed in this way: a 

matrix of n-rows (each row represents a single meter thickness) and m-columns 

(equal to the number of profiles chosen) has been created. This matrix contains 

shear-wave velocity profiles (Eq.31): 

[

𝑉1,1 ⋯ 𝑉1,𝑚

⋮ ⋱ ⋮
𝑉𝑛,1 ⋯ 𝑉𝑛,𝑚

]                                                         [31] 

Then, logarithms of each element of this matrix are evaluated and finally, for each 

row of this matrix a standard deviation is computed. The result is represented by 

the blue curve in Figure A-4. 

The red curve in Figure A-4 represents both the geometrical aspects of the model 

as well as the variability from the randomization. To compute this each of the 21 

profiles has been randomized 100 times, using the Toro (1995) technique to 

randomize the Vs of each layer. This randomization has been evaluated using the 

coefficients from Toro (1995) for the appropriate Vs,30 for this site, i.e. for 180-

360m/s as the models have Vs,30 between 200 and 400 m/s.  
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Coefficient lnVs leads to the starting point of the red curve. The biggest gap 

between the two curves, which is represented by the green curve, is close to the 

surface and at maximum depth. The peak of the standard deviation (red and blue 

curves) is roughly at half of the maximum depth reached. This happens mainly for 

geometrical reasons and is understandable when looking at Figure A-3. 

 

 

Figure A-4. Comparison among standard deviation of the logarithms of the 

velocity profiles with only geometric effects (blue), with geometric and 

randomization effects (red) and the difference between the two (grey). 

 

 

 

 

 

 

 

 

Figure A-5. Comparison between standard analyses (center) and randomized 

ones (0m, 250m, 500m, 750m, 1000m). The red curve is the median amplification 

and dashed lines are the 16th and 84th percentiles. 
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A comparison of transfer functions between 1D standard analyses and 1-D analyses 

with randomized profiles (both linear viscoelastic) is shown in Figure A-5. 

 

2-D Analyses 

   

The aim of this work is to assess the possibility of using 1D analyses instead of 2D 

analyses in some cases. To verify this possibility, a set of 2D analyses must be 

performed. 

The general idea is to recreate the same model as shown in Figure 3 within a finite 

element software package. Currently we are using Abaqus (Simulia) for these 

simulations. When implementing the model several parameters, such as the 

dimension of the main model, the dimension of the single element, the correct 

boundary conditions, have to be carefully chosen. 

Description of the model 

  

The Abaqus model must be as similar as possible to the 1D analysis. This means that 

several rules have to be followed. First, a viscous linear elastic analysis is performed. 

Abaqus gives the possibility of defining the damping in terms of the Rayleigh 

formula, which is an artifice to reproduce the real damping. In this formula, the 

damping matrix, C is assumed to be a linear function of the mass matrix, M and the 

stiffness matrix, K, through two coefficients, 𝛼𝑅 and 𝛽𝑅, in this way: 

𝐶 =  𝛼𝑅𝑀 + 𝛽𝑅𝐾                                                         [32] 

Therefore, by imposing the damping value that should be reached, these two terms 

can be computed. The critical aspect of this method is that it is a frequency-

dependent method. Consequently, it should be used with prudence, especially if the 

analysis is not linear.  
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The second aspect of this analysis is the way in which the bedrock is specified (this 

is also true in the 1D case). There are two principal ways to include bedrock within 

site response analysis: the first, which is used here, is the infinite rigid bedrock, 

whereas the second, which is more realistic from a geo-mechanical point of view, 

is considering the bedrock as “another” layer, with stiffer characteristics than the 

others. We could say that the first one is the preliminary choice, when there is a 

lack of information about the site. The second possibility allows a more realistic 

model to be produced, but it requires an in-depth knowledge of the site. As stated 

above, in this set of analyses an infinite rigid bedrock will be assumed and no 

dashpots introduced.  

The third important concept that must be controlled is the dimension of the single 

element of the model (Lysmer and Kuhlemeyer, 1973), which should follow this 

rule: 

              ∆𝑙𝑚𝑎𝑥 ≤
𝜆𝑚𝑖𝑛

10
≤

𝑉𝑠,𝑚𝑖𝑛

10∙𝑓𝑚𝑎𝑥
                                                         [33] 

      where: 

 

- ∆𝑙𝑚𝑎𝑥 is the maximum dimension of the element; 

- 𝜆𝑚𝑖𝑛 is the minimum wavelength of the model; 

- 𝑉𝑠,𝑚𝑖𝑛 is the minimum shear wave velocity presented in the model; 

- 𝑓𝑚𝑎𝑥 is the maximum frequency for which we would like to obtain an accurate 

result; 

Following this rule, the shallowest layer will be the one with the smallest elements. 

The final important issue is the boundary conditions, which are fundamental in 

finite element analyses. There are several approaches in the literature to model the 

boundary conditions for this kind of problem. The main issue is the reproduction 
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within a finite model of a semi-infinite phenomenon. It is understandable that the 

wave path is conditioned by this finite geometry and could alter the output.  

To prevent this, a free-field (Wolf, 1988) boundary condition is created. 

Theoretically, it is a semi-infinite domain with horizontal layers of linear-elastic 

materials. In Abaqus, this has been implemented in a subroutine (Nielsen 2006, 

2014), which allows the generation of free-field elements. This subroutine can be 

used either in 2D or 3D models, with complex morphologies, as long as a buffer 

zone, which has to link the main model (complex morphology) to the free field 

element, is provided. 

Following this series of rules, the model has these characteristics: 

- the main model length is 800m; 

- the lateral buffer zones length is 600m; 

Figure A- 6 shows an outline of the model. 

 

Figure A- 6. Outline of the model in Abaqus 

Four different models have been generated, each of them presenting a different 

slope angle of the layers, from 1 degree to 4 degrees, which implies different 

thicknesses of the first layer (Table A-2). 
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Table A- 2. Evaluation of h, the additional thickness of the first layer coming 

from the geometry. 

Sloping angle [°] h [m] Thickness first layer [m] 

1 13.6 23.6 

2 28 38 

3 41.6 51.6 

4 56 66 

 

The maximum value of the dipping angle has been set to 4 degrees because, as 

Table A-3 shows, h starts to become too big, which means the geometry effect 

will dominate the site response analysis. 

Finally, table A-3 displays geo-mechanical characteristics of each layer, apart 

from the damping ratio, which is of the order of 1%. Table A-4 does not show it, 

because it is represented through the Rayleigh method, which means different 

values of alpha and beta for each layer and for each model. 

Table A- 3. Geo-mechanical characteristics of each layer 

 Layer 1 

 

Layer2 Layer 3 

 

Layer 4 

 

 [KN/m3] 1800 1800 2000      2000 

Vp [m/s] 755.9 1530.5 982.0 1224.7 

Vs [m/s] 308.6 362.5 400.9 500.0 
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ANALYSIS PROCEDURE AND RESULTS 

 

From a theoretical point of view this analysis could be processed with any time-

history because it is a linear viscoelastic model and here only the transfer functions 

are considered. A series of different input have been chosen to test the model, all of 

them taken from the Itaca database (Italian Accelerometric Archive). For each set 

of triaxial time-histories (N-S, E-W, U-D) belonging to a single earthquake, the 

maximum of the two horizontal and the vertical one have been chosen. Each of the 

geometries has been tested with the same set of time-histories. Previously it was 

checked that Strata and Abaqus give comparable results for the 1D case.  

Figure A-7 displays an example of the time-histories selected for the bedrock. 

Figure A-8 displays a comparison between an input motion and an output taken 

from 1 degree Abaqus analysis, at the central node of the surface. 

 

Figure A-7. Example of the input time history, taken from ITACA 
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Figure A- 8. Input (blue) and Abaqus output (red) accelerograms, taken from the 

center of the model (400m). 

To evaluate the effect of the sloping layers, transfer functions have been computed 

every 100m and they have been compared to those from STRATA. This procedure 

has been repeated for each of the geometries. For this purpose, the 1D profile at the 

center of the main model has been selected. Indeed, the goal of this work is to assess 

the reliability of 1D analysis for this kind of geometry. Therefore, it is interesting 

to make this comparison and to evaluate how far is the 1-D response from the 2D 

calculation that takes into account non-vertically incident waves. Figure A-9 and 

Figure A-10 display these results: Figure A-9 corresponds to 1 and 2 degrees slopes, 

whereas Figure A-10 shows the results for 3 and 4 degrees slopes. As expected the 

greater the slope the greater the mismatch, because geometrical complexity 

dominates.  
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Figure A-9. Above: 1-degree comparison between Abaqus transfer functions (0m, 

200m, 400m, 600m, 800m) and STRATA transfer function (400m); 

Below: 2-degree comparison between Abaqus transfer functions (0m, 200m, 

400m, 600m, 800m) and STRATA transfer function (400m). 
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Figure A-10. Above: 3-degree comparison between Abaqus transfer functions 

(0m, 200m, 400m, 600m, 800m) and STRATA transfer function (400m); 

Below: 4-degree comparison between Abaqus transfer functions (0m, 200m, 

400m, 600m, 800m) and STRATA transfer function (400m). 

CONCLUSION 

 

This work presents some preliminary evaluations of the capabilities of 1D analysis to 

compute the seismic response of gentle dipping layers. This is a kind of morphology 

that is quite common at the edge of large shallow valleys. The literature has clearly 

demonstrated that complex geometries, like narrow deep valleys, cannot be studied 

with 1D analyses. This work focuses on those geometries in a transition zone from flat 
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layers to valleys. To do that, a logical scheme has been followed. Starting from 1D 

analyses with flat layers, which is the classical configuration and the most used one, 

this work studied configurations with a more complex geometry, i.e. gently-dipping 

layers (Figure A-3) and they have been studied both with the classical method (1D) 

and in a more realistic way, using 2D models. Results from the two approaches have 

been compared in terms of transfer functions, to understand the error, we commit using 

simple 1D models. 

This is a preliminary study, which is currently being expanded. New comparisons will 

be made in terms of elastic response spectra. Bigger models and higher complexities 

will be considered as well as more variations in the geo-mechnical properties, e.g. non-

linear effects and different bedrock stiffness. 
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Appendix 2: Conference paper “Assessing earthquake site amplification 

for deep soil sites with uncertain bedrock conditions” 

Carolina Volpini & John Douglas 

University of Strathclyde, Department of Civil and Environmental Engineering, 

Glasgow (UK) 

 

 

ABSTRACT: Site-response analysis is commonly performed using shallow (<50m) 

shear-wave velocity profiles. The depth at which the bedrock motion is input into the 

analysis is one of the main parameters that influences the site response. Deciding on 

the appropriate depth can be difficult because of a lack of information (the “dark 

zone”) below a few tens of meters of depth due to the high cost of investigating greater 

depths. However, the deep part of the profile can have a large impact on the site 

response.  

Here we use a database of over 1,000 shear-wave velocity profiles from strong-motion 

stations in the USA, Europe and Japan to develop a procedure to generate deep profiles 

that are consistent with observations and imposed constraints (e.g. presence of velocity 

inversions). By comparing the site response from the generated profile with the 

response of a known profile we demonstrate the importance of this “dark zone”. 

 

INTRODUCTION 

 

Ground motion site amplification is one the main topics of interest in geotechnical 

earthquake-engineering. The procedure usually adopted is to identify a shear-wave 

velocity profile (Vs), describing the site, the depth of the seismic bedrock and the 

mechanical characteristics of the soil deposit. Then, after choosing the most 
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appropriate approach from a mechanic point of view (i.e linear, equivalent-linear or 

fully non-linear) and from a geometric point of view (i.e. one-dimensional, two-

dimensional or three-dimensional), a site-response analysis is performed. 

It is common to restrict the geotechnical investigations, which are expensive, to the 

shallowest part of the soil deposit (depths<50m), unless the site presents particular 

characteristics or the planned construction is particularly important. 

The site characteristics that may mean deeper geotechnical investigations are 

undertaken include: 

- Deep soil deposits, which brings uncertainties in the determination of the true 

bedrock; 

- Presence of a second, deeper bedrock, with a higher Vs than the shallow 

bedrock; 

- Uncertainty in the soil profile of the deeper zone, which we call the “dark 

zone”; 

Whenever these types of site condition are encountered, it is important to move the 

investigation forward in order to understand the implication of these characteristics in 

site response analysis. 

This study aims to provide some advice on this kind of issue. Starting from a well-

known profile, for Memphis, Tennessee (USA) (Gomberg et al., 2003; Cramer et al., 

2004), we undertake an investigation on the impact of the previous cited parameters 

on the results of a site response analysis.  

We have chosen this site because: it appears to be a peculiar situation where the seismic 

bedrock can be found at an unusual high depth, it presents an inversion of velocity in 
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the so-called “dark zone” and, in general, there are many uncertainties in the definition 

of the whole profile. Figure B-1 displays the considered shear-wave profile (taken 

from Campbell, 2009).  

According to Douglas et al. (2009), the list of important parameters, for site 

characterization, includes: 

- Velocity of the seismic bedrock (Vs,bedrock), which can be defined as where 

Vs>800m/s (Pitilakis et al., 2018); 

- Maximum depth, D, or thickness of the soil deposit, which is the depth 

corresponding to Vs,bedrock; 

- V0, or the surface shear-wave velocity; 

- Vs,30, the time-averaged shear-wave velocity of the top 30m; 

- Minimum thickness of the layers (Hmin); 

- Maximum thickness of the layers (Hmax); 

- Deep bedrock shear-wave velocity and its depth (crustal depth). 

Many of these factors are relatively easy to determine, such as surface shear velocity, 

V0 or Vs,30, which is one of the main parameters (along with NSPT blow count, plasticity 

index PI and undrained shear strength, Su) used in Eurocode 8 to define the site 

classification. Others, such as maximum depth, D, and the velocity of the seismic 

bedrock are more difficult to determine and because of that, they can introduce great 

uncertainty in the resulting profile used for site response analysis.  
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Figure B-1. Left: Memphis Vs profile, as shown in Campbell (2009). Right: Range of 

“Dark zone” where uncertainties are high 

 

Let us consider that we do not know the deep Memphis profile and we need to make a 

hypothesis on its shape and key characteristics. To do that, we need to impose some 

constraints on the generic shape a deep profile could have. In particular, we focus on 

the zone between D and the crustal depth, which we call the “dark zone” (Figure 1, 

right). Using the Douglas et al. (2009) shear-wave velocity database (857 profiles) plus 

the ones kindly provided by INGV from the ESM strong-motion database (Luzi et al., 

2016) (245 profiles), we aim to model deep profiles more accurately. 

Obtaining information from the database 

 

As explained above, we have a total of 1102 shear wave velocity profiles at our 

disposition. We have developed a taxonomy based on these parameters: 

- Vs,bedrock; 

- Depth of Vs,bedrock, which we will indicate by D; 

- Presence of a velocity inversion within the profile; 
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- Maximum and minimum thickness of the layers between D and the crustal 

depth; and 

- Length of the profile after D; 

First of all, we search for two of these parameters, simultaneously. They are Vs,bedrock 

and the presence of a velocity inversion.  One cannot exclude the other. As a matter of 

fact, despite the engineering concept of Vs,bedrock as the velocity beyond which we no 

longer have an inversion, we could, for instance, have one before reaching D. Or, we 

could have an inversion that does not decrease below Vs,bedrock (case A of figure B-2). 

This is the case for the Memphis profile. According to the concept of Vs,bedrock the one 

we should eliminate from our analyses is only case B of figure B-2, i.e. an inversion 

that occurs after reaching Vs,bedrock and decreases the velocity below this value. The 

other two groups can be included into the macro-group of Vs>800 m/s. 

 

Figure B- 2. Taxonomy of the shear-wave velocity profile database 
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Once we have the final set of profiles, we proceed with the definition of some 

parameters.  

Figure B-3 displays the cumulate relative frequency of profiles total length after D and 

thickness of layers. As mentioned above, the majority of the profiles in this database 

have a shallow D. The peak of total length is always located in a range smaller than 

50m. This can be because the measurements have been stopped, once a certain value 

of Vs was reached (seismic bedrock), even though sometimes it leads to 

misrepresentation of the whole deposit. In fact, encountering a stiff material does not 

mean we always have an increasing Vs, from that point until the crustal depth. Instead, 

we could face an inversion of velocity. 

According to the cumulative relative frequency thickness plots, the peak is always 

located between 0m and 50m. Actually, there are lot of values between 0-1 and this is 

why all the three cumulative relative frequencies start in a range between 0.1-0.4.  

 

Profiles: 

D<=50m 

Total Number 

of samples: 373 
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Profiles: 

50m<D<=100m  

Total Number 

of samples: 47 

  

 

Profiles: 

D>100m 

Total Number 

of samples: 49 

  

Figure B-3. Cumulative relative frequency plots of length after D and thickness of 

the layers. Top: D<=50m profiles, center: 50m<D<=100m, bottom: D> 100m 

 

Figure B-3 misses the profiles with velocity inversions completely. For this group of 

profiles, we are going to characterize: 

- Thickness of the layer with an inversion; 

- Thickness of the top layer; and the 

- Velocity step. 

The chosen procedure aims to account for the effect of these three factors on site 

response. In particular, the thickness should shift the transfer function peaks, whereas 

the velocity step should modify the maximum amplification. 
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Figure B-4. Top left: Thickness of velocity inversion; top right: Thickness of the top 

layer; bottom: velocity step in the inversion. 

Building a profile from the given information 

 

Based on the given information (Figures B-3-4), our aim is to generate realistic shear 

wave velocity profiles for the deep portion of the Memphis site, as we are assuming 

that would not know it. Let us say that the only information we have is the shallow 
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portion of it (Figure 1) and the crustal velocity. We will use the data from D>100m, as 

for the Memphis profile D=400m. 

The procedure is explained in Figure B-5, where two set of profiles are generated. The 

first kind does not present an inverted velocity. Indeed, it follows an increasing trend 

of Vs between Vs,bedrock and the crustal velocity. Conversely, in the other one, which 

allows an inversion, the velocity actually decreases until a value that remains above 

Vs,bedrock . The basis of this procedure is to choose values in a random manner that is 

consistent with the frequency distribution plots given above.  

Once these profiles have been generated, a full site response analysis is performed. As 

figure 5 shows, the most uncertain response is the one with the inversion.  
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Figure B-5. Procedure to create invented deep portion of Memphis shear wave 

profile. 
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CONCLUSIONS 

 

How much does the “dark zone” affect the final response? To answer this, we can 

compare the response from the: 

- generated profile; 

- the full original profile; 

- quarter wavelength method profile, created using the procedure of Cotton et al. 

(2006) and the Vs,30 for this site; and 

- the shallow profile; 

  

Figure B- 6. Comparison among original and shallow Memphis profiles, 

Cotton et al profile and the generated one with an inversion (left) and their 

transfer functions (right). 
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Figure B-6 shows this comparison. Considering just the shallow portion of the 

Memphis profile, we are actually ignoring the impedance ratio. That is why we do not 

have large peaks. We can say the same for the Cotton et al. (2006) profile because, 

although it reaches stiffer materials, it does so gradually. Conversely, comparing the 

original full profile and the generated one, we are comparing two similar results, at 

least for the first two peaks, although we observe a difference starting from 1Hz.   

It appears to be important to study the deep portion of a shear-wave velocity profile, 

despite the fact that most of the time we do not have sufficient information about it. 

Therefore, a taxonomy, like the one in this work, can help to bridge this gap and give 

satisfactory results. 
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Appendix 3: Results of Abaqus simulations: 
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Appendix 4: Validation of the software used in Chapter 4 

 

The procedure we develop uses a combination of Matlab and Seismo-soil, a software 

developed by Asimaki and Shi (2017). The first one generates the random profiles and 

the second one is needed for SRA. To validate the second program, we used Deepsoil 

(Hashash et al., 2006), a well-known software for SRA. We selected two different 

randomized Vs profiles (Figure D-1) and we have performed SRA using both software. 

In both cases, a damping of 0.01 and a density of 2800 Kg/m3 were assumed. 

 

 

Figure D-1. Vs profiles used to validate Seismo-soil 

Results show a perfect match between the two software (Figure D-2), demonstrating 

that Seismo-soil can be trusted as the main software for the calculations.  
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Figure D-2. Comparison between Seismo-soil and Deepsoil transfer functions 

of the two Vs profiles (A and B). The blue curve indicates the ratio between the 

results of the two programs. 

 

 

 

 

  

 

      

 

 


