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Abstract 

Increasingly tight emission regulations put a pressure on control engineers to 

come up with improved engine control systems. The task is difficult, as it is desired 

to minimize complexity, cost and maximize reliability and performance, all at the 

same time. Fortunately, modem control techniques offer assistance in achieving 

these goals. This motivation resulted in a range of topics developed in this thesis. A 

modelling, estimation and fault detection theory is presented. The estimation theory 

is often used for the system identification, but its main application is the model-based 

filtering, so important in real systems. The real systems are subject to failures. A 

theoretical development of the fault detection algorithm for non-linear systems is 

presented. The emphasis moves then to the control algorithms design. The non-linear 

algorithms based on the state-dependent model structure are introduced. An 

extension of the state-dependent Riccati equation method with a future trajectory 

prediction is developed. Also, the non-linear version of generalized predictive 

control algorithm is presented. Optimality of solutions is analyzed and corrections to 

algorithms are introduced to preserve the optimality. The theory needs practical 

verification. The identification of the spark ignition engine is presented next. A data

driven system identification method is developed. It provides an accurate model for 

control design purposes. The predictive control algorithm design is presented next. A 

simple air-fuel ratio control as well as a full multivariable control system design, 

with a torque as an output, is introduced. Improved tracking and tighter air-fuel ratio 

regulation is achieved. The control system efficiency may be impaired by the system 

noise and the model uncertainty. For that reason the model-based estimation 

techniques are very important. It is demonstrated that not only the noise immunity, 

but also robustness is significantly improved when Kalman filtering methods are 

employed. Last important topic of fault diagnosis is then presented. Faults must be 

detected, isolated and identified to enable successful control system re-configuration. 
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Chapter 1 

Introduction 

In this introductory chapter a motivation for work presented in this thesis is 

given. The discussion starts in section 1.1 with the justification for control, or more 

precisely, non-linear control. The control engineering is a multidisciplinary area and 

system modelling is a foundation for design methods presented in this thesis. For that 

reason a brief introduction to the modelling is given in this opening chapter in 

section 1.2. A control theory requires some justification and demonstration of 

potential benefits. That point will be supported by the application. The identification, 

control, estimation and fault detection for the spark ignition engine is a subject of 

consideration in this thesis. A short . introduction of the problem is given in section 

1.3. Finally the overview of the thesis is presented in section 1.4 followed by the 

main contributions in section 1.5 and the list of publications in section 1.6. 

The control is an extremely important area of engineering. However, the 

importance of control is very different across the industries. The automotive 

powertrain control is one of the areas where control stands out as the main area of 

interest. Automotive application requires a comprehensive approach to the control 

design. A wide scope of issues ranging from the system identification, estimation 

through the control to the fault detection and condition monitoring should be 

considered. To be able to tackle this wide array of engineering challenges the non-
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linear control and estimation techniques must be well understood. This will give the 

momentum that will be utilized during the automotive application. The algorithms 

proposed in this thesis are not assumed to be restricted by the computational 

capabilities of the target hardware. The developments are intended to fmd the upper 

bound for achievable performance. However, a range of algorithms is introduced and 

some of them require only modest computing power. 

1.1 Real-world control engineering 

The control engineer must possess a vast range of both theoretical and 

practical skills. The multidisciplinary nature of control engineering necessitates 

achieving a high level of understanding of physics of the considered problem. In 

addition to that, the mathematical analysis tools, programming skills and 

implementation knowledge involving modem microprocessor technology and data 

processing must be involved. 

The physical phenomena must be well understood during modelling. 

Sufficient system knowledge allows necessary simplifications in the model to be 

introduced. It is always advantageous to use the system-specific engineering 

knowledge for modelling. However, some models are developed purely from 

measurements and for these models both: the model structure and parameters must 

be identified. The model must capture key system features and, at the same time, be 

simple enough for control system design. For the data driven system identification 

simplicity of the model is a key to success. Parameter estimation for complex models 

of a non-linear nature may be extremely difficult. This brings the problem of the 

model parameter identification to attention. The model parameter identification may 

be considered as an estimation problem. It can be advantageous if the model 

structure is based on the physical insight. Some simplifications are often considered 

but it is important to make sure that these do not introduce too significant model 

mismatch. Most well established estimation techniques may be employed for 

parameter identification. Although modelling is extremely important, it attracts far 
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less attention in the literature in favour of control algorithms design. This is mainly 

due to the application dependent nature of the identification problem. Each system is 

different and methods that are successful on one application may fail when used 

somewhere else. In most control system design applications modelling and 

identification is the most involved task. Sometimes it takes years of effort and 

significant expertise to establish a reliable model. 

Control algorithm design is by far more rigorous than the modelling. The 

choice of a design technique depends purely on the requirements. The concept of 

feedback is a central idea in control engineering. A parameter of interest, if 

measured, may be compared with its desired value and action is taken according to 

the error signal. This however requires a parameter measurement to be available to 

the control system. This seemingly easy philosophy gets complicated when the 

parameter of interest is not measured. In that case the model may be used to extract 

unmeasured information from the available input and output signals. This of course 

requires the model to be as accurate as possible. Some uncertainty is inevitable and 

must be accounted for. A convenient way to represent the uncertainty in the model is 

to use stochastic disturbance signals. The state estimator uses this information and 

unmeasured parameters reconstruction is achieved in the optimal fashion. The model 

however represents the nominal system, even if stochastic disturbances are included. 

Faults occurring in the system may cause a significant change in the system 

properties. If not accounted for, faults may cause estimation errors and potentially 

control system instability. This brings out the problem of fault detection, isolation 

and identification. For most systems this task is extremely important. The efficient 

fault detection is necessary to guarantee safety of people, environment and the 

system itself. The failure if not detected may cause risks to life, environmentally 

harmful operation and lead to far more serious failures with their fmancial 

consequences. 
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1.2 System modelling 

The modelling is one of the most important tasks that have to be carried out 

in order to use modem control techniques. There are a number of reasons why 

models are so important for the control system design [1]. These include: 

• The requirement for better process or product performance, 

• The increasing complexity of advanced technological systems, 

• The growing need for competitive advantage, e.g., efficiency, economy, 

• The phenomenal increase in available computer power and decrease in cost, 

The automotive industry is a good example of technological advances. The 

performance which is determined by the power output, emissions, safety and comfort 

has greatly increased in the last 25 years. At the same time the complexity of the 

entire package of engine, powertrain, chassis and other features has increased at least 

lO-fold [1]. Control algorithm design for a complex system, without the global 

knowledge of its behaviour, would be extremely difficult, if not impossible. With the 

advent of advanced computing facilities and with a plant model, the analysis, design 

and testing may be carried out without the necessity for using the hardware. 

Theoretically complex issues like stability, robustness and immunity to faults may be 

assessed in simulation. This however relies strongly on the model of the system For 

complex objects modelling is a difficult issue, especially if the system is non-linear. 

Modelling is often regarded as a combination of art and science. Models may 

be classified based on their application [2]. Intuitive models which are located at the 

most heuristic level exist only in the engineer's mind as hislher personal conception 

of the system These models have no physical or mathematical representation. Next, 

models intended for investigation of fundamental properties of the system may be 

distinguished. Simulation models are aimed at investigating basic phenomenological 

features of the system or process. This class of models includes two types: 
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• Computer simulation models based on mathematical formulation of plant's 

behaviour. Such simulations may be extremely complex and can include all 

possible system details, 

• Scale models that are small-scale replicas of the process under study. Such 

models allow detailed study of the variety of design and operational 

conditions in controlled environment. 

Finally, the class of dynamic models that are intended for control law design is 

outlined. These models will be analyzed in this thesis and in principle can be less 

complex than computer simulation models [1], [2]: 

• Dynamic analysis (''white box") models obtained from the analysis of 

physical systems at the fundamental level. These use scientific principles 

like Newton's law, Kirchhov's laws, laws of thermodynamics, reaction 

kinetics, to derive an analytical model. The feasibility of building such a 

model varies a great deal from one discipline to another. The task may be 

easier for electro-mechanical systems, but very often difficult in some 

biological application areas, 

• Dynamic identification models ("black box") inferred from the observed 

behaviour of the physical system (data-driven). For these models the 

structure must be defined flrst and the model parameters identified. A large 

number of methods and software packages exist for such model 

identification. These packages identify both: the model structure (e.g. order) 

and parameters based on time-series data. These include frequency response 

(nonparametric) modelling, regression, least squares techniques, maximum 

likelihood, instrumental variables [1], [3], [4]. 

A "grey-box" modelling is an attempt to bridge the "black box" (purely data 

based) modelling with the ''white box" (purely theory based) modelling. It is 

intended to combine the best of two worlds: knowledge-based modelling and the 

data-driven model estimation [5]. The underlying dynamics of a practical 

engineering system and some of its physical parameters are usually known a-priori 
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[6]. The "white-box" mathematical model equations are derived in order to describe 

a process, based on a physical (or chemical, biological, etc.) analysis. However, 

some of the, mostly minor, dynamics cannot be modelled, due to the system 

nonlinearity, complexity and constraints on physical ability to measure. The "black

box" modelling is used to introduce parameters of the model that are estimated solely 

from measurements made on the process. The "grey-box" modelling technique is 

very valuable whenever a knowledge-based model exists, but is not fully satisfactory 

and cannot be improved by further analysis (or can only be improved at a very large 

computational cost). The "grey-box" model identification is a systematic approach to 

the problem of making models for industrial processes by combining physical 

modelling with experimental data. The "grey-box" model should explicitly use the 

knowledge such as the dynamic structure derived from physical laws. In the "grey

box" model, the system structure is not replaced by an artificial structure 

approximation as it takes place in the "black box" modelling [6]. As a consequence 

the physical meaning of model parameters may be retained, which is beneficial 

during identification. The "white-box" models are physically based and may be 

constructed based on physical constants and other measurable parameters (e.g. 

volume, length, mass). For the "grey-box" and "black-box" models values of 

parameters need to be identified. The estimation methods outlined later in this thesis 

may be used for that purpose. 

In recent years the significant popularity of neural and fuzzy-neural black

box models has emerged. These methods are claimed to provide a convenient 

solution for vast array of non-linear modelling problems. Neural networks are able to 

approximate any continuous mapping to a sufficient accuracy if they have resources 

to do so [7], [8]. These resources are simply number of neurons, layers and structure 

of the network. An important part of the modelling with neural networks is the so 

called training of the network which assigns values of parameters. Learning 

procedure must be carefully designed. The neural network as a data driven model 

relies heavily upon a training set. This is especially important for non-linear systems. 

The training data should cover all non-linearities and excite all dynamics. Failure to 

do so may lead to a significant model mismatch if a neural network model is used in 
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the region where a sufficient amount of data was not supplied. Since the neural 

network model parameters have no physical significance it is almost impossible to 

predict if the model is likely to fail in operating regions where insufficient data was 

supplied during training. 

The models based on fuzzy logic allow incorporating rules based on 

linguistics [9] in the model. Consequently expert knowledge about the object may be 

used during modelling. This makes the technique useful when intuitive engineering 

knowledge about the plant behaviour is available from an experienced operator. This 

knowledge may be combined with measurements collected from the sensors. The 

main advantage claimed of models based on fuzzy logic is the direct interpretation 

that can be obtained from their rule structure. Each rule in the model represents an 

operation zone of the process [9]. So far, methods for systematic structure 

identification are still lacking, and this is a subject of current research. 

1.3 Automotive powertraln application 

The identification, estimation, control and fault detection methods presented 

in this thesis are applied to the automotive powertrain control problem. The 

automotive powertrain control problem is characterized by two main objectives: 

torque tracking and emissions control. The spark advance is not considered here and 

is assumed to be controlled separately as a function of current engine state by its 

dedicated controller. Torque tracking is achieved by varying the mass of combustible 

gas which enters engine cylinders. Composition of this mixture determines both: the 

amount of torque that is generated by the engine and the emissions. The 

minimization of engine emissions is achieved by maintaining the air-fuel ratio at 

stoichiometry, which allows a complete combustion. The air-fuel ratio is often scaled 

to unity which is then denoted by lambda. The lambda is then air-fuel ratio scaled by 

the stoichiometric ratio specific for a particular fuel: A. = Air mass 1 . For a 
Fuel mass AFs,oIcit. 
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stoichiometric mixture the efficiency of catalytic converter is optimal and the best 

conversion is achieved for the combined pollutant fraction (RCs, NOx and CO). 

The engine block diagram is shown in Figure 1-1. The following 

measurements are often available in the system: ~ , ~ - ambient pre sure and 

temperature respectively; mal - measured throttle flow rate (often referred to as 

MAF); TPS - indicated throttle position; P;m' 1';m - intake manifold pres ure (often 

referred to as MAP) and temperature respectively; P.m' 1'.m - exhaust manifold 

pressure and temperature respectively; An, A - lambda measurements; N - engine 

speed [rpm]. 

FPW 
Intake manifold Exhaust manifold 

SP 

Figure 1-1: Engine block diagram 

The manipulated variables used for engine control are the injector command: 

fuel pulse width (FPW) and the throttle position command (SP) u ed in the 

multivariable control ca e. The fuel pulse width is the injector opening time applied 

as an electrical pulse ignal to the injector solenoid. The solenoid open the fuel flow 

valve and the amount of injected fuel is proportional to the pul e width. The throttle 

po ition etpoint change alter the air flow into the manifold. In that way the amount 

of air that enter the cylinder is manipulated. With the advent of electronically 
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actuated throttle it is possible to decouple the driver (or the accelerator pedal) from 

the engine (or the position of the throttle plate - throttle angle). This allows 

compensation of the intake manifold filling dynamics and faster torque response is 

achieved. In a conventional control strategy, with the driver controlling the throttle 

position directly, faster change of the throttle position meant significant excursions 

of the air-fuel ratio from stoichiometry. The only way to prevent this effect was to 

inject fuel on open valves resulting in increased hydrocarbons (HCs) emissions. It 

will be demonstrated that a full multivariable control strategy is capable of 

improving both: emissions and torque response. 

1.4 Overview of the Thesis 

The thesis consists of two distinct parts: the theory and automotive 

application. It was aimed to carry out research in the field of non-linear control 

theory and fault detection for non-linear systems. The advantages of the developed 

theory are demonstrated on a number of academic examples. The theoretical research 

was the basis for the application development. A significant amount of time was 

spent on the engine model identification. Innovative approaches to the model 

construction and the problem solving strategy were required. The identification was 

followed by the application of the air-fuel ratio controller. The controller code was 

used on the vehicle and tests were carried by the General Motors (GM) at their 

laboratories. Finally, the additional work based on the simulation and real 

measurements taken from datasets was performed. This was aimed at developing 

multivariable control strategies for the combustion engine. Next, the effort was 

concentrated on the simulation analysis of the application of non-linear estimation 

and fault detection methods to the engine controVdiagnosis. 

In Chapter 2 the basic estimation and parameter identification theory is 

briefly presented. This is followed by the formulation of the non-linear estimation 

theory, namely the extended and state-dependent Kalman filters. The fault detection 

theory is presented next. The methods for sensor and components fault detection are 

elaborated. The fault detection filter presented there follows developments presented 
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in [10], which are extended in this thesis with the improved state estimation when a 

fault is present in the system. The filter provides detection, isolation and 

identification capabilities for process faults. For the sensor fault detection and 

isolation the discrete time state-dependent Kalman filter the open-loop residual 

generation techniques are employed. The fault isolation based on the Generalized 

Observer Scheme. This enables simultaneous isolation of the process and sensor 

faults. 

In Chapter 3 developments in the non-linear optimal and predictive control 

algorithms are presented. The development of algorithms is based upon state

dependent state-space models. Two groups of algorithms are presented. The 

extensions of the well-known linear-quadratic control algorithm are presented. The 

discrete version of the state-dependent Riccati equation (SDRE) method is ftrst 

elaborated. This is followed by the suboptimal predictive extension of the SDRE 

technique, which offers a simple solution of the non-linear control problem [11]. The 

analysis of the optimality of the solution followed next and the method that 

recovered the optimality was presented [12]. In the next section the development of 

the non-linear predictive control algorithms is presented. The application of the non

linear predictive control algorithm presented earlier in [13] [14] is then introduced 

[15]. The method providing the optimal solution for non-linear predictive control 

algorithm follows next [16]. Finally, the non-linear Generalized Predictive Control 

algorithm is presented that provides the trajectory tracking capabilities. 

The second part of the thesis includes the implementation of the theoretical 

developments presented in Chapter 2 and Chapter 3 to Powertrain problems. The 

powertrain control developments presented in this thesis will start with the model 

identification. The spark ignition combustion engine model identification is 

elaborated in Chapter 4. The accurate modelling of the engine is of great importance 

for the control system design. The identification data used in this thesis is collected 

during a driving cycle test. The usual identification procedure requires the data to be 

collected at a series of steady state operating points by performing small 

perturbations. That involves creating a dense grid within the full operating range and 

the identification of a large number of local linear models scheduled with the 

operating point. The labour intensity of that task is enormous and the development 
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time very long. The driving cycle data used in this thesis for the identification was 

sampled at a frequency determined by the current engine speed (event based 

sampling). The sampling event was triggered every 90 degrees of the crankshaft 

position. There are clear advantages and disadvantages of such a sampling technique. 

Advantages are associated with the fact that some components of system's time 

delays become constant if event based sampling is used. Intake manifold dynamics 

depend on the engine speed and consequently the sampling rate variable with the 

speed provides the best discretization of the model for control purpose. Also, since 

the control action is required every event (e.g. 90 degrees for 8 cylinders engine), the 

sampling based on that frequency gives a good performance. Controllers with fIxed 

sampling rate generate a control signal update at the same rate regardless the engine 

speed. It has a very important advantage for the hardware implementation. For an 

eight cylinder engine, in steady state at 600RPM, injection takes place every 25ms. 

However, for 6000RPM this time is reduced to only 2.5ms. Event based controllers 

have to cope with the fastest sampling rate and consequently the processing power 

demand is increased. Now, the important question may be asked: Why would the 

identification use the same type of data? The same remarks on the sampling 

properties apply here. There is also a disadvantage associated with the identification 

based on event sampled data. Some sensor dynamics are too fast to be identified at 

the slowest sampling rates. While event based sampling is suitable for the intake 

manifold dynamics it may not be possible to identify fast sensor dynamics at the 

minimum speed required for reliable identification. The mass flow sensor is a good 

example and with the typical time constant of 5ms the measurements collected every 

25ms are by far not sufficient. Probably the most important advantage of the 

presented identification strategy based on driving cycle data is the on-line model 

identification/adaptation. If it is possible to identify the model from that type of data 

off-line it will also be possible to do it on-line. The increased processing power 

demand to match the shortest possible sampling period (i.e. 2.5ms) means that when 

sampling is much slower (i.e. 25ms) there will be at least 22.5ms of processor time 

available to run the model adaptation task. The task could run in the background and 

use only any excess of processing power and would aim to accommodate for the 

slow engine parameter changes due to wear and tear. The analysis of the sampling 
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issues is presented in [17]. The air-fuel ratio model identification task is split in this 

thesis in two distinct parts: 

• Intake manifold model identification which consists of the throttle, the 

intake manifold and the cylinder air charge model identification. This is 

performed without the necessity of considering the fuelling path, from only 

upstream measurements (e.g. intake manifold pressure, temperature). 

• Fuel delivery dynamic model identification consisting of the wall fuel 

dynamics, injector parameters identification and the varying exhaust gas 

transport time delay modelling (based on the lambda measurements). 

Additionally an approximate torque modelling will be carried out with the 

assumption that air-fuel ratio is controlled close to its stoichiometric value. With this 

assumption the net torque produced by the engine is proportional to the cylinder air 

charge. 

To justify the split of the model identification into two distinct parts the 

following should be analyzed. The air-fuel ratio output of the system is simply given 

Air charge If I h .. . Ii as AF = . on y t e ratIo IS gIven as a measurement some re erence 
Fuel charge 

measurement is necessary since the ratio itself does not contain sufficient 

information. There are two options for a choice of the reference measurement. These 

are either air or fuel charge. The air charge may be obtained using the upstream 

measurements (e.g. pressure, throttle flow rate, throttle position) without the need for 

using air-fuel ratio measurements (obtained from the lambda sensor). The fuel 

charge, because of the complex character of fuel delivery and because no other 

measurements are present in the system, can not be determined without using the air

fuel ratio measurement. Therefore, the intake manifold model identification (air 

charge model) is performed fIrst and is followed by the fuel path identification based 

on the air-fuel ratio measurement. 
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With the accurate model identified the controller design may begin. The 

accurate air fuel ratio control helps to keep pollution caused by the operation of the 

engine at minimum level. Due to the engine operating cycle and a significant 

transport delay in the exhaust, the measurement of air-fuel ratio is available only 

long after the control decision has to be made. This constrains the maximum 

performance (or bandwidth) which may be achieved by the feedback control. The 

performance is maintained by the feedforward controller. The feedforward controller 

is a model-based device which uses the disturbance measurement to counteract its 

effects. The disturbance for the air-fuel ratio control is a change in the throttle 

position, which causes changes in the cylinder air charge. The fuel charge should 

match the air charge to achieve stoichiometric gas mixture in cylinders. The 

feedforward controller should control the mass of injected fuel to ensure that the gas 

which gets in the cylinder has the required composition. The possible inaccuracies of 

the feedforward control are subject to the feedback correction. With an accurate 

model, the feedforward control action becomes better and consequently the control 

system relies less on the feedback controller. This is very important, since the 

performance of any feedback loop is limited by the significant time delay in the air

fuel ratio measurement. 

The study and implementation of the model based engine predictive control is 

presented in Chapter 5. The engine tests with the model-based feedforward controller 

were carried out with the main intention of the data driven model assessment. The 

performance of the air-fuel ratio feedforward controller is limited by the time delay 

in the fuel delivery path and the uncertainty associated with unpredictable driver's 

behaviour. The time delay in the fuel delivery path implies that the feedforward 

controller must have a built-in predictor. The accuracy of the predictor depends on 

the model precision. The predictive feedforward fuel control algorithm was 

developed and tested in the vehicle. Further improvements in the air-fuel ratio 

control are achieved by multi-input multi-output (MIMO) nonlinear control strategies 

presented in this thesis. Models of exhaust gas air-fuel ratio and generated torque are 

used for the design of the control system. Improvements in the air fuel ratio 

regulation may be achieved by decoupling the accelerator pedal and the throttle 
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opening through the introduction of a simple delay in the application of throttle 

command: Additional improvements in transient torque control are achieved through 

the magnitude decoupling of the throttle movement and the accelerator pedal position 

as well. The compensation of cylinder air charge dynamics using simple 

conventional control methods is used to speed-up the torque response. Finally, the 

focus is moved on to the multivariable predictive air-fuel ratio and torque control 

methods. This provides a suitable solution for the torque tracking problem and the 

air-fuel ratio control. The control algorithm design procedures are described in the 

Chapter 5. 

In Chapter 6 a very important aspect of the control system that requires 

careful consideration is finally analyzed. The noise filtering and fault detection for 

the intake manifold is the last major subject of this thesis. The results are based on 

the simulation of the engine model identified earlier. The faults and 

process/measurement noise are fed into the simulated system. It is demonstrated in 

simulation how the model-based non-linear estimation methods substantially 

improve the performance of the system in the presence of noise as well as model 

uncertainties. The fault detection of the intake manifold system and sensor faults 

analysis follows next. The proposed fault detection algorithm is based upon 

theoretical developments of Chapter 2. The efficient operation of the fault detection 

algorithm is demonstrated in simulation. The control system reconfiguration provides 

superior performance in a presence of faults. 

1.5 Contributions 

The main contributions in this thesis fall in two groups: the theory and 

application developments. The following work is presented in the thesis: 

• Developments of the non-linear fault detection filter, including the state 

estimation method for the system being subject to process fault 
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• Analysis of the sensor fault residual generation based on open loop and state

dependent estimation for non-linear systems 

• Development of the sUb-optimal predictive state-dependent Riccati equation 

control method 

• Optimality recovery methods developed for the predictive control algorithms 

based on the state-dependent models 

• Engine identification executed in two stages: the intake manifold identification 

based on the upstream measurements followed by the time delays removal and 

the fuel delivery path identification 

• The lookup-table construction method based on clusters of data and the 

extrapolation methodology 

• Intake manifold constant parameter identification based on the engine cycle re

sampled data offering improved convergence 

• Modified intake manifold heat transfer model formulation 

• Exhaust manifold time delay model structure formulation and the identification 

method 

• Development of the improved air-fuel ratio control based on the pedal and 

throttle position decoupling ranging from a simple variable time delay 

introduction to the full dynamic compensation of the intake manifold filling 

dynamics 

• Application of the non-linear predictive control to the multivariable torque and 

air-fuel ratio control with the innovative structure 

• The application and the robustness analysis of the intake manifold estimation 

with the state-dependent and extended Kalman filter 

• The fault detection and isolation for the intake manifold with the control system 

reconfiguration 
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Chapter 2 

Non-linear Estimation and Fault detection 

The estimation and the fault detection are closely related tasks. The model 

identification employs estimation techniques for parameters estimation. Once the 

model is identified estimation techniques may be used for filtering and reconstruction 

of unmeasured states of the dynamic system. The model based estimation techniques 

use data fusion to remove the noise that is ever present in real systems. This allows 

using cheaper sensors and less accurate models while still achieving acceptable 

performance. Real systems are subject to faults occurring in sensors or system 

elements. The fault detection techniques are based on the same as the estimation data 

fusion principle. In the context of fault detection, the data fusion is referred to as 

analytical redundancy. This allows detecting faults subject to the certain minimum 

number of measurements being available. The analytical redundancy removes the 

necessity of having multiple sensors installed in the system and is known as a 

hardware redundancy. In this chapter the theoretical foundations of state and 

parameter estimation are presented. The theoretical development of fault detection 

algorithm for non-linear system is carried out next. The developments are based on 

the application of state dependent models to the estimation and the fault detection. 
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2.1 Linear Estimation methods 

Linear estimation methods are well researched and only a short overview of 

available techniques will be presented as a reference. For the parameter identification 

the most commonly used is the Least Squares method. The least squares method is a 

deterministic approach to estimation. It means that the measurements and quantities 

being estimated are not modelled as random variables or random signals [18]. It 

minimizes the squared sum of model output estimation errors. In that sense the 

minimized function is an indication of the parameter estimation error and the Least 

Squares parameters estimate is obtained. 

Consider the discrete time signal Yn given by the following equation [4]: 

(2.1) 

where 

El= [ElI,El2 , ... ,ElqJ is a vector of q unknown parameters 

rp (n ) = [rpl.n' rp2.n' .... rpq.n J is the vector of known functions of n. 

It is aimed to fmd an estimate e of El at time n using the measurements Yl' Y2"'" YN 

and rpl' rp2' .... rpN • Given these measurements a system of linear equations is obtained, 

which in a matrix form is given by the following equation: 

Y=<I>El+E (2.2) 

where 

Assuming that E = 0 it is possible to fmd El if N=q and <I> is non-singular. In 

practice the noise and disturbances are the reason to use more measurements: N>q. 
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An exact solution will then, in general, not exist [4]. The least squares estimate of e 
is defined as the vector e that minimizes the following function: 

(2.3) 

Lemma 2.1 

The function V ( e) (2.3) has a unique minimum point if the matrix <I>T <I> is positive 

defmite and is given by: 

(2.4) 

Proof: See [4], [18]. 

The estimate (2.4) is unbiased if en is a zero mean white noise. Least squares method 

may be used for the state estimation for state-space systems. The following system 

may be considered for that purpose: 

Xn+l = Axn 

Yn = CXn +vn 
(2.5) 

where 

Xn E 9\P is a state vector, Un E 9\q is a control vector, Vn E 9\' is the zero 

mean white noise vector 

Note that only the noise in the measurement equation is included in the system model 

(2.5). The derivation of the least squares estimate may be found in [18]. The full 

derivation of the recursive least squares method may be found in [4], [18]. There are 

similarities between the recursive least squares method and the Kalman filter for 

which the equations will be presented in sequel. 

Consider the system given by the following state-space model [19]: 
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Xn+l = A"Xn + Bnun + G" w" 

y" = Cnx" +vn 

where 

(2.6) 

X" E 9\P is a state vector, u" E 9\q is a control vector, y" E 9\r is an output 

vector, w" is a zero mean white process noise, cov( w,,} = Q", v" is a zero 

mean white measurement noise, cov(v,,} = R". 

It is assumed that Q" is semi positive and R" is positive defmite and symmetric. The 

initial condition vector is assumed to be uncorrelated with the noise processes, the 

expected value mo=E{xo} and the initial covariance Po=E{(Xo-I11o)(Xo-l11of}. 

The optimal discrete linear filter minimizes the following estimation error criterion: 

Ie = trace E{x" -xnln } (2.7) 

The solution of this optimal estimation problem was presented by Kalman [20]. The 

full derivation of Kalman filter equations is given in [18], [21]. The fmal result given 

by the recursive equations is presented below. 

K" = P"1n-1C" T ( C"P..In-l C" T + R" t 
P"1n = P"1n-l - K" C"P"In-l 

X nln- 1 = A,,-IX,,-IIn-l + B,,_IU,,_1 

Xn'" = Xnln-1 + K" (y" - C"Xnln_1 ) 

(2.8) 

For a system, whose model is time-invariant and the noise sources are stationary the 

Kalman filter, in the steady state reduces to a time invariant filter [19]. The solution 

for the steady state Kalman filter is obtained by solving the algebraic Riccati 

equation. The algebraic Riccati equation is derived by substituting for P"1n-l = p. in 
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(2.8). The following equation has a positive defmite and symmetric matrix Poo 

solution that results in the steady state gain K . 

Poo =A(Poo -pooCT(CPooCT +Rt CPoo) AT +GQGT 

K=PooCT(CPooCT +Rt 
(2.9) 

The constant gain K is used for the correction of the state estimate in the same way 

as the time-varying gain K" was employed in equation (2.8). 

2.2 Estimation extensions for Non-Linear systems 

The Kalman filter derived originally for linear systems was extended to 

systems described by the non-linear state-space representation: 

xn+l = I" (xn.u"}+G,, (x,,) wn 

y" =h"(xn}+v,, 

where 

(2.10) 

I" (x".u,,) and hn (xn.un) are vector-valued functions. G" (x,,) is a matrix

valued function. 

It is required that partial derivatives of I" (x". u") and h" (x". u") with respect to all 

components of x" are continuous. Statistical properties of signals w" and v" are 

identical to assumptions made for the linear filter. Using the linear Taylor series 

approximation of the system (2.10) the linear approximation at current estimated 

state is derived. A detailed analysis of the method is presented in [18]. [21] and [22]. 
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~In-l = [~n-I (XII-lin-I' UII_1 )] ~-IIn-l [r"-1 
(XII-lin-I' UII_1 )]T 

11-1 !X1I_l 

+ GII_1 (XII- IIn- 1 )QII-PII-l (XII-lin-It 

Xllln- 1 = III ( X II_IIII_I , UII_IIII_1 ) 

K. = P"'-I[:: (-"'-I)n[~~ (-' .. _I) }~'-I[~~: (-','_1) J + R, r 
p .. = P".-I -K. [~: (-"'-1) JP,,'-I 
Xllin = XII 111-1 + KII ( Y II - hll ( XII In-I ) ) 

(2.11) 

The main difference between the linear Kalman filter and its non-linear 

extension is the non-linear model (2.10) used in the state XlllII_1 update in (2.11). Also, 

the covariance P and gain K are propagated using the Jacobian linearization of the 

non-linear model at the estimated state X
II

_ 1111_1 for dlll _
1 and XIlIII_1 for dhll 

• For non-
dXII_1 dXII 

linear systems due to approximations made during linearization the state estimates 

convergence is not guaranteed. Convergence problem may occur especially, if the 

initial state value is far from the actual. The linearized model matrices are functions 

of the state about which the linearization was carried out. The model mismatch is a 

consequence of the state estimation error. This may lead to improper state update and 

consequently to the divergence. 

An alternative for the extended Kalman filter is presented in sequel. In this 

thesis the emphasis is put on state-dependent models. The estimation problem using 

state-dependent models is now analyzed. A class of non-linear models given by the 

following non-linear discrete time state-space equations is considered [23]: 

XII+1 = I (XII) + B (XII) ull + wlI 

YII =h(xlI)+vlI 

where 

(2.12) 
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Xn E 9\P is a state vector, un E 9\q is a control vector, Yn E 9\' is an output 

vector. 

The model (2.12) is re-arranged into the state-dependent coefficient form [23]: 

Xn+1 = ~xn + Bnun + Wn 

Yn = Cnxn +vn 

where 

matrices. 

(2.13) 

Note that the model (2.1) is identical to (2.12) if A (xn) xn = f (xn) and 

C(xn)xn =h(xn ). Additionally it is assumed that V {Cn'~} is point-wise 
x.eO. 

observable in the operating region Ox [23]. 

The way how the system is parameterized provides an additional degree of freedom 

for the design. As a guideline the following strategy might be adopted. The vector-

valued function f (xn) is often given by the following non-linear structure: 

(2.14) 

It is important to assess which state contributes the most in each of elements in each 

row of the vector in equation (2.14). It is assumed that the row components in 

equation (2.14) (e.g. -",I (x1,n, ... ,xp,n) + ... + -",p (x.,n, ... ,xp,n) ) are ordered according to 

the most significant dependence upon the corresponding state. The natural 

parameterization will be carried out as follows: 
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ft,t (~,n , ... , Xp,n) ft,p (Xt,n, ... ,Xp,n) 

~,n Xp,n 

A(xn} = (2.15) 

fp,l (~,n, ... ,xp,n) fp,p (Xt,II, .. ·,Xp,lI) 
~,II xp,n 

Additional analysis of the state-dependent parameterization methods is given in [24]. 

The process noise wn and measurements noise VII are independent white Gaussian 

signals with cov {wlI } = Qn and cov {vn} = Rn' Qn and RII are diagonal semi-positive 

and positive defmite matrices respectively. 

The system (2.12) is non-linear and the non-linear state dependent Kalman 

filter is employed. The state-dependent Kalman filter was originally presented by 

Mracek et a1. [25]. This was an extension of the state-dependent Riccati equation 

control method. Using the duality of control and estimation problems the filter 

equations follow. The discrete version of the state-dependent Kalman filter is given 

by the following equations: 

(2.16) 

The state dependent model matrices are denotes as ~ = A (xn), BII = B (xn) , 

CII = C (xn) • The filter gain KII is given by the following equation: 

A T ( A A T )-t 
KII = p,.CII CIIP,.CII + Rn (2.17) 

The 1',. is a solution of the discrete algebraic Riccati equation: 

(2.18) 
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The solution of the Riccati equation (2.18) minimizes a frozen system's (2.1) 

expected squared state estimation error in the same way as for the linear steady state 

Kalman filter given by equations (2.9) [18]. [19]. [20]. [21]. [22]. 

It should be noticed that the system matrices A" = A ( XII)' BII = B (XII) • 

ell = C (XII) are based on state estimates. An estimation bias may result in the model 

mismatch. This may cause state estimates divergence. The estimates convergence 

analysis for the general non-linear system representation is very difficult. This 

property of the filter should be analyzed for particular application. The type of non

linearity is an important feature that should be analyzed. The solution of the Riccati 

equation results in the local convergence of estimates. This however is not sufficient 

to guarantee global properties. In practice the convergence analysis may have to be 

limited to simulation tests. 

2.3 Parameter Identification with the Extended Kalman Filter 

The extended Kalman filter may be applied for the parameter identification 

[18]. [21]. Suppose that the system is given by the following state-space model with 

the following structure: 

Xn+l = III (e.xlI.un) + Gil (e,xn) wn 

YII =hn(e,xlI)+vlI 
(2.19) 

The usual assumptions about the noise statistics must be made as for the extended 

Kalman filter. To identify constant parameters vector e it is augmented with the 

system state xn ' Consequently the following non-linear system is subject of 

estimation: 
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[ ~n+l ] =[fn (en:Xn,Un)]+[Gn (e,xn) O][Wn] 
e n+1 en 0 I (n (2.20) 

Yn =hn(e,xn)+vn 

For an identification the parameter vector en is often treated as a random constant 

vector (en+1 = en + (n) and (n is a zero mean Gaussian white noise sequence 

uncorrelated with wn [21]. The covariance of the signal (n is used to achieve the 

adaptive capabilities of the filter. For the identification of the constant parameters it 

is sufficient to initialize the covariance Po. The noise (n may be assumed to be zero. 

Derming the augmented state vector as X. =[ ~:] and process noise vector 

as q" = [~:] the model (2.23) rna y be written in the following form: 

Xn+l = in (Xn'Un) +Gn (Xn)~n 
Yn =hn(Xn)+Vn 

(2.21) 

The model (2.21) has the identical structure to (2.10) and the extended Kalman filter 

algorithm equations (2.11) may be applied directly. In order to apply the extended 

Kalman filtering to the system (2.21) the initial state Xo that consists of the system 

states as well as the initial guess of the parameter vector 00 must be supplied to the 

algorithm For the system for which some physical insight exists - namely for grey

box models - initial guesses for states and for parameters are usually available. This 

makes the identification procedure relatively easy as opposed to black-box 

identification. 

The system process and measurement noise covariances must be known for the 

extended Kalman filter identification. The measurement noise covariance will 

usually be supplied by the sensor manufacturer. The process nose wn covariance 

reflects the confidence in the model structure accuracy. The initial state error 
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covariance Po is often assumed as high as possible with the requirement that the state 

estimates convergence is maintained. As more accurate estimates of parameters are 

obtained the covariance Po is reduced. The covariance adjustment is often a trial and 

error process and requires running a number of estimation experiments. 

2.4 Fault detection, isolation and identification 

The fault detection improves the safety and may help to avoid major 

breakdowns. The fault detection consists of three tasks: fault detection, fault isolation 

and fault identification [26]. Aforementioned three tasks are subsequent actions and 

in some applications not all are required. The fault detection is the most crucial task 

and in most practical applications must be carried out. The isolation comes as the 

second, but is not less important. The isolation aims to pinpoint the fault and may be 

used for the system reconfiguration. In that sense the system operation may continue 

even in a presence of the fault. The fault identification attracts far less attention. The 

task requires numerical estimates of the extent of a fault. For some applications the 

fault identification may be needed if controller re-configuration requires a numerical 

estimate of the fault. 

The fault detection methods may fall in two major categories: model-free 

methods and model based methods. The model-free methods include [26]: 

• Sensor outputs limit checking for sensor fault detection (e.g. using the 

normal range for sensor output) 

• Installation of special sensors that monitor plant parameters (e.g. pressure, 

vibrations) 

• Installation of multiple sensors and comparing sensor outputs (voting 

system) 

• Frequency analysis that gives indication of fault occurrence if the signal 

spectrum differs from its usual signature 

• Expert system approach uses logical rules based on symptoms obtained by 

the detection hardware and software 
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Several survey papers on fault detection theory based on analytical 

redundancy were written by Frank [27], [28], Gertler [26], [29], [30] and Patton and 

Chen [31]. Books by Chen and Patton [32], Gertler [33] also provide a wide scope of 

the fault detection methods. The model based methods are built around an analytical 

redundancy. The analytical redundancy combines measurements collected at 

different points of the system with the model. The parameter of interest is 

reconstructed and its measurement is compared with the analytically obtained value 

based on other measurements. To facilitate fault detection diagnosis signals called 

residuals are generated. The residuals generation employs the model and 

inputs/outputs of the system. The residual signals indicate that the fault has occurred. 

In practice residuals, even if faults are not present, will not be zero. The 

measurements in real systems are always noisy and models have a fmite accuracy. In 

this case important information is the signal to noise ratio. If the noise level is 

relatively low the fault detection algorithm will be highly sensitive to the system 

faults, which results in highly reliable fault detection method. For systems with 

higher signal to noise ratios the fault detection algorithm must take this fact into 

account and consequently only faults of higher magnitude may be detected. The 

noise and uncertainty, if not considered carefully, could cause false alarms. To avoid 

that, residuals properties should be analyzed to create the algorithm that is not 

sensitive to the noise/uncertainty. The residual analysis employs logical analysis of 

residual patterns which are called signatures. 

To enhance the isolability of faults, the directional properties of the residuals 

in response to a particular fault may be used. The fault detection fllter, a special 

dynamic observer that generates directional residuals, was ftrst developed at the 

beginning of the seventies [34], [35]. After that the problem was studied by several 

authors employing different approaches [36], [37], [38], [39]. Keller [40] developed 

a fault isolation filter for the linear stochastic systems with mUltiple faults and 

unknown inputs. This ftIter is a particular form of the Kalman ftIter that can isolate q 

faults given at least q output measurements. In Giovanini and Dutka [10] the fault 

detection ftIter for non-linear system with unmeasured inputs and multiple faults is 
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presented. It uses the state-dependent coefficient parameterization. This methodology 

transfers the non-linear system into a quasi linear structure. Then, the fault 

detectability matrix is used by the filter to update the state estimate with specially 

designed gain matrix. The remaining freedom of design is used to shape the 

dynamics of the filter. For stochastic systems, additional degrees of freedom may be 

used to minimize the effect of the noise on generated residuals. 

2.4.1 Fault modelling 

The faults in the system may be modelled in an additive or a multiplicative 

way. The additive measurement faults are the discrepancies between measured and 

true values and these naturally model biases. The multiplicative faults may represent 

loss of sensitivity in sensors or actuators. The additive process faults are the 

disturbances that may act upon the system as additional unknown inputs like loads or 

leaks. The multiplicative process faults describe changes like a gradual or abrupt 

deterioration of the plant equipment. The actual nature of the fault should be 

considered based on the application and the fault model chosen accordingly. In this 

work the additive faults are considered. The multiplicative faults like a loss of the 

sensor gain may also be modelled as the additive time-varying signal. 

The following state-space system model with additive faults will be 

considered: 

Xn+l = A(xn)xn + En (Xn)Un + F" (xn)/" + Wn 

Yn = C(X,.)X,. + Is.,. + V,. 
(2.22) 

where 

Xn E 9\P is a state vector, un E 9\q is a control vector, Y,. E 9\' is an output, 

Is.,. E 9\' is sensor faults vector, In E 9\m is an actuator and a component 

faults vector, w,. is the process noise, vn is the measurement noise, A(xn), 
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2.4.2 Sensors fault detection 

The fault detection is linked to the residuals analysis. The residuals are 

generated based on system inputs/outputs and the model. With the hypothesis that 

input faults I" are not present in the system (2.22) the residuals that are sensitive to 

only one output fault are generated using the dedicated observer structure [41]. 

Dedicated output estimators based on the state-dependent Kalman filter may be used 

for that purpose. The system block diagram is shown in Figure 2-1. 

y\ .1 L 
I Residual Generator 1 ~t--'''''-'''-''''·'''':'!?':!'''''i 

Y21 ~ i ~- . ~ rO.2 ! System • ResIdual Generator 2 ........................... 1 
• I 

y:, ~ I --- ~r. i 
L...-____ -1 Residual Generator ................. !?::! ••.. 1 

I 

! 
I ................................................................................................................................ ~ 

Figure 2-1: Dedicated observer scheme 

The state-dependent Kalman filter requires state estimates for the model 

update. In the presence of the additive sensor fault, state estimates will diverge from 

the actual system state values. It may be demonstrated using the following equation: 

(2.23) 

The senor fault Is." which is assumed to have a non-zero mean value acts as an 

additional input to the estimator resulting in the state estimation offset. This offset 

may result in the discrepancy between model matrices ..\ = A (i,,), E" = E (i,,). 

e" = C(x,,) and the actual system matrices A" = A(x,,), B" = B(x,,), C" = C(x,,). 
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The discrepancy depends on particular system non-linearity and the general analysis 

for an arbitrary non-linear system model is not possible. For the linear systems, the 

system matrices are constant and model mismatch does not occur. The state

dependent Kalman filter error signal generated for i-th output and used as a residual 

is given by the following expression: 

(2.24) 

The residual r, will directly reflect the sensor fault Is n' Unfortunately, the past 'In , 

values of the fault signal Is.n are also present in the state estimate xn (see equation 

(2.23». This results in rather unpredictable response of the residual 'i.n to the fault 

Is .... This is due to the non-linear nature of the system (2.22). Aforementioned state

dependent model mismatch may have the negative effect on the residual signal 

sensitivity to the fault. This negative influence is caused by the state estimate xn bias 

and the model matrix Cn mismatch. 

For systems that are open loop stable a direct use of the non-linear system 

model (2.22) may provide better results. The state of the system may be obtained 

using the following equation: 

(2.25) 

where 

The state xoL.n estimation mismatch results from the process noise wn that is not 

attenuated in the open loop estimation (as opposed to the closed-loop estimation is 

the equation (2.23». However, the fault Is.n does not influence the state estimate in 

any way. The residual is proportional to the state estimation error (Cnxn - COL.nXoL.n)' 
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the measurement noise VII and the fault magnitude Is.II' Note, that the negative effect 

of the state estimation error CIIXII - CIIXII that was present in (2.24) is eliminated in 

(2.26). 

(2.26) 

The above dedicated observer based residual generator given either be the equation 

(2.24) or by the equation (2.26) must be built for each output that is equipped with 

the sensor being subject to the fault. Note that the choice of the residual generation 

method «2.24) or (2.26» depends on the particular application. 

2.4.3 Process faults detection 

For the process (or input, actuator) fault estimation a fault detection filter 

with directional residuals must be designed. The filter generates directional residuals 

that reflect unknown inputs magnitudes and the remaining residuals are orthogonal to 

the system fault(s). The orthogonal residuals are used for unbiased estimation and the 

process and measurement noise attenuation. The system model of interest is given by 

the equation (2.22) with the assumption that that output faults IS.II are not present in 

the system. In this section the following notation for the model (2.22) matrices is 

used: A" = A (XII)' BII = B (xn), CII = C (XII) FII = F (XII) . 

It is assumed that V {CII,A,,} is point-wise observable [23] in the operating 
xlleCl ... 

region fl. ... The process noise wlI and the measurements noise VII are independent 

white Gaussian signals with cov{ WII} = Q and cov{ VII} = R. Q and R are diagonal 

semi-positive and positive defmite matrices respectively. 

The actuator and component faults may be modelled by unknown inputs to 

the system. With the model, unknown inputs may be de-coupled from residuals. The 

unknown input observer that de-couples the state-dependent Kalman filter innovation 
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sequence from the fault/unknown input is constructed as in [10]. The following 

assumption is made: 

(2.27) 

The above assumption must be fulfilled for the system's operating state space. It 

defmes that the number of faults/unknown inputs cannot be greater than the number 

of outputs. 

The Fault Isolation Filter design 

The following notation is introduced: F,. = [ Fi,,.,,.Fm,,. ] ' F,. = F (X,. ) , 

I,. = [h.,. ".Im,,. J. Defmitions of fault detectability index and matrix for state 

dependent model are established in a similar way as it was done for the time 

invariant continuous time system by Liu and Si [39]. 

Definition 1: The state-dependent system (2.22) has fault detectability indexes 

P= {Pi, ... ,pn } defmed as 

Pi = min {o : C,.A..,oF;".-o ¢ 0,0 = 1,2, ... } 

where 

_ { I 
A,. = A A A 

,0 A,.-1'\-2 ... '\-<0-1) 

0=1 

0>1 

(2.28) 

(2.29) 

It is assumed, that for the operating space n x state detectability indexes for 

faults/unmeasured inputs are invariant. 

Definition 2: Assuming that the system (2.22) has fmite detectability indexes, the fault 

detectability matrix 'i',. is defined as 

(2.30) 

33 



where 

§ n = [ ..\'Pi ii,n-Pi . .. ..\,p,. Fm,n-p,. J. (2.31) 

Faults associated with detectability matrix (2.31) are given in the following form 

<I> n = [It,n-Pi ... Im,n-pro J (2.32) 

The output of the system is defmed as follows: 

(2.33) 

where 

X" is the state of the system without the last fault that may be seen on the 

output. 

The dynamic observer is given by the following equation: 

i"+, = A"i" + B"u" + K"q" 

y" = c"i" 
(2.34) 

where 

in and Yn are state and output estimate vectors. 

In the equation (2.34) the output residual q" is given by: 

(2.35) 

where 

en is the estimation error and 

(2.36) 
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Observe that the residual qn has three components: the estimation error due to state 

errors en' the effect of the last faults/unmeasured inputs over the system outputs and 

the measurement noise. The second component may lead to the biased estimation and 

to the divergence of estimated states. To solve this problem two matrix coefficients 

Tn and l:n are introduced in a similar way as in Keller [40]. The residual qn is now 

represented by two auxiliary residuals, which are given by the following expression: 

Replacing for the residual qn the equation (2.37) is rewritten as 

q" =l:"C"e" +l:"C"E"<I>,, 

<l>" = T"C"e" + T"C"E"<I>,, 

where 

(2.37) 

(2.38) 

<l>" e R m are residuals associated with the faults/unmeasured inputs and 

q" e R,-m are residuals decoupled from faults/unmeasured inputs. 

To obtain this decoupling an effect of faults/unmeasured inputs has to be removed 

from the estimation error. Thus, the matrix l:" must satisfy: 

~ C"'; = Oe R,-mxm 
~n n~n (2.39) 

where 

l:" must be a matrix of full rows rank (r-m) and orthogonal to e"2.,,. 

The directional residuals ( <i>" ) should contain unchanged information about 

faults/unmeasured input magnitudes, therefore T" is required to satisfy: 
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(2.40) 

where 

Tn is generalized inverse or pseudo-inverse matrix. 

(2.41) 

Finally auxiliary residuals are given by: 

q" = "L"Cne". 

<1>" =T"C"e" +4>" 
(2.42) 

With the equation (2.42) the dynamic observer may be written in the following form: 

j~1 = A,i, + B.u, +[ KWKF• W.] [~:] q, 
(2.43) 

y" = cnin 

where 

KurKF,,, is the filter gain and W" is the matrix that propagates the effect of 

faults/unmeasured inputs into the next time instant and 

(2.44) 

By performing the feedforward update of the state estimate it is maintained 

that the state of the filter contains information about all but the last fault/unmeasured 

input. The dynamic properties of the filter are determined by the gain KUIKF,n • To 

design this gain, the fault isolation filter (2.43) is re-written as follows 

i"+1 =d.ill +Bllull + KurKF,nYn' 

y" =c"i" 
(2.45) 
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where 

dt = A,. - W,. T"C" - KUlKF,,."£,,C,., 

KUIKF,,. = KUlKF,,,"£,, +W"T" 
(2.46) 

The gain KUIKF,,. for detenninistic systems is designed to place poles of the closed 

loop system matrix dt such that the desired dynamic properties of the observer are 

obtained, For stochastic systems the gain KUIKF ,,, is obtained from the solution of the 

Riccati equation [40]: 

T ( T )-1 KUIKF,,. = f,,(2. (2.e.(2. +!1 

where 

C, = "£"CII , 

!1 = "£"R"£/ 

System state estimation 

(2.47) 

A 

It should be noticed that the state estimates x" and x" will differ in the 

presence of faults. For the state-dependent model (A,., B", C", FII ) the accuracy of 

state estimates is very important. Any discrepancy results in the model mismatch as a 

consequence of the state-dependent model nature, The state i" is the estimate of 

artificially introduced state. This state does not reflect the state of the real system 

since it has no information about the last fault and faults which occurred in less than 

the detectability index discrete time steps in the past. The detectability index 

detennines the time delay after which the fault may by observed on the output. It is 
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possible to use directional residuals to estimate state of the system. but 8 steps behind 

the current time (8 = max {Pi' i = 1 ... m} ) as given by the equation (2.48). 

(2.48) 

A JT ••• <I> 
m,n+p .. -s 

The filter gain K,._s is computed using equations (2.17) and (2.18) with the system 

model computed at the state estimate xn- s ' The second stage of the estimation 

involves projection of the past state estimate to the current time instant. The Kalman 

filter equations are iterated until the current time (i = 8 -1. 8 - 2 •...• 0). The dynamic 

observer is used alongside with the past output measurements as in the equation 

(2.49). 

fn-l = [ <l>I,min(n,n+Pt-i) 

i = 8 -1. 8 - 2 •...• 0 

••• <l». . A JT 
m,mln(n,n+p .. -') 

(2.49) 

The equation (2.49) is very similar to (2.48). The fault estimates with the fault 

detectability index greater than i are not available therefore the most recent fault 

estimate <l>k,min(n,n+Pt-i) is used instead. It is assumed that the fault/unmeasured input 

did not change until n-th (current) time instant. This implies that the method should 

be used for systems where fault magnitudes are stationary or slowly varying. As the 

result ofthe iteration i=8-1,8-2, ...• 0 the state estimate xn is obtained. The current 

state estimate is used for the state-dependent model matrices calculation. 
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2.4.4 Generalized Observer Scheme, fault detection and isolation 

To detect the fault a threshold tests for residuals are carried out. The result of 

these tests is the fault detection statement. The fault isolation is the next task. The 

dedicated observer scheme requires a separate estimator for each fault [42], [43]. For 

the sensor fault detection the hypothesis that process faults are not present must be 

made. The dedicated observer scheme was elaborated in section 2.4.2. For the 

process faults the non-linear fault detection filter that generates directional residuals 

is employed (see section 2.4.3). The hypothesis that sensor faults are not present 

must be made to facilitate the fault detection. Based on the fault detection filter 

formulated in section 2.4.3 the signal <i>,. being the estimate of the fault may be used 

as the residual. Alternatively, the signal q,. that is orthogonal to the fault could also 

be used. 

For stochastic or uncertain systems the residuals are not zero for the fault-free 

system The thresholds for residuals must be established. If residuals are within pre

defmed boundaries, the system is assumed to be fault-free. The residual(s) exceeding 

threshold(s) indicate the presence of the fault in the system It is important to defme 

thresholds in a way that the noise or the system uncertainty does not trigger false 

alarms. In practice, thresholds should be based on the information about extreme 

values of the fault-free system residuals. The formal analytical derivation of 

thresholds for complex systems is not possible in practice. Thresholds may be 

determined based on the simulation results for the fault-free system The same 

procedure for the threshold formulation may be used with the real experiment. The 

safety margin should be included in the design to achieve the robustness. The fault in 

the system is detected if the value of any residual violates its threshold. This 

indicates that the fault is present in the system but does not locate the fault. 

The fault isolation method based on the generalized observer scheme uses the 

table with 'fault signatures' [43]. In this way the hypotheses made for the residual 

generation are managed. The sensor faults may be detected since the sensor fault 

results in its dedicated residual change. The other sensors residuals are insensitive to 
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such fault. The sensor faults also interact with process fault residuals. The process 

faults result in the change of its directional residual and all process faults are 

mutually decoupled. The sensor observer directional residuals also change their 

values as the effect of the process fault. Based on such analysis the relationship 

between faults and residuals is established. as in the Table 2.1, for the fault isolation. 

The logical value 1 denotes that the relationship exists. 0 that it does not. The value 

X denotes that the relationship is not specified (could be 1 or 0 depending on system 

structure specific to the particular application). 

iSI iS2 ... is. ft h i2 ... i m 

7s.1 1 0 ... 0 x x ... x 

rS.2 0 1 ... 0 x x .. . x 
. . . : . · . . · · 

rS.1I 
0 0 ... 1 X X ... X 

1j X X X X 1 0 ... 0 

Ii x x x x 0 1 ... 0 

· : . · : . . . . . · . 
rm x x x x 0 0 ... 1 

Table 2.1: Fault signatures table 

The sensor fault iSi associated with i-th output affects only the residual rSJ ' For 

process faults. the fault It results in the process fault residual Ii being affected. 

Based on the Table 2.1 the logic rules for fault isolation may be devised. Since the 

non-linear systems are subject of this analysis, the ability to efficiently isolate 

multiple faults depends on the particular application. This is due to the unknown 

behaviour of the system shown in Table 2.1 and associated with unspecified states X. 

If senor faults are not considered (i.e. there is a hardware redundancy in 

sensors) the ability of the process fault detection filter to detect multiple faults is 

determined by the fault detectability matrix as explained in section 2.4.3. In general 

it is not possible to detect number of faults that is greater than number of outputs. 

Sometimes. the fault isolation is carried out with the assumption that only one fault 

occurs at a time. In that case number of faults may exceed number of measured 
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system outputs. The fault isolation technique may be improved by introduction of the 

statistical analysis of residual signals. The variance and mean value of residuals may 

be tested for that purpose. Additionally the specific system knowledge may be 

incorporated to improve the fault detection speed and robustness. This however 

depends on the particular application and is not considered in this chapter. The 

application of the fault detection theory presented here will be given in section 6.4. 

2.5 Summary 

In Chapter 2 the basic estimation theory and the non-linear fault detection 

methods were introduced. The chapter started with the introduction of the parameter 

and state estimation methods for linear systems. These methods were outlined to give 

the basis for the non-linear techniques analysis. The estimation methods for the non

linear system include the extended Kalman filter that may be used for the parameter 

and state estimation. An alternative to the extended Kalman filter was given and the 

state-dependent Kalman filter for the discrete time systems was presented. Next, the 

analysis of the application of the dedicated observer scheme for the sensor fault 

detection was given. The fault detection filter based on the state-dependent models 

was elaborated next. The filter provided the ability to detect multiple process faults. 

The fault directional and orthogonal residuals were generated for the process fault 

detection and isolation. Finally, the methodology of the simultaneous detection of 

process (or input) and sensor (or output) faults was given. The methodology used 

both: sensor and process fault residuals generators within the logic-based framework. 
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Chapter 3 

Non-linear Optimal and Predictive Control 

The non-linear control techniques attract now most of the attention of 

researchers working in the field of control engineering. This stems from the fact that 

the majority of real objects is non-linear. For that reason efforts presented in this 

chapter are directed on the development of non-linear control algorithms. The model 

based techniques are employed here. It is important to remember that a good model 

of the system is required if these techniques are to be considered. 

The state space control techniques analyzed in this chapter require state to be 

available to the controller. In some cases the state is measured directly. Sometimes 

when the noise distorts measurements filtering techniques presented in previous 

chapter have to be used. If the state in not measured directly the state estimator must 

be constructed The extended and state-dependent Kalman filters presented in 

Chapter 2 may be used for the noise filtering and the state estimation. With the state 

assumed available two main types of control techniques will be presented. In section 

3.1 the Riccati equation based techniques are introduced. These methods extend the 

linear-quadratic (LQ) techniques to non-linear systems through the state-dependent 

model parameterization. In a similar way in section 3.2, with the same state

dependent model parameterization, the state-space predictive control algorithm is 

used in a non-linear context. 
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In section 3.1.1 the discrete state-dependent Riccati equation (OS ORE) 

method is presented. In section 3.1.2 a prediction of the trajectory is used to 

approximate the non-linear system with the time-varying linear model. The 

difference Riccati equation is employed in the solution. This method significantly 

improves the closed loop system response. However. it does not lead to the optimal 

solution is a sense of the minimal value of the cost function. The remedy is presented 

in section 3.1.3 where the correction tensors are introduced in the solution. The 

numerical example in section 3.1.4 shows results obtained with the discrete SORE. 

the discrete SORE with the predicted trajectory and its optimized version. Next. in 

section 3.2 the predictive control algorithms are presented. Two fIrst algorithms are 

similar to the discrete SORE with the prediction and its optimized version. It is 

aimed to drive the state of the system to the origin. The main difference here is a 

predictive context. The future control action vector from previous iteration of the 

predictive control algorithm is used. This methodology is different from Riccati 

equation based solution where previous state-feedback gains were used. The direct 

use of control vector is less demanding from the computational point of view but the 

robustness may suffer. This regulatory predictive algorithm is presented in section 

3.2.1. Its optimized version follows in section 3.2.2. The numerical example is 

presented in section 3.2.3. Lastly. the non-linear GPC algorithm with the explicit 

reference trajectory is presented in section 3.2.4. The algorithm provides the ability 

to use the future reference signal if such is available in the system This will be used 

within the engine control algorithm in section 5.4. 

3.1 State-Dependent Riccati Equation with Predicted 
Trajectory 

There is a need for control laws that are simple to compute. suitable for 

nonlinear systems [44] that may be optimized in some sense [45]. The family ofLQ 

and LQG design methods [46]. [19] have been very successful for linear systems and 

it is desired to provide an equally simple method that can be used for nonlinear 

systems. Over the past three decades several non-linear versions of LQG algorithm 

have emerged. In 1962 Pearson [47] used a linear state-dependent representation of 
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the non-linear system for the flrst time. The assumption was that the non-linear 

system described by the non-linear state space model may be re-arranged into a so

called 'state dependent' linear form. The non-linear behaviour of the system in such 

a representation is determined by the state dependent matrices. Later, in 1969 

Boughart [48] continued this work but there was little interest in this method for a 

period. In 1996 Cloutier [49], [50] resurrected this idea using a stricter mathematical 

justification for the method. It was reported [51] that the state-dependent Riccati 

Equation (SORE) method has many advantages over other non-linear design 

methods. The main drawback is the lack of a guarantee of global asymptotic stability 

which in general is a difficult issue for non-linear systems. The local stability at the 

origin of the closed loop system results from the stabilizing properties of the solution 

of the algebraic Riccati equation. Unfortunately, so far, one of the most efficient 

methods of assessing the stability of the SORE controller is by simulation. Recent 

work in the stability analysis of the SORE method either gave rather difficult 

conditions to check or imposed difficult requirements. In [52] the region of attraction 

for the SORE controller, around the origin of the closed loop, is determined and for 

this region the stability of the controller is guaranteed. This may be difficult since 

closed-loop system equations are usually not known explicitly. In [53], [54] the 

stability of the system controlled by the SORE method is ensured via "satisficing" 

provided that a Control Lyapunov Function for considered system is known. The 

main difficulty with this technique is to fmd the global control Lyapunov function for 

the non-linear system. For some systems such a function may easily be determined 

and in this case the method may be employed. In [55] the estimation of the region of 

stability is substituted by the functional search problem. The state-dependent model 

matrices were assumed to be polynomial functions of the state and the stability 

region estimate was obtained though optimization. 

The evidently questionable assumption made by the state-dependent Riccati 

equation (SORE) method will be tackled in this section. In the SORE method the 

calculations are performed, assuming the system remains flxed (time-invariant) at the 

state value measured or estimated at current operating conditions. The frozen system 

matrices calculated at this point are used for the solution of the algebraic Riccati 
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equation. To remove that inaccurate assumption the linear quadratic optimal control 

[56] results for time-varying linear systems will be used in section 3.1.2. The main 

idea is to estimate the future variations in the nonlinear system characteristics [57] 

and apply the linear time-varying optimal control results. A restricted class of 

nonlinear systems is used, which is the same as that employed in papers on the state

dependent Riccati equation approach [49], [50]. The state-dependent Riccati 

equation technique with predicted trajectory assumes that the system may be 

approximated using the linear time-varying system model. 

The optimality of the solution will be analyzed next in section 3.1.3. For 

some applications a sub-optimal solution of the minimization problem may not be 

sufficient. The optimal solution based on the infinite horizon cost function will be 

derived. The improvements in terms on the value of the performance index will be 

demonstrated in section 3.1.4. 

3.1.1 Discrete Time SORE Method 

The SDRE method was originally developed for continuous time systems 

[50], [23]. The solution is a direct result of adopting the linear continuous time 

optimal control method that was based on the algebraic Riccati equation [16]. Thus, 

the theory that is well established for linear systems may be used in the context of 

non-linear systems. 

In this thesis, the attention is focused on non-linear discrete time systems. For 

the linear discrete time systems the control minimizing an infinite horizon quadratic 

performance index is given by the solution of the discrete algebraic Riccati equation 

(DARE). In a manner similar to the original SDRE the solution of the algebraic 

Riccati equation, or rather its discrete version [11] is used in the context of non-linear 

discrete time systems. The non-linear discrete time system considered here is given 

by the following control affine non-linear difference equation. The control-affme 

structure may pose restrictions in applicability of presented algorithm. The 

assumption may however be dropped in the algorithm proposed in section 3.1.2. 
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(3.1) 

The model (3.1) is re-arranged and the state-dependent form (3.2) of the system is 

obtained: 

(3.2) 

where 

Xn - state vector, Un - control vector. 

Detailed discussion of possible methods of getting the state-dependent form is given 

in [58]. In general there are an infinite number of such re-arrangements. This may be 

regarded as an additional degree of freedom of design. An assumption on point-wise 

controllability must be made here, i.e. 't:/ ( A ( xn ) B ( Xn )) is controllable. The infinite 
.l 

horizon cost function being minimized is given by the following expression: 

where 

(3.3) 

Q and R are symmetric and semi-positive and positive defmite matrices 

respectively. 

Note that the assumption on positive defmite properties of weighting matrix R may 

pose limitations if one of control signals is not desired to the penalized. The solution 

of the minimization problem (3.3) is obtained by solving the discrete state-dependent 

Riccati equation (DSDRE). This yields, in general, a sub-optimal solution. The 

DSDRE is obtained by freezing the system (3.2) at current state xn and assuming 

that it will remain time-invariant in the future. The solution of such problem is well 

known from the linear optimal control theory [59], [60] and will not be presented 

here. The DSDRE is given by the following equation: 
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P(Xn ) = A(xn l [P(Xn) - P(xn )B(xn)T x 

(R+ B(xnl P(xn)B(xn) )-1 B(xn)P(Xn) ]A(Xn)+Q 
(3.4) 

The non-linear control action is computed from the expression (3.5). It is similar to 

the linear-quadratic optimal control law for linear systems [59], [60]: 

(3.5) 

If the analytical solution of DSDRE (3.4) exists, the state feedback gain (3.5) based 

on the solution for P(xn) from the equation (3.4) is used as a non-linear feedback 

control law. Otherwise, the equation is solved at each sampling instant numerically. 

It is also possible to pre-compute solutions of the Riccati equation and state feedback 

gains. These may be used for the gain scheduling control with the state employed as 

a scheduling parameter. Note that if number of states (order of the system) is high, 

the gain scheduling may require a significant amount of memory to store pre

computed gains. 

The solution ofthe DSDRE for the system (3.1) results in a locally stabilizing 

control. As mentioned earlier, the most efficient method of the stability analysis for 

the DSDRE controller is by simulation. Recent work in the stability assessment for 

the SDRE method either gave rather difficult to check conditions or imposed difficult 

to fulfil requirements. The optimality of the solution depends on the form of the 

state-dependent parameterization (3.2) and in general the solution is sub-optimal. 

The non-linear control method extending the DSDRE method by removing the 

assumption about the frozen state will now be analyzed. The problem of the 

optimality of the solution will follow that development. 
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3.1.2 Discrete Time SORE with Predicted Trajectory 

The discrete time state-dependent Riccati equation (DSDRE) method 

employs a solution of the discrete algebraic Riccati equation (DARE). The state

space matrices in the equation (3.2) must be frozen at current state to obtain the 

linear time invariant model representation. This is equivalent to the assumption that 

the system will remain ftxed at the current operating point in the future. This 

assumption represents a severe approximation since it is only true for the steady state 

at the origin. 

In this section it is assumed that prediction of the future state trajectory may 

be determined. With this knowledge, the DARE may be solved not just for the 

current state (as it was done in the DSDRE) but also for the prediction of the future 

state. For a discrete time system controlled at time n it would mean that the DARE is 

solved at n+N, where N is the last state prediction available. If the state at n+N time 

instant represents the steady state of the system then the solution of the DARE may 

be used as a boundary condition for the solution of the difference Riccati equation 

which is iterated backwards using predictions of the system matrices. Finally the 

state feedback gain and the control signal may be obtained. The assumption on the 

knowledge of the state trajectory may be satisfted at a given time instant n by using 

the model of the system and predicting the future control and state values for n, n+l, 

n+2, ... , n+N-I. These values might for example be approximated using the last 

calculated value of the gain matrix Kcfn-I) (or the sequence of time-varying gains 

from previous iteration of the control algorithm) and the state-dependent model of 

the system. The future trajectory provides an indication of the likely time variation of 

the system matrices. Given the time-varying system matrices the linear time-varying 

quadratic optimal controller results may then be applied. Thus, the solution of the 

DARE is first determined using the system model at time n + N, which is assumed 

time invariant from that point on. The solution of the algebraic Riccati equation (say 

P (0) can then be used to initialize the time-varying Riccati difference equation to 

solve backwards in time. The values of the Riccati solution (P(.)} at times n+N-l, 

n+N-2 , .. , n+ 1 may then be computed. The gain at time n, which is to be used to 
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compute the control signal at time instant n then follows. The whole process must be 

repeated at the next time instant in a receding horizon control fashion. 

If the system is controllable the state may be driven sufficiently close to the 

origin in a fmite number of steps. It is important to make sure that the DSDRE 

method is capable of stabilizing the system The stability issues are analyzed in [52], 

[53], [55]. If those methods cannot be applied it is quite common for non-linear 

systems that the stability is evaluated though simulation. As was already stated, the 

matrices in the state-dependent linear parameterization (3.2) are implicit functions of 

time through the dependence on state. With the knowledge of the future trajectory 

the non-linear system may be approximated by a linear time varying system [11]. 

The future trajectory is obtained with the state feedback gain computed in the 

previous iteration. The minimization of the cost function may be split in two parts: 

(3.6) 

The state feedback drives the system (3.1) to the steady state at the origin after a 

finite number of steps N. The solution of the discrete algebraic Riccati equation 

(DARE) (3.7) computed for the system (3.2) at state xn+N minimizes J2 part of the 

cost function (3.6). 

(3.7) 

The state of the system from the current value to the steady state at the origin evolves 

in time and so the state dependent model matrices do. The DARE solution Pn+N is 

used as a boundary condition for the time-varying optimal control problem 

Derivation of the optimal control solution for the linear time varying systems is 

presented in [60]. The solution for the fmite horizon part II minimization in (3.6) is 

based upon the time-varying approximation of the non-linear system This requires 

the following difference Riccati equation: 
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(3.8) 

The equation is iterated from i = n + N -1 using the solution of the DARE 

Pn+N = P(xn+N) given by equation (3.4). The iterations of (3.8) are terminated at 

i = n + 1. The state feedback gain resulting from the linear time-varying solution [60] 

is given by the following expression: 

(3.9) 

The idea behind this control strategy is similar to the dual mode control solution for 

model predictive control algorithms [61]. The following algorithm summarizes the 

described control technique. This provides the refmed DSDRE method. The state 

feedback gain Kn is obtained and the receding horizon technique is used in the 

algorithm. 

Algorithm 3.1 

• Use the state feedback gains computed in previous iteration for the fmite 

horizonN and simulate the closed loop system with the model (3.1) starting 

from the current state Xn • This provides prediction of the state trajectory. 

• The solution of the Riccati equation (3.4) is calculated at xn+N' The state

dependent model matrices are assumed time invariant after the time n + N . 

• Within the fmite horizon the state dependent matrices are calculated along 

the prediction of the state trajectory. This results in the linear time varying 

model that is an approximation of the non-linear system 

• Within the fmite horizon N the equation (3.8) is iterated and ~+N"'~+l are 

computed. Based on that, the state feedback gains Kn ... Kn+N- 1 are obtained 

and the frrst gain Kn is used for the control. 
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• In the next discrete time event the algorithm is repeated and the remaining 

from the current iteration gains KfI+l ... KfI+N-1 are used. Note, that for the 

discrete time algorithm, the state xfI+N prediction is obtained using gain 

The use of the prediction of future trajectory results in a better performance of the 

controller which will be demonstrated on the numerical example that will follow. 

This is due to more realistic assumptions about the future state. In the next section 

the optimality of the solution, which is determined by the value of the cost function, 

will attract attention. 

3.1.3 Optimized Discrete SORE Method 

The continuous time state-dependent Riccati equation (SDRE) method gives, 

in general, a suboptimal locally stabilizing solution of the infinite horizon 

minimization problem of a quadratic (in control) cost-function, subject to non-linear 

differential constraints [50]. For scalar systems the solution of the SDRE yields an 

optimal solution [23]. For systems of higher order the optimality of the solution is 

determined by the state-dependent parameterization of the system matrix [62]. The 

proper choice of that parameterization may be difficult, if not impossible, since that 

may require the solution of the Hamilton-J acobi-Bellman equation. 

The attention is now focused on the optimality of the solution for discrete 

time systems. The discrete state-dependent Riccati equation (DSDRE) is not 

guaranteed to give an optimal solution of the minimization of the performance index. 

For some systems the state-dependent parameterization giving an optimal solution 

may not exist at all. This may be demonstrated by solving the DSDRE problem for a 

simple discrete time scalar non-linear system given by the following equation: 

(3.10) 
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The DSDRE controller with the only possible state-dependent parameterization 

(xn)2 = Xn • Xn does not provide an optimal solution, which may easily be verified by 

the simulation. The numerical optimization provides a lower value of the cost 

function when compared with the DSDRE solution. This clearly indicates sub

optimality of the DSDRE solution. 

The refmement of the DSDRE with the predicted trajectory, gIven by 

Algorithm 3.1, brings the improvement. However, the optimality still depends on the 

state dependent parameterization. The method of recovering optimality will now be 

presented. The method may also be seen as an alternative to the numerical 

optimization. 

In this section the optimal control for the system (3.1), with the infmite horizon cost 

function, is analyzed. In the preparation to the controller derivation substitute for 

i 2 = ~ xn+N T P,,+N xn+N in the cost function (3.6). The resulting performance index is 

given by the following expression: 

1 n+N-\ 1 
in =- L {XjTQXj+UjTRu,}+-Xn+NTp..+NXn+N 2 _ 2 (3.11) 

The matrices Q, P..+N and R are assumed symmetric and semi-positive and positive 

defmite respectively. The P,,+N is a final state penalty matrix for the fmite horizon 

optimization. Assume that the system is driven to the origin (or sufficiently close) 

within the horizon N. The value of the terminal penalty matrix may be obtained from 

the solution of the discrete algebraic Riccati equation for the system matrices frozen 

at x n+N • If the state xn+N is in the neighbourhood of the origin, the fixed gain control 

is capable of stabilizing the system within this closed region. The stability region for 

the system controlled by the linear state feedback controller may be determined using 

Lyapunov theory [63], [61]. 
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The Hamiltonian for the minimization of the cost function (3.11) subject to 

equality constraints of the original non-linear system representation (3.1), is given 

by: 

(3.12) 

The optimality conditions for the minimization problem solution are given as follows 

[16]: 

(3.13) 

(3.14) 

aHI = f(x.)+B(x.)u. = x. 1 a...t 1 1 1 1+ 

1+1 

(3.15) 

The boundary condition for the co-state in the equation (3.14) is A.II+N = P"+NXII+N. 

The initial condition for the state in the equation (3.15) (the system state) is XII. The 

optimization with the initial value given for the state equation and the fmal value 

available for the co-state is known as a two point boundary problem 

To fmd a solution to the problem introduce the matrix coefficient 

~ = P (Xi' Xi+1 ,. •• , XII+N ). Without loss of generality it may be assumed that the 

following expression for the co-state A.i holds [60]: 

(3.16) 

From the system equation (3.15), the stationary condition (3.13) and the assumption 

(3.16) the following expression may be computed: 
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(3.17) 

From the co-state equation (3.14), the assumption (3.16) and the equation (3.17) the 

following expression is obtained: 

(3.18) 

The above equation should hold for all Xj in the state-space. The equation (3.18) is 

re-arranged using the matrix inversion Lemma [60]. The state-dependent 

parameterization of the system (3.1) given by (3.2) is employed. The following 

equation is obtained: 

(3.19) 

The equation (3.19) has a similar structure to the difference Riccati equation (3.8). 

Only the following term which can be re-written using the state-dependent 

parameterization makes two equations different: 

(3.20) 

The derivatives aA ( Xi) and aB ( Xj ) are tensors (third dimension has to be 
aXj aXj 

introduced to accommodate derivatives of each element of A matrix). Note that for 

the linear system where A and B are constant or time varying but state-independent 

the equation (3.18) becomes the ordinary difference Riccati equation (3.8). The same 

result is obtained if matrices A and B are frozen. 
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The optimal control minimizing the cost function (3.11) is computed from 

equations (3.13), (3.15), (3.16), which results in the equation (3.9). 

The value of P,,+l is obtained by iterating the equation (3.19) from i = n + N -1 back 

in time to i = n + 1 . The equations (3.19), (3.20) must be used with the predicted 

fu . F h' t . t t aA ( Xi) and aB ( Xi) as well as ture trajectory. or t IS raJec ory, ensors aXi aXi 

A ( Xi ) ,B ( Xi) are computed. 

Algorithm 3.2 

• Use the state feedback gains for the fmite horizon N computed in previous 

iteration and simulate the closed loop system with the model (3.1) starting 

from the current state xn ' This provides prediction of the state and control 

trajectory. 

• The solution of the Riccati equation (3.4) is calculated at xn+N' The state

dependent model matrices are assumed time invariant after n + N . 

• Within the fmite horizon the state dependent matrices and tensors are 

calculated along the prediction of the state trajectory. 

• Within the fmite horizon N the equation (3.19) is iterated and P,,+N ... P"+l are 

computed. Based on that, state feedback gains K/I ... K n+N _1 are obtained, the 

first gain K/I is used for the control. 

• In the next discrete time step the algorithm is repeated and gains 

K/I+l ••• K/I+N_l are used. 

The optimality of the solution depends strongly on the accuracy of the trajectory that 

is itself based on the gain sequence obtained in previous iteration. 
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3.1.4 Numerical Example and Conclusions 

As an example a discrete-time model of the driven inverted pendulum is 

employed. The pendulum diagram is shown in Figure 3-1. 

Figure 3-1: Inverted Pendulum 

The control task is to fmd the optimal control sequence for the pendulum from the 

assumed initial level to the unstable equilibrium point. The model derivation is based 

on the moment balance at the axis of rotation. The physical model is discretized 

using the Euler method. Assuming that the state-space origin corresponds to the 

unstable equilibrium the model is given as follows: 

(3.21) 

where 

T, = 0.05,M = 0.1, L =0.1, g = 10, r= 0.05 

The state-dependent parameterization ofthe system (3.21) is given as follows: 
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(3.22) 

To avoid a division by zero the T.g sin (XI,n) term in (3.22) is substituted for at 
Lxl,n 

Tgsin(x ) 
O b th 1· 't I' • I,n XI". = Y e Iml 1m 

XI, .. -+<> Lxl,n 
T.g . The cost function employed in the 
L 

example is given by the equation (3.11). The following weights and the control 

horizon were chosen: 

Q=I. R=l, N=40 

The boundary condition PN is obtained from the solution of the discrete state

dependent Riccati equation at the origin. The length of the control horizon is chosen 

such that the state is driven to zero within that time frame. The following results are 

obtained. The state trajectories for the DSDRE, predictive DSDRE (Algorithm 3.1) 

and predictive optimized DSDRE (Algorithm 3.2) are shown in Figure 3-2. 

3r=----r-~-----,----~==~~~==~==~ 
...... DSDRE 

--- Predlctr.e DSDRE 
2 - Predictr.e Optimised OSORE 

...... DSDRE 

--- Predlctr.e DSDRE 
- Predictr.e Optimised DSDRE 

~L-~ __ ~ __ ~~~~==~==~~ 
o 5 10 15 20 25 30 

Figure 3-2: State Trajectory for the DSDRE, P-DSDRE, PO-DSDRE 
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It may be noticed that speed of response is fastest for the predictive DSDRE 

algorithm. The optimized predictive DSDRE provides slower response and the 

DSDRE is the slowest. This would suggest that the predictive DSDRE provides the 

best performance. However, one may measure the performance of the control system 

with the value of cost function (3.11). This performance index is used for the 

derivation of the control algorithm. Thus, it is a good indicator of the controller 

performance. The slower response of the optimized predictive DSDRE algorithm 

may be explained by the lower control effort. The control effort trajectories are 

shown in Figure 3-3. 

·1 

...... DSDRE 

--- Predictl\e DSDRE 
- Predlctlle Optimised DSDRE 

.7 L---'-_--I.-_-'--~===::J::==j:::==::;==:::J 
o I) 10 15 20 25 30 35 40 

Figure 3-3: Control effort/or the DSDRE, P-DSDRE, PO-DSDRE 

The value of the performance indexes (3.11) calculated along state and control 

trajectories for three algorithms are given below. 

J DSDRE = 557.72: DSDRE controller, 

Jp-DSDRE = 554.78: The predictive DSDRE (Algorithm 3.1), 

J PO-DSDRE = 541.53: The predictive optimized DSDRE (Algorithm 3.2). 

The optimized predictive DSDRE algorithm provides the best performance. 

The predictive DSDRE and DSDRE algorithms result in higher costs. The system 

trajectories for three controllers plotted in state-space in Figure 3-4. 
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The main advantage of the presented non-linear control techniques is the 

simplicity of the approach. In the steady-state the control law reduces to the optimal 

control for a time-invariant system, which for small perturbations is sufficient. 

When there are large reference or disturbance signal changes the control law is 

evaluated taking into account the future changes in the system parameters brought 

about by the presence of non-linearities. This is an improvement over the state

dependent Riccati equation method, which assumes the system remains flxed at the 

nonlinear function values at the time n. 

·1 

I 

. I :·s... O·li" I 
" a .. '$ c .. a·· . I 
~ "'&"-e"'G'" 

'" I 

~ / 
r-.~-=.-. ::-:OS:-::"O::-:RE:--------, '.......... ;l ,., ,...." 
-... Prediclhe OSORE ............... .. 
-+- Prediclhe Optimised DSORE 

0.5 1.15 2 2.5 3 

Figure 3-4: Stale Trajectory for the DSDRE, P-DSDRE, PO-SDRE method in State Space 

For most nonlinear control design approaches stability issues are central to 

the theory and this requires either elegant mathematical results or empirical 

procedures [64]. The presented approach is optimization based and the focus is more 

on the performance, under different operating conditions. The analysis of 

performance is rather easier to achieve, either from operating records, or from 

theoretical results. Thus, the confldence necessary to encourage the use of the 

approach is more likely to be achieved by this optimization method. This does not 

imply that a measure of stability is not important, but it changes the focus of the 

design onto property, which is easier to measure and benchmark. 
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The method which uses the predicted trajectory and tensors provides the 

control law that results in lower values of the cost function. The method is based on 

the state dependent Riccati equation (SDRE) for the discrete-time non-linear 

systems. This method does not give an optimal solution to the cost function 

minimization problem. Originally. the SDRE was developed for the continuous time 

systems. For these systems. optimality was achievable theoretically. e.g. for the 

scalar case, or for higher order systems - providing the state dependent representation 

was selected properly. In the discrete-time case the DSDRE is not guaranteed to 

provide optimality even in the simplest fIrst-order case. 

The reference signal tracking may be achieved by augmenting the reference 

signal model with the plant model. With the appropriate reference signal modelling 

the desired time variation of trajectory 'may be approximated. It was noticed that if 

the prediction of the future trajectory was refmed iteratively at a given time instant, 

the method not only decreased the value of the cost function. Additionally. the 

control trajectory converged to the globally optimal control sequence. minimizing the 

given cost function. This however has been tested only for a limited number of 

examples and only in simulation. 

3.2 Non-Linear Predictive Control 

The non-linear predictive control methods presented in this section are based 

on the state-dependent class of models that were previously used in section 3.1. The 

underlying idea is similar to the discrete state-dependent Riccati equation algorithm 

with the predicted trajectory. The main difference is the predictive control context of 

the method that is utilized in this section. 

The model based predictive control (MBPC) algorithms became very popular 

in recent years and are used extensively in the petrochemical industry for large scale 

supervisory systems (Richalet et. al. 1978 [65]. 1993 [66]). The best known 

predictive control approach is probably dynamic matrix control (DMC). which was 
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introduced for complex multivariable plants with strong interactions and competing 

constraints (Cutler and Rernarker 1980 [67]). In Garcia [68] proposed an extension of 

the DMC to non-linear processes (NLQDMC). In this approach although a non-linear 

model is used, only a single Quadratic Program is solved on-line. The predictive 

control algorithms based upon multi-step cost functions and the receding horizon 

control law, were generalized by Clarke and co-workers in the Generalized 

Predictive Control (GPC) algorithm (Clarke et. al. 1987 [69], 1989 [70]). The future 

set-point information has been used in a number of Linear Quadratic (LQ) optimal 

control problems (Tornizuka and Rosenthal 1979 [71]) and summarized in the 

seminal work of Bitmead et. al. (1989 [72]). The use of state-space models for 

Generalized Predictive Control (GPC) was proposed by Ordys and Clarke (1993 

[73]). 

It is well known that the early predictive control algorithms did not have 

guaranteed stability property. Several extensions were proposed to overcome this 

difficulty. Mainly, the idea was to extend the optimization horizon (possibly to 

infmity). This can be shown to be equivalent to assuming equality (or set) constraints 

on the fmal value of the state in the standard, finite horizon, e.g. multistep cost 

function. In Mosca, Zhang (1992) [74] stability of predictive control was assured by 

the constraint that the terminal state goes to zero. In 1992 a GPC algorithm with 

guaranteed closed loop stability was presented by Kouvaritakis et. al. [75]. This 

approach deploys most of the ideas of GPC but yields control configurations with 

guaranteed stability. The algorithm fIrst stabilizes the system by a feedback and then 

the GPC controller is used for optimization in the outer loop. 

In Mayne and Michalska (1993) [61] stability of the predictive algorithm was 

assured by introducing inequality constraint for the state at the end of the prediction 

horizon. This approach is also called a dual-mode control. After a finite number of 

steps (equal to the prediction horizon) the state of the system is assumed to reach the 

neighbourhood of the origin where it is stabilized by the linear feedback law. A 

similar methodology was used in the previous section in the optimized predictive 

state-dependent Riccati equation method. The part of the cost function after the 
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horizon N was replaced by the [mal state penalty. In Kothare and Morari (2000) [76] 

the inequality end constraint is introduced and is called the contractive constraint. 

Comparing to the inequality end constraint presented in [61] no region of attraction 

W needs to be computed. The contractive constraint is a Lyapunov function for the 

closed loop system itself and stability can be easily proved. 

The approach to the non-linear predictive control employing the optimal 

control trajectory calculated in the previous time instant of the predictive control 

algorithm was used by Kouvaritakis et. a1. (1999) [77]. The extension of the previous 

optimal trajectory to the current time instant is referred to as the "tail". The system is 

linearized around this trajectory and this linearized time varying system is employed 

to obtain the optimal control, which is calculated as a perturbation from the ''tail'' 

trajectory. A similar non-linear control approach with the model linearized about 

predicted trajectory and the optimization based on generalized predictive control 

algorithm was presented in [78]. In Lee et. a1. [79] the similar methodology 

employing linearization at points of the seed trajectory is introduced using a discrete 

time model representation of the system Asymptotic stability of the algorithm can be 

guaranteed by the proper selection of the terminal penalty term of the predicted cost. 

In the sequel two non-linear predictive regulators will be presented. Both use 

the remainder of the control trajectory from the previous iteration to compute the 

time-varying approximation of the non-linear system The first algorithm, elaborated 

in section 3.2.1, uses this approximation directly while the second, presented in 

section 3.2.2, will concentrate on the optimality of the solution. The discussion of the 

performance will be given in section 3.2.3 based on the academic example. Finally, 

the non-linear tracking GPC algorithm will be presented in section 3.2.4. 

3.2.1 Non-linear predictive regulator 

The approach to the non-linear predictive control method presented in this 

section employs the control trajectory calculated in the previous time instant of the 
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control algorithm. The technique presented here [13] [14] [15] uses a similar idea to 

[77], [79], but with the different model representation and optimization technique. 

The non-linear system described by the discrete time non-linear state space model is 

re-arranged into the state and control dependent linear form of the state-space model 

[23], [62]. The non-linear behaviour of the system in such a representation is 

included in the state and control dependent matrices. Such a system along with the 

predicted trajectory can be treated as linear and time-varying. The linear apc control 

technique can easily be extended to this class of non-linear systems. The cost 

function is minimized through a static optimization. Note that the state dependent 

representation is equivalent to the original non-linear system model. It results from 

an algebraic re-arranging of the original state-space model. For such a model the 

main source of errors is the difference between the predicted trajectory calculated in 

previous time instant and the actual one of the object. The difference between the 

trajectory prediction at current time and the trajectory from the previous time instant 

results in the model-object mismatch. 

The non-linear predictive control algorithm will now be presented. The 

system is represented by the following difference equation: 

The fmite horizon cost function is given by the following expression: 

N 

1" = L{X,,+I
T A~x"+1 +U,,+I_\T A~ulI+l_\} 

;=1 

The vector form ofthe cost function is given as follows: 

where 

T [T T X ,,+\ = X,,+\ xn+2 
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Au. AE - positive defmite symmetric matrices. 

The equation (3.23) is re-arranged in the state and control dependent linear state

space representation. 

(3.26) 

In general, the number of possible linear representations (3.26) of (3.23) is infmite. 

As a general rule A (x". u,,) and B (x", u,,) should exhibit as small variations with 

state and control signals as possible. Also, the pair A(xn.un), B(xn.un) should be 

controllable in the operating region. Similar rules as for the state-dependent Riccati 

equation method apply here. Note that the matrices in (3.26) are permitted to depend 

upon control action. At each iteration of the predictive control algorithm not only the 

current control action, but the full vector of future control trajectory is computed. In 

the receding horizon predictive control algorithm only the first element of the control 

vector is used. The algorithm presented here uses all elements of the vector of future 

control predictions. The fIrst element is used for the controlled object input 

manipulation and the remaining elements for the future trajectory prediction. 

At the time instant n, the vector U,,_I = [U"_IT .Un_I+I
T 
..... U,,_I+N_ITJ calculated 

at previous iteration of the control algorithm is considered. The fIrst element of this 

vector has already been used, but the remaining part [u/. Un+1 T , ... , U,,+N -2 T J can be 

employed to predict the future trajectory. At the time n it is assumed, that current 

state x" is available either by direct measurement or from the state estimator. Using 

the control vector. the state predictions x,,+I.xn+2 .... xn+N_I are obtained from the 

model. Using the past control trajectory and the resulting state trajectory. matrices 

A(x",u,,). B{x".u,,) are calculated at subsequent points on the trajectory. Note that 

the control action U,,+N_I is not available and its value is assumed to be 

U,,+N_I = U,,+N-2' Due to what was stated, the non-linear system (3.23) is approximated 
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by the linear time-varying state-space model with the following matrices: 

The prediction of the future state as a function of current state and future 

control actions is given by the following equation based on the time-varying 

approximation: 

xn+1 = [A,.+1-1A,.+1-2···A,.]Xn + [A,.+1-1A,.+1-2· .. A,.+1 ]Bnun + 
+ [A,.+j-IA,.+1-2 • .. A,.+2 ]Bn+1un+1 + [A,.+1-1A,.+ 1-2· .. A,.+Nu ]Bn_l+ jUn-I+1 

(3.27) 

For the time varying linear model the linear relationship between X n+1 and U" may 

be established: 

X,,+I = Fnx" +S"U" 

where 

F= • 

~+N-l'''''~ 

B, 

~+lB, 

o 

(3.28) 

o 

o 

The future state prediction equation (3.28) is substituted in the cost function (3.25) 

and the static minimization carried out. The control Un minimizing (3.25) is fmaUy 

derived as: 

(3.29) 

The control vector is computed based on the current state x"' matrices S", F" based 

on the time-varying model approximation and the weighting matrices Au and A E • 
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3.2.2 Optimal Non-Linear Predictive Regulator 

The problem of the minimization of the cost function subject to the non-linear 

system dynamics was substituted in previous section by the linear time-varying 

approximation. The optimality of the solution based on the static optimization of the 

time-varying approximation of the non-linear system may depend on the 

parameterization employed. In the receding horizon control scheme employed by the 

predictive control algorithm presented in section 3.2.1. the predicted trajectory 

derived in the previous iteration may differ from the actual trajectory. This may also 

affect optimality of the solution. To analyze this. the optimal regulation problem over 

a fmite horizon is considered with respect to its convergence properties. The 

prediction of the future trajectory is calculated. the time-varying approximation of 

the model is re-calculated and the updated future trajectory is computed. The time

varying model refmement is repeated until the trajectory based on the time-varying 

model approximation does not change. In this case the model mismatch between the 

time-varying approximation and the original non-linear model is completely 

removed. In fact. if the fmal time-varying model is compared with the original non

linear model simulated with the derived control sequence. the two are identical. 

Unfortunately the value of the cost function after that procedure. still. may not be 

optimal. The optimality depends on the state-dependent form chosen. To recover the 

optimality. consider an optimization for the non-linear system model (3.23) subject 

to (3.25) without using a time-varying approximation of the system. 

The future state prediction derived from the non-linear system model (3.23) is 

given by the following equation: 

I(x".u,,) 
1 (I (x".u" ),U"+l) 

= (3.30) 
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To fmd the minimum of the cost function (3.25) the derivative with respect to the 

control vector is calculated. For the extreme point this derivative must be equal zero. 

The derivatives matrix dX 11+1 in equation (3.31) is defmed as follows: 
dUll 

dXII+1 dXII+1 dXII+1 

dU" dUII+1 dU
II
+N_1 

dX"+1 = 
dX,,+2 dX,,+2 

dU" i)U,,+1 
i)U" 

i)X,,+N dXII+N i)X"+N 

dU" dU"+1 dU,,+N_1 

(3.31) 

(3.32) 

The state at any time instant does not depend on future (and also current) control 

action. The matrix ~X"+1 is therefore lower triangular. This results from Bellman's 
uU" 

principle of optimality [80]: 

dX,,+1 

dU" 
0 o 

dX,,+1 = 
dX,,+2 dX,,+2 

dU" dU,,+1 
dU" 

(3.33) 
o 

dX,,+N dX,,+N 

dU" i)U"+1 

For the arbitrary non-linear model and for the arbitrary control horizon the derivative 

dX"+1 is a complicated function of the current and future controls and states. Also, 
dU" 
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to solve the equation (3.31) with the defmition (3.30) and (3.33) a numerical method 

would have to be employed since the control vector appears in the problem in an 

implicit form For the solution of the problem presented here, it is assumed that the 

initial guess of the optimal control trajectory is known. This may be a control 

trajectory calculated at previous iteration of the algorithm if the receding horizon 

control strategy is employed. The control trajectory is given by the following vector: 

T [T T TJ 
U".O = U".O U,,+I.O ... U,,+N-I.O (3.34) 

For this control trajectory. the state trajectory may be obtained easily using the 

current state and the model. 

I(x •• u •. o) 

X.+1•0 = 
1 (I (x •• u •. o) .u.+1•0 ) 

(3.35) 

Using the Taylor series the state X ,,+1 is represented by the following expression: 

X •• ,(U.) = X .... + ~XU·' I (u. -u •• )+ P. 
" X.+1.0,u.JJ 

(3.36) 

If the initial guess of the optimal trajectory is sufficiently close to the actual optimal 

trajectory then the higher order terms Pit are negligible. In the receding horizon 

approach this is fulfilled if the prediction horizon is sufficiently long and the control 

trajectory from the previous iteration differs from the current control trajectory only 

by a small perturbation. With this assumption the following relationship is 

established from (3.36): 

(3.37) 
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Using the chain rule for (3.33) the following matrix is defmed with the assumption 

that subsequent control actions are independent (the open loop control within the 

horizon): 

(3.38) 

The SLJI matrix is defmed using the predicted trajectory Vn,o' xn+1•o ' To fmd a 

stationary point the derivative of the cost function (3.31) must be zero. The quadratic 

cost function (3.25) has a semi-positive and positive defmite state and control 

weighting matrices respectively. If the system dynamics are linear, the minimization 

of this cost results in a global minimum. For general non-linear system this property 

does not hold. 

The necessary condition for the cost function extremum is ~l n = O. From 
uUn 

equations (3.30), (3.31) it is clear that the derivative of the cost is a nonlinear 

function of the control vector. To solve this problem a state and control dependent 

form of the non-linear system model (3.26) is used. Also, an approximate derivative 

aX"+I(Un ) resulting from equations (3.37) and (3.38) are employed. Now substitute 
au" 

x 1 from (3.28) in (3.31) and fmd the extremum ofthe cost alII = 0: 
H av 

n 

ax n+1 T A F x + ax n+1 T A S U + A U = 0 au E "" au En" U n 

" " 
(3.39) 

The control V" is fmally derived as: 
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where 

s -= ax,,+, 
L." au 

" 

(3.40) 

The optimal control sequence minimizing the finite horizon cost function is obtained 

in an iterative way. The initial guess of the trajectory is required to be known. It 

might be a part of the control trajectory from the previous iteration of the predictive 

control algorithm. The control algorithm follows: 

Algorithm 3.3 

• Use the initial control trajectory and compute the state trajectory from 

(3.35). 

• Update the time-varying approximation of the model using the trajectory 

and the state-dependent model description (3.26). Update the S L.n' Sn' F,. 

matrices and calculate the control vector from (3.40). 

• Check the difference between the control vector from previous and current 

iterations. If it is larger then a stop condition the algorithm continues from 

the step 2 othcrwL .. e it returns the fmal optimal control vector. 

Note the difference between the control vector given by (3.29) and (3.40). 

The equation (3.29) obtained for the predictive algorithm that uses only the time

varying approximation of the non-linear system uses matrices S" F,. Au A E : 

U,. =_(S"T AES" +Au t SlIT AEF,.x". In the equation (3.40) the gradient SL.n is 

introduced. This provides the corrected search direction and the minimization of the 

performance index gives the lower cost value. This will be demonstrated on the 

numerical example in the next section. 
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3.2.3 Predictive Regulation Numerical Example and Conclusions 

As an example a discrete model of the driven pendulum shown in Figure 3-5 

is employed. 

The control task is to fmd the optimal control sequence to drive the pendulum 

from the certain initial level to the steady state (origin) using the minimum control 

energy which is consistent with minimizing the performance index. 

Figure 3-5: Pendulum 

The system model is given as follows: 

(3.41) 

where 

T, = 0.05, M = 0.1, L = 0.1, g = 10, r = 0.05 

The state-dependent parameterization of the system (3.41) is given as follows: 

(3.42) 
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To avoid the division by zero the T..g sin (Xl.n
) term in (3.22) is substituted for 

Lxl,n 

O b h I, . I' I:gsin(xln ) I:g Th fu· 1 d' th 
xI.n = Y t e Imlt 1m ' = - . e cost nctIon emp oye ill e 

XI ... -+O Lx L 
I,n 

example is given by the equation (3.24). The following weights and control horizon 

were chosen: 

Ai=I,A~=1,N=30 

The length of the control horizon is chosen so that the state reaches zero at 

the end of it. The following results are obtained. The state trajectory for the non

linear GPC (NLGPC) controller and the optimal NLGPC (ONLGPC) controller are 

shown in Figure 3-6. The control trajectories are shown in Figure 3-7. The 

trajectories for both controllers in state-space are shown in Figure 3-8. The trajectory 

of the ONLGPC controller presented in section 3.2.2 is optimal. The optimal 

trajectory obtained using numerical optimization (MATLAB fminunc function) is 

identical to the ONLGPC. 

20 

- - t"IU'r'teftcai optimization 
+- optimal NL-GPC 

- NL-GPC 

30 

- - numerk::al optlmlzation 
+- apllmol NL-GPC 

- NL-GPC 

30 

36 

36 

Figure 3-6: State trajectory for the MATIAB fminunc, Optimal NL-GPC and NL-GPC 
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The values of the cost function for algorithms are: 

Jrminurw: = 356.373: the MATLABfminunc 

J ONLGPC = 356.373: the Optimal Non-linear Generalized Predictive Control 

J NLGPC = 385.217: the Non-linear Generalized Predictive Control 

5r---~~--~----~----~~~~==~~ 
- - numerical optlmlzatlon CTRL 

... optimal NL~PC CTR. 
- NL~PCCTRl 

·1 

15 20 25 30 

Figure 3-7: Control trajectory for the MATl.AB jminunc, Optimal NL-GPC and NL-GPC 

- - """,,,",,01 optinlza11on 
... optimal NL~PC 

... Nl~PC 

;¥ 

} , 

I 
I 

~L-----O~.5----~----~1.5--~~==~~2.5----~ 

Figure 3-8: Stale trajectory for the MATLAB fminunc, Optimal NL-GPC and NL-GPC in state space 
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The predictive control algorithm that provides the optimal control solution for 

the non-linear systems was presented in section 3.2.2.The algorithm preserves the 

optimality when the non-linear system is approximated by the linear time varying 

model. The optimized method may be used for benchmarking of the state-dependent 

form that would normally be used for the time-varying model approximation (as in 

section 3.2.1). The cost was compared with the result of the numerical optimization 

that provided the identical to the optimal non-linear predictive control algorithm 

solution. 

3.2.4 Non-Linear GPC Algorithm with Explicit Reference 
Trajectory 

In sections 3.2.1 and 3.2.2 the predictive control regulator was presented. In 

this section the explicit setpoint information will be incorporated in the predictive 

control algorithm [13], [14]. The regulatory algorithm presented there aimed to drive 

the state to the origin. The non-zero setpoint could be introduced there by changing 

the coordinates of the system. The predictive algorithm presented in this section aims 

to track any deterministic reference signal. 

The system model is given by the following state-dependent model: 

Xn+l = A(xn)xn +B(xn)un 

Yn = C(xn)xn 

(3.43) 

(3.44) 

Further, for the state dependent discrete time model (3.43), (3.44) an integral action 

is incorporated. Instead of control signal in the model (3.43) the control increment is 

used and the following state space model is obtained: 

Zn+l = A(Zn)Zn +B(Zn)~un 

Yn = C(Zn)Zn 

where 
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State-space model (3.45), (3.46) matrices are calculated along the predicted 

trajectory. The time-varying linear model approximation is used for the controller 

design. The following notation is employed ~ = A(Xn) Bn = B(Xn) en = C(Xn) . 

For the state-space model (3.45), (3.46) the following GPe cost function is 

considered: 

N N 

Jft = t {(r,.+1 - Yn+i)T A~(r,.+1 - Yn+l)}+ L {~Un+i_1T A~~Un+l_1} (3.47) 

Where 

;=1 ;=1 

Tn is a vector of size ny of the setpoint at time n, A~,i = L.Ne and 

Ab.j = L.Nu are weighting matrices (symmetric) and Nt Ny are positive 

integer numbers greater or equal one. 

The following vectors containing current and future values of the control Un 

and future values of state Xn , and output Yn are introduced: 

(3.48) 

The cost function (3.47) with the notation (3.48) may be written in the vector form: 

(3.49) 

where 
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It is possible now to determine the future state prediction. For j = L.Ne the future 

state predictions may be obtained from: 

Zn+J = lA"+J-IA,,+J-2"'A,, ]Zn + lA,,+J-IA,,+J-2···A,,+I]BnAun + 

+[ A,,+ J-IA,,+ J-2 ···A,,+2 ]Bn+IAun+1 + [A,,+ J-IA,,+ J-2···A,,+Nu ]Bn-l+min(},Nu )AUn-l+min(J,Nu) 
(3.50) 

Note that to obtain the state prediction at time instance n + j the knowledge of 

matrix predictions An ... An+ j-I and Bn ... Bn-l+min(j.Nw) is required. The control 

increments after the control horizon are assumed to be zero. From (3.48) and (3.51) 

the following equation for the future state prediction vector Xn+I,N is obtained: 

(3.51) 

where 

I o o 

n = 
" o , '1'" = 

B I+Nu-1 

From the output equation (3.46) it is clear that 

(3.52) 

Combining (3.48) and (3.52) the following relationship between vectors Xn+I,N and 

Yn+I,N is obtained: 

Y =8 X n+I.N~ n n+I.N~ (3.53) 

where 
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Finally substituting in (3.53) for X,.+I,N. with (3.51) the following equation for output 

prediction vector is obtained: 

(3.54) 

where 

4>,. = e,.n,.. SIt = e,. 'l',. 

The output predictions vector Y,.+I,N. given by the equation (3.54) is combined with 

the cost function (3.49). The static optimization of the quadratic cost function yields 

the following control vector: 

(3.55) 

All elements of the vector of future control predictions are going to be used by the 

algorithm. The first element is utilized for the controlled input manipulation, and the 

remaining elements to predict the future trajectory. At the time instant n. the vector 

I1U,._I,N" =[ I1U,._IT.I1u,._I+IT ••••• I1Un_I+N,._tJ calculated at previous iteration of the 

control algorithm is considered. The first element of this vector has already been 

used. but the remaining part [l1u/.l1u ll+I
T 

•.••• I1U,,+N._2TJ can be used to predict the 

future trajectory. At the time n it is assumed. that current state X" is available either 

by direct measurement or from the state estimator. Using the control vector with the 

assumption that after the control horizon N,. control increments are zero and that the 

state-space model is given by (3.45). (3.46) the state predictions Xn+I'X"+2 .... Xn+N. 

are obtained. Next the future matrices for the model (3.45). (3.46) are calculated and 

the resulting 4>,..N •• S",N. matrices are obtained. The control vector 11 Un , N,. is 
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computed from (3.55). The above control algorithm consists of the following 

operations (at time instance n): 

Algorithm 3.4 

• Measure the current state vector Zn (or estimate its value) 

[ 
T T TJT • Take the vector AUn- I.Nu = AUn_1 ,Aun , ••• ,AUn+NM - 2 calculated in 

previous iteration and remove the first element AUn_1
T

, which has already 

been used in the previous iteration for control. Using this vector get the 

f d" X- [- T - T - TJT uture state pre lctlons n+I.N
t 
= Zn+1 '%n+2 ,.··,Zn+Ne 

• Using the predictions Xn+I•Ne and the known Zn calculate the future matrix 

predictions A.+i' Cn+i+1 for i = D ... N t -1 and Bn+i for i = D ... Nu -1 and 

fmallyobtain <l>n.N,Sn.N matrices 

• From (3.55) calculate AU,..Nu and control un = Un-I + AU,. for the plant input 

manipulation 

The Algorithm 3.4 summarizes Non-Linear GPC control technique presented 

in this section. The main difference between the algorithm presented here and ones in 

preceding sections is the explicit reference trajectory used as an input to the 

controller. Previous algorithms could be used for tracking, after augmenting the 

system with the reference signal model. This however does not provide in general a 

sufficient degree of freedom for the deterministic tracking and a direct use of the 

reference signal is more useful from the practical standpoint. 

3.3 Summary 

In this chapter a development of non-linear control algorithms was presented. 

The algorithms were based on the state-dependent models. Two groups of algorithms 

were analyzed. The fIrst group uses the linear-quadratic optimal control theory as a 
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basis and extends its applicability to non-linear systems. The optimality of the 

solution was also subject of consideration. The second group of algorithms uses the 

generalized predictive control algorithm as a basis and extends these control 

techniques to the non-linear systems using state-dependent models. Depending on 

control system requirements the basic non-linear or their optimal versions may be 

used. For control systems where the cost function and weighting matrices are 

introduced as tuning parameters, the optimality of the solution may not be of interest. 

However, for some applications where the cost function determines some meaningful 

energy used in the process, achieving the minimum value may be of interest. In such 

cases, the optimal versions of the presented algorithms should be used. The 

following chapters will present how the theory developed in this and previous 

chapters may be used in practice in the automotive application. 
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Chapter 4 

Identification of Combustion Engine model 

In this chapter the combustion engine modelling and identification is 

considered. The modelling and identification may follow several paths as described 

in the introduction in Chapter 1. The white-box modelling for a system of high 

complexity is extremely difficult. Such models have a limited applicability for 

control system design and will not be considered here. The accurate physical 

modelling often results in distributed parameters models that are of limited use for 

control design. At the beginning of this chapter, in section 4.1, the comparison oftwo 

main modelling philosophies for control purpose will be analyzed. 

The methodology introduced in this thesis is aimed at using as few parameters as 

possible. Also, only the data collected during the driving cycle is used for modelling. 

Consequently, the identification procedure can naturally be adopted for on-line 

engine operation. This in turn will allow model adaptation to gradual parameter 

variations. Associated engine modelling was presented in the literature many times 

over the past two decades. The mean value engine models are regarded as sufficient 

for control purpose [82] [83] [84] and this type of model will be used in this thesis. 

The engine model identification based on the driving cycle data was a subject of 

research in [85]. This however presented the model for the idle speed control only. 

This implies that only a restricted range of engine speeds and loads was considered. 

Event based sampling will be employed throughout this thesis which has a numerous 

advantages over time-based sampling [86], [87], [89]. There are also disadvantages 

associated with the main system noise resulting from the engine pumping 
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fluctuations [88]. The analysis of advantages and disadvantages of the event based 

sampling was also carried out in [89]. 

The identification task presented in this chapter is split in two distinct parts: i) 

intake manifold model identification (air charge model) using upstream engine 

sensor information from the driving cycle data (sections 4.2 and 4.3) and, ii) fuel 

path identification using the measured air-fuel ratio from the driving cycle data 

(section 4.4). Additionally an approximate engine torque model is identified, where it 

is assumed that the air-fuel ratio is maintained at around the stoichiometric value 

(section 4.5). The air-fuel models developed have been validated using three 

different sets of criteria: an integrated absolute, integrated squared error and a 

correlation between the measured and estimated variables. Depending on the 

complexity of the model structure selected, various measures of accuracy are 

developed and presented. Good model accuracy was achieved as more measured 

variables and model parameters were incorporated in the model structure. These 

measures include the transient as well as steady state errors in the air-fuel ratio model 

during the FrP (Federal Test Procedure) driving cycle. These models are intended 

for predictive feed forward fuel control and subsequent vehicle testing presented in 

Chapter 5. 

As already mentioned, it is assumed that the identification procedure 

presented in this chapter uses only the driving cycle data. The driving data is 

collected during the test driving sequence. In this chapter the FrP driving cycle data 

collected from Chevrolet Corvette with V8 5.7L engine was used. Due to the engine 

operating cycle and a significant transport delay in the exhaust manifold, the actual 

air-fuel ratio is measured long after the fuel injection is completed. Therefore, 

accurate modelling of the engine forward path is of great importance for accurate air

fuel ratio control. The delayed measurement of the actual air-fuel ratio imposes an 

inherent limitation in the maximum achievable performance using any classical 

feedback control method. The performance may, however, be improved through 

extensive use of accurate models in a feedforward control loop. 
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4.1 Model analysis for air-fuel ratio and torque control: grey

box vs. black-box approaches 

The identification of the engine using 'black-box' and 'grey-box' models is 

now considered. The term 'grey-box' represents parameter estimation methods with 

the model derived from physical principles. Some simplifying assumptions are 

usually made during the development. The 'grey-box' is therefore a combination of 

the 'black-' and 'white-box' models. 

I Throttle Angle Mass Air Aow I:ntake Manifol~1 Intake Manifold II I Exhaust Manifold I 
ITA (MAFl Pressure (MAP Temoerature (Tman) Pressure (pe~:~ 

'1 • · CAC j · Throttle · Exhaust 
: ~ ~ ~ • actuator -"--+ Throttle mass __ ~ Intake manifold I- • I manifold I-- ~ Lambda I 

dynamics flow : dynamics delay, 
TA hara'" • Lambda C ctenstlc ~ ••• .:.. foil, I 

MAP • sensor 

I 
tfvn~mi('. . 

I 
CFC . _ .... I"- ~ Net Torque I 

FPW FPWdelay Injector and Net Torque 
Fuel Film production. 
dynamics Engine 

dynamics 'r' ~ [rpm] 

.................................... 
.-

Ambient 'II rmbient Temperaturel I Coolant temperature 
Pressure (Pamh fTamh) ITcooD 

Figure 4-1: System diagram 

The structural block diagram of the spark ignition engine model with the 

relevant measured signals is shown in Figure 4-1. The inputs to the model are the 

throttle angle setpoint (SP) signal and the fuel pulse width (FPW) command. For the 

throttle sub-system. the indicated throttle angle (T A), mass airflow rate (MAF), 

ambient pressure (Pamb) and temperature (Tamb) are measured. For the intake 

manifold. intake manifold pressure (MAP) and intake manifold gas temperature 

(Tman) are available. In the exhaust manifold, gas pressure (Pem) and gas 

temperature (Tern) and exhaust air-fuel ratio (commonly referred to as APR or 

lambda) are measured. Additionally. engine torque on the crankshaft is directly 
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measured. The engine speed and the coolant temperature measurements are also 

available. 

For engine identification purposes, it is important to determine the type of 

model structure (i.e. black- or grey-box). First, we analyze the conventional control 

strategy with feedback and feedforward control. This strategy considers the air-fuel 

ratio as the only controlled parameter. The 'Throttle mass flow characteristic', 

'Intake manifold dynamics' and the 'Injector and Fuel Film dynamics' blocks must 

be identified as separate elements. In the conventional control strategy, torque is 

commanded by the driver through the pedal position and is controlled indirectly by 

the throttle position. For the air-fuel ratio this control action is regarded as a 

disturbance. Consequently the feed forward command is a function of the throttle 

position as well as other upstream (e.g. MAF, MAP) engine parameters. The blocks 

mentioned earlier are important for the feedforward control. The cylinder air charge 

estimate that is the output of the 'Intake manifold dynamics' block is important for 

the control strategy. To identify the model of cylinder air charge (CAC) its 

measurement is required. This however is not possible and the only way of obtaining 

CAC is to use a physical model of the intake manifold. This however implies that 

some physical insight is required and the grey-box modelling method must be used. 

Lack of accurate measurement of important engine parameters is an important issue 

for black-box identification methods. For grey-box methods internal parameters 

represent physical quantities. The cylinder air charge may be determined from the 

mass and energy balance established for the intake manifold and the identification is 

based entirely upon other measured parameters (i.e. MAP, Tman, MAF). The black

box identification considers only input-output relationships and its internal states or 

model coefficients have no physical meaning. The cylinder air charge is not directly 

measurable and consequently cannot be modelled in a pure black-box structure. 

The other problem for black-box modelling is associated with the fact that the 

lambda measurement represents both the air and fuel path. The non-linearity 

associated with the division (ratio) may cause problems during identification. This is 

due to changes in the operating point following changes in engine states over the 
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driving cycle. For the grey-box identification method the intake manifold is 

identified separately with the CAC being one of the physically modelled outputs. The 

lambda measurement is then used only for the identification of the fuel delivery 

model. This will be demonstrated in the later parts of this chapter. Since CAC is 

determined from only upstream measurements, the additional non-linearity 

associated with the fact that lambda represents a ratio of two unknown variables does 

not pose any problem The CAC may be used as a parameter in the identification of 

the fuel delivery and lambda measurement paths. In the black-box modelling 

approach, separate models for the intake manifold and fuel dynamics will not be 

identified effectively. This results from the fact that black-box methods aim to model 

input-output relationships only and the use of lambda is not sufficient for proper 

identification of air and fuel parameters. 

This problem with black-box methods is not so apparent for multivariable 

control where both throttle position and the fuel pulse width are used for the air-fuel 

ratio and torque control. For the multivariable controller the full model with 'Throttle 

actuator' and 'Net torque production' is required. The throttle must be available as a 

manipulated input (drive-by-wire) and the accelerator pedal position may be used as 

the setpoint for the torque. In the conventional engine control structure, a 

feed forward controller is used to compensate for throttle position changes introduced 

by the driver. In the multivariable control framework, the throttle position is 

manipulated by the controller and the feed forward action may not be required. The 

necessity for the feedforward controller to be present in the system is determined by 

the type of multivariable controller being used. For that reason fuel and air paths do 

not have to be separated during modelling. 

For multivariable control purposes (Le. torque and air-fuel ratio control) the 

input-output non-linear model, in general, should be sufficient. The non-linear black

box modelling techniques such as neural networks or neuro-fuzzy techniques may 

also be considered. The use of such models in control design is the subject of 

separate studies outside the scope of this thesis. The estimation of the model 

parameters from the driving data may be a challenging task. This is due to fast 

84 



changes of the operating point and significant nonlinearities encountered in the 

system. The excitation of non-linear dynamics is also relatively deterministic and 

may not be sufficient to guarantee a convergence. The linear model structures will 

not be sufficient, especially if the driving cycle data has to be used. For fully non

linear model structures lack of physical meaning makes the analysis of its global 

validity difficult and only the validation through simulation may be possible. Also, 

model parameter identification and convergence is expected to be a real problem. 

Again, lack of physical insight will not give any indication on what initial parameter 

values should be used during the identification phase. The black-box non-linear 

modelling approach will not be attempted in this chapter. The difficulties with 

changing operating point and the need for a physical model to extract the internal 

(not measured) variables indicate that the grey-box techniques are advantageous. 

The black-box model identification methods could, however, be used with the 

data collected in a controlled experiment. Many problematic issues, like time delays, 

would be resolved, since these in steady state are almost constant and may easily be 

removed from the data. Also the cylinder airflow in steady state is equal to the 

throttle flow rate and cylinder flow characteristics may easily be obtained. The 

~~~~~~~~~~be~~~m~~~~ill 

parameters of interest. The system identification based on the driving cycle data is by 

far more complex. The engine operation includes fast transients and the identification 

algorithm must cope with these fast changes. The identification based on the driving 

cycle data imposes some limitations on the complexity of the system model 

employed for the identification. However, the important benefit must not be 

overlooked. If it is possible to identify the system off-line from the driving cycle 

data, the same may be performed on-line. The identification method introduced here 

combined with the model-based control techniques will provide better control 

accuracy for the benefit of reduced emissions and improved performance. In section 

4.2 the identification of engine models starts with the throttle actuator dynamic 

model. 
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4.2 Throttle model 

The identification of the throttle model is presented in this section. The model 

for the electronic throttle actuator dynamics and for the flow rate as a function of the 

throttle position will be given. 

4.2.1 Throttle actuator dynamic model 

The throttle is controlled by its local controller at higher than the main 

(engine control system) sampling rate. The input to the throttle actuator (or 

Electronic Throttle) is the setpoint command supplied either by the driver or the 

engine controller (PCM). The actuator model is identified from the driving cycle 

dataset. The FrP driving cycle data was used for the analysis presented in this 

section. For this study, the structure of the model is assumed to be linear. The order 

of the linear model is chosen after evaluation of the validation result. The linear 

model is only an approximation of the real non-linear characteristic of the throttle, 

but its accuracy is sufficient for control design purposes. For this purpose, the model 

of the throttle dynamics must be discretized according to the current sampling rate 

that is inversely proportional to the engine speed. If on the other hand the 

identification process first identified the continuous time model which then was 

discretized with the variable sampling rate, the identification of the continuous model 

parameters would certainly be difficult. This is due to the fact that the data used for 

the identification is provided at discrete events and the temporal sampling rate varies. 

An alternative method is to re-sample the date with a fixed sampling rate 

using interpolation between the original sampling events. The re-sampled signal is 

used for identification of the discrete model. The identification is carried out using 

the ordinary Least Squares method. The discrete model parameters for the sampling 

rate at which the event-based signal was re-sampled is identified. The following 

second order discrete time model structure was chosen for the identification: 
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where 

TPSn - the indicated throttle position [V] 

Sp" - the throttle setpoint (input to the ET) [V] 

PI ( n) P2 (Nn) , p) (Nn) , P4 (Nn ) - discrete model parameters at gIven 

engine p ed 

Nn - eng in peed [rpm] 

The lea t quare parameters regression is repeated for a number of different engine 

speed. A a re ult a number of discrete time models is obtained. For the control 

algorithm, the n are t discrete time model parameters (via a lookup table) will be 

used. Thi will b done according to the current engine speed and the sampling rate 

that is gi n by r:.i = 15/ N, for 90 degrees sampling event. 

The alternative approach of using the continuous time model would require 

on-line di cretization of the continuous dynamics at the current engine speed. The 

location of the pol and zeros for the models identified for sampling rates resulting 

from eng in p ed b twe n 200 and 3100 rpm (i.e. IS/RPM) are shown in Figure 4-2 

and in Figure 4-3. 

.~, ~. ~. ~. ~ 2 0 02 O. 0 e 08 1 
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Figure 4-3 Discrete-time model zeros 

locations 
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The di crete time dynamics change with the engine speed. This is a result of the 

continuou tim dynamics combined with the variable event-based sampling. 

More accurate modelling of the throttle actuator reqUITes a detailed 

knowledge of th internal controller structure. Also, additional internal signals and 

measurement ampled at a rate higher than the event-based rate may be required for 

that purpo e. The model validation carried out against the measured throttle position 

re pon e during FTP driving cycle is shown in Figure 4-4. The model parameters 

PI (Ni ), P2 ( i) Pl (NI)' P4 (Ni ) are given only at discrete values of the vector 

N,hr = [200,250, ... ,1200,1300, ... ,3100]. The nearest value is used for engine speeds 

different to the di crete values of N'hr' 

3rr=~==~~~~~--~~--~--~~ 
TPV measured 

- TPV modelled 

2.5 

2 

1.5 

2 4 6 10 12 14 16 18 20 

Tl""111 

Figure 4-4: Throllie actuator model validation 

4.2.2 Throttle flow rate model 

The throttl flow rate model is aimed to capture the relationship between the 

indicated throttle po ition (obtained from the throttle position measurement) and the 

ma air flow through the throttle. The angle between the closed throttle plate 
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position and the actual position will be denoted as a. The angle a is derived from 

equation (4.2) as a linear function of TPS,.. In this way the output of the position 

sensor given in volts is scaled into radians. 

(4.2) 

where 

"-nv, OThr - constant parameters 

The throttle body model structure is assumed to be given by the one

dimensional isentropic compressible flow equation for flow across the orifice [90]. 

For non-choked flow the equation is given by: 

where: 

mal - throttle mass flow rate 

Cd = Cd (Pj{ ,a) -discharge coefficient 

All ( a) - throttle cross-sectional area 

~ - upstream pressure (ambient) 

~ - upstream temperature (ambient) 

Pint - downstream pressure (intake manifold) 

I( - ratio of specific heats for dry air 

Rair - ideal gas constant for dry air 

For choked flow or when: 

P (2 )II'~I -.!!!!.< -
~ - 1(+1 
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the throttle mass flow is given by the following equation: 

-'"+1 

P c( 2 )2-(-,"-1) m = c . A (a)· a •• .. /le-al d H,h ~R'~ K-l 
(4.5) 

The cross-sectional area A,h (a) is a function of the throttle body dimensions and the 

angle between closed and current throttle position. In a very simplified form it may 

be given by the following equation: 

where 

R'll - radius of the throttle 

ao - throttle offset angle (minimum throttle angle) 

a - throttle angle 

4.2.2.1 Air flow sensor 

(4.6) 

Air flow sensor (MAF) may be modelled by the first order dynamic system: 

MAF= 1 mar 
STMAF +1 

(4.7) 

where: 

MAF - throttle mass flow measurement 

TMAF - MAP sensor time constant 

mal - throttle mass flow rate 
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The MAF sensor is sampled internally at a higher rate than the event based 

sampling rate. The measurements are averaged over the sampling time and that value 

is read at this lower rate (every event). The overall dynamics seen on that output may 

be modelled by (4.7). The typical time constant of the MAF sensor is TMAF = 5[ ms] • 

The output of that sensor is sampled every engine event (i.e. for 8 cylinder engine 

every 25ms for 600RPM). Under these circumstances dynamics of that sensor cannot 

be identified from the data (the response of the sensor is too fast relative to sampling 

rate). To be able to identify the sensor dynamic model, data would have to be 

sampled with the shorter sampling period (by the rule-of-thumb at least five times 

faster than the time constant i.e. typically l[ms]). With the time constant of the MAF 

sensor available from a separate experiment, it is possible to reconstruct the actual 

flow rate using the inversion of the model in (4.7). Note however the dynamics of 

this sensor may be neglected for the typical driving pattern without loss of accuracy. 

This was confirmed during the identification experiment. With that assumption 

parameters of the model (4.3) will be identified with mal == MAF . 

4.2.2.2 Air flow parameter estimation 

The physical dimensions (radius of the throttle and throttle offset angle) may 

easily be measured and therefore are known for the identification. Note, that any 

inaccuracies of these measurements will be accounted for in the identified discharge 

coefficient map Cd =Cd(P;m/~,a). This coefficient is a function of P;m/~ and 

a. The structure of this dependence is very complex and in practice is modelled by 

the lookup table. The inaccuracies of the equation (4.6), which is a simplified version 

of the exact relationship for the cross section area of the throttle, are also 

compensated by the Cd coefficient. The procedure of the lookup table construction 

will be explained in the sequel. The dynamics of the MAF sensor are neglected and 

only the non-linear static model (4.3) or (4.5) which describes the mass air flow 

through the throttle as a function of the upstream pressure (ambient), upstream 

temperature (ambient), downstream pressure (intake manifold) and the throttle angle 
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is considered during parameter estimation. Measurements of all these parameters are 

available in the vehicle dataset. 

The value of the discharge coefficient may easily be calculated from the flow 

equations (4.3), (4.5) based on the measurements. The calculated discharge 

coefficient value for the given throttle position and the pressure ratio is used for the 

lookup table construction. The result of direct calculation is contaminated by the 

measurement noise contributed by all parameters used for the calculation. However, 

the method employed for the lookup table construction uses least squares parameter 

fitting that efficiently removes the noise. It is assumed that the noise signal is white. 

As was mentioned earlier the discharge coefficient Cd is not constant and is a 

function of the throttle position and the pressure ratio. The discharge coefficient 

resulting from the calculation is a function of other measured states. The relationship 

between the Cd and a, Pinli ~ is of unknown structure, therefore the lookup table is 

employed for our modelling purposes. This is an example of a grey-box modelling 

technique. The physical principles model structure derived from (4.3), (4.5) is 

complemented by the black-box type of model implemented as a lookup table. 

Lookup table gives the relationship of a variable as a function of k underlying 

parameters only at its discrete levels. 

For the discharge coefficient Cd a two-dimensional lookup table is used. 

Values of time-varying parameter Cd,,,, in general, are not available at desired grid 

values of a" and PinI ,,, / ~," which are used as coordinates of the lookup table. The 

example time-varying series for Cd,,,, a" and P;m.,,/ ~," is shown in Figure 4-5. The 

method of constructing the lookup table is now explained. The Cd,,, data is given as a 

function of the two dimensional pressure ratio - throttle angle space (Figure 4-6). 

This space is partitioned, but the important issue is how the grid is chosen. The 

following has to be ensured: for regions where change of the value of parameter is 

significant the grid density must be higher. Also, the density of the data available has 

to be sufficient for the purpose. Increased density of the grid requires sufficient data 

density. The density of the data available in the FrP driving pattern is shown in 
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Figure 4-6. The rate of change of the discharge coefficient may be observed there. 

The data around one lookup table grid point is shown in Figure 4-7. A visible amount 

of noise is evident there. This however will be filtered out by the regression 

procedure described in the sequel. 

1- Pl9Ssure Ratio 1 
0.8 

0.8 
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Figure 4-5: Time-varying trace of discharge coefficient, throttle angle 
and pressure ratio 

Figure 4-6: Data points in Lookup-Table 
coordinates for the FTP driving cycle 
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The way the data points (an' Pim,n / ~,n' Cd,n) shown in Figure 4-6 in (an' 

Pim,n / ~,") are used for the lookup table construction is now considered. For the 

calculation of the encircled parameter of the lookup table shown in Figure 4-8 the 

data points that fall into clusters 1-4 are considered. 

1 2 
(' "\ 

3\.. /4 

a 

Figure 4-8: Lookup table construction 

The discharge coefficient Cd,II data point for an and Pim,n/ ~.n is associated with one 

of clusters. If, for the point of interest (encircled in Figure 4-8), data is available only 

for one cluster (lor 2 or 3 or 4 ) then the lookup table entry for these coordinates 

cannot be computed. If data is available in all clusters (1,2,3,4) then quadratic surface 

equation is computed using the regression by the Least Squares. The lookup table 

entry is calculated from the surface equation. Additionally, the minimum number of 

points required for reliable regression is defmed for each cluster. If number of data 

points within a cluster is below this threshold the available data is discarded. If data

points are available at least in either 1 and 4 or 3 and 2 (also the combination e.g. 1, 

2, 3 falls into this category) the plane equation parameters are fitted in the data. 

Similarly to the quadratic surface case, the lookup table entry is calculated from the 

plane equation. 

By following this methodology subsequent discharge coefficient values at 

grid points in the lookup table are computed. For some lookup-table coordinates 

there is an insufficient amount of data available (observe the FTP cycle data in 

Figure 4-6). For these points the available lookup-table entries are extrapolated. The 
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extrapolation procedure i follows. First borders of the data points that are 

available in the lookup-table are found. Grid points which are adjacent to the border 

which were not computed due to in ufficient amount of measurements are now 

computed. The rna k i applied (grey area in Figure 4-9) that defmes that only the 

data in a limited d' tance from the point of intere t is used. Black points in Figure 4-9 

indicate data point that are available, white denote points at which there is no data in 

the lookup table. 

Figure 4-9: Extrapolation mask 

Following the procedure all empty grid points in the lookup table are filled up 

u ing available entrie which are extrapolated. Either a plane or quadratic surface is 

fitted in the available lookup table data entries. The equation of the fitted surface is 

u ed for the calculation of the di charge coefficient being a function of throttle angle 

and pre ure ratio coordinates. This operation is applied for all points that are 

adjacent to the lookup-table available entries. It is repeated until the lookup table is 

filled with the data entrie . 

4.2.2.3 Throttle flow model validation 

The di charge coefficient Cd i modelled by the lookup table shown in 

Figure 4-10. The lookup table i obtained using the method described above. The 
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lookup table " a built u ing three FTP datasets. The validation of the model against 

the throttle flm m a urement is shown in Figure 4-11. 
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Figure 4-11: Throttle model validation 

4.3 Intake manifold dynamic model 

The intake manifold i represented by two types of models. The first employs 

only the rna conservation law. It is widely accepted that it gives a high degree of 

accuracy for th intake manifold modelling. The second type employs both: mass and 

energy con ervation law and, is by far, more non-linear than the fIrst but offers better 

accuracy. The intake manifold model is built based on the physical laws. However, 

the volumetric efficiency - the parameter of the model- is a non-linear function of a 

number of engin variables with an unknown structure. It is modelled by a lookup 

table imilar to the repre entation of the throttle discharge coefficient. This again 

define the grey-box nature of the modelling procedure employed here. 

4.3.1 One-state model analysis 

The one tate intake manifold parameters are identifIed in this section. As 

wa mention d b fore the model structure is a hybrid of the known non-linear 

phy ical and th unknown black-box types of relationship. The black-box part of the 

96 



model - the volumetric efficiency requires its dependence to be defmed. The 

volumetric efficiency is kno\\'n to be a complicated function of the number of engine 

variables. It will therefore be modelled with the lookup-table, a method typically 

used for thili parameter. 

4.3.1.1 The model 

In this section the identification of the one-state intake manifold is carried 

out. Assuming that the temperature is slowly varying and using the ideal gas law the 

intake manifold pressure time derivative is given by the following equation: 

where: 

p = dP;"" P _ intake manifold pressure [kPa] 
/III dt /III 

Tim - intake manifold temperature (assumption: perfect mixing) [K] 

In
Ul

- air flow rate through the throttle [gls] 

InQ(' - air flow rate into the cylinder [gls] 

RaJr - gas constant [J / g K] 

Vim - intake manifold volume 

(4.8) 

The cylinder (valve) flow rate may be modelled by the following speed-density 

equation. 

(4.9) 

where: 
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Vd - engine displacement [dm 3 
] 

1'/ ( PiJfI, N) = 1'/ - volumetric efficiency [-] 

N - engine speed [rpm] 

The continuous time model of the intake manifold obtained as a combination of (4.8) 

and (4.9) follows: 

(4.10) 

Note that the dynamics of that model strongly depend on engine speed. The model 

(4.10) discretized with the event based sampling rate is given by the following 

equation. 

( 
V~) R.T T P = 1-...2...TJ P + ,II' ''"./1 J./I m 

l1li.11+1 v: II "".11 v: al./I 

IlOl IlOl 

(4.11) 

where: 

V (,),1 = ; - cylinder dL"placement [dm 3
] 

T 
O.25[rev1·6O[slmin1 I' . d = - samp mg peno 

1./1 N/I[revlmin] 

The discrete model (4.11) pole location does not depend upon the engine 

speed. This is a very important feature of the event sampled discrete description of 

the intake manifold. The time-based discretization of (4.10) would result in a model 

with the root of the characteristic equation approaching the unit circle as engine 

speed increases. 
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4.3.1.2 Identification of model parameters 

Equation (4.11) contains the following parameters: 

• The constant parameters are ViM' Vcy/' Those parameters are typically known, but 

the estimation ofthe 'effective' values may be carried out. 

• The intake manifold air charge per event T,' mal is the input of the system and is 

measured. 

• The pressure PiM is the measured output of the system. 

• The temperature of the intake manifold 1';", is measured and assumed as a given 

parameter for the one-state model. 

• The volumetric efficiency is an unknown function of the intake manifold pressure 

and engine speed. It is modelled by a table lookup. The volumetric efficiency 

lookup table is to be identified. Assuming that all constant parameters (i.e. 

ViM' V ry/) and the input (T, . '"al ) and the output ( PiM ) are known, the volumetric 

efficiency 11 ( PiM ... , N .. ) may easily be calculated as at each discrete event n. The 

lookup table is built using the method described in section 4.2.2. 

Ideally, the constant parameters ViM' Vcy/ should be available. However, these 

are not necessary for the identification. The identification becomes slightly more 

complex if these physical quantities are not known. The cylinder displacement Vcyl 

and the volumetric efficiency 11 in the model (4.11) may be substituted by one 

variable 110: 

(
nO) R.T T P = 1-_"1_." P + "', ''''.11 '.11 ,n 

"".11+1 v: /1ft... v: al." 
iM iM 

(4.12) 

where 
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The model parameters '1o = VC)"'1 and Vim may be identified using an extended 

Kalman filter (EKF). The unknown parameters are dermed as additional states and 

are modelled as follows: 

'1o.n = '1o.n + ;n 
(4.13) 

where 

;n is the Gaussian nolo;e. 

Parameter '10 depends on the intake manifold pressure and the speed of the 

engine; therefore, the requirement for ;.. to be Gaussian may not be fulfilled and 

may also depend on a particular realization of the driving cycle. In this situation, the 

identification of the volume ViM may be biased if the assumptions made during the 

identification about parameters such as covariance and whiteness of ~n are incorrect. 

In practice, the bias is negligible if the noise distribution function is close to 

Gaussian. 

4.3.1.3 Intake manifold volume identification based on event 

sampling of data 

To investigate the statistical properties of the volumetric efficiency variation 

noise ; .. ' the volumetric efficiency is calculated assuming that ~m is known. The 

autocorrelation of the signal ; .. sequence is calculated. The volumetric efficiency 7]0 

may directly be calculated from the following equation: 

(4.14) 
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r a au ian qu n ,the auto orrelation between the original signal and 

the ignal hifted y 

autocorrelati n ba ed 

num r f event hould be zero. In Figure 4-12 the 

ub equent value of calculated volumetric 

efficiency n i ~n mput d fr m (4.13) i plotted for time shifts of 0 ... 2500. The 

autocorrelati n f< r th , hifted ignal b ing non-zero uggests that the noise ~n is not 

white. A part f th tr h wn in Figure 4-12 is pre ented in Figure 4-13. 
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m del (4.1 i fir t m n tr t d. h n minal (phy ical) volume of the intake 

manifi ld i V:'" = 121 dm 1. in thi lum , the volumetric efficiency i calculated 

from th uati n 4.1 
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n ise ~, 

h m an a)ue of the volumetric efficiency 

n initi) alu fi r thi tate and the covariance of the 
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filter (EKF) estimation with the model (4.12), (4.13) is carried out. The results of the 

estimation are shown in Figure 4-14 and Figure 4-15 for the intake manifold volume, 

and in Figure 4-16 and Figure 4-17 for the vo lumetric efficiency TJ = TJo IV cyI (where 

Vcyl = 0.708[dm3
]). The initial volume state was assumed to be Vim = 12[dm3

]. The 

volume estimate diverges to 24[dm3
]. For the slightly changed covariance of the 

signal ~, cov(~) = 0.0001, the result of the estimation of the volume is completely 

different: 9.45{dm3
]. The non-Gaussian properties of ~n explain the erratic observed 

behaviour of the estimates. After this test, the data will be processed to achieve the 

situation where the stochastic properties of ~II are significantly improved . 
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4.3.1.4 Cycle-based sampling intake manifold volume identification 

The periodic behaviour of the autocorrelation function suggests that the 

sampling period of one engine cycle (8 events for 8-cylinder engine) should be 

employed. In that case the sampling time is I:.cycl~ = 8· I: = 120/ N . The event based 

data is pre-processed and the estimation is repeated with the engine cycle sampled 

data. The throttle air flow measurement Ihat is averaged over 8 events. The pressure 

measurement samples taken from the dataset every 8 events are used. This is based 

upon mass conservation principle for the intake manifold. The cycle-based procedure 

may not be suitable for the volumetric efficiency 770 lookup table identification, i.e. 

the averaging process may remove high-frequency information in the data. However, 

for the identification of the constant intake manifold volume, the filtering process 

will not negatively impact the estimate. 

The autocorrelation of the volumetric efficiency noise q,. obtained based on 

the model discretized on the engine cycle basis is shown in Figure 4-18. In contrast 

to earlier results shown in Figure 4-12, this indicates that the signal q,. may now be 

regarded to be much closer to the ideal white noise autocorrelation characteristic. 

Relatively speaking, the frequency spectrum in Figure 4-19 does not have any 

significant dominant component as opposed to the frequency spectrum in Figure 

4-17. 
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So far it has been demonstrated that cycle-based sampling improves the 

estimation accuracies. The nominal volume of intake manifold is Vim = 12[dm3
]. For 

this volume, the volumetric efficiency, again, is calculated in the same way as for the 

signal statio;tics analysis. The nOlo-ie ~" covariance cov(~) = 0.016 and mean value of 

the volumetric efficiency mean (110) = 3.27 . 

The EKF estimation with the model (4.12) and (4.13) is performed. The 

results of the estimation are shown in Figure 4-20 for the intake manifold volume 

and Figure 4-21 for the volumetric efficiency 1] = 1]O/VdisP (where VdisP = 5.67 [dm3
]). 

The initial volume estimate was Vim = 12[dm3
]. The volume estimate converges to 

11.87[dm3J. Changes in covariance only have a marginal impact on the fmal volume 

estimate: repeating the experiment several times and decreasing the values of the 

initial covariance, the volume always converged to a value close to Vim = 12[dm3
]. 

Changes in the initial estimate do not affect the fmal estimation of the volume either. 

The intake manifold pressure and engine speed profiles are shown in Figure 4-22 and 

Figure 4-25. 
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4.3.1.5 Identification oC the Volumetric Efficiency model 

Given the volume of the intake manifold (either typical value or identified 

from the data), the volumetric efficiency may be computed using the available 

measurements and equation (4.15). 

l1n = Ral,TIm.nT..n,n",.If - VIM (P; .... If+1 - P; .... If) 
VI')tPIM•If 

(4.15) 

Note that the cylinder displacement volume Vcy/ is not necessary. since it may be 

identified together with the volumetric efficiency. However. the displacement 

volume will give the physical insight into the estimated volumetric efficiency values. 

Typically the volumetric efficiency must be positive and lower than 1. As an effect 

of the measurement and process noise the value may temporarily violate these limits. 

A lookup table for the volumetric efficiency 11 (PIM • N) is built using the method 

explained in section 4.2.2. The engine speed and the intake manifold pressure are 

used as the lookup table coordinates. 

The model with the volumetric efficiency lookup table and the intake 

manifold volume identified in previous section is validated. The pressure model 
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output, simulated with the throttle flow rate measurement as an input, is compared 

with the pressure measurement. The data used during validation is taken from the 

FTP driving cycle. The validation will indicate the accuracy of the model. The 

computed error measures will later be used for a comparison with a two-state model. 

An integrated squared and abso lute error performance index are computed during 

validation: 

J ()2 = L) AMPMOD£L -AMP"fEASURED )2 = 40959 , J11 = ~]MAPMODEL -MAPMEASURED I = 46278 

The volumetric efficiency lookup table is presented in Figure 4-24. The intake 

manifold pressure validation trace is shown in Figure 4-25. For clarity, only for the 

limited range is presented there . 
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Figure 4-25: Pressure validation (one-state 
model) 

The two tate intake manifold parameters are identified in the sequel. As was 

mentioned before, the model structure is a hybrid of the known non-linear structure 

based on phy ical prin iple with the volumetric efficiency given by the lookup

table. The volumetric efficiency is a function of other engine variables. Other 

parameters (i.e. heat transfer coefficients) are assumed constant. 
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4.3.2.1 The model 

The model for the intake manifold is given by the equation (4.16) [91]. This 

model may be easily derived using the mass and energy balance. The derivation will 

not be presented here for brevity. The heat transfer equation used in [91] was 

modified to accommodate the intake manifold wall temperature variations (different 

to the ambient temperature). 

P· () P ( ) I(RairI:(I} ( . () 7;",(1). () 1(-1 Qeu J . t = . 1 m t ---m t +----
1m /III VimPim(t) 1 I: ac I(Rair I: 

+ 7' I(RairI: (. ()(1 7;", J . 7;", . ()(1 1) 1(-1 Qeu) 
I., =1., m t -- --m t -- +----

/III /III Viml!", al AT. I: ac I( I(Rair I: 

where 

QeX/ = 1ft (Troo/dll/ - Tim) + ~ (I: - Tim) - heat transfer equation 

1ft - heat transfer coefficient (from engine temperature) 

~ - heat transfer coefficient (from ambient temperature) 

Pim - intake manifold pressure [kPa] 

Tim - intake manifold temperature [K] 

r;, -ambient temperature [K] 

I::oolanl - engine coolant temperature [K] 

,hat - air flow rate through the throttle [gls] 

,hac - air flow rate through the intake valve (in-cylinder) [gls] 

Rai, - gas constant [J / g K] 

Vim - intake manifold volume [[ dm3 J] 

(4.16) 

In contrast to the original formulation of the two-state model, the heat transfer 

equation was changed. Two heat transfer components are considered. This implicitly 

assumes that the intake manifold temperature may be expressed as a weighted 

107 



average of ambient and coolant temperatures. The main difficulty for the parameter 

identification results from the fact that the intake manifold wall temperature is not 

measured. and more importantly. is not uniform To maintain simplicity. the 

manifold wall is modelled as a weighted average of the ambient and coolant 

temperature. The heat transfer equation given by cleAt = ~ (Tcoo/ant - 1';m) + ~ (7;, - Tim) 

is equivalent to the following: 

(4.17) 

where 

The assumption, that the wall temperature in (4.17) is the average of coolant 

and ambient temperatures gives a sufficient degree of freedom for modelling with 

minimum number of unknown parameters. Note that if the intake wall temperature 

was modelled separately to the heat transfer equation. the weighted average 

coefficients would not necessarily be the same as coefficients used in the heat 

transfer equation. The best alternative to the methodology that assumes the intake 

manifold wall temperature derived as an average value would require a direct 

measurement of the intake manifold wall temperature. The thermo-resistive material 

could be wrapped around the manifold. which would measure an average 

temperature. This would take into account the fact that the upper part of the manifold 

is usually cooler. 

The port (valve) flow rate is modelled by the speed-density equation (4.9) in 

the same way as for the one state model in section 4.3.1. The temperature sensor is 

modelled by a first-order lag. The model parameter tlnvT~mp [lis] is the inverse of the 

time constant of the sensor. 
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(4.18) 

The model (4.16) is discretized on the 90° event basis (I: = 15/ N) and the following 

equations are obtained after some algebra: 

where 

Q~,>1," = It.. (7;ooIi111/'" - Tim,lI) + hz (~," -7;",,11) 

Vo '/ = Vd - cylinder displacement, Vd - engine displacement 
. 8 

4.3.2.2 Identification of two-state model parameters 

(4.19) 

In the model (4.19) the following constant parameters are subject of the 

identification: I~, hz, Vd, Vim' TlnvTnnp' The engine displacement Vd and the 

volumetric efficiency may be combined as 170 = Vcy,17. The engine cycle based 

sampling period (720 degrees of the crankshaft revolution) is used for the 

identification of constant parameters. 
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The model parameters are estimated using an extended Kalman filter (EKF). 

The unknown parameters are augmented with the model (4.19) as additional states: 

1]O,n+1 = 1]o,n + ~n 

Vim,n+1 = Vim,n 

h",n+1 = h",n 

~,n+1 =~,n 

where 

~n is the white noise. 

(4.20) 

Unlike the one-state model, the noise analysis cannot be performed until the 

parameters are identified. The values of the heat transfer are unknown and physically 

justified assumptions are difficult to make. To limit the number of parameters, 

initially the intake manifold volume was fixed and assumed to be ~m = 11.87 [ dm3 
] 

(value identified using the one-state model). Performing the identification of the heat 

transfer coefficients and the temperature measurement sensor dynamics, the 

following values are obtained: T'nvT~mp = 0.422 [lis] h" = 13.2[ W· K-1 
] and 

~ = 4 [ W . K-1 
] • The ident ified T InvTnnp = 0.422 [lis] is relatively close to the typical 

sensor time constant estimate given by the sensor manufacturer: T'nvTnnp = 0.5 [lIs]. 

Autocorrelation analysis of the volumetric efficiency noise ~n performed after the 

identification experiment gives identical results to the one-state model. The noise ~n 

may be regarded as white. The conclusion is that a sampling period equal to the 

engine cycle should be used for the identification of constant parameters. 

An experiment leading to the simultaneous identification of all parameters is 

carried out nex.t. The investigation of the convergence dependency on the number of 

unknown parameters was conducted. The model validation was carried out at each 
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step of the experiment. The results obtained using sets of fixed parameters are 

collected in Table 4-1 together with costs (integrated squared errors) obtained during 

the validation phase. 

Parameter set 

'" 
~ v, .. 'r/rrvTr"fJ L (P, •. M,,*' - P, •. M-.I )' L(T ... _ -T ... _)' 

1 16 4.5 13.5 0.422 3.969Ie+4 1.3118e+5 

2 10.5 3.6 5.37 0.58 28.98Ie+4 0.62447e+5 

3 13.2 4 11.87· 0.42 2.4315e+4 1.1466+5 

4 14 4.15 11.87 0.5 2.4496e+4 I. 1 498e+5 

fixed using identified from I state model value, fixed using manufacturer's default value 

Table 4-1: Idelltified parameters and cost assoclOted with each valtdatlOn 

The results for the full set of parameters identified simultaneously are not 

satisfactory (rows one and two of Table 4-1). The intake manifold volume Vim for 

different choices of initial state error covariance values converges to either higher or 

lower level. The temperature sensor time constant TlnvT~mp converges to a value in the 

range of TlnvTmIp = 0.4 ... 0.6 [lis]. Parameters Iz., ~ also converge to different values. 

This indicates that by increasing the number of parameters the convergence becomes 

an issue and the identification results depend on the assumed covariance. 

In the last row (4) oCTable 4-1, only parameters Iz. and ~ are identified. The 

intake manifold volume and the temperature sensor time constant must be known for 

the identification. In the third row, only the intake manifold volume is fixed to the 

volume identified with the one-state model. Using integrated squared errors index for 

the temperature model validation, the errors range from 0.62e+5 to 1.31e+5 for all 

experiments and different parameter sets. At the same time the pressure validation 

gives a wider parameter range: 2.43e+4 ... 28.98e+4. The wide span of identified 

parameters suggests that it is inevitable that some of them should be supplied (or 

identified in a separate experiment) and fixed during the identification. Comparing 

costs in Table 4-1. it may be concluded that the procedure where the intake 

manifold volume is identified using the one-state model gives the most reliable 

results. The intake manifold temperature model identification in this experiment may 
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not be as reliable as the pressure model identification, due to the relatively small and 

slow variation of the intake manifold temperature in the dataset used here. The 

temperature measurements also contain significant measurement noise; therefore, it 

is sensible to put a stronger emphasis on the accuracy of the model for pressure and 

the cost for pressure validation should be regarded as the most important one. 

As a fmal conclusion the identification of the intake manifold volume 

should be carried out using the one-state model. There is a slight difference between 

the heat transfer coefficients identification with or without using the temperature 

sensor time constant supplied by the manufacturer. The assumption on the sensor 

time constant may clearly be made as it does not have a strong impact on the model 

accuracy. However, it will simplify the identification procedure and reduce the 

computational power requirements for on-line execution of the algorithm, if required. 

The volumetric efficiency lookup table identification for the two-state model will 

now be carried out. 

4.3.2.3 Volumetric Efficiency model Identification using 2-state 
model 

Using the already identified parameters, the volumetric efficiency may easily 

be estimated. The EKF state parameters estimation for the model (4.19) and (4.20) is 

carried out. The estimated time-series for the volumetric efficiency is used along 

with the pressure and engine speed measurements. The lookup table is built using the 

method used for the throttle dL.;;charge coefficient in section 4.2.2 and later for the 

one state model in section 4.3.1. The constant parameters are flxed (given in 

parameter set 3 in Table 4-1): ~=13.2[WIK]. ~=4[WIK]. V;",=11.87[dm3
]. 

Some model parameters (i.e. the intake manifold volume and temperature sensor 

time constant) may alternatively be assumed as known. The intake manifold volume 

is a known physical parameter for the considered engine type. Also, the temperature 

sensor time constant value may be assumed to be equal to the typical value quoted by 

the manufacturer of the sensor. In that case it would not have to be identifled 
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(compare the validation results in Table 4-1, row 3 and 4). After the volumetric 

efficiency lookup table is constructed the model (4.19) is validated against the 

pre sure and temp rature measurements logged in the driving cycle. The following 

integrated quared and absolute errors performance indexes are calculated during 

validation: 

J , = "(MA~/oDIiL -MAPM~.SUHW)2 = 23695 , J II.press = LIA1APMOD£L -A1APMEAsuH£D I=40740, ().rr ... ~ 

J , = " (T /O£lU - TMEAsuR£D)2 = 115150, J llTenlP = LIT MODEL - TM1:AsuR£D 1 = 90433. 
( ) .Ten" ~ . 

The volumetric efficiency lookup table is shown in Figure 4-26 and the intake 

manifold pre ure validation (for clarity only for the limited range) is shown In 

Figure 4-27. The intake manifold temperature validation is given in Figure 4-28. 

The integrated quared and absolute errors of the intake manifold pressure 

validation are lower for the two-state model when compared with the one-state 

model (J( )1 = 40959 , J" = 46278). This indicates that the two-state model gives a 

more accurate de cription of the intake manifold dynamics. At the same time, the 

temperature model gives relatively accurate estimates (Figure 4-28). Note that for the 

one state model the temperature measurement obtained from the slow sensor is very 

slow (identified time constant " Temp = 1~ = 2.38[s D. For fast transients this 
/"lnvTemp 

sensor i not capable of providing an accurate temperature measurement. For control 

purpose ,thi uggests that the temperature should be estimated. 

100 

Engono opeod (rpml Intake man. _'u'" (kPa) 

Figure 4-26: Volumetric efficiency lookup 
table (two-state model) 
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Figure 4-28: intake manifold temperature 
validation (two-state model) 

4.3.3 Cylinder air charge estimation 

After alidation of the one-state and two-state models, it is clear that the two

state model give better results. The following procedure for parameters 

identification wa e tabli hed: 

• In the fir t tage, the volume of the intake manifold is identified using the 

one- tate model with cycle-sampled data, 

• In the ond tage, the heat-transfer parameters and temperature-sensor time 

constant (if not known) are identified - using the two-state model and cycle 

ampl d data 

• In the third tage, employing constant parameters identified at stage one and 

two th volum tric efficiency is estimated and the lookup table built that 

de cribe the volumetric efficiency as a function of intake manifold pressure 

and engine peed 

The port (or cylinder) airflow rate is computed as: 
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m = Vd 17P N 
DC 120R,,;,Tjm /III 

(4.21) 

17 = 17(Pjm,N) 

The volumetric efficiency lookup table, the measurement of the intake-manifold 

pressure, the engine speed and the intake-manifold temperature estimate are 

employed. The temperature estimate may be obtained using the second equation of 

the two-state model (4.19) using the extended Kalman filter. Alternatively, one can 

employ an EKF-generated estimate of the volumetric efficiency for port flow 

estimation in equation (4.21). 

During experiments it was noticed that the port flow estimates obtained from 

the lookup table gave more accurate results. The problem with the directly estimated 

flow rate using EKF estimates of volumetric efficiency is the high level of noise. By 

changing covariances in the EKF, it is possible to remove the noise, but 

unfortunately side effects of filtering removes high frequency signal information and 

deteriorates the transient response. It will have an impact on the identification of the 

rest of the engine model (fuelling and exhaust), too. In contrast, each value of the 

volumetric efficiency lookup table is based on many measurements; this results in 

better noi~e rejection. Thus, the filtering is performed during model identification 

rather than on the time-based data estimates and therefore mostly the noise (not 'real' 

changes in flow-rate) is filtered out. Accuracy of the cylinder air charge is 

determined by a number of factors. First is the model structure. The structure 

mismatch between the actual intake manifold and its model introduces an upper limit 

for the model accuracy. Even for optimal parameters values there will stilI be a 

model mismatch. The other factor that determines the model precision is the 

measurement accuracies of various engine states. Inaccuracies may results in the 

model parameter mismatch and consequently biased cylinder air charge estimates. To 

show this, we analyze the steady state conditions where the intake manifold pressure, 

throttle air flow (MAF) and intake manifold temperature remain constant. From 

equations (4.8) and (4.9), assuming steady-state conditions, the following expression 

may be computed: 
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(4.22) 

Finally 

(4.23) 

From the equation (4.23) it is clear that any offset or noise with non-zero 

mean value in measurements will result in volumetric efficiency modelling errors. 

Throttle flow measurement bias will result in a corresponding bias in the port flow 

estimation. 

4.4 Fuel delivery and lambda model 

The cylinder air charge (CAe) is computed from the equation (4.24) below 

using the estimate of the port flow rate mac•n at the event n. It provides the 

information about the amount of the air that enters the cylinders over the time of 

event (i.e. 90°). 

(4.24) 

In an 8-cylinder engine as much as three cylinders may be charged at the 

same time. Therefore the amount of the air inducted during one engine event cannot 

simply be associated with only one cylinder. But it may be argued, that only one 

cylinder gets a major part of the estimated air charge. For a mean-value model, it is 

assumed that the estimated air charge is associated with only one cylinder. Thus, it is 

assumed that the amount of the air per cylinder for the 8 cylinder engine equals the 

amount of air that enters all cylinders over one event. This results from the division 

of the 720 degrees cycle (two full revolutions of the crankshaft) by the number of 

cylinders that are being filled with the air over one cycle. With the knowledge of 
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CAC, the fuel delivery path (with the FPW delay, injector parameters and fuel film 

dynamics) and the lambda path (with the exhaust manifold transport delay and the 

lambda sensor dynamics) may be identified. 

The in-cylinder air-fuel ratio represents both the air and fuel path. The non

linearity associated with the division (ratio) may cause problems during 

identification since the operating point changes over a wide range during the driving 

cycle. To circumvent this problem, the intake manifold is identified separately and 

the lambda measurement used for identification of the fuel delivery parameters only. 

In this way the problem of additional non-linearity associated with lambda 

representing the ratio of two unknown variables is eliminated. 

The time delays must be tackled in an unconventional way. The method used 

here removes the time delays from the data since these are either on input or output 

of the system. The data pre-processing may simplify the problem to the identification 

of the delay-free system. However, time delays must first be determined. 

FPW fro 
dataset 

FPW 
w/o delay I--------~ 

Figure 4-29: Structure cOII\'ersion diagram 

~----~/~------~ 
u"tnPda (jet~ y 

X 
............. "'-.. 

Lambda sensor 

Lambda sensor 
dynamics 

dynamics I--------~ 

LAMBDA 
from 

dataset 

LAMBDA 
w/ode\ay 

Finally, the identification of the simplified model structure is carried out. The 

structure conversion is presented in Figure 4-29. The pre-processed FPW signal 

without the time delay is used as an input of the system which is being identified. 

The output of the model is the pre-processed lambda measurement with the time 

delay removed. The cylinder air charge (CAC) obtained from the port flow estimate 
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from section 4.3.3 is used as a known time-varying parameter. In the subsequent 

sections, the details of this approach are addressed. 

4.4.1 Fuel injection delay 

The fuel injection delay results from the pulse width modulation used for the 

fuel measuring and the injection strategy. There are two possible strategies for the 

port fuel injection: 

• the injection starts, when the intake valve opens 

• the end of the inject ion is fixed at a few degrees of crankshaft rotation 

before intake valve opening 

As part of the fuel injection strategy and for the vehicle under study, the fuel 

injection at every event is ended before the intake valve opens. To pre-process the 

data and remove the correct time delay the injection strategy must be well 

understood. The engine cycle takes 720· of the crankshaft rotation with the 90· 

event. The beginning of the engine cycle is associated with the position of the 60· of 

the crankshaft before TDC (Top Dead Centre) on compression. For the k-th cycle at 

this position assume that Cj; 0 = O· (position of crankshaft relative to the beginning of 

the cycle 60· before TDC). An illustration of this is given in Figure 4-30. 

I 

FPW command issued: CAe representative event 
I 
I 
I 
I I 

I 
I 
I 
I 
I 

: Intake Valve opened 
4 ~ ~4~---------------+:-------------------~~ 

720 " 
Injection period '"' FPW .. 

o 

o 90 180 270 360 450 540 630 720 

.4---------------------------------------------------~~ FPW delay time .. _--------------_ .. _---_._-_._._--_. __ ._._-------_.-. 
k-th cycle (full 720 degrees) 

Figure 4-30: Tile FPlV delay liming 
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Consider the engine with the following valve timing for one cylinder (Figure 4-30). 

The intake valve opens at a Oprfl = 403
0 

and closes at ac/ose = 697" . Note, that the 

angles are calculated relative to the 60· before TDC on compression. 

The discrete events between the opening and closing of the intake valve occur at: 

CIc s = 450·, CI: 6 = 540·, CI: 7 = 630·. Assume, that the event with the highest port 

flow rate is C.6 = 540· . The injection must end ac degrees before the intake valve 

opens. The last discrete event before the valve opens occurs at Ck 
4 = 3600 

• 

Now, depending on the amount of the fuel which has to be injected the 

duration of injector opening FPW;,fI and the current engine speed, the angle of the 

injection may be calculated. 

ajnjecriofl = 6· Nil' FPlV;,1I (4.25) 

where 

Nil - speed of the engine [rpm] 

The injection should end at a oprlt -ac degrees. If a open -ac -ajnjecriofl ~ 360· then the 

command should be available from the controller at time CIc 
4 = 360·. If 

a"prfl - a c - ajnjecriOll < 360· then CI: 
3 

= 270· is considered. Using the information 

about the fuel pulse width FPlV;,fI and the speed of the engine Nit' the time delay is 

determined. 

As a numerical example, assume that speed Nfl and FPlV;,fI are their 

maximum values in the dataset. From equation (4.25) the following value may be 

obtained: ajnj«liOll = 149. r . Assume, that a c = 50: 

aoprfl -ac -ainjectlon = 403
0 -50 -149.1" = 248.90 
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Therefore the C .. 2 = 180' event determines the amount of the injected fuel which gets 

into the cylinder at C .. 6 = 540' which determines the time of the air induction. The 

discrete time delay equals 4. 

180 270 360 450 540 630 

::~:== §==+==B====: ==: : 
Figure 4-31: Fuel delivery time delay processing 

4.4.2 Exhaust manifold delay 

The in-cylinder air-fuel ratio is determined by the amount of the air and the 

fuel that enters the cylindcr at each event. The homogeneous charge is compressed, 

combusted and fmally released through the exhaust valves. This takes about 6 engine 

events. A further delay is introduced in the exhaust manifold and pipes. This time 

delay is a variable; it is inversely proportional to the exhaust gas flow rate. A full 

analysis of the time-delay estimation follows. 

The exhaust manifold and pipe may be considered as a duct that introduces 

pure time dclay. Since it is difficult to determine the time constant of the exhaust 

manifold gas mixing it is better to assume that most of the lag is lumped in the 

lambda sensor. Some of the mixing effect may also be accounted for in the lambda 

sensor dynamics. Assume that the volume of the exhaust manifold and pipe are 

known. The time delay may be calculated as a parameter proportional to the 

integrated exhaust gas flow rate into the exhaust manifold. The identification of the 

variable time delay is rather difficult to carry out. An iterative identification method 

that uses an additional lambda measurement is proposed. 

Using the air mass flow into the cylinder the volume gas flow out of the 

cylinder is obtained. For this purpose the ideal gas law is used. It is assumed that any 
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cylinder blow-by during compression and combustion is negligible. Also. it is 

assumed that the stoichiometric Air-Fuel ratio is maintained at all times. Using the 

exhaust manifold pressure and the exhaust manifold gas temperature measurements, 

the volume of the gas entering the exhaust manifold over one engine event is given 

by the following expression. 

(4.26) 

where 

REM - ideal gas constant for the exhaust gas 

TEM •
II 

- exhaust gas temperature 

P EM,II - exhaust gas pressure 

ma.
1I 

- mass of the air trapped in the cylinder 

AFno'rll - stoichiometric air-fuel ratio 

The discrete time delay kEM •II at time n is implicitly given by the following equation: 

II+k,M .. 

VEM = L V~.I (4.27) 
1=11 

where 

V EM - exhaust manifold volume (with the pipe) 

The meaning of the equation (4.27) is that the exhaust gas has to be pushed out of the 

exhaust manifold by gases leaving the combustion chamber in the next engine 

events. This is illustrated in Figure 4-32. 
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Figure 4· 2: Exhall t manifold deLay modelling 

In pra ti the olume of the exhau t manifold will not be equal to an integer 

number of lum f exhau t ga entering the manifold. The kEM ,n that is required 

to be an integer number in the equation (4.27) will be determined with some 

approximati n . D fm the di crete time delays k~M , II ~ kEM ,n < k;M ,n as: 

n+A/.I~ .. 

k~M .n: V£M ~ L Vol.; 

n+k;;I( .• 

k;M.II : V£M < L Vo'/ .; 
I II 

and 

k~ . 11 = kEM.n + 1 

(4.28) 

(4.29) 

(4.30) 

The corre p nding ntinu u tim (or real time) delays are determined by the 

amp ling time : t~ = t , ,t; = t ,+ re ulting from discrete events kEM .n, k;M.n 
Af.M.4 ""'M ... 

obtained fr me uati n 4.2 (4.29). 

The a l tim d lay i den ted a t~ and may be calculated from the 

foll wing equati n. 

n .. A/I~ '" 

If - L Vn/•1 

f~ :: t~ + ( t; - t n ) __ ----"'~n::..._ __ 
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This time delay determines the sampling period for the lambda sensor. If the sample 

is not available at this time, then the lambda value may be calculated from the 

samples A (t + t;) and A (t + t;) using the following approximate relationship: 

(4.32) 

The above method of calculation of the time delay may be implemented on

line using shift registers and storing the required data there. The lambda sensor 

ideally should be sampled at the time given by the equation (4.31). In the FrP dataset 

the lambda sensor is sampled at each event. The lambda value is therefore obtained 

using the linear interpolation given by the equation (4.32). Since the lambda sensor 

response is lagged, the interpolation will result in a sufficiently good accuracy. 

Alternatively, for simplicity, the transport time delay may be assumed to be equal to 

k;M." (or k;M.,,)' The six- event time delay due to gas entrapment in the cylinder has 

to be added to the exhaust manifold transport delay. The resulting delay is removed 

from the data as it iii shown in Figure 4-33. The lambda measurement associated with 

the considered intake event is therefore logged kEM ." +6 events later. 

450 S40 630 

cAceslimale~1 ~~ ~: ~-,:::*! ~l ~ ~ 2 I _ :3 
TIle reference time 

Figure 4·33: Exhaust/ime delay processing 

The lambda measurement associated 
with the reference time 

The mathematical representation of the variable time delay is quite complicated. In 

the state-space model additional states have to be introduced, with the associated 

changes in the model structure. During off-line model identification, the time delay 

may be removed from the data. The same data processing procedure may be 

implemented on-line employing shift registers. 
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4.4.3 Exhaust manifold delay identification 

To continue with the identification procedure, the exhaust manifold time 

delay has to be determined and removed from the data. The exhaust manifold volume 

VEM may be mea ured and used directly with the measurements of the pressure and 

the temperature. However, the effective volume of the exhaust manifold may be 

different from the value measured. To detennine the effective exhaust manifold 

volume an additional lambda measurement (known as wrafS) close to the one of 

exhaust valves i employed. An iterative solution to the problem is presented. The 

physical volume of the exhaust manifold (sum of volumes of two manifolds for 'V' 

engine) is a known engine parameter. The series of hypotheses on the effective 

exhaust manifold volume is made (e.g. 2.5L, 2.6L, ... ,3.5L). The correlation between 

the lambda measurement at the exhaust valve location and the shifted main lambda 

measurement (known as wraf3) is computed. The lambda time shift results from the 

assumed exhaust manifold volume (e.g. 2.5L, 2.6L, ... ,3.5L) and the estimated 

exhaust gas flow rate based on the cylinder air charge estimates. It is calculated from 

equations (4.31 ) and (4.32). The correlation analysis [93], [94] for different 

hown in Figure 4-34. 

0904 

01103 

01101 

09 

o 8~ 5 28 27 28 29 3 3.1 3.2 3.3 3.4 3.5 
e.hlusl manlbld IOlume 

Figure 4-34: Correlation coeffiCient between wraf5 
and shifted wraj3 
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16 

Alr-Fuol ratio H 
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Figure 4-35: wraj3 shifted using 2.9-litre exhaust 
manifold volume and wraf5 

The maximum correlation occurs at 2.9L. The volume of2.9L is concluded to 

be the effective e haust manifold volume is used for the fmal exhaust manifold 
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transport delay calculation. The lambda signal at the exhaust valve position and the 

main lambda measurement shifted using the Cylinder Air Charge estimate and the 

volume of 2.9L is shown in Figure 4-35. Two signals are plotted to show the 

efficiency of the time delay removal. The estimated effective volume of 2.9L is very 

close to the actual physical measured exhaust manifold volume (two banks of 

cylinders) which is 3.0L. 

4.4.4 Lambda sensor dynamics 

The air-fuel ratio is measured in the exhaust manifold by the lambda sensor. 

The sen. ';;or is modelled by a fIrst-order lag: 

1 
A.= A£M 

St'4 + 1 

where 

t'4 • time constant of the lambda sensor 

A • lambda measured 

ACM • 'real' lambda of the exhaust gas 

The model is discretized as follows 

2 = (1- 1',J.''')A + T.J.." A 
"n+1 -r" f EM 

·4 4 

where 

T. - sampling period 
'A.II 

(4.33) 

(4.34) 

Exhaust manifold mixing is modelled together with the lambda sensor. 

Exhaust manifold mixing in general is a complicated process and may not be 

accurately modelled by the fIrst-order lag. By increasing the time constant of the 
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lambda sensor, the exhaust manifold mixing may be modelled in an approximate 

way. It is expected that for control purposes. the accuracy of that method is. 

sufficient. No additional dynamics is introduced in the exhaust manifold mixing 

modelling. 

I/fA correlation 

5 0.6639 
6 0.6753 
7 0.6801 

7.5 0.6809 
8 0.6810 

8.5 0.6804 
9 0.6721 
II 0.6721 
13 0.6627 

Table 4-2: CorrelatIOn/or a different lambda tune constants 

The exhaust manifold time delay is computed based on the effective exhaust 

manifold volume. It was identified using an additional lambda measurement in 

section 4.4.3. With the lambda measurements pre-processed by removing the delay. 

the lambda sensor time constant is now determined. With the time delay already 

removed from the data, the correlation coefficient for the measured and the modelled 

lambda is computed. This is a good parameter that may be exploited for the 

identification of the sensor time constant fA' The series of hypotheses on the lambda 

sensor time constant fA is tested. For each time constant average parameters for the 

injector (gain and offset) are identified using the EKF methodology. The X and f 

parameters of the fuel film dynamics (detailed model will be presented later) are 

neglected for the lambda sensor time constant identification. As was mentioned 

earlier, the model accuracy is tested through correlation analysis done for the lambda 

measurement and the lambda modelled with assumed lambda sensor time constant. 

The test was performed over 10000 samples from the dataset. The results are 

presented in Table 4-2. The maximum correlation is at 1/fA, = 8[1/s] which is 

equivalent to fA = 125[ms]. 
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The above method was introduced for the fA parameter because the extended 

Kalman filter (EKF) estimation did not give satisfactory results. The estimate of the 

time constant converged to an infeasible value (1[s]). The possible reason for that 

might be a significant uncertainty in the system if several parameters are identified 

simultaneously. It could also be due to non-persistency of the data (the peril of a 

data-driven approach). This may become particularly important for large number of 

parameters and most importantly due to noise. The estimation algorithm tends to 

filter the modelled lambda signal heavily by increasing the lambda sensor time 

constant. It may occur if the modelled exhaust time delay is slightly different from 

the actual, encountered in the real system. The method presented here does not result 

in aforementioned lambda sensor time constant divergence. The results obtained with 

hypothesis-based method are physically justified in a way that are within the typical 

for the lambda sensor range of 50 ... 150[ms]. Other lambda sensor identification 

techniques may use the step response to the fuel injection command under steady 

state conditions. The step response test simultaneously provides an estimate of the 

exhaust time delay. The method however is tedious and may not be accurate enough. 

Visual inspection of the response may, however, provide a value for the sensor lag at 

the operating condition. In this chapter, only the driving cycle data from a vehicle is 

used for the identification and the alternative method referred to was not exploited. 

4.4.5 The fuel Injector model 

The fuel injector may be modelled by the following equation: 

where 

m./l.
1I 

- mass of injected fuel [g] 

kf/.II - injector gain [glsec) 
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FPW/i." - pulse-width command [sec] 

0f/." - offset [sec] 

Additional corrections of the injector gain (state-dependent gain) will be 

introduced in the sequel. The equation presented here reflects the most important part 

of the injector characteristics. 

4.4.6 Fuel Film dynamics model 

The fuel film dynamics may be modelled by the flrst-order X-1' model [95], 

[91]: 

where 

m ... - mass of the wall fuel 

"' f/ - fuel mass flow rate through the injector 

"',e -fuel mass flow rate into the cylinder 

r, X - model parameters 

Assuming linearity, the model may be discretized using the Euler method: 

( T..,,) X m +1 = 1-- m,.." + "mf/" 
.... 11 r' . 

" 

m" = T. ." In,.." + ( 1- X" ) mf/II 
e~ r' . 

II 
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where 

T,." - sampling period at current engine event 

mf/." = T,."ln/i." - mass of the fuel injected during one event 

mfr." = T,."ln fr ." - cylinder fuel charge for one event 

The input for the injector is the time of its opening. Pulse-width modulation is used 

to control the amount of fuel injected. 

4.4.7 Fuel film and fuel injector parameter Identification 

Three models for the injector and the fuel film dynamics are identified in this 

section. Three models are of increasing degree of complexity. The objective is to 

identify the least complicated but satisfactory models for use in the next stage (i.e. 

control). 

4.4.7.1 l\fodell 

The following model is considered for the parameter identification. This 

model includes the injector and the fuel film dynamics. 

(4.40) 

(4.41) 

where 
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mao, = ,hac.,.I:.,. - the Cylinder Air Charge used as a parameter 

Unknown parameters are defmed as additional states for parameter estimation 

with the extended Kalman filter. 

(4.42) 

where 

The model (4.40) identification will only provide the average values of the actual 

wall wetting parameters. This is the case since it is known that the X" and 'T" are not 

constant and depend on other states. This feature of the system will be accounted for 

later in this section. Also, the injector parameters may depend on other engine 

parameters (e.g. intake manifold pressure, engine speed ... ). However, in this 

simplest structure parameters (4.42) are modelled to be time-invariant. The main 

difficulty associated with extended Kalman filter parameter estimation is the choice 

of initial values and the initial covariance Po. The following initial parameters in 

(4.42) are used: mw•o =0.OO5, Ao =14.57 , Xo=0.05, 1/'To =5, kji.o=3.6, 

0ji.o =5e-4. 

The above values are initial guesses of parameters being subject of the 

identification. These were established based on an approximate knowledge about the 

system 

The extended Kalman filter (EKF) identification is repeated several times 

with the state estimate obtained at the end of the FrP driving cycle. These fmal 

values were used as initial estimates for the next iteration. The initial state estimate 

covariance Po is always scaled as 20% the value of the state estimate value. This was 

an experimentally derived tuning parameter. Alternatively, the covariance may 

130 



simply be decreased from iteration to iteration. It was noticed that when the EKF 

algorithm started with different initial states and covariances, the parameters 

converged to slightly different values at the end of the driving cycle data. For this 

reason the fmal estimates for several identification experiments are collected (see 

illustration in Figure 4-36). The mean values of these final parameter estimates are 

calculated as the identified parameters sought. 
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Figure 4-36: Subseqlletlt values/or identified parameters/or identification experiments 

The mean values of parameters are computed from a set of subsequent results 

of the identification experiments (starting from 5-th) are: 

1 
X = 0.122. - = 4.169, k/l =3.692. 0/1 = 4.912 e-4. 

t 

4.4.7.2 Modell validation 

The validation of the model (4.40) was performed and the result is shown in 

Figure 4-37 and in Figure 4-38. The performance index as the sum of the absolute or 
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squared values of the difference between the model and measurement lambda values 

was employed. The following modelling error indexes were computed: 

J ;'.abl = ~].A.rnodtl - .A..,_u",.-,I = 29531.6636, J;' .squared = ~)Amod'l - Ameasuremen,)2 = 13038.3385. 

Additionally the correlation coefficient for the modelled and measured lambda 

signals was computed. Its value for Modell is J). ,corr = 0.7049. 
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Figure 4-37: AF ratio model validation/or model 1 
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Figure 4-38: AF ratio model validation/or modell (expanded view) 

4.4.7.3 Model 2 

Model 2 contains the state-dependent injector gain as a linear function of 

battery voltag and intake manifold pressure. The same procedure with repeated EKF 

identification is employed. The model (4.40) is employed with the following injector 

model: 

(4.43) 

For the extended Kalman filter parameter estimation, as before, unknown parameters 

are defined a tate. The additional states are: 
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(4.44) 

where 

The Extended Kalman Filter identification is repeated several times as for 

Modell. 

Figure 4·39: Subsequent values for identified parameters for identification experiments 

The mean values of the identified parameters are computed to be: X=0.123, 

1 
-;=4.273. k •. JI =-6.251. k2•JI =0.747. k3•JI = -0.00687, Oft =5.787 e-4. 
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4.4.7.4 Model 2 validation 

The result ofthe model validation are shown in Figure 4-40 and Figure 4-41. 

The following modelling error indexes were computed as the sum of the absolute and 

squared values of the difference between the model and measurement lambda values: 

J )..obI = LI~., - A_,. .. m.",I = 23327.1708, J )..squaretl = L (Amodel - Ameasuremen, )2 = 8902.3906 . 

The correlation of the modelled and measured signals was computed to be 

J )"corr = O. 033. 
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Figure 4-40: AF ratio model validation/or model 2 
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Figure 4-4 J: AF ratio model validation for model 2 (expanded view) 

4.4.7.5 Model 3 

Model 3 i a further extension of Model 2 where state-dependent X and r 

parameter arc employed. These are assumed to be linear functions of the intake 

manifold pr ure. The injector gain is defined as a state-dependent linear function of 

the batt ry oltage and the intake manifold pressure. The model (4.40) is employed 

with th following injector model and fuel film dynamics coefficients. 

(4.45) 

where 

mar." = lil",-."T..n - cylinder air charge (over one event) 
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For the extended Kalman filter parameter estimation, the unknown parameters are 

defined as states are: 

(4.46) 

where 

Finally, the mean values of the identified parameters are obtained: 

XI = 0.0334, Xl = 0.00168, 1fr. = 3.511, 1fr~ =0.0166, k •. ft =-6.174, k~.j/ =0.740, 

kJ./I =-0.00647, Oft =5.687 e-4. Note that some of the estimates were removed from the 

calculation due to large excursions from the mean values (Figure 4-42). 

Figure 4-42: Subsequent vallies for identified parameters in identification experiments 
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4.4.7.6 odel3 validation 

The re ult of the model validation are shown in Figure 4-43 and Figure 4-44. 

The following modelling error indexes were computed as an indication of the model 

accuracy: J;.. . = LI~.I - A .. "",u, ...... n/l = 23233.7806, J;. = L (Amodel - Ameasuremenl)2 = 8758.5762 . 

The corr lation of modelled and measured signals was computed as: J;' .corr = 0.8015. It 

may be noti ed that the state-dependency of X- r parameters do not contribute to a 

substantial impro ment in modelling accuracy. 
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Figure 4-43: AF ratio model validation/or model 3 
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Figure 4-44: AF ratio model validation/or model 3 (expanded view) 

4.4.7.7 Model 3 with the correction 

During the identification of the fuelling and lambda models, the cylinder air 

charge (CAC) wa a umed to be given by the intake manifold model. In the case of 

a model tructure mi match (either for CAC or fuel models) or measurement errors, 

the lambda model becomes inaccurate. For this purpose, Model 3 (equations (4.40), 

(4.45) and (4.46)) i used with the already identified parameters and a static 

correction i d veloped. 

(4.47) 
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where 

m .... = m .... T... - cylinder air charge 

_1 ,X,.,m
l

,. _ are given by equation (4.45) 
r . ,. 

For the extended Kalman filter parameter estimation, the kcorr •• parameter is 

defined as additional state. It is assumed that kcorr•• is modelled by the stochastic 

model with the white noise q •. The estimation with such model generates the time 

series for kCfNl'." which is used for the construction of a lookup table. The method of 

lookup table construction is identical to that used for the throttle flow discharge 

coefficient and the intake-manifold volumetric efficiency modelling (see section 

4.2.2). 

kcwr •• +. = k...,...JI + q" (4.48) 

4.4.7.8 Corrected l\'lodel3 validation 

The results of the model validation are shown in Figure 4-45 and Figure 4-46. 

The following modelling error indexes were computed as the sum of the absolute and 

squared values of the difference between the model and measurement lambda values: 

JJ,,. = IIA ...... .,-A __ 1=19767.8396, JJ, = I(A.n...e/- A ........ III"I!IIIeIII)2 =6537.3500. The 

correlation of model and measurement signals was computed as: JA•corr = 0.8548. It 

may be noticed that the correction significantly improved both the correlation and the 

integrated errors. This leads to the conclusion that either the intake manifold model 

has a limited accuracy, or that measurements are not accurate. The correction lookup 

table uses the same grid as the volumetric efficiency table. It may be noticed that the 

resulting lookup table is noisy. However, it may be claimed that the noise will be 

removed if more data is used in the identification process. 
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Figure 4-45: AF ratio model validation/or model 3 with correction 

AF ratio model validation 

340 350 360 370 
time [s] 

Model 
Measurement 

380 390 

Figure 4-46: AF ratio model validation/or model 3 with correction 
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Figure 4-4 7: CAe correction lookup table 

4.4.8 Air-fuel ratio model: analysis and conclusions 

The analy i of the air-fuel ratio measurements from two sensors (one on 

each bank of th V engine) are related to the model output. Results are shown 

together with th modelled air-fuel ratio. Note, that the averages of the two air-fuel 

ratio mea ur ments were used for the identification. It may be noticed that the 

difference b tween the air-fuel ratio measurements for each bank may be quite 

signifi ant. In orne part of the trace shown in Figure 4-48 the model output follows 

clo ely one en or and then the other. This suggests that with the uncertainty present 

in the measurement , further significant improvement of the air-fuel ratio model 

accuracy may not b po ible. 
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Figure 4-4 : AF ratio model validation/or model 3 with correction - 2 AF measurements 

To draw the final conclusion about the accuracy of each model the following 

summary Table 4-1 is generated. It may be noticed that among models without 

correction lookup-table, Model 3 gives the lowest integrated and absolute error 

measure . At the arne time, the output of Model 2 has the highest correlation with 

the mea ured air-fuel ratio. 

Performance m a ure Modell Model 2 Model 3 
Model 2 Model 3 
corrected corrected 

l)',aM = 
29531.6636 23327.1708 23233.7806 19815.3417 19767.8396 

I I Amod I - A.mcUI"urt'melll I 
l), = 

13038.3385 
I (A.modfl - A.mc<l'IlIrtmcnl)2 

8902.3906 8758.5762 6617.7776 6537.3500 

l),.co" 0.7049 0.8033 0.8015 0.8562 0.8548 

Table 4-1: Model a curac), comparison 
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The most significant improvements are achieved for models with the use of 

correction coefficients. Again, Model 2 and Model 3 give very similar performance 

with either integrated squared or absolute error measures. These are better for Model 

3, but correlation coefficient is lower than for Model 2. The reason for similar 

performance of Models 2 and 3 is the nature of the validation data. For warmed-up 

engine the major part of the injected fuel enters the cylinder in the fIrst event. This 

may suggest that the wall-wetting dynamics are less important than the fuel injector 

(static) characteristics. Please note that the differences between the accuracy of 

Modell and Models 2 and 3 are significant. This is the direct result of improved 

injector model. The same level of improvement is achieved by adding a static 

correction table to the model. This corrects for system behaviour that was not 

included in the model. 

4.5 Net torque model 

For identification of the model of net torque produced, a brake torque 

measurement between the engine and the transmission is utilized. The net torque 

produced iii the gross torque generated by the combustion reduced by energy 

dissipation (which includes friction, pumping and the load torque of accessories 

attached directly to the crankshaft). The data collected during the FTP driving cycle 

was used for the analysis presented in this section. The block diagram describing the 

engine dynamics is shown in Figure 4-49. 
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Figllr~ 4-49: £ngi"~ dYflamics block diagram 
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The data used in the study is sampled using the event-based sampling period 

(every 900 crank angle). The engine speed N,. at the event n is differentiated. First, it 

d . - 2" N d hi·..· d Th is represente as 9' .. - 60 .. an next t e acce eratlon rpn IS compute. e 

acceleration is given by the following expression: 

. . ,,(N N )N .. _ rp" - 9',,-1 _ .. - II-I II 

rp,. - T - 450 
I." 

(4.49) 

The net torque iii computed by the following equation: 

M P.,. = M B ... + I Eip,. (4.50) 

where 

M P.,. - net torque (after subtracting friction and the accessories load) 

produced by the engine 

M B.II - measured brake torque 

IE - engine inert ia. (e.g. for Corvette IE = 0.35 [ kg· m2 J) 

From equat ions (4.49). (4.50) and the FTP driving cycle datasets the net 

torque M P." is computed. This derivation assumes that the engine inertia (with 

flywheel and accessories) was identified in a separate experiment and for the work 

presented in this chapter is known. Non-linear torque modelling employs data 

clustering and least-squares fitting introduced in section 4.2.2. The same method was 

used for the throttle flow modelling and the intake manifold volumetric efficiency 

lookup table construction. 

The results of the non-linear torque model identification are presented in 

Figure 4-50 and Figure 4-51. The torque model using MAP and RPM 
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(M P,n = function (MAP,,-4' Nn- 4)) as scheduling inputs is shown in Figure 4-50. The 

intake manifo ld temperature influence is not considered in this model. Such a 

temperature-compensated model may only be used with the additional intake 

manifold temperature correction function. In the model that uses the Cylinder Air 

Charge (CAC) as an input, the temperature is already taken into account through 

CAC. The cylinder air charge estimated value is obtained from the equation (4.24). 

This model is shown in Figure 4-51. The following relationship between the net 

torque and the cylinder air charge / engine speed is established. 

(4.51) 

In thi tudy, the spark advance is assumed to be obtained from the existing 

controller (ba ed on engine load and speed) and is implicitly included in the model 

(4.51). The torque modelling method assumes that the lambda is controlled close to 

unity (i.e. the air-fuel ratio at stoichiometry). Lambda deviations from that level may 

be regarded a a di turbance with zero mean value. In a torque/lambda control 

strategy where lambda is regulated at one, such a model is sufficient. 
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Figure 4-50: Net Torque modei:/(MAP,RPM) 
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Figure 4-51: Net Torque model:f(MAP,RPM) 

4.6 Summary 

In thi chapter the identification of the combustion engine model was 

presented. The methodology introduced here aimed to use as few parameters 

supplied by the engine manufacturer as possible. Also, the identification procedure 

may be adopted for the on-line operation. This in turn would allow the model 

adaptation that i de ired ince some engine parameters may be subject to gradual 

change a a re ult of wear and tear. The model presented in this chapter may be 

further developed. The additional model parameters may be introduced. For example, 

the fuel film dynamic depend upon the engine temperature. This is a very important 

dependence, e p cially for the cold start conditions. In this work only the warmed-up 

engine identification wa considered. The data collected during the driving cycle was 

used for the m delling. Consequently, the identification procedure can naturally be 

adopted for on-line engine operation. This in turn will allow model adaptation to 

gradual param ter ariations in engine variables in online operation ofthe vehicle. 
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Due to the engine operating cycle and a significant transport delay in the 

exhaust manifold. the actual air-fuel ratio is measured long after the fuel injection is 

completed. Therefore. accurate modelling of the engine forward path is of great 

importance for the precise air-fuel ratio control. The delayed measurement of the 

actual air-fuel ratio imposes an inherent limitation in the maximum achievable 

performance using any classical feedback control methods. The performance may. 

however. be improved through extensive use of accurate models in a feedforward 

control loop. The real vehicle data was used in conjunction with physical models of 

engine processes and system identification techniques. to determine accurate engine 

models. This process was executed offline. however as more powerful 

microcontrollers are adopted for the engine control, some of the system identification 

and parameter estimation techniques may be carried out in a real time. This would 

bring the advantage of real-time compensation of modelling inaccuracies. In 

addition, the use of nonlinear models so identified will reduce the required memory, 

development time and effort in conventional open-loop fuel control systems where 

dense grids are used to approximate the engine nonlinearities. 

The chapter contains the following separate identification tasks: i) intake 

manifold model identification (air charge model) using upstream engine sensor 

information from the driving cycle data and. ii) fuel path identification using the 

measured air-fuel ratio from the driving cycle data and, iii) an approximate engine 

torque model where it is assumed that the air-fuel ratio is maintained at around the 

stoichiometric value. The air-fuel models developed have been validated using three 

different sets of criteria: an integrated absolute, squared error and a correlation 

between the measured and estimated variables. Depending on the complexity of the 

model structure selected. various measures of accuracy are developed and presented. 

Good model accuracy was achieved as more measured variables and model 

parameters were incorporated in the model structure. These measures include the 

transient as well as steady state errors in the air-fuel ratio model during the FTP 

driving cycle. These models are intended for control system design presented in the 

next chapter. 
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Chapter 5 

Predictive Control of the Combustion 
Engine 

The model identified in Chapter 4 will be used her for the control system 

design. The model identification presented in Chapter 4 used the driving cycle data 

for the model estimation. This implies that the methodology presented there could be 

embedded in the controller and used for the on-line adaptation. The aim of this 

chapter is to present the model-based control system design strategy. Depending on 

allowed complexity of the target control technique two control approaches will be 

considered. 

The first approach called 'conventional' presented in section 5.1 will assume 

that there is a direct mechanical link between the accelerator pedal and the throttle 

plate movement. Only current throttle position is available and the control system 

cannot interact with that manipulated input. The predictive control strategy uses 

available at the time engine state information with the model. The Fuel Pulse Width 

command is used to change the amount of injected fuel and maintain the desired air

fuel mass ratio. 

The drive-by-wire throttle control is becoming more and more common on 

current production engines. The drive-by-wire strategy uses the pedal position as a 

set po int for the electronic throttle actuator. Between the pedal position and the 

throttle position setpoint signals the non-linear mapping is applied. This mapping is 

aimed to scale the position of the accelerator pedal with the torque achieved by the 
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engine in steady state. Additionally the pedal-throttle position characteristic may be 

used to shape the response according to driver's requirements (e.g. sporty response, 

more aggressive to the pedal movement). The static torque control through the 

throttle position mapping is presented in section 5.2. The feedforward controller is 

used to maintain the desired air-fuel ratio. 

The drive-by-wire brings also some benefits to the conventional air-fuel ratio 

control. The pedal position passed through the non-linear torque mapping function 

drives the throttle actuator. The actuator dynamic model (given in section 4.2.1) may 

be used to for the future throttle position prediction. The actuator filters driver's 

command through its limited speed of response. This property is used in section 5.3 

to improve the air-fuel ratio control precision. Finally, the multivariable control 

strategy is discussed in section 5.4. The analyzed approach uses a cost function since 

the torque-lambda control problem is a trade-off. The conclusion given at the end of 

this section leads to the simplified MIMO control strategy presented in section 5.4.1. 

In this section the throttle setpoint and the fuel pulse width signals are used to 

achieve two objectives: tight lambda regulation and torque tracking. The non-linear 

predictive control algorithm introduced in section 3.2.4 is employed there. The 

comparison of the simulation results obtained using the conventional and 

multivariable control methods is presented. The US06 - an aggressive driving cycle 

profile is used during simulations. 

The results presented in section 5.1 are based on engine tests. The rapid 

prototyping dSpace equipment was used during the implementation at the GM. The 

controller was built in Simulink and compiled into a dSpace code. The driving tests 

in the GM testing facilities were carried out. The remaining results presented in this 

chapter are based on the simulations using the model identified in Chapter 4 and the 

data collected during driving cycles for unmodeled engine variables (e.g. engine 

speed, ambient conditions). 
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5.1 Conventional predictive air-fuel ratio control 

The accuracy of the air charge estimates is essential for the tight air-fuel 

(NF) ratio control. Due to the time delay present in the fuelling path, the future, not 

the current, value of the cylinder air charge (CAC) estimate is needed [91], [92], 

[84]. The accuracy of the estimate is determined by two important factors: model 

accuracy and the model input information. The model accuracy is the most important 

factor responsible for the feed forward controller performance. The engine modelling 

and identification was presented in Chapter 4. The overall model accuracy is 

determined by the identification procedure, sensors precision and the complexity of 

the model structure. The second important factor is the information about the future 

engine parameters that are required by the controller. Assuming that the model 

obtained during the identification is 100% accurate, AIF excursions are still 

unavoidable due to the lack of the future throttle position information. The injection 

must stop before the valve opens and the fuel vapour enter the cylinders. The future 

throttle position information is required for an accurate future air charge prediction. 

However, the throttle position under the command of the driver and/or the computer, 

is a priori unknown (i.e. depends on driving condition and the driver). An 

improvement may be made by introducing intentional delays [91] (or filter) in the 

throttle position command. Depending on the length of delay introduced, this may 

negatively impact the driveability. In Figure 5-1 the air-fuel ratio is shown assuming 

a perfect model and 6-event prediction horizon for the CAC (6 events delay from the 

beginning of the FPW computation to the cylinder charging event). The simulation 

results presented here are based on the throttle position and other engine 

measurements taken from the FTP driving cycle and using the model identified in 

Chapter 4. The throttle position is assumed to be fixed at the current indicated value 

over the prediction horizon for the CAe prediction calculation. The engine speed and 

the intake manifold pressure profiles are shown in Figure 5-3 and Figure 5-4 

respectively. 
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For more aggressive driving patterns, the lack of future throttle information 

will result in even higher AlF excursions. As was mentioned, other important 

parameters of interest within the prediction horizon are the engine speed, battery 

voltage and ambient conditions. The future values of these variables are available 

and they may change with the driving conditions (Le. load, traffic and environment). 

The most efficient way to improve the performance of A!F ratio regulation, 

which is affected by both the model accuracy and quality of the input information, is 

to reduce the prediction horizon. Results of the prediction horizon reduction to 3 and 

2 events are shown in Figure 5-4 and Figure 5-5, respectively. 
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measurements. The variable prediction horizon is proportional to engine speed (N) 

and FPW signal itself. The FPW signal is then utilized by the 'Distribution block' to 

generate the individual signals for injectors. 

The way the 'Distribution block' operates determines the time delay length 

and its variability. While the additional correction from the feedback controller is 

incorporated for improved response, the transient performance is mostly determined 

by the quality of the feed forward controller. The block diagram of the control system 

structure is shown in Figure 5-6. In this section only the feedforward controller 

design is presented. The mathematical model of the controller is presented. The 

throttle flow and the intake manifold models are used for the future cylinder air 

charge (CAC) prediction. The prediction horizon is determined by the duration of the 

injection and the engine speed. The fuel film dynamic model together with the wall 

fuel mass estimate is used and the FPW command is computed. 

Intake Wall fuel 
MeasumJ 

~ 
manifold estimator ~ engine Temperature 

parameters: nh~l'I"V"" 

Intake/ambient J J 
pressure. Cylinder Injector and 

temperature, Air Charge Fuel Film 
prediction t---+ Dynamics 

throttle posit ion block inverse 
and now rate FP W 

Coolant 
kmperatW'C 

, .............................................................. . 

Figurt 5-7: rht Feed-Forward controller diagram 

5.1.1 Determination of the prediction horizon 

The delay between the time of fuel (or FPW) command and the cylinder 

charging (see Figure 4-30) are now explained. 
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Figure 5-8: 17,e FPW delay timing 

It is assumed that the delay, expressed in crankshaft angle, consists of four 

components: 

• Computational and data transfer delay. This delay covers the time elapsed 

between the start of the calculation of the FPW command, and the actual 

start of fuel injection. The assumptions made here are: The discrete-time 

fuel controller is 'called' once during each engine event, i.e. once every 900 

of crankshaft angle rotation (for an eight-cylinder, four-stroke engine). The 

transfer delay refers to the signal transfer delay resulting from the memory 

read-write cycles. This is due to control algorithm implementation using 

rapid prototyping controllers (e.g. dSpace). The overall computational delay 

is assumed to be 1800 of crankshaft angle rotation: acd = 1800 

• FPW duration. The output of the feed forward controller is the FPW 

duration. given in seconds. Conversion to an angle is through multiplication 

by engine speed: aFPW = 360· N . FPW = 6· N . FPW . 
60 

• The time between the end of injection and intake valve opening. The 

injection strategy seeks to maintain an angle «c (in crankshaft angle) 

between the end of fuel injection and the opening of the cylinder intake 

valve. In this case, this angle is assumed to be zero. 

• Duration of cylinder intake valve opening. The actual flow of air (and fuel 

vapour) into the cylinder during intake valve opening is not instantaneous, 
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but takes place over the full duration of valve opening. It is reasonable to 

assume that the mean 'delay' in air and fuel charging of the cylinder is half 

the angle over which the intake valve is open. 

a -a 637-343 a = 1\'(" /In = = 147. The nearest discrete event is at 
C)4.-.J1I 2 2 

4800
• This leads to a value for the in-cylinder delay of: 

aC)4 = 480-343 = 137 . 

The total fuel injection delay between the fuel command and cylinder 

charging is therefore: 

aFPWd~/Qy =acd +aFPW +ac +aC)4 = 317 +6·N· FPW (5.1) 

Converted to a number of engine events or controller time steps, this becomes: 

a"'pWtklov 317 N·FPW 
n = . =-+---

FPWdrloy 90 90 15 (5.2) 

The time delay in the delivery path may be determined from the equation 

(5.2). For the FTP driving cycles, the engine speed varies between 600 rpm and 2500 

rpm The fuel demand results in the FPW command varying between 2 ms to 12 ms. 

In the worst case, the maximum number of delays is 

= 317 + 2500·0.012 = 5.52 events. The maximum integer time delay is 
nFPWtkloy 90 15 

therefore 6 events. However. the typical delay may be shorter by one or two events. 

Since, in general, nFPWdria.y is not an integer, the nearest higher integer number is 

used. The integer prediction horizon length will be denoted NFPWdeiay = ceil(nFPWde/Qy} 

(Note, ceil(.) - MATLAB® function}. 

As shown above, the estimated time delay N FPWdeiay depends on the applied 

FPW and the engine speed. The FPW in tum depends on the predicted time delay, 

through the prediction of the future CAC coinciding with the currently applied FPW. 
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In principle. this forms an algebraic loop. which would have to be solved in the 

controller: 

(RPM II' FPWII ) -+ nFPWdelay,,. -+ CACtI -+ FPW,. 

The algebraic loop introduces additional computational burden. Assuming that the 

FPW changes little from one step to the next. it is possible to use the previous FPW 

value in the time delay and CAC prediction: 

(RPM II' FPWII_ 1) -+ nFPW d~lay,,. -+ CACtI -+ FPW,. 

This simplified method has been employed in the FPW controller built in the 

Simulink code. Employing the past FPW command, the prediction horizon is 

computed from the nFPWdrloy' 

5.1.2 Cylinder Air Charge prediction 

The Cylinder Air Charge is computed based on the measurements of the 

current engine states. The following states are used as inputs: engine speed, throttle 

position, ambient pressure and temperature, coolant temperature, intake manifold 

pressure, and the throttle mass flow rate. 

The cylinder air charge predictor is based on the intake manifold model identified in 

section 4.3. The intake manifold pressure measurement is used directly as a starting 

point for the prediction. This is due to the relatively fast sensor that was used for the 

intake manifold pressure measurement. The intake manifold temperature open loop 

estimate is generated internally within the feed forward controller. This is due to very 

slow response of this element. This approach has also a practical justification. Quite 

often only the air temperature that enters the intake manifold is measured and in that 
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case the open loop temperature estimation is the only option. The length of the 

prediction horizon is based on the previous FPW command and the current engine 

speed measurement. The maximum prediction horizon is estimated to be 6 events. 

The output of the prediction block in Figure 5-9 is selected according to the 

computed delay in the fuel delivery path. 
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parameters: 

Intakclambient 
pressure. 

temperature. 

throctle posit ion 
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ohscrver Cylinder Air 

------i-----------------------
Charge prediction block 

--------------------j 
One step 
Cylinder 

Air Charge 1---' 
prediction 

block I 

One step 
Cylinder 

Air Charge 
prediction 
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CAC prediction 

Figur~ 5·9: 17Je Cylinder Air Charge Prediction block with the variable horizon 

5.1.3 Wall wetting dynamics and injector compensation 

The wall fuel dynamics is modelled by the X-tau model [95]. The Model 2 

identified in section 4.4.7 with the cylinder air charge compensation function 

constructed for this model structure is employed by the feedforward (FF) controller. 

The fuel injection must take into account the amount of the fuel on the wall. This fuel 

mass is estimated in an open-loop fashion within the FF controller. The mass of the 

wall fuel is consequently an internal state of the controller. 

The wall fuel model is given by the equation (4.40). The mass of the fuel 

m N on the wall is available from the built-in observer based on the equation 
W.II+ 

(4.40). The mass of the fuel required to enter the cylinder is derived from the 
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equation (5.3) as the function of the cylinder air charge prediction and the air-fuel 

ratio stoichiometric target. 

(5.3) 

From the equation (4.40) the mass of the fuel mji.n+N that needs to be injected is 

derived using the result of equation (5.3) and the wall fuel mass estimate mw•n+N ' 

1', ... 
m Jr ... +N - r m.., ... +N 

mji.n+N = (1- X) 
(5.4) 

The sampling period in the equation (5.4) is inversely proportional to the engine 

speed (r. ... = IS/RPM a ). The assumption that the engine speed change is negligible 

within the prediction horizon must be made. The injector is modelled by the equation 

(4.43). The FPW .. command is computed from the equation (4.43) and is given by 

the following equation: 

(5.5) 

The equation (5.5) provides the FPW signal that is used for the control. This 

formulates the Feed-Forward control strategy. Note that due to the comprehensive set 

of engine measurements used for the FPW signal calculation the described strategy is 

not purely feed forward. Some feedback elements are also present. For instance, the 

intake manifold pressure is one of the output measurements. The use of output 

measurements is a feature of feedback controller. 

The control algorithm presented in this section provides the best possible 

control action with the assumption that driver's actions are purely stochastic. In that 

case the best guess about the future throttle position is to assume that it remains flxed 
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at current point. If however it was possible to characterize (model) driver's behaviour 

the extra information could be used to improve the future the cylinder air charge 

prediction. In the next section the driving test results will be presented to 

demonstrate performance of the controller. Also, the accuracy of the model used for 

the controller design will be confirmed in this test. 

5.1.4 Engine Test Results 

The driving cycle tests were carried out using the designed predictive 

feedforward controller. The engine model employed by the controller uses the model 

identified from the driving cycle data. The controller was built using Simulink™ and 

implemented using dSpace® rapid prototyping controllers. The test vehicle is a 

Chevrolet Corvette with 5.7 L V8 engine. The FrP and US06 driving cycles were 

employed during tests. The US06 provide a more aggressive driving pattern of 

driving than the FrP cycle. 

Results in Figure 5-10 present lambda measurements collected in the exhaust 

for the gas entering the catalytic converter. For the FrP tests, engine load and speed 

profiles are shown in Figure 5-11. The V8 engine used in the test has two banks of 

cylinders and separate measurements for each were collected. Simulation results are 

presented in Figure 5-12. The data show the best possible measured lambda trace that 

may be achieved assuming perfect model information and perfect measurements are 

available. The lambda excursions visible there reflect only the uncertainty introduced 

by the inaccuracies in the prediction of future cylinder air charge estimate. 
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It should be noticed that the lambda variations in real-time test results do not 

differ significantly from the simulated results shown in Figure 5-12. This indicates 

good accuracy of the model. 
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Figure 5·12: FTP drivillg cycle test: simulated pre-catalyst lambda 
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The driving test results with the US06 cycles are presented in Figure 5-13. 

Simulation results for US06 cycle are presented in Figure 5-14. The data show the 

best possible measured lambda trace that may be achieved assuming perfect model 

information and perfect measurements are available (e.g. the upper bound for the 

performance). It should be noticed that the lambda variations for real-time test results 

do not differ significantly from the simulation results shown in Figure 5-14. The 

intake manifold pressure and engine speed profile of the US06 driving cycle IS 

presented in Figure 5-15. 
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5.2 The Basic Torque Controller 

In the previous section the air-fuel ratio control was the only task of interest 

for the control system. The fuel pulse width command was computed as a function of 

measured engine parameters and current indicated throttle position that was assumed 

to be time-invariant in the future. The approximate torque model was identified in 

section 4.5 with the assumption that the lambda is controlled with sufficient accuracy 

and the air-fuel ratio remains at stoichiometry. During modelling it was assumed that 

the spark advance signal was derived from the engine load and implicitly included in 

the estimated torque model. Such a model is sufficient for a control strategy that aims 

to maintain stoichiometry at all times. The static (feedforward) torque control system 

with conventional air-fuel ratio control is shown in the block diagram in Figure 5-16. 

The air-fuel ratio i~ controlled through the fuel pulse width command by the 

feed forward controller. The feedback controller may also be included in the 

structure. The throttle angle command is derived from the accelerator pedal position 

and it controls the engine torque. The conventional torque control strategy is based 

on a static mapping. The throttle angle that provides desired torque in steady state is 

a function of the pedal position and other engine parameters. The most important 
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parameter that influences the conversion of the pedal position into desired throttle 

angle is the engine speed. The basic torque control strategy is purely static. The air

fuel ratio is independently regulated at stoichiometry by the feedforward (and 

feedback) controller. 

t .. • .... · .. ·_-_·] 
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Figure 5-16: Air-Fuel ratio cOfllrol diagram 

The static torque control strategy is based on the engine model identified in 

Chapter 4. The pedal position is used as an indication of the torque demand. 

According to the model. the maximum and minimum achievable torque for current 

operating conditions is determined mainly by engine speed, but also by ambient air 

conditions and heat transfer in the intake manifold. The maximum and minimum 

static torque is computed from the engine model and sensor measurements. 

The net torque set point M SP.rt is computed from the pedal position using the 

equation (5.6). 

M SP ... = M '.min. .. + PPS ... (M '.max ... -M ,.miR.II) (5.6) 
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where 

M P.min... - minimum achievable torque at current operating conditions 

M P.ma... - maximum achievable torque at current operating conditions 

PPS .. - scaled pedal position (PPS = 0 ... 1). 

Next, the cylinder air charge (CAe) required to achieve the demanded torque 

is computed from the model identified in section 4.5: 

M p , .. =funcrion(CAC"_4,N,,_4)' It is assumed that the fuel is regulated by the 

feed forward (and feedback) controller such that the stoichiometric air-fuel ratio is 

maintained. The pedal position that maintains the required steady state airflow rate 

must be computed. For this purpose, the steady state intake manifold air temperature 

is computed from the following equation: 

where 

CAe" - required cylinder air charge obtained from the torque map 

N" - engine speed [rpm] 

K - ratio of specific heats for dry air 

RaJ, - ideal gas constant for dry air 

~ - heat transfer coefficient (from engine) 

''-2 - heat transfer coefficient (from ambient temperature) 

P
im 

- intake manifold pressure [kPa] 

Tim - intake manifold temperature [K] 

7;, - ambient temperature [K] 

Tror>lonl - engine coolant temperature [K] 

,hOC' - air flow rate through the intake valve (in-cylinder) (gls] 
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Rair - gas constant [J / gK] 

Vint - intake manifold volume [[ dm 3
] ] 

After the steady state temperature Tint is calculated. the intake manifold pressure is 

computed from the fonowing non-linear equation: 

SR T 15· 
( P N) P = "~I, ilft,II Inor, II 

11 int.II' II 'Ift.II V N 

where 

d II 

Vd - engine displacement [dm 3
] 

11 - volumetric efficiency [-] 

(5.S) 

Finally the throttle angle a that results in the required flow rate may be 

computed. This requires a solution of the fonowing non-linear equation: 

( 
~",) A ( ) CAC" Cd a, P" . ~It a = ~ 

N 'II (P". Pint,II' T" ) 
II 

where: 

In", - air flow rate through the throttle [gls) 

Cd - discharge coefficient 

( 
cos(a+a)) . A,,, ( a) = 1(. R,! 1- cos ( a

o
) 
0 

- throttle cross-sectional area 

p" - upstream pressure (ambient) 

a - throttle angle [rad] 

11o - throttle offset angle (minimum throttle angle) 

R,,, - radius of the throttle 
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if 11m ( 2 )1(~1 
l ->--

~ K+l 

1(+1 I( 

-=P=d =' £(_2_)2.(1(-1) if _11m ~ (_2_)1(-1 
~R'T" K-l ~ K+l 

The above procedure may be implemented using simplifications and/or 

lookup tables. Finally, the multidimensional lookup table that returns the required 

throttle angle as a function of pedal position, engine speed, ambient temperature, 

pressure and coolant temperature can be constructed. This lookup table provides the 

simplest static torque controller. A variant of the torque control method described 

above is used in current production systems and will not be elaborated in more detail. 

However, the proposed model based procedure linked to the identification method 

presented in Chapter 4 will minimize the development time for dynamometer tests 

and simplify the engine calibration procedure. 

5.3 Conventional predictive air-fuel ratio control including 
throttle actuator dynamics 

The conventional predictive air-fuel ratio feedforward controller presented in 

section 5.1 was designed with the assumption that the throttle position is fixed over 

the prediction horizon. This assumption does not always hold true as the throttle 

position is manipulated by the driver. For an engine equipped with the electronic 

throttle control, the pedal position is passed through a non-linear function that maps 

the pedal position into the throttle position. The non-linear function reflects the 

engine torque characteristic that was the subject of analysis in section 5.2. 

The throttle actuator model identified in section 4.2.1 may be used for the 

prediction of the future throttle position. In this approach, the current pedal position 

is assumed to be fixed (at the current level) over the horizon and the current 

measured throttle position is used as the starting point. The only modification in the 
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conventional air-fuel ratio controller is with respect to the computation of the 

cylinder air charge (CAC) prediction. The modified CAC prediction block is 

presented in Figure 5-17. Six one-step throttle prediction blocks are added to the 

controller. Output of each block is linked with the corresponding CAC prediction 

block. In that way the future throttle position information is improved by using the 

information about the throttle dynamics. 
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engine 
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tempmlture. 

throttle posit ion 
and nownte 
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Non-linear I--r----~~----....:..::~::;.;:::=!!!..:!!.Q!!!!::... 
nquemap 

lImulc: posi tion 
measurement 

Throttle Throttle 

Figure 5-17: 77,e Cyli"du Air Charge Prediction block with the variable horizon 

5.3.1 Impact of throttle model accuracy on CAC precision 

The dynamic throttle actuator model was identified in section 4.2.1 using the 

linear structure. The air-fuel ratio control precision was significantly improved when 

the feed forward controller utilized knowledge of the throttle setpoint command 

combined with the model and the throttle position measurement. The approach taken, 

however, assumed that the (throttle) model was perfect. No model mismatch or 

process noise was considered. Clearly, such omissions could lead to inaccuracies and 

hence have a negative impact on the accuracy of the cylinder air charge prediction 

calculation. The cylinder air charge prediction accuracy is assessed using the 
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structure presented in Figure 5-18 and compared with the controller that uses only 

the current indicated throttle measurement (Figure 5-19). 
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Figure 5-/8: S)'st~m diagram: controller prediction block - with throttle trajectory 
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The intake manifold block model structure used for the simulation is 

presented in Chapter 4. Two alternative setups are used. The flrst employs only the 

throttle measurement logged in the dataset. The second uses the throttle setpoint 

signal and computes the throttle angle based on the throttle model. The first setup, in 
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conjunction with the throttle actuator model used for the CAC prediction, provides a 

realistic robustness test. The simulation test results provide information on controller 

performance in the presence of modelling errors. 
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Figure 5-20: Engine silmJation block 

The simulation results are summarized in Table 5-1. Cylinder air charge 

prediction accuracy results obtained in four simulation setups are presented. Two 

main groups are: 

• engine simulation where the throttle flow characteristic and the intake 

manifold model are used with indicated throttle position as an input 

• engine simulation where the throttle position dynamic model, throttle 

flow characteristic and the intake manifold model are used with throttle 

position selpoint as an input 

Both simulation setups are used with the cylinder air charge predictor, which 

assumes that either the throttle position remains fixed over the prediction horizon or 

the throttle position trajectory prediction is computed. The throttle trajectory 

prediction is obtained from the sctpoint, current throttle position measurement and 

the thrott Ie mode 1. 
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Throttle position prediction has greatly improved the CAC prediction 

accuracy. \\'hen model mismatch is present in the system (row 2 and 3 in Table 5-1 

or in Figure 5-21), substantial improvement can still be achieved. In Figure 5-21 the 

simulation results with the model mismatch being created in the controller are 

presented. The improvement resulting from the introduction of better future throttle 

position prediction is substantial. This improvement is, however. less significant than 

the result achieved from the theoretical analysis (rows 4 and 5 in Table 5-1 or in 

Figure 5-22). In Figure 5-22 the simulation results with the ideal model assumption 

are presented. Ag~in. the improvement resulting from the introduction of better 

future throttle position is substantial. In Figure 5-21 and in Figure 5-22 the trace of 

the CAC error is shown. The error iii required to stay as low as possible. 

Throttle Model 
Future throttle prediction in 

con troll cr 
r/CAC ...... -CAc,...", ... 1 L(CAC ...... -CAC" ... , .. S 

Throttle direct measurement 
Throttle dircx.1 

fixed over prediction 7501.9 39700 
measurement 

horizon 

Throttle prediction obtained 

Throttle dircx.1 from current throttle 
5965.5 29734 

measurement position. throttle setpoint 

and the model 

Throttle dira1 measurement 

Throttle modelled (modelled) fixed over 6069 35317 

prediction horizon 

Throttle prediction obtained 

from current throttle 
Throttle modelled 

position (modelled), throttle 
3938.7 26767 

sctpoint and the model 

Table 5-/: Simulation results wit" tl/rottle measurements/tl/rollie model and withlwithout throttle 

position prediction 
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5.4 Multivariable Torque and Air-Fuel Ratio control 

The MIMO control task may be formulated as a mixed tracking and 

regulation problem. The net torque produced by the engine must follow the driver's 

requirements expressed by the accelerator pedal position. At the same time, the air

fuel ratio must be regulated at the stoichiometric value. Manipulated inputs are the 

throttle position setpoint signal and the fuel pulse width command. The block 

diagram of the MIMO control system is shown in Figure 5-23. 
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Figure 5-23: 17,e MIMO control problem diagram 
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It is also known that the control solution is a trade-off between torque 

tracking and air-fuel ratio regulation. The trade-off may be formulated as a cost 

function. Minimization of the performance index leads to the optimal control 

solution. The cost function structure given by the equation (5.10) will be considered. 

(5.10) 

Where 
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"A~+I - A FslO•cll II -measure of the air-fuel regulation error 

~M P.If+4 - M SP.If+411 - measure of the torque tracking error - 4 events delay is 

incorporated in this measure 

"FPWII - FPWII _ 1" - measure of the fuel pulse width increment 

lisp. - SP._I ~ - measure of the throttle setpoint increment 

II FPW" II - measure of the fuel pulse width duration (may be used for 

min imizat ion of the fuel consumption) 

The cost function (5.10) is minimized subject to the system dynamics given 

in a general form by the equation (5.11). 

XII+1 = f(xlI.NII.Sp".FPWII ) 

[ M P.If] = h (XII' Nil' Sp". FPw,. ) 
AFII 

(5.11) 

Additionally. the system constraints on inputs given by the equation (5.12) must be 

considered during the optimization. 

TPSmiD ~ Sp" ~ TPSma .. 

FPW. ~O 
(5.12) 

There are two questions that have to be answered before the control strategy 

is designed: 

The ftrst one is 'how is the cost function (5.10) formulated?' The norms " " used in 

the cost function must be defmed. In reality a simple quadratic norm may not reflect 

the actual requirements. Also. special care must be taken in choosing the weights in 

the cost function. \\<bile quadratic norm is preferred due to simplicity of the 

optimization solution it may be desired to use other norms like Ll or L2. It may also 

be beneficial to introduce hard constraints on the error. That is especially important 
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for the air-fuel ratio control since large excursions may lead to misfires and even 

may stall the engine. 

The second important question is 'how is the minimization ofthe cost function (5.10) 

carried out?' The minimization, subject to non-linear system dynamics (5.11) and 

constraints (5.12), is not a trivial task. It may not be possible to guarantee 

convergence to the true minimum as the solution may be trapped in one of local 

minima leading to a non-optimal performance. Also, the computational burden 

associated with the optimization is substantial. Simulation tests using a simple 

quadratic cost function (performed with MATLAB® Optimization toolbox) indicated 

aforementioned convergence problems. 

The above problems pose serious difficulties that can be faced if the usual 

MIMO control strategies based on the minimization of a cost function (5.10) were to 

be used. Moreover, to take into account the dependency of the torque on the air-fuel 

ratio, the torque model with an AIF correction coefficient shown in Figure 5-24 is 

introduced. 
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Figure 5-24: Air-Fuel ratio torque correction coefficient 

The torque model M 1'.11 = function ( CAC"_4,N"_4) presented in section 4.5 is 

combined with the air-fuel ratio correction shown in Figure 5-24 [90]. The resulting 

torque model block diagram is shown in Figure 5-25. 
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Figure 5-25: Net Torque production model 

In the optimization criterion given by (5.10), the goals of torque tracking 

problem and air-fuel ratio regulation may, however, be in conflict. Since torque 

generation is a function of the air-fuel ratio, the optimal control algorithm may try to 

maximize the torque by reducing the air-fuel ratio to a value where the coefficient in 

Figure 5-24 has its maximum value. Also, to reduce the torque, minimization of the 

cost function may indicate that the optimal solution is to reduce/increase the air fuel 

ratio to obtain required torque tracking performance. To prevent this from happening, 

the penalty function defmed by the norm IIAF~+l-AFslOiCh" on the air-fuel ratio 

excursion from stoichiometry needs to be increased significantly. This however 

results in the air-fuel ratio kept at the stoichiometric value at all times. The engine 

block diagram that will help to analyze the system properties is shown in Figure 

5-26. 

SP CAC 
TIlnlCtlc actualor -+ Intake 

_._- I dynamics. manifold · TIvulIIc ma.u dynamics I 
now characlcrisric ......... ... ...... , · 
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I 
MAP · I · I 

CFC · -.~ -. 
FPW F;J>W delay Fuel Film : Net Torque r---. dynamics production ~ • f4 .................... ~ 

Engine Speed Net Torque. 

[rpm] 

Figure 5-26: Engint block diagram 
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The complex problem of optimizing the cost function (5.10) may be 

simplified further using the following arguments. Since the excursion penalty in 

IIAF.+I - A FStn,.-1I II must be high. it gives the effect that CAC/CFC = AFStoicll' The 

A FStoicll i~ constant thus the CAC and CFC should be controlled such that 

CAC=CFC·AFSlokll • The torque setpoint Msp may be expressed by CACsp based 

on the torque model Mp,lf =!unction(CAC,,_4.N,,_4) and current engine speed Nfl' 

This recasts the torque tracking and air-fuel regulation problem into a CAC and 

CFC tracking problem with the CACsp and the CFCsp = CACsp / A FStoich 

respectively. The detailed analysis of this control strategy will be in the next section. 

5.4.1 Simplified MIMO control strategy 

In the conventional air-fuel ratio control, the throttle position is directly 

controlled by the driver. The result of this approach is an indirect torque control 

presented in section 5.2. The fuel is directly controlled by the feedforward (and 

feedback) controller. In the multivariable control approach. the throttle position and 

the fuel pulse width are both manipulated with the objectives of meeting driver's 

torque demand (determined by the pedal position) and regulation of air-fuel ratio at 

the stoichiometric value. 

The block diagram of the fuel and air delivery paths is shown in Figure 5-27. 
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The important task for the control system is the maintenance of the air-fuel 

ratio at the stoichiometric level. The system structure suggests that if air-fuel ratio is 

to be maintained at the desired level at all times, the time delay in the fuel delivery 

path must be exactly predicted. In some situations even this stringent requirement 

does not guarantee achieving the stoichiometric target. For example, if fuel 

evaporation from the wall is already higher than the required cylinder fuel charge the 

desired air-fuel ratio will not be achieved. This however takes place only if the 

engine is cold and there is a significant change (decrease) in the power demand. In 

most of the operating conditions the knowledge of the future cylinder air charge and 

the fuel delivery model is sufficient to guarantee the required strength of the 

combustion mixture. 

The future cylinder air charge is computed using the throttle position and 

intake manifold model. The difficulty in accurate prediction stems from the 

uncertainty in the future driver command. For a system where the accelerator pedal 

position is not directly linked to the position of the throttle plate, the delay introduced 

between the pedal and the throttle setpoint brings about a clear improvement in the 

performance of air-fuel ratio controller. 

To demonstrate the benefits of introducing delays between the driver's 

command and the throttle position setpoint, a simulation study is undertaken. 

The torque model used in the simulation is shown in Figure 5-25. It employs the map 

M",II =/unction(CAC,,_ ... N II_ .. ) with the air-fuel ratio correction coefficient shown 

in Figure 5-24. The block diagram of the engine with the controller is presented in 

Figure 5-28. Two control scenarios are analyzed. In the first one the standard 

controller setup with the model-based predictive feedforward controller presented in 

section 5.1 i., employed. The controller uses the current throttle position 

measurement. Within the prediction horizon. it is assumed that the throttle position 

remains fixed at the current ly measured level. 
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Figure $-28: Engine model block diagram with the controller 

The second scenario assumes that the driver's command is delayed. The FPW 

time delay used during simulation is 5 events (i.e. 5x900) with an additional l-event 

delay for control signal computation. This assumption will be used in the control 

system design in this section. This is a slight simplification of the injection strategy 

described in sect ion 5.1.2. It may however be argued that the injectors driver circuit 

may work in a way that the injection duration is updated up to the certain fIxed time 

delay. This results in a fLXed FPW time delay measured by the engine events. This 

delay is assumed here to be equal to 5 events. As a consequence the driver's 

command will also be delayed by 5 events. In that way the throttle position 

prediction within a 6-event horizon is computed (from 5 future throttle input signals 

the discrete model for a sample-and-hold control provides 6 events ahead prediction). 

The delay introduced in the driver's command path would suggest that the torque 

response may deteriorate. This however is not necessarily the case. The simulation 

results in Figure 5-29 demonstrate the performance. The simulated driver's command 

(pedal position after applying the static torque mapping) is shown in Figure 5-30. 
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Figure 5-29: Simulation test results 

Durin tip-in, the in-cylinder air-fuel ratio excurSIOn is so significant that 

prop r ombu ti n may not take place and the expected torque not produced for a 

hort p ri d of time ( i ible in upper left trace in Figure 5-29). This results in a 

vi ible h itati n in th brake torque. It is observed that the overall engine speed 

re p os during heavy tran ients shown in Figure 5-29 is improved if the 

commanded Ign I i delay d. 

10 
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time (al 

Figll,. I 5-30:Throttle command used during simulation 

180 



Improvements in both emissions and drivability, due to the throttle command delay, 

are expected mainly during heavy transients. For moderate changes in demand, the 

torque responc;e may slightly deteriorate. The proper trade-off must be made to 

satisfy both the emission standards and driver's torque demand. This implies that the 

time delay added in the throttle path may depend on current engine conditions, load 

and driver's torque demand. In the sequel, two simple MIMO torque and air-fuel 

ratio control methods will be analyzed. The torque model identified at stoichiometry 

will be used during the design. 

5.4.2 Intake manifold response analysis 

To analyze system properties knowledge of the system dynamic response is 

essential. The step responses of the engine sub-systems shown in Figure 5-27 for the 

intake manifold and fuel delivery models identified in Chapter 4 are plotted in Figure 

5-31. 
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Figure 5-31: Cylinder air and fuel charge step 

responses (1500 RPM, initial MAP=50kPa) 

The cylinder air charge response to the throttle position change is of fourth 

order-with non-linear dynamic behaviour (see the model development presented in 
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section 4.2.1). The cylinder fuel charge response is modelled by the first order 

system with the direct through term and the time delay. The direct through term 

present in the wall wetting dynamics suggests that the fuel delivery may be 

controlled with good precision. However, the time delay present in the fuelling path 

poses a difficult limitation to the control system and trade-offs must be considered. 

The following control situation may be analyzed to give some insight into the 

control problem Assume that the engine operates at constant speed with a constant 

load. The throttle position setpoint is derived from the accelerator pedal position in a 

conventional way. The dynamics of the throttle actuator and the intake manifold act 

as a filter for the abrupt change in pedal position and the cylinder air charge increases 

gradually as presented in Figure 5-31. The time delay present in the fuelling path 

makes it impossible to supply the fuel immediately and, as a result, the initial 

increase in the cylinder air charge will lead to an increase in the air-fuel ratio. It may 

also be noticed that the cylinder air charge reaches its steady state long after the 

throttle position changes. 

Closer analysis of the problem may lead to the following conclusions. Due to 

the time delay in the fuel delivery path the torque response to the driver's command 

cannot be faster than the combined time delay in the fuel delivery path and the 

intake-to-power torque production delay. The faster response may only be achieved 

by moving away from stoichiometry. This may not necessarily mean better torque 

response as it was presented in the simulation in Figure 5-29. To achieve optimal 

torque and stoichiometric combustion mixture the response time of the intake 

manifold and fuel delivery path should be similar. In the case of the intake manifold 

and throttle actuator dynamics it will not be possible to achieve the ideal response of 

the cylinder air charge. The ideal response would have a shape of a pure time delay 

followed by the dynamic response with the direct through term. This type of 

response is observed in the fuel delivery path. However the dynamic compensation is 

possible and the transient cylinder air charge response may be improved. 
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In next sections the dynamic control of the throttle position will be analyzed. 

Two possible methods will be introduced. The first one presented in section 5.4.3 

will only manipulate the length of the additional time delay and the second (in 

section 5.4.4) will not only introduce the time delay but also compensate the intake 

manifold dynamics. 

5.4.3 Algorithm with additional time delay in throttle setpoint path 

As a motivation for the work presented in this section, analyze the situation 

where the engine runs at steady speed and load conditions and the throttle setpoint is 

suddenly increased. Due to the time delay in the fuel delivery path the change in the 

fuel command will have an effect on cylinder fuel charge only after the time that 

equals the delay time. The simulation of this situation is presented in Figure 5-32. 

The throttle position setpoint was increased from 15.8° to 36.8°. 
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Figurt' 5·32: 771t' cylinder air chargt' response to change of the throttle setpoint 

and tile in-cylinder airJuel ratio response (assuming the best possible 

control N=1500 rpm, initial MAP=50kPa) 
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Th r are two way that the air-fuel ratio excursion may be avoided. The fIrst 

one) to redu e the time delay in the fuel delivery path. This may entail injection on 

open al e and con equently increased emissions. The second solution of the 

problem r quire dyn mic haping of the cylinder air charge response. 

Analy i of the cylinder air charge response presented in Figure 5-33 will 

help in und r tanding the effects of the additional time delay in the throttle setpoint 

path. A b fore, the throttle position setpoint was increased from 15.8° to 36.8°. This 

change take pin t time t=O[s]. The time t=O denotes the time when the control 

output i eire dy omputed and transferred to the injector timing subsystem (slave) 

and the throttl a tuator. The fuel delivery time delay equals 5 engine events 

(90°/ ent). Th additional I-event delay for microcontroller computation is already 

removed from analy i . The effect of the additional delay introduced in the throttle 

command ignal path may be observed in Figure 5-33, Figure 5-34 and Figure 5-35. 

The re ult pr nted in these figures differ since the simulation was carried out at 

different ngine p ed . 
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Figure -33: The cylinder air charge response to change of the throttle setpoint 

and the ill-cylinder air-fuel ratio response (assuming the best possible 

ontrol alld additional delays in throttle setpoint path, N=800 rpm. initial 

MAP 50kPa, Throttle setpoint 15.8°-> 36.8') 
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The con lu ion i that for lower engine speeds longer time delay must be 

introduced to improve the air-fuel ratio response. To compute the optimal number of 

delay tep that are required in the throttle command path, the maximum acceptable 

air-fuel ratio e cur ion must be established. For the analysis that will follow it is 

a sumed that the rna imum permitted lean excursion is 16. From results presented in 

Figure 5-33 th delay of 3 engine events is needed to meet the requirements at 

N= 00 rpm. From re ult pre ented in Figure 5-34, 2-event delay is sufficient to 

meet demand for =1500 rpm. At the higher speed N=2200 rpm, 1-event delay is 

already ufficient. 
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Figl.lr 5-34: The cylinder air charge response to change of the throttle setpoint 

alld the ill-cylilld r air-fuel ratio response (assuming the best possible control 

alld additional delays in throttle setpoint path. N=1500rpm. initial 

1AP- 50kPa. Throttle setpoint 15.80.>36.8 ") 
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Figure 5-35: The cylinder air charge response to change of the throttle setpoint 

and the in-cylinder air-fuel ratio response (assuming the best possible 

ontrol and additional delays in throttle setpoint path, N=2200 rpm. initial 

MAP- 50kPa. Throttle setpoint 15.8°-> 36.8') 

The imulati n r ults how the dependency of the minimal additional delay length 

on engine p d. However, engine speed is not the only factor that will alter the 

optimal duration of the delay. If the magnitude of the throttle setpoint change is less 

significant - .g. throttle angle changes from 15.8° to 26.3° - the minimum delay that 

fulfils the rna imum e cursion constraint will also be different. In Figure 5-36 it is 

demon trat d that for N=1500 rpm the delay of 1 event is now sufficient. Recall that, 

at the ame engine p ed and for the throttle angle change from 15.80 to 36.8°, 2-

event del y r uired to keep the air-fuel ratio excursion below 16. 

The pre ented analy is of the required time delay that needs to be introduced 

to keep AF ur ion below 16 may be extended to the full operating range of the 

engine. The e p riment conducted off-line for the full engine space resulted in 

erie of lookup table containing the optimal number of additional delays. The 

lookup table for different level of the throttle setpoint change are shown in Figure 

5-37 and in igur 5-3 . The lookup tables were constructed assuming that a step 

chang of the thr ttle tpoint occurred at steady state at a given engine speed and 
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pre ur . In pra ti e only the air-fuel ratio control poses a problem for the control 

sy tern analy i during transients and a step change covers the most challenging 

situation. In di rete time control strategy (with sample and hold), the throttle 

setpomt h ng i r gard d as a step change from the previous sampling event. 
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Figure 5-36: The cylinder air charge response to change of the throttle set point 

and the in-cylinder air-fuel ratio response (assuming the best possible control 

and additional delays in throttle setpoint path, N =1500 rpm. initial 

MAP=50kPa, Throttle setpoint 15.8 0 -> 26.3 J 

Dep nding on th required accuracy, additional scheduling parameters may 

be con ider d. The throttle actuator is modelled by a 2nd-order discrete time model. 

The int ke m nifold ha two states - air pressure and temperature. In steady state the 

intake m nifo ld air t mperature is determined by manifold pressure and engine 

pe d. During h avy tran ients this should also be considered as a scheduling 

param ter. 

r curate heduling of the additional time delay, a 6-dimensionallookup 

table re uir d. The following parameters have to be used: the throttle actuator 

t te TPSj - urrent throttle position, TPSi-I - previous throttle position, SP;_I -
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previou throttl tpoint, sF; - current throttle setpoint and the intake manifold 

parameter: P,,,, - intake manifold pressure and 1';m - intake manifold temperature. 

Additionally parameter like ambient temperature, pressure and coolant temperature 

(that contribut to the intake manifold wall temperature) may also be considered 

dep nding on th omputational power of the target processor. For the study 

pre ent d in thi hapter the simplest method consists of a limited number of 

scheduling para met r which include changes in the throttle setpoint value (that may 

be regard d a Sp, - TPS j ), current engine speed N and intake manifold air pressure 

PII7f' Any exten ion of the number of scheduling parameters is straightforward and 

require only min r modification of the off-line algorithm that computes the required 

time delay ba d on the intake manifold model. The lookup tables for a negative 

change to th throttl po ition are shown in Figure 5-39 and in Figure 5-40. For this 

change to th throttl po ition the maximum rich excursion level is set at 13.4. It may 

be noti d that th ri h excur ions are less significant and in general less additional 

time delay ar r quired. 

N [rpm] 

Figur 5-3 7. Time dela), lookup table/or throttle set point change 0/ +1 V (i.e. -21 ') 
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MAP [kPa] N[rpm] 

Figure 5-3 . Time delay lookup table for throttle setpoint change of +O.5V (i.e. -10.5 ') 
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Figure -39: Tillie delay lookup table for throttle setpoint change of -1 V (i.e. - 21 ') 

189 



I 

I 
2 ',I 

" I , 

1.5 ',~ " 
I' 
I " 

1 ',I , 
I' , 

,I ' 
0.5 ',~ 

Figure -40: Time delay lookup table for throttle setpoint change of -0.5V (i.e. -10.5 j 

5.4.4 Algorithm with the cylinder air charge response shaping 

The introdu tion of the time delay improves the air-fuel ratio response. Given 

the maximum limit of the air-fuel ratio excursion, the desired air-fuel ratio control 

perforrnan ha to b achieved. From the performance point of view, the desired 

cylinder air harge (and the torque) should be achieved as fast as possible. The 

analy i of thi problem i presented in Figure 5-41. Initially the cylinder air charge 

hould r main un hanged, ince the amount of the fuel that enters cylinders cannot 

be changed (i.e. not to b taken back as already injected). This however will not be 

the cn e fter th time of the fuel delivery path delay. After the time of the delay, 

commanded an am unt of fuel will enter the combustion chamber. At that moment 

1 y), it i d ired that the cylinder air charge reaches the desired level as 

oon ibl . The ideal re ponse of the system is shown as the blue line. This, of 

cour e n t hievable due to the constraints in the throttle actuator and system 

non-linear dynami . 

Tv 0 type of on traints are responsible for this: the maximum throttle flow 

rate (for th \! id op n throttle) and the fmite rise time of the throttle actuator. The 
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throttl i manipul t d by it own controller that operates at a rate higher than the 

main (e ent-ba ed) amp ling rate. As a consequence, due to constraints in the 

electronic throttle control sy tern, the maximum rate of change of the throttle plate 

po ition i limited. The throttle actuator linear model gives only an approximate 

de cripti n of th n n-Iinear dynamics of the electronic throttle module. This is 

howe er uffi ient for the control strategy synthesis. 
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Figure 5-4/ : The cylinder air charge response to change of the throttle setpoint 

and the In- J'linder air-fuel ratio response (assuming the best possible control 

N=/500 rpm, initial MAP=50 kPa) 

For th curr nt engine speed the pedal position provides information about 

the torque demand (e.g. u ing the procedure described in section 5.2). For the desired 

torque the cylinder air charge may be computed from the torque model 

M P.n = junction ( CA Cn_4 , Nn_4 )· Additionally, the amount of fuel entering the 

cylind r 0 r th tim of the fuel delivery delay (i.e. the amount of fuel already 

inj ted) i known. It i de ired that the air-fuel ratio is kept at stoichiometry at all 

time . Ba d on that requirement the desired cylinder air charge trajectory can be 

computed. Thi i indicated by the green dotted arrows in Figure 5-42. The cylinder 

air charg that re ult in the desired torque should ideally be achieved at event k=6. 

Th a tu traj tory differ from the ideal due to the system dynamics and 

191 



co traint . Th optimal trajectory must satisfy the maXImum AF excursion 

constr int. Thi m n th t the trajectory for k=1. .. 5 should not diverge from the 

de ired traJ t ry by m re than the maximum allowed level. At the event k=6, the 

actual tr J t ry hould be a close as possible to the desired value determined 

by th torqu demand. B ed on the actual reachable cylinder air cbarge value at k=6 

the yllOd r fuel harge i calculated (the red dotted arrow). The fuel pulse width 

comm nd I fun tlon of the de ired fuel charge that is given by tbe fuel-film 

dynaml d I. Thl FPW ommand computed here is tbe output of the controller. 

Al 0 the urr nt thr ttle etpoint i obtained through the optimization of tbe CAC 

traJ tory and I U ' d for control. The throttle position setpoint is another output of 

th ontroller. 

5.4.4.1 
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Fi 'ure 5-42 Optimal throttle andfuel control strategy 

dback comp nation solution 

h tra king f the given reference trajectory shown in Figure 5-42 may be 

achie cd u 109 dynami ompen ation or PID control theory. 
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The re uired re pan of the system (e.g. like in Figure 5-42) is achieved in two 

step . Th fa t r dynamic re pan e of the system is achieved by the compensation of 

the cylind r air charge re ponse of the intake manifold and throttle systems. The 

re ult of uch amp nation are shown in Figure 5-43. 
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- UI"COl'1llensated response 
PI cOl'1llensation 

0.6 0.8 

- step change of SP 
PI control signal 
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Figure 5-43: Pi compensation of the cylinder air charge (CAC) response 

(SPO-=I.22[V]) 

h re ult demonstrate a well-known property of feedback control which 

make it po ible to achieve a faster dynamic response. The feedback action is 

capable of in rea ing the bandwidth and speed of transient response. This however 

corn at the expense of increased actuation effort. Note, that the feedback from the 

CA ign I i u ed. Th CAC i not measured, but may be determined using the 

model a a irtual en or for the CAC estimation. For the non-linear system a PID 

cantrall r \ ith g in heduling could be used. Also other dynamic control methods 

may b u ed here. The campen ated (faster) cylinder air charge (CAe) response will 

definitely r ult in higher excur ions in the air-fuel ratio if CACsp (proportional to 

dri r' tor ue demand) wa u ed directly as the setpoint SPo (see Figure 5-44). 
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Figure 5-44: PJD intake manifold response compensation 

This problem may be tackled in the same way as it was done for the uncompensated 

system in section 5.4.3. The appropriate time delay must be added in the throttle 

command path. Note that in section 5.4.3, the torque demand was expressed by the 

corresponding throttle angle which provides the required CAC under steady state 

conditions. The setpoint SPo is already the CAC setpoint and the throttle flow 

characteristic and the intake manifold dynamics are only needed during PID tuning. 

As a result of the additional time delay, the setpoint CACsp command is 

delayed by n, where n is the number of event delays introduced in the throttle 

command path (see Figure 5-44). The additional time delay depends on the operating 

point (state) which also determines the PID controller gains. The desired CAC 

setpoint values over the horizon n are indicated in Figure 5-45 by the green dotted 

arrows. In this example additional delay in the CACsp command path n=3. The 

change of the setpoint occurs at event k=n+ 1 and is indicated by the magenta arrows. 

The closed-loop system response with a PID controller is shown by the green line in 

Figure 5-45. The green line is intended to be as close as possible to the ideal CAC 

trajectory indicated by the blue line in Figure 5-45. For this reason it is desirable to 

change the setpoint SPo earlier (red line, change at k=4). 

The MIMO control strategy manipulates both the throttle position and the 

injection time. In this case, the required throttle setpoint command is delayed and 

effectively proportional to the fuel already injected, e.g. at the event k=l in Figure 

5-45. To compute the fuel command, the model with the PID controller must be 
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simul t dover th h riz n that quaIs the time delay in the fuel delivery path. The 

setp mt ign 1 Po i d termined by the additional delay introduced in the throttle 

command path Fi ur 5-44) and the CACsp level which is proportional to the 

d ired t rqu . h fu 1 pul e width command results from the achievable cylinder 

controll r mu t b 

• 

01 

0 < 

02 

k=6. Due to hard constraints on the throttle actuator, the PID 

uipp d with anti-windup protection. 

Cyindor Air Chorgo 

i , 

-e- dMlr.d CAe trajectory 
. .dUlI tl1ljectof)' 

_ SPO .. Ipolnt for P IO controller 

Cyindor F., Charge 

10 11 

10 11 

Figllr --15: Optimal throttle and Fuel Pulse Width control strategy for PJD controller 

Discrete Time [kJ 

Th ontr I algorithm on i t of the following steps: 

• Th urrcnt thr ttl etpoint SP command is proportional to the delayed CAC 

etp int (and ffectively is based on the amount of fuel that is predicted to 

enter th ylinder in the event k= J) and the current state of the throttle 

iti n). It i the output of the PID controller 

• a umed to follow the desired trajectory with the PID controller 

In IlIpul ting the ctpoint SP value supplied with the SPo signal. The CAC 

traje t ry may be computed using the model of the system and the controller 

o r th prl,;d i ti n horizon (k=6 in Figure 5-45) 
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• The CAC after the fuel delivery delay (at 6-th event in Figure 5-45) is used 

for the fuel control. The wall-wetting dynamics and the injector model are 

taken into consideration and the fuel pulse width command is issued. 

The fuel pulse width (FPW) command is computed based on the required 

cylinder fuel charge which in tum is computed from the cylinder air charge 

(assuming stoichiometric air-fuel ratio). The wall fuel mass estimate, wall fuel 

dynamic model and fuel injector model are also required. The fuel feedforward 

control procedure was presented in section 5.1. 

5.4.4.2 Predictive Control solution 

The desired cylinder air charge response presented in Figure 5-42 may be 

achieved in a number of ways. A very natural method is to use the Model Predictive 

Control strategy. The desired CAC trajectory in Figure 5-42 may be used as a 

reference signal for the predictive controller. Within the predictive control algorithm 

the future control trajectory prediction is the solution to an optimization problem. For 

the assumed 6-event delay between the control signal and the cylinder charging. the 

CAC prediction at 6-th event is used for the computation of the fuel command. 

Given the system model (developed in Chapter 4): 

TPS ... 1 =-PI (N,,)·TPS,,- P2(N,,).TPS .. _1 + P3 (NII)·Sp" + P4 (N .. )·Sp"_1 

[
PIm 

.... 
I ] = f (p..,~,Pim .... Tim .... TPS .. ) 

TIm .... 1 
(5.13) 

CAe" =h(PiM.".TiM.".N,,) 

The following performance index is minimized: 
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(5.14) 

where 

IIII denotes the norm - e.g. absolute value, quadratic. 

TPRm - prediction horizon - must be longer than the fuel path time delay 

The model predictive control algorithm performs the minimization of the cost 

function (5.14) subject the system dynamics (5.13). Additionally, hard constraints on 

input and output may also be considered. 

TPSmin S S~ S TPSmn 

TPSmin S TPSt S TPSmax (5.15) 

CACREF.A (l-~) S CACt S CACI1UIlt (1+9') for k = i+1...i+TFPW 

where 

9'- the coefficient that determines the maximum excursion of the air-fuel 

ratio. For assumed maximum AF=16, minimum NF=13.4: 9' = 0.088. 

TFPW - determines the number of events when the cylinder air charge is 

desired to track the fuel already injected - in Figure 5-42 TFPW = 5. 

The predictive control algorithm (5.13), (5.14), (5.15) requires an on-line 

numerical solution of the optimization problem. The convergence properties of the 

opt im izat ion algorithm have to be addressed. In general, for non-linear problems, 

there is no guarantee that the global optimum is achieved. The numerical 

optimization algorithm may fmd a local minimum which may not provide 

satisfactory performance. 

Due to the above implementation issues, some simplifications to the 

predictive control algorithm must be made. The first simplification considered 
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attempts to remove hard constraints from the optimization algorithm and substitute 

them with the weights in the cost function. Also, a quadratic norm is used in the cost 

function. 

where 

ql - weight on CAC tracking error (time-varying) 

'i.A - weight on control change 

(5.16) 

r2 (TPSl ) - state-dependent weight on control action that is effective only 

when the constraint is violated 

The simplified predictive control solution presented next uses the Non-Linear 

Generalized Predictive Control method [15]. This predictive control method requires 

model (5.15) to be re-arranged into the state-dependent coefficient form 

The discrete electronic throttle state-space model is given by the equation 

(5.17). A non-minimal representation of the 2-nd order system with 3 states was used 

to improve the numerical properties for systems discretized with a variable sampling 

rate [89]. 

X ET ,II+1 = AET ,IIxET•1I + BET•IISP,. 

TPS" =CETXET." 

Where 

o 
-PI(NJ 

1 
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It should be noted that in the model (5.17) matrices AET•n , B ET.n depend on 

engine speed N" and consequently are state-dependent. The throttle angle is a 

function of the TPS" signal. The following relationship is established. 

(5.18) 

where 

TPSmin - minimum throttle position sensor voltage associated with the 0 

angle 

TPSINI. - maximum throttle position sensor voltage associated with the angle 

For the Corvette the following parameters were used: TPSmin = 0.46, 

TPSINI. = 4.76. alNl. = tr/2. The throttle flow is modelled by one-dimensional 

isentropic compressible flow equation for the flow across the orifice [90]. The intake 

manifold model is based on the energy and mass balance and is derived from the 

ideal gas law. The intake manifold pressure sensor is very fast and its dynamic 

response may be neglected. The temperature sensor dynamic response is relatively 

slow and is modelled by the fIrst order lag. The model is given in section 4.3. 

The port flow rate is modelled as a function of the intake gas density, engine 

dL'>placement and the volumetric efficiency and is given by the equation (5.19). The 

cylinder air charge CAC" is derived from the port flow and the current sampling 

rate. The sampling rate for 90 degrees event timing equals 15/ Nit . The cylinder air 

charge is given by the following expression: 

Vn / p, 
CAe" = R T 11" iItt." 

ai, UII." 
(5.19) 

199 



The non-linear intake manifold model is parameterized in the state dependent 

coefficient form. The parameterized discrete form of the intake manifold model is 

given by the following equation: 

X IM ,11+1 = AIM ,IIXIM .,. + BIM.II • all 

CAe,. = CIMXIM.II 

The state dependent matrices of the model (5.20) are of the following form: 

A = l--y-77n T V r:.nQext.n 
[( 

rl'cvI ) K-l . ] 

[

Pim,ll] 1M.,. 1m Im.n 1m 

XIM,II = T • 0 a1M •22 

lilt." a =(1- KV~ T/ (l-.!.))+ (K-l)r:.nQext.n 
1M .22 V II K V P 

~ ~ ~.11 

KRairTa.III:.nma,.1I 
V;mTPSII 

(
1', KRairI:." - T 2 Rair J r:.nma,." 
~.11 VimPim.,. lilt." Vim P

im
•1I TPSn 

The fmal augmented model is given by the following set of equations: 

%11+1 = A,.Z,. + B"ulI 

y,.=C"%,, 

where 
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An additional state associated with the integral action is introduced next. The 

modification of the state-space model (5.21) is carried out as follows: 

XII+1 = A,.x" + 811u" 

YII =C"x" 

where 

[
SP"_I] 

x" = xET." ;~I" = ttiP,.; ttiP" = Sp" -SP"_I' 
X IM ." 

A. =U. ~lii. =[~lt. =[0 C.). 

(5.22) 

Note that the above model introduces a one-step delay in the input. This is 

due to the discrete-time implementation of the control strategy. A one-step delay 

reflects time required for computations preformed by the microcontroller. 

5.4.4.3 NLGPC solution -results 

The first set of results show the comparison of engine response to an abrupt 

change in the torque demand at time t=O.l[sJ. For a given torque demand the 

corresponding cylinder air charge (CAC) is computed. This CAC setpoint is used by 

the predictive control algorithm. The CAC response for the conventional control 

algorithm (see section 5.1) and the conventional algorithm that uses a throttle 

actuator model are presented. For the NLGPC algorithm the following parameters in 

the cost function (5.16) are used: 

Predictive colllro/ 1: 

TPRED = 10 

qk = 100 for k = 0 .. .4. q. = 1 for k = 5 ... 10. 'i.A: = 0.1 for k = 0 ... 10 

Ii (TPS.) = 0 for k = 0 .. .10 
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Predictive control 2: 

qlc = 100 for k = 0 .. .4 qk = 1 for k = 5 ... 8 

'I ,.t = 0.1 for k = 0... Ii (TPS/c ) = 0 for k = 0 ... 8 

ot that for implicity the constraint violation penalty term was set to zero. 

The hard n traint in th throttle actuator were dealt with by using hard constraints 

on the integral a tion tate in model (5.22) outside of the control algorithm. The 

penalty tenn q. for th initial part of the horizon is increased to minimize the air-fuel 

th initial de ired cylinder air charge is already determined by the 

amount of fuel that wa inj cted in pa t events. 

Th cylind r air harge re ponse i presented in Figure 5-46. 
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Figure 5-46: CAe response to step change in torque demand 

202 



Proportional to th cylinder air charge, torque production response is presented in 

Figure 5-4 . It may be noticed that the tracking is improved with the predictive 

control method. Thi re ults in better drivability. At the same time good regulation of 

the air-fuel ratio i achieved. The lambda is shown in 

Figure 5-47. It hould be noticed that the performance of the conventional control 

strategy i larg ly improved when the throttle actuator model is used. This improves 

the accura y ofth futur throttle position information. Results may be related to the 

conventional control trategy ( ee section 5.1) which did not use throttle position 

etpoint deri ed from th pedal po ition and was only using the measurement of the 

current throttl p iti n. The indicated throttle position was assumed to remain fixed 

over th alg rithm' int mal prediction horizon. 
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kn b' ~ hi h i u d t a hIe c a de ired trade-off between the air fuel ratio 

regulali 11 a' uru' .lnd th t rque lra king performance. This trade-off may be 

o cr cd in 
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Figure 5-47 and in Figure 5-48. The "predictive control 1" algorithm gives 

higher lambda xcur ion but at the same time torque response is better when 

compared to "predi ti e control 2". Faster torque response is achieved through a 

more aggr throttl actuation. 
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tp int ignal is presented in Figure 5-50 and the throttle 

Figur 5-49. The faster throttle actuator response guarantees 

yhnder air harge control and improved torque response. The 

n -e i the limiting factor in the control system performance 

and fi r fa tl;:r t rqu tra king th lew rate of the throttle actuator has to be increased. 

Th thr ttl 

e I 

204 



throttle position TPS 
1.6r---'---;::::::::r::=:=:=::r::::==:=:::::::r:::::=:==:::=::J==::::;l 

1.55 

1.5 

1.45 

1.4 

1.35 

1.3 

1.25 

o 

1.6 

1.55 

1.5 

1.45 

1.4 

1.35 

1.3 

1.25 

0 

02 

Conventional ctrl 
Conventional ctrl with throttle actuator model 

Predictive control 1 
--Predictive control 2 

0.4 0.6 
time [s1 

0.8 

Fig"" ·-19: TImmIe position response to step change in torque demand 

I 

0.2 

throttle setpoint SP 

0.4 

Conventional ctrl 

Conventional ctrl with throttle actuator model 
Predictive control 1 

Predictive control 2 

0.6 
time [s] 

0.8 1 

ommu"d us a result of step change in torque demand 

205 



The conventional control strategies and the predictive controller with two 

control horizons were tested. The throttle setpoint was extracted from the US06 

driving cycles. The engine speed, a parameter in the model, was taken from the same 

dataset. The benchmark of four control algorithms is presented in Table 5-2. 

Conventional Conventional Predictive Predictive control 2 
control control with control I (with (with q=100, T=8) 

throttle actuator q=100, T=10) 
model 

Integrated squared 0.2938 0.0203 0.0290 0.0207 
AF error 

Integrated absolute 28.393 9.059 10.703 8.616 
AF error 

Integrated squared 3.823e+6 3.772e+6 2.114e+6 2.874e+6 
torque tracking 

error 
Integrated absolute IO.5l6e+4 10.462e+4 7.672e+4 8.865e+4 

torque tracking 
error .. 

Table 5-2: ComparISon of control algorllhms for US06 drlvmg cycle 

In rows of the table the four benchmark indexes are gathered. The columns 

are associated with four algorithms being subject of comparison. The air-fuel ratio 

regulation performance of the conventional algorithm with the throttle actuator 

(presented in section 5.3), offers a significant improvement over the basic 

feedforward control algorithm (used for control in section 5.1). The air-fuel ratio 

regulation performance offered by ''predictive control 2" algorithm is better based on 

the integrated absolute value index (by 5%) and worse by 2 percent when compared 

to the conventional algorithm with the throttle actuator model. This, of course, is 

subject to tuning. Retaining the lambda performance, the torque response was 

improved. The tracking performance improvement for the "predictive control 1" is 

higher (when compared with "predictive control 2") but the lambda regulation 

performance is worse. This relates the predictive control algorithms to the 

conventional algorithm with the throttle prediction. However, if the results of the 

predictive controls are compared with those of the conventional control (without the 

throttle actuator model), a significant improvement in both lambda and torque 

response is observed. 
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To d m n trate th performance of predictive control algorithms, a part of 

U 06 dri ing yct imulation i plotted. The responses of cylinder air charge and 

torque ar igur 5-51 and Figure 5-53, respectively. The speed of response 

i vi ibly impro\' d by th predictive control method. It should be emphasized that 

the minimum hm d lay in th torque re ponse is on average 4 events and the effect 

of oth r del y i dd d on top of that. The lambda (Figure 5-52) response is similar 

algorithm and conventional algorithm with the throttle model. The 

low p rforman in igure 5-52 is attributed to the conventional control algorithms. 

A clo n of Figure 5-54 and Figure 5-55 reveal that the improvement in 

the torqu rp~""l'In ... p m y b attributed to the aggressive throttle control action using 

ntr I te hniqu . 
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5.5 Summary 

The performance of the air-fuel ratio feedforward controller is limited by the 

delay in the fuel delivery path. This implies that the feedforward controller must 

have a built-in predictor. The accuracy of that element depends on the model 

precision. A predictive fuel control algorithm was developed and tested in the vehicle 

and good results were achieved. Further improvements in the air-fuel ratio control 

are obtained with multi-input multi-output (MIMO) nonlinear control strategies 

presented in this chapter. Models of exhaust gas air-fuel ratio and generated torque 

are used for the design of the control system The MIMO control strategy is based on 

the predictive control approach as the most natural way of obtaining an optimal 

solution. The multivariable solution is a trade-off between the accuracy in the 

regulation of air-fuel ratio (i.e. tailpipe emissions) and tracking of the requested 

torque profile (i.e. torque responsiveness). Considering the complexity of the non

linear engine model and constraints on actuators ranges of operation. the 

straightforward optimization of the cost function to obtain a solution is 

computationally intractable. Therefore, some simplifications based on the specific 

nature of the problem (e.g. relationship between torque and cylinder air charge) are 

made to reduce the amount of computational effort required. 

Improvements in the air fuel ratio regulation may be achieved by decoupling 

of the accelerator pedal and throttle opening through the introduction of a simple 

delay in the application of throttle command. The length of the time delay may be 

optimized to allow for the maximum permissible air-fuel ratio excursion during the 

tran<;ient operations. While the introduction of the time delayed throttle actuation 

may slightly slow down the torque response, the benefits in terms of significantly 

reduced transient air-fuel ratio deviations from the stoichiometric value will 

outweigh the slower torque response. This is due to the fact that the development of 

partial burns and misfires in leaner combustion cycles during fast pedal movements 

can potentially reduce the generated torque with implications for driveability and 

performance. Therefore, the decoupling of the throttle and pedal movements and the 

optimization of actuator signals through the introduction of additional delays in the 
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air path is a reasonable approach. In addition, using a throttle actuator model and the 

throttle setpoint command, a more accurate throttle position is predicted and, hence, 

a more accurate cylinder air charge estimated. The estimated cylinder air charge is 

then used to provide a more accurate fuel injection command. 

Additional improvements in transient torque control are achieved through the 

magnitude decoupling of the throttle movement and the accelerator pedal position as 

well. The compensation of cylinder air charge dynamics using simple classical 

control methods (e.g. PID control) is used to speed-up the torque response. Such 

dynamic corrections cannot be performed without due consideration of interactions 

between the air-fuel ratio and torque loops. The additional time delay - this time in 

the cylinder air charge setpoint rather than the throttle position - is introduced to 

improve the lambda regulation performance. The focus of this chapter has been on 

the predictive air-fuel ratio and torque control methods. This provides a suitable 

solution for the torque tracking problem. The predictive method is based on the 

minimization of a cost function defined in terms of cylinder air charge only. The 

amount of the fuel to be injected is then derived from the cylinder air charge 

prediction that is available through the predictive control algorithm. By changing the 

weights (i.e. tuning) and the prediction horizon, the required performance of lambda 

regulation and torque tracking can be influenced simultaneously. 
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Chapter 6 

Signal Filtering, Estimation and Fault 
detection for the Intake manifold 

In this chapter the simulation analysis and the development of filtering and 

fault detection techniques is presented. The simulation is based on the model 

developed in Chapter 4. The intake manifold subsystem of the combustion engine 

that consists of the electronic throttle actuator and the intake manifold will be the 

subject of investigation. The electronic throttle actuator is modelled here by the 

linear second order continuous time model. The intake manifold is modelled by the 

two-state model (see section 0) and is equipped with the intake manifold pressure 

and temperature sensors. The analyzed intake manifold and throttle subsystem is part 

of the engine model presented in Figure 4-1. The results presented in this chapter are 

based on simulation experiments. 

In real systems measurements are expected to be subject to noise and/or 

quantization errors. Limited sensors precision is the usual engineering problem that 

has to be dealt with. The model based estimation greatly improves the accuracy and 

provides optimal solution to the noise rejection problems. The model based cylinder 

air charge (CAC) estimation employs extended and state-dependent Kalman filtering 

methods introduced in section 2.2. In contrast to the speed-density technique that 

uses the model given by equations (4.21) and (4.24) with parameter measurements, 

the estimation techniques will provide improved accuracy. This is a direct result of 

the data fusion. All available measurements, not only the pressure, the temperature 

and the engine speed. are used for the air charge estimation. This however requires 
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an accurate model which is of great importance for the estimation. Unfortunately, 

even with the perfect model and well designed estimation technique the CAC 

prediction may still be mismatched. This may be caused by faults occurring in the 

system components or in sensors. The standard sensor output signal limits checking 

is capable of detecting only large malfunctions. For detection of faults of lower 

magnitudes (e.g. moderate biases) more sophisticated algorithms are necessary. In 

the CAC estimation not only senor faults introduce the bias. The leak present in the 

intake manifold results in unmeasured increase in the air flow. This should not only 

be detected but also the extent of the leak should be identified. The solution to the 

problem is offered by fault detection and isolation theory. Traditionally fault 

diagnosis was based on physical redundancy that required mUltiple sensors. The 

electronic throttle may be equipped with a set of position sensors. The sensors output 

voltages are evaluated and unreliable sensors are excluded from the system. The 

method is highly reliable, but may increase the cost if used with expensive sensors. 

For that reason there is a significant interest in the model-based approach to the fault 

detection and isolation. 

In this chapter the ex.tended and state-dependent non-linear Kalman filters 

presented in section 2.2 are used for the noise attenuation. The generalized observer 

scheme is employed for the fault detection. Dedicated output observers are designed 

for pressure and temperature sensors (see section 2.4.2). The fault detection filter 

presented in section 2.4.3 is used for process faults detection. The filter generates the 

directional residual for the intake manifold leak. The threshold test for residuals 

generated by all dedicated observers is performed, which leads to the fault detection. 

The fault isolation based on residuals analysis is carried out next, as was described in 

section 2.4.4. To achieve increased reliability and improve the robustness of the fault 

isolation, the fault detection signal triggers the fault signature diagnosis algorithm. 

The set of measurements over the period of time is gathered and the properties of 

residuals are analyzed. The detection of temperature or pressure sensor faults triggers 

the observer structure reconfiguration. As a result an unbiased CAe estimate is 

obtained. For the intake manifold leak not only the detection and the isolation, but 
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also the identification of its extent i~ required. The non-linear fault detection filter 

presented in section 2.4.4 provides the solution to that problem. 

6.1 The model for filtering, estimation and fault detection 

The block diagram of the intake manifold and the throttle subsystem is shown 

in Figure 6-1. 

Throttle 
dynamics 
+ flow 
model 

Manifold 

Dynamics 

Figure 6-1: System diagram 

Temperature 
Sensor Dynamics 1';m,measured 

a 

The electronic throttle is powered by an electric motor and is controlled 

locally by its dedicated controller. The drive-by-wire actuator with its controller may 

be modelled by the second order continuous time linear system [91]: 

(6.1) 

where: 

a - throttle angle [rad) 

asp - throttle angle setpoint command [rad] 

The throttle flow is modelled by one-dimensional isentropic compressible 

flow equation for the flow across the orifice (see the equations (4.3), (4.4). (4.5) and 

(4.6) in section 4.2.2). In a similar way to the throttle flow rate an additional air flow 
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into the intake manifold is modelled. This additional flow will be referred to as the 

intake manifold leak. 

if ~m ( 2 )K~l 
I ->--

~ K+l 
mlmt = (6.2) 

K 

if ~m ~ (_2_)K-l 
~ K+l 

where: 

Ihlnlt - leak flow rate. 

h,ak = CdJNk~'ak: ~"ak - leak area, 

Cd.'Nk - discharge coefficient for the flow through the leak area. 

Note that !'Nt is regarded as a constant parameter if the leak is present in the 

system The total air flow into the intake manifold is a combination of the main 

throttle flow and the leak. The intake manifold model is based on the energy and 

mass balance and on the ideal gas law. The intake manifold pressure sensor is very 

fast and its dynamic response may be neglected. The temperature sensor dynamic 

response is relatively slow and is modelled by the first order lag. The model is given 

by equations (4.16), (4.17), (4.18) and (4.19) that was introduced in section O. 

6.2 The model discretization and disturbance modelling 

The model is discretized using the crank-based sampling rate of 90 degrees. 

This implies that the sampling rate varies with the crankshaft's angular speed. The 

throttle and the temperature sensors are given by the linear models and the discrete 

model is easily obtained. However, it is necessary to consider variable sampling rate 

during discretization. Consequently the discrete model parameters will vary with the 

engine speed. As was mentioned earlier, the sampling period is a function of the 
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engine speed and is given as I:,,. = 12YsN,. [s], where Nn is the engine speed in 

revolutions per minute at the discrete event n. 

The electronic throttle model is discretized as follows. A non-minimal 

representation with three states was used due to better numerical properties for 

systemc; discretized with variable sampling rate [89]. The process noise is also 

included in the model. 

XET,n+1 = AET ,IIxfT ... + BfT, .. TAsp, .. + WET,,. 

TA,. = CfTxET, .. + vfT, .. 

where 

WfT,n is the throttle actuator process noise, 

VfT ... is the throttle position measurement noise, 

=-2a 2a "fl_ =a 2 a,.... fT ... #JI.T, .. ' 4," ET,,. 

(6.3) 

afT,II = exp(-(%I: ... );WtT = %~l- (2 ;PfT.n = cos ( WtTI:.,. );YtT.n = sin ( WtT7;.n) 

It should be noticed that due to the variable sampling rate T:.n the model must 

be re-dLc;cretizcd at each discrete event. For the non-linear intake manifold dynamics 

an approximate Euler discretization method was used. After the discretization, the 

model is parameterized into a state-dependent coefficient form (see section 2.2). The 

parameterized discrete form of the intake manifold model is given by the following 

equation: 
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where 

I" II is the intake manifo ld pressure sensor fault, .. 
1;«1. is the product of the leak area and the discharge coefficient, 

WEM •
II 

is the intake manifold process noise, 

VEAt,lt is the intake manifold pressure measurement noise, 

o 

B,At•1I = 
(

7: I(Ral,~.1I -7: 2 R al, )T m 1 
"".11 V, P, un.1I V, P, s.n at,n C X 

/III /111.11 l1li l1li,11 ET ET,II 

( 

I(Ral'~ " • J 1 -~",;;,·;;.;...Tm 
V, S.II at ,II C 

Int ETX ET.II 

( 

I(Raj,~.II T m J_l-v, S.II wak ,n I' 

FiAt ... = ( R T Int )Jl~ak 
7: I( ai, a.II -7: 2 Raj, T m _I_ 

ii..... V, P, 1nt.1I V, P, s ,n leak .n I' 
/III /111,11 l1li ,m ,II . J leak 

v = V" 
,,~ 8 

;CIM =[1 0] 

(6.4) 

The temperature sensor di<;crete time model with noise components is given 

by the equation (6.5). 

(6.5) .,. = r + I'r. + v. '1nt."",,It /III_,It Jl .... _ A 'III.III'US,II 
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where: 

IT. is the intake manifold air temperature sensor fault, , . ..,., ... 
Wim._as•1I is the temperature sensor process noise, 

Vim._as." is the temperature measurement noise, 

For the intake manifold estimation/fault detection only the throttle/intake 

manifold model and its sensors are considered. The engine speed is used as an 

external parameter extracted from the driving cycle test data. 

The fmal augmented model is given by the following set of equations: 

X,,+1 = ~x" + B"u" + Fllhealc." + w" 

YII = Cllx" + I s.1I + VII 

where 

XII = [r::: ];YII[=:~ ]; w" = [w:::: ]; v" = [v::: ]; 
Uff.",ftlS,1I "",out,n un.meas,n un.meas,n 

[ Au, 0 0] [Bu,] 
~ = BIM~CET AIM : ;B, = ~. ; 

br 

[CU 0 

HF, =[F,~ .. J CII = ~ CIM 
0 

(6.6) 

fS.1I = [ 0 1, ... 11 fr __ .11 J is the sensor faults vector. Note that the throttle position 

sensor fault is not considered here due to physical redundancy present in the actuator 

[104]. w" and VII are independent white Gaussian noise signals with cov{ WII} = Q 

and cov { VII} = R . Q and R are diagonal semi-positive and positive defmite matrices 

respectively. 
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6.3 Intake manifold filtering and estimation 

In this section the filtering and estimation for the intake manifold subsystem 

is presented. 

6.3.1 Stochastic process and measurement noise simulation 

setup 

The filtering and estimation simulation experiment uses the model presented 

in section 6.2 with faults /s." and heak." assumed to be zero. Unmodeled engine 

parameters logged in the driving cycle dataset (i.e. the engine speed, ambient 

conditions. the throttle position setpoint) are used in the simulation as external 

parameters. The air-fuel ratio control system performance strongly relies on the 

precision of the cylinder air charge (CAC) prediction. The CAC prediction precision 

relies on the accuracy of the engine parameter measurements. Noise and 

deterministic biases deteriorate the model-based CAC prediction. The assessment is 

effected by comparing the simulated delayed engine CAC with the controller internal 

prediction (see Figure 5-18, Figure 5-19 and Figure 4-1). Stochastic process and 

measurement nob;e is added. Since the air-fuel ratio control accuracy is 

proportionally influenced by the accuracy of the future CAC estimation, the CAC 

CACprt'd -CACactua, prediction mismatch computed as E = ·100% is a good metric for 
CACaclUa, 

the control system performance. 

Process noise introduced in the system has the following covariance Q: 

Q = cov{ w,,} = diag (cov{ wET.,,}.cov{ WIM.,,}.cov{ wim,meas.,,}) 
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cov{ WET.,,} = diag (0, 1.95e-6, 0) 

cov{ WIM .,,} = diag (2.5e-3, le-2) 

COy { W;/If.IIIftU.,,} = [1 e-4] 

The measurement noise is characterized by the covariance R: 

R = cov{ v,,} = diag (cov{ vET.,,},cov{ VIM .II }.cov{ Vim.meas.II}) 

cov{ VET.,,} = 7.62e-5 

COV{ VIM.,,} = le- 2 

cov{ v""./lflW".,,} = 2.5e-3 

The extended and state-dependent Kalman filters (EKF and SDKF) were used 

for the noisy measurements filtering and reconstruction of the state. The simulation 

setup uses the throttle actuator, the throttle flow and the intake manifold two-state 

models. The cylinder air charge (CAC) is used within the feedforward (FF) controller 

(see section 5.3). The accuracy of the CAC prediction is used as a benchmark of the 

control performance. The FF controller inputs are either direct measurements of 

intake manifold pressure, indicated throttle position and intake manifold temperature 

or estimates of these variables obtained from the EKF or SDKF. Also, for fair 

comparison, a test where the intake manifold temperature is supplied by an open

loop observer is carried out. The SDKF results are compared with the direct 

measurements approach results. The simulation tests are carried out with the engine 

parameters taken from the driving cycle data shown in Figure 6-2. The controller 

inputs that are either estimates or direct measurements are compared with the actual 

intake manifold and throttle states. The results of this comparison are presented in 

Figure 6-3. 
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The most significant improvement is visible in the throttle angle and intake 

manifold temperature estimates. The pressure estimate during transients is less 

accurate than a direct measurement. This may be a result of the assumed noise 

covariance for process and measurement noise. The time plot presented in Figure 6-3 

provides only an indication of the filtering efficiency. More information is obtained 

from analysis and comparison of integrated absolute error and squared error values 

for the signals in Table 6-1. 

Simulation setup ~]a_-a_,1 L(a..--acrMln>l,.,)2 Llp .... «, ... - p .... -..u ... 1 L ( p .... «""" - p .. ...,mu ... t 

Direct 59.2848 0.6478 6.9491e+2 88.0750 
measurements 
Direct 59.2848 0.6478 6.9491e+2 88.0750 
measurements + 
OL estimator 
SDKF 28.8459 0.1587 8.8323e+2 1.5804e+2 
EKF 28.7192 0.1573 9.2527e+2 1. 7474e+2 

Simulation setup Ltr ......... -T ... c_",1 L(T",,,,,_ -T",_,), 
Direct 4.0395e+4 5.1528e+5 
measurements 
Direct 4.3 I 42e+3 3.5022e+3 
measurements 
with OL estimator 
SDKF 2.7874e+3 1.6566e+3 
EKF 3.2856e+3 2.7266e+3 

Table 6-/: Simulation results: error signal parameters - 80 seconds, US06 

The results in Table 6-1 indicate that the SDKFIEKF methods provide better 

results with respect to throttle angle and temperature than the direct measurement 

methods with and without open-loop estimation. The only exception is that the 

SDKFIEKF method results are slightly worse for the intake manifold pressure. It 

may be difficult to conclude which strategy provides better overall result. 

Fortunately. the most effective indicator of 'method efficiency' is the cylinder air 

charge prediction. As was described before, the feedforward (FF) controller used in 

the simulation employs a throttle actuator model for future throttle trajectory 

prediction. This trajectory prediction is used by FF controller to generate the cylinder 

air charge (CAC) prediction. The 6 events prediction is compared with the actual 

cylinder air charge being an internal variable of the simulated intake manifold. The 
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accura y of th A prediction over the simulation time of 80 seconds is evaluated 

ba ed on the integrated ab o lute and squared error value. The traces showing the 

ignal precision are given in Figure 6-4. Additionally the error 

ignal tati ti nt d in Table 6-2. 

Cylinder Air Charge error 
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Results obtained usmg the estimation methods when compared to direct 

measurement methods indicate that improved prediction of cylinder air charge 

prediction is achievable. This improved CAC prediction, of course, directly results in 

significantly improved air-fuel ratio control precision. 

6.3.2 Parameter variation analysis simulation setup 

The results presented in the previous section indicate improved cylinder air 

charge (CAC) prediction accuracy when either extended or state-dependent Kalman 

filters (EKF, SDKF) are used. The derivation of the EKF (or SDKF) is based on the 

assumption that the process and measurement noise signals are stochastic. This 

method of modelling - especially for the model mismatch represented by the process 

noise is not always correct. In this section parameter variation is introduced in the 

intake manifold and throttle model. Additionally, sensor gain errors are introduced 

for throttle position, intake manifold pressure and temperature measurements. The 

system diagram including an indication of the point of introduction of the parameter 

variation/uncertainty is shown in Figure 6-5 . 
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Figure 6-5: Engine simulation block - parameter variation 
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A Monte-Carlo parameter variation analysis was conducted in a similar way 

to that in [96]. The parameters that were determined to be subject to variation are 

dil\played in Table 6-3. A truncated Gaussian probability density is assumed within 

the parameter variat ion limits. 

Parameter of Error defmition Parameter variation 
interest limit 
(T in (6.1) E(r =100(((T.modelled -(T.actual)/(T.lI£tual) E(r =±5[%] 

OJ, in (6.1) E t»r = 1 00 ( ( tOr .modelled - tOr .octual ) / tOr .actual ) O)(r =±5[%] 

Cd' ~h in (4.3). £ = J()({ Cd • A" _1loI - Cd • A,,~. J EC,r!'" = ±3 [ % ] 
(4.5) C1"Aw, C ~ 

d' h actual 

h" in(4.16) E"" = l00( (h".modelled - h".actual )/h".octual) E~ =±5[%] 

~ in (4.16) E~ = l00( (~.modelled - ~.actual )/~,actual) E~ =±5[%] 

11 = 17 (N, PiIft) in E" = 1 00 ( ( 17 modelled -17 octual ) /17actual ) E" =±4[%] 
(4.16) 

TiIft.lftN1 (T -T J ETu..-. = ±2[ %] e = 100 ,,,,.,,,ftlSmeasured 'm.meaSactual 
measurement error T,._ T 

1m."'''OSoctual 
Pilft measurement E p. = 100 ( ( P;mmeasured - P;",actual ) / P;mactual ) Ep .. =±2[%] 
error 
tr measurement E a = 100 ( ( trmeasured - a octua1 ) / aactual ) Ea =±3[%] 
error 

Table 6-3: 17,e assumed parameters and measurement error variation 

The results of the simulations are presented and analyzed below. The 

histograms based on 2000 simulations are presented (Figure 6-6 ... Figure 6-13). The 

analysis of histograms in Figure 6-6 and in Figure 6-7 reveals that the SDKF and 

EKF filters improve the robustness of the cylinder air charge estimation to the 

combination of modelling and measurement errors proposed in Table 6-3. Better 

performance is indicated in any given histogram by a higher number of simulation 

results (with either absolute or squared integrated error values) occurring at the lower 

error levels. In each container in the histogram the number of simulation results with 

the integrated squared or absolute error within the limits is counted. Obviously the 

best possible result would have all results in the container with the lowest error 
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limit . Th a t ti tical method used here relies on a high number of 

10 rri d ut. Th actual distributions of varied parameters are 

pr nt d ill 19ur -14. 

Fig",. , 6-6: CAe mI. ~q"Uf .I n O,. hi 'togram 
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direct mea urement . The re ults are gathered in Table 6-4. The SDKF provides the 

overall be t re ult in thi compari on. This indicate that in the pre ence of model 

mismatch, thi filtering method is likely to provide the best performance among the 

considered techniques. 

P;m' a, meas., P;m ' a , I;m.meas SDKF EKF 

O-L T;m.m~as measured 

meall{~{CAC"" .... - CAC ........ -l'} 13264.95 23384.67 11487.33 11516.52 

mean {L: !cAC"" •• , - CAC,.. ....... ~ 3646.21 4849.68 3222.27 3230.37 

mean {L: ( a"" ... , - a ....... u" )2} 0.02763 0.02763 0.01684 0.01673 

mean {L:la ... """ - a_""", 1} 5.8347 5.8347 4.3570 4.3437 

mean {L: { p .. _ ... , - p~"-"",,, n 300.28 300.28 283.66 295.65 

mean {L:ip ........... , - p"" ........ "" G 615.33 615.33 595.72 605.96 

meall{~(T .. _"'" - T .. _ ... ," )' } 8705.99 49366.81 4684.20 5301.60 

mean{I:jT"".-..,- r ......... ..,..,G 3178.60 12384.92 2374.85 2520.68 

Table 6-4: Mean values of the illfegrated errors computed based on 2000 tests 

The la t compari on of presented methods uses the worst case analysis. The 

512 simulations with all possible combinations of parameters assumed to be equal to 

its extreme value (as in Table 6-3) is carried out. The results are gathered in Table 

6-5. The overall best re ult measured by the CAC error is obtained using the EKF. 

The SDKF in that respect is just slightly worse and methods without the model based 

filter provide higher error. Only the 'worst ca e' intake manifold pres ure 

e tirnation error is higher. 

The imulation analy is of the accuracy of the cylinder air charge prediction 

carried out in thi ection indicated a significant improvement. Robustness was 

as e sed u ing two different approaches. The presented simulation analysis involved 

feeding of proce and measurement stochastic noi e into the simulated intake 

manifold model. To provide more realistic robu tness test environment, the system 

parameter variation wa introduced. The extended Kalman filter (EKF) brought the 
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be t performance. The tate-dependent Kalman filter (SDKF) was only slightly 

wor e in terms of integrated quared and absolute prediction errors. In the robustness 

te t (Monte-Carlo) the SDKF provided slightly better performance. One important 

advantage hould not be overlooked. The state-dependent form of the model is 

impler than the linearized form. This fact may be important during on-line 

implementation of the filter. In the next section the fault detection algorithm design 

will be elaborated and te ted. 

P;m ' a , P;m' a, T;m.meas SDKF EKF 

mea ., O-L measured 

T;m.meas 

mllX{( CA .. oJ - CAC, ......... )' } 113872.52 151555.06 102645.97 102116.67 

max {CAC .. , .... -CAC,~ ..... ~ } 15266.07 17508.07 14455.24 14413.58 

max {(a«, ... _a_ ... ", )2} 0.18340 0.18340 0.12424 0.12343 

max {Q.,., - a~roIJw } 18.5219 18.5219 14.5168 14.4713 

max {(P ....... I _ p ........... /I,, )2} 2165.56 2165.56 6409.40 6689.56 

max { p .... ,.., - ~"',RJWroMer } 2049.08 2049.08 3497.53 3559.48 

mllX {(T ___ ", - T._ .• II .. n 258522.06 276463.23 135201.03 152228.06 

max {T ..... , .. 1 - T .. -"">Il<r } 21655.53 19771.30 16400.31 17267.74 

TabLe 6-5: Maximum error vaLues/or the worst case analysis 

6.4 The fault detection 

Fault detection for the combustion engine was the subject of a number of 

re earch paper [98], [99], [100]. Current production systems are ba ed mainly on 

imple limit and pIau ibility checks of measured signals. Some simple signal-based 

method like frequency analy i are also employed [97]. This however may not be 

ufficient in a future. The analysis of the intake manifold system is presented in 

[101] , [102] . The hypothe i te ting framework based on the system model was used 

for the intake manifold leak and sensor faults detection. In this section the non

linear ob erver-ba ed fault detection for the intake manifold is considered. The fault 
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detection, isolation and identification is carried out based on the generalized observer 

scheme. 

The system state-space model with faults modelled as an additive signals is 

given by the equation (6.6). The intake manifold pressure and the temperature sensor 

faults are modelled as additive perturbations in equations (6.4) and (6.5) respectively. 

The intake manifold leak is modelled in a similar way to the throttle flow in the state

space model (6.4). The product of the leak area and the discharge coefficient is 

defmed as the unknown input heak' The pressure sensor fault fp n is modelled as an , .. ' 
additive saturated ramp signal. The signal saturates after Is at the level of -5kPa. The 

temperature fault fT .... _.n is also modelled in the same way as an additive signal that 

saturates after Is at -20K. These changes simulate the measurement offset. In 

practice, a quite common situation is when the sensor measurement freezes at certain 

value. This fault may be simulated by the time-varying additive signal. The features 

(e.g. saturated ramp) of the sensor fault signal used for the simulation are not 

exploited by the fault detection algorithm. The results obtained in this chapter may 

be generalized to faults modelled by any time-varying additive signal of sufficient 

magnitude. The intake manifold leak is assumed to appear in a more abrupt way. The 

initial ramp part lasts only 0.2s and the leak fault reaches a value of 

2[.JN.m.g/s.kPaJ. This may be seen as a vacuum hose being pulled off the 

intake manifold [103]. The constant value of the leak fault signal will be important 

for the fault isolation method employing the variance analysis. 

For the work presented here it is assumed that faults are not appearing 

simultaneously. The Electronic throttle is assumed to be equipped with redundant 

position sensors and consequently its fault diagnosis may be based on the physical 

redundancy within its dedicated control system [104]. The fault detection is carried 

out in three stages (see section 2.4 for details): Failure detection, Isolation and 

Identification. The first task that is analysed is the residual signals generation 

presented in the next section. 
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6.4.1 Residuals generation - Dedicated observer scheme 

First and the most important task of the fault detection is residuals generation. 

On the system diagram in Figure 6-15 three faults: two sensor faults and one system 

failure are shown. Sensor faults are modelled as additive signals on outputs in 

equations (6.4), (6.5). The system fault is modelled as an unknown input to the 

system in the equation (6.4). 

r----
~ .. Residuals I : L.. ___ _ 

! 

Figure 6-15: System faults and dedicated estimator scheme 

The dedicated estimator scheme requires a separate residual generator for 

each fault. For sensor faults two separate observers are constructed. For the intake 

manifold leak the fault detection filter with the directional residual is built (see 

section 2.4.3). 

The sensor faults directional residuals generation 

Each dedicated observer uses the throttle angle setpoint command asp, the 

throttle angle measurement an and either the temperature Tim,ou"n or the pressure 
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~,".m .n m ur m nt i ur 6-15). Each observer carries out diagnosis of only one 

t t th failure. This provides an isolation of each 

individual ttmat r. Th intake air temperature sensor estimator detects the 

r failur nd i not en itive to the pressure sensor fault. Similarly 

the intak If 

in nsiti 

leak i n 

r timator detects the pressure sensor failure and is 

en r fault. Under hypothesis that the intake manifold 

. n ' r fault detection is established through analysis of 

re idual b t\ · en e timated and measured output) generated by each 

e tim tor. Th r idual fi r th fault-free system and the system with fault for 

nd tel 

re pe ti ely. 
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Rc "idu J 
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. n r fau It are shown in Figure 6-16 and in Figure 6-17 
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Figure 6-17: Temperature measurement 

residual 

ut thIS hapter are pre-filtered using the discrete filter 

t d re iduaJ may be related to the fault magnitudes 

6.4) that are acting as an additive signals on 

n t r fl t th a tual level of faults. This is due to the 

ti n r ·ult· 111 the tate e timation offset. This problem 

._. I h actual and e'timated states are shown in Figure 

... 2 



6-1 and in I ur 6-19 for th pre sure and the temperature faults respectively. The 

stat tim ti n bi intr duce model mismatch in the state dependent model. That 

may ha 

difficult t 

impa t on fault representation in residuals. It is extremely 

int mal feedback in the model due to the complexity of non

th t in Figure 6-16 the value of pressure residual varies with 

op rating .g. th intake manifold pressure shown in Figure 6-18 as the 

tate 4) whil it kno\\ n that th fault magnitude is constant. 

Iti 
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FI II,. 6-1 fal J • 'Iimafes (blue) and actual states (red) for the pressure 

.mmuIOf" and sensor fault 

Th t mp ratur r idu I in Figure 6-17 also varies with operating conditions. 

th ign I to noise ratio with respect to the residual signals. 

th 

of hIgher rna nitud may 

r ult in a significant variation of residuals only faults 

d t t d. The detection of faults is facilitated through 

the analy i f r idual . Th" thre hold tests are the most common fault detection 

m th d. h' fi ult i indl at d " h n the value of residual reaches certain pre-defined 

Ie el. Th I mut t 'u h that in the fault-free operating conditions residuals 

tay noise that may also be regarded as model 

rnismat h i th 11 m ft t r that determines the robust level of thresholds. It is 

de ired thut til t \ult- tr \ r ' tduul differ ignificantly from the fault-present values. 

hi. all \ lhr' 'h Id \l ith a ufficient safety margin. The faults of 

rdati" ,I \ 111 nitud 111"1 ' tim b detected. The Kalman filter (or an observer) 
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due to fi db k a ti n may decrease fault sensitivity of residuals. It must be 

rem mb r d th t 1m n filtering methods rely upon the process and measurement 

noi e b mg to h Ignal nd provide optimal results for disturbances that are 

ariances information provided to the filter. The fault 

\ ay as the sensor noise. It does not have the same 

tate update may result in poor residual sensitivity to the 

chara 

enter the y tern in th 

stati tic I pr rtle nd th 

y t m fault. 
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1 h intak munlf Id 'y tern model is open-loop stable. The estimator 

unde ir d 

a rn tivoti 

n ff: t and lower ensitivity of residuals to faults provided 

th n-l tim tion. The analysis and justification for use of 

-e tion 2.4.2. The system may be split in two 

tate-dependent Kalman filter for the throttle 

angl e timati i)11 d. The throttle angle estimate is used by the open-loop 

ut' th intake manifold pre sure and temperature. The residuals are 

nd the measurements. The residual for the 

pre 'ur pr' nt d in Figure 6-21. The relative difference in 

n.: idual 111 

ult n fault-free re idual is better than for the Kalman filter 

-I . th re idual are less dependent upon operating 
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conditio . Th 

fault d t 

m on lu ion may be reached after analysis of temperature sensor 

Idu I in Figure 6-22. The Kalman filter counterpart for the same 

fault magmtud nd imulation te t cycle is presented in Figure 6-17. This indicates 

that for th mt m nifold en or fault residuals generation mixed structure (in 

Figur 6-20) gl th b t re ult . The state-dependent Kalman filter for the throttle 

angle e timati n ombined with the open loop observer for the intake manifold 

pre ur and t mp rature. 

········1 .... 

I 
i 

Oynamics 
t lcmpcrnture 

! .. · ...... p~~;;~~~ ........ ·l 
L ....... I~.~.i9.!!.!!.1... ....... l 

Intake manifold 
open-loop air 

1. ...... ______ ... __ ........... _ ............. .,. ...... . 

I :=::~~!I 
a E 

Throttle Angle ...... l ............................................................. ~ .... .J 
-0 Kalman Filter I 

L __ 

I 
i 
L ..................................................................................................................... .l 

Figure 6·20 l'l 'l1I/all/(' and dedi aled e timator scheme 

0 

. 1 

·2 

-3 

.. 
-6 

.. 

., 
0 

1· i 'IU 6-21: 

OL. Illn I f 

m til' m 'nt residllal 

2 5 

·10 

I Temperatute residual: Temp. sensor fault absent I 
Temperature residual: Temp. sensor fault present 

- Temperature fault mag"tude 

-15 

-20 

·25 o w ~ 20 ~ ~ ~ ~ ~ ~ 
time Is) 

Figure 6-22: Temperature measurement residual 

O.L. estimator 



The intak manifold leak directional residual generation 

Th iotak manifo Id leak is estimated by the fault detection filter presented in 

section 2.4.3 . Th y t m diagram with the leak estimator is shown in Figure 6-20. 

The filter gener te directional residual that is sensitive to the leak. The intake 

manifold J ak dire tional re idual is shown in Figure 6-23. The remaining estimator 

re idu d upl from the fault are shown in Figure 6-24. These facilitate 

unbia de timati n nd eh pr ces and the measurement noise attenuation. The leak 

e timation i arn d ut und r the assumption that output (sensor) faults are not 

pre ent in the y tern. 

2 

15 

0 5 

Fig"" 6·13: Til • i l/foli. manifold leak 
directiollul r~lduol 

35 40 45 50 
lime Is) 

Figure 6·24: The intake manifold leak decoupled 
residuals 

Dedicat d cstimafo~. nsitivity to other faults 

cn r fau It re iduals were generated with the assumption 

t pr ' nt in the y tem. A similar assumption about sensor faults 

re ult of til l' I 11 th pr ure and temperature sensor residuals. Also, the intake 

manifi Id 1t;.1 dir ti nal n: ' idual reaction to the pressure and temperature fault is 

important 14 1 lh' d' i n f fau It d tection logic. Reaction of the pressure and 
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temperatur d di at d re idual to the intake manifold leak is shown in Figure 6-26 

and in igur 6-2 re p tively. It hould be noticed that the leak entails the change 

in pre 

the 

t mp r tur re idual levels. It is important to notice that the level for 

with the operating condition. For the intake manifold it may be 

difficult to d t t th leak when the throttle is wide open. The influence of such 

failur m y d p nding on the extent of leak, be negligible. In such a situation the 

fault d t tion I not critical. The product of the throttle area and discharge 

co ffi i nt oyer th imulation i shown in Figure 6-29. This may be related to the 

leak ;; .If = 2. er th full imulation the leak is at least 12.5% relative to the 

throttl ar a. 
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6.4.2 Determination of thresholds 

h ener ti n the first step towards fault detection. For 

r un rt' 1O · tem the re iduals are not zero for the fault-free system. 

r "Idual mu t b e tablished. If residuals are within the pre-

defin d b undari urn d to be fault-free . The residual(s) exceeding 

thr h Id indi at th 

way that th 

r onfigurati n. In 

y tern. It is important to define thresholds in a 

r un ertainty does not trigger the fault alarm or system 

thr ho ld hould be based on the information about 

extr m y t m. The formal analytical derivation of 

m lik th intake manifold may not be possible III 

if a mUltiple models approach or worst case 

In Ih w r pr nt d in thi ' hapter, thresholds are determined based on the 

simulati n In nd lh fau lt-free trace of residuals shown in Figure 6-34 

aloin -_2 and Figure 6-23). A safety margin was also 

in lud'd t f th de ign. For the pressure sensor residuals, the 

[kP J \ a d r the temperature sensor residual the 

thr h Id . ll\.] 1 h intak manifold leak residual in Figure 6-23 is 
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assumed to stay between ±O.7[ .IN ·m· g /s.kPa ] for the fault-free system The 

fault in the system is detected if the value of any of residuals violates the threshold. 

2 

o 
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Pressure measurement residual 
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Temperature measurement residual 

45 
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Figure 6-34: Fault-free residual trace/or thresholds detennination 

6.4.3 Fault isolation and identification 

50 

50 

50 

The faults occurring in the system result in residuals violating the thresholds. 

The threshold violation indicates that the fault is present in the system but does not 

locate the fault. The fault isolation method based on the generalized observer scheme 

uses the table with 'fault signatures' (see section 2.4.4). The pressure sensor fault 

causes its dedicated residual to violate the threshold and the temperature sensor 

residual remains unchanged. The temperature sensor fault moves the residual over 

the threshold while the pressure sensor residual remains within the usual limits. The 

intake manifold leak results in the pressure sensor and temperature sensor directional 

residuals moving over the thresholds. The fault signatures Table 6.6 is extracted from 

the analysis of the residuals behaviour presented in section 6.4.1. Note that the leak 
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directional residual does not provide much of the information for the fault isolation 

system. The logical value 1 denotes that the threshold is violated, 0 denotes that the 

residual is within the limits. The 'X' value denotes that both 0 and 1 are possible to 

occur. 

Pressure sensor fault 
Temperature sensor 

Intake manifold leak fault 
Pressure directional 1 0 1 

residual over threshold 
Temperature 

directional residual 0 1 1 
over threshold 

Leak directional X X 1 
residual over threshold 

Table 6.6: Fault signatures table 

The fault isolation is carried out with the assumption that only one fault 

occurs at the time. Due to the intake manifold dynamic nature the thresholds 

established for pressure, temperature and leak directional residuals are not violated 

simultaneously. The timing is also influenced by the system noise and the driving 

pattern, which interacts with the fault detection system. The time window that allows 

checking which thresholds are violated must be established. For the 90 degrees event 

based sampling and the allowed fault detection lag the number of events for the 

algorithm time window is established. For this work in order to achieve good 

robustness properties a 100 events window was chosen. This results in the delay of 

e.g. 1.5[s] for l000[rpm] or 0.3[s] for 5000[rpm]. This delay may be reduced in some 

cases with the method that will be presented in sequel. An alternative robust method 

will rely on statistical analysis and a wide window is required to increase reliability. 

Threshold-based method 

The threshold-based fault isolation method relies upon the Table 6.6 and uses 

Boolean logic and tests for residuals. The logical test may be structured in a way that 

the fault isolation lag is reduced. The test must detect zeros that identify the type of 

the fault in Table 6.6. In case of the intake manifold leak all three residuals violate 
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the thresholds. If three threshold violations are detected the conclusion that the leak 

is present in the manifold is made. If within the permitted data analysis window 

either of residuals does reach the threshold by the end of the lag period, it is checked 

if it was the pressure or the temperature residual. This completes the fault isolation 

procedure. The simulation results of the fault detection and isolation are shown in 

sequel. The pressure sensor fault detection is shown in Figure 6-35. The fault in the 

system is detected when the pressure sensor directional residual moves below the 

threshold. Within 100 events from that moment the temperature sensor residual stays 

within the threshold range. This gives the signature of the pressure sensor fault. The 

temperature sensor fault detection is shown in Figure 6-36. In a similar way to the 

pressure sensor, the fault is fIrst detected and fmally isolated. The fault signature 

reveals the temperature sensor fault. The intake manifold leak detection is shown in 

Figure 6-37. The procedure is faster than for sensor faults. The event when the fault 

is isolated is determined by the moment when all directional residuals move over 

their thresholds. 
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Figure 6-35: The pressure sensor fault isolation 
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Figure 6-36: The temperature sensor fault isolation 
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Figure 6-37: The intake manifold leakfault isolation 
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Threshold method with statistical and expert analysis 

The fault isolation methods may be enhanced by incorporating system 

specific knowledge and statistical analysis. The system knowledge may be used with 

respect to the pressure sensor fault. The fault detection is triggered by the pressure 

sensor and leak directional residuals violating the thresholds. The leak residual 

violating the negative threshold immediately indicates that the pressure sensor fault 

had occurred. The leak, for naturally aspirated engine, can only be positive. If the 

leak directional residual is detected to be negative immediate fault isolation is 

possible. The pressure sensor fault isolation shown in Figure 6-35 may be completed 

much quicker (i.e. within 0.1 [s] after the fault detection). 

To test the fault detection efficiency the following test was carried out. The 

pressure sensor fault fp, ... n and the temperature fault fr. ......... ,. are modelled as ramp 

signals that saturate after 1 sec. at the level of +5kPa and -20K respectively. Note 

that during this test the pressure sensor fault will be simulated with positive values to 

avoid trivial detection when the leak residual becomes negative. The intake manifold 

leak is assumed to appear in more abrupt way and is modelled as a ramp signal that 

saturates after 0.2 sec. at the level of 2 [ .J N . m' g / s· kPaJ . The fault detection speed 

is shown in Figure 6-38. The time required for the detection of pressure and 

temperature faults is determined by the time when residuals move over thresholds 

and the window width - 100 events. Unfortunately due to non-linearities the fault 

isolation algorithm fails to detect the leak for faults which start to ramp up at 15.1 

and 20.1 second. This is due to fact that within the test window the temperature 

residual does not cross the threshold. Similar problems occurred during the intake 

manifold fault isolation presented in [102]. 

A more robust method presented now aims to improve the fault isolation 

accuracy by using the assumption that the leak area and the discharge coefficient of 

the leak source are constant. With this assumption the variance of the leak directional 

residual is monitored to help reliably isolate the fault. For the statistical analysis the 

number of data points determines the accuracy and the window length will be 
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increased to 200 events. Within the 200 events window from the moment of the fault 

detection (see in Figure 6-37) the temperature directional residual only marginally 

violates the threshold. If the temperature did not violate the threshold within the data 

window the pressure sensor fault would be isolated. Such a situation is shown in 

Figure 6-38 for the leak occurring at the time of 15.1 seconds. The pressure sensor 

fault is wrongly isolated. This clearly is a problem if control system re-configuration 

was to be used. 
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Figure 6-38: Fault detection efficiency: simple threshold method 

The monitoring of the variance of the leak directional residual will improve 

the robustness. The leak directional residual that represents the leak area is assumed 

to be constant. For that reason it is possible to establish the upper bound of this 

parameter. The upper bound for the variance of the leak residual was determined 

based on the test simulation to be 0.04. If the variance of the leak remains below its 

maximum value, it indicates that there might be a leak in the intake manifold. The 

data window is shifted forward in time until the temperature residual violates the 
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threshold which indicates the leak, or until the variance violates its threshold, which 

indicates the pressure sensor fault. 

Pressure Temperature Intake Extend the 
sensor fault sensor fault manifold leak data 

window 
Pressure directional residual over 1 0 1 1 

threshold 
Temperature directional residual 0 1 1 0 

over threshold 
Leak directional residual over X X 1 1 

threshold 
Leak directional residual variance 1 X 0 0 

over threshold 
Table 6.7: Extended fault slgnatures table 

The fault isolation logic is formulated in Table 6.7. The improved robustness 

of the method is presented in Figure 6-39. It should be noticed that the robustness of 

the method comes at the expense of the speed of isolation. 
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Figure 6-39: The intake manifold faults robust isolation 
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The accurate isolation is important for the control system re-configuration. 

For the re-configuration, the identification of the fault extent is essential. The fault 

identification is only required for the intake manifold leak. The directional residual 

estimate };eak.n provided by the process fault detection filter is used for that purpose. 

The residual is a combination of the product of the leak discharge coefficient, the 

leak area estimate and the noise. Since the fault fteak.n is assumed to be constant and 

the noise is filtered out, the leak estimate may be used by the control algorithm. The 

system re-configuration will be demonstrated in the next section. 

6.4.4 System reconfiguration and the cylinder air charge 
estimation 

The system estimation with the state dependent Kalman filter is combined 

now with the fault detection, isolation and the identification algorithm The system 

diagram with the fault detection functional block and the estimator is shown in 

Figure 6-40. The state dependent Kalman filter is re-configured in a way that if 

pressure or temperature sensor faults are detected the faulty sensor is excluded from 

the system In case of the intake manifold leak, state estimates obtained from the 

intake leak dedicated filter are used by the controller. 

Throttle 
dynamics + 
flow model 

Dynamics 

+temperature 

sensor 

Figure 6-40: Fault detection combined with the state estimator 
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The system re-configuration results in the improved control when faults are 

present in the system A more accurate cylinder air charge prediction without a bias 

is achieved. The in-cylinder air-fuel ratio comparison for the system with and 

without the re-configuration is presented in Figure 6-41. 
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Figure 6-41: CAC prediction error reduction with the system re-configuration 

The fault detection, isolation and identification combined with the control 

system re-configuration provides improved accuracy of the air-fuel ratio control. As 

a result bias-free estimates of parameters are obtained, the cylinder air charge 

prediction is more accurate and the feedforward control, based on the fuel-film 

dynamics model inversion, is improved. The control system provides good control 

performance in presence of faults. The system reconfiguration is intended to 

maintain acceptable engine operation to reach the service station. However, if the re

configured control system was capable of maintaining legislated emission levels, the 

fault could be flxed during the scheduled servicing. The engine management system 
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could give a fault indication to the driver to let him know that the engine experiences 

technical difficulties. In the meantime the engine control system would allow a 

continuation of the journey. 

6.5 Summary 

A simulation analysis of the accuracy of the cylinder air charge (CAC) 

prediction was carried out. Robustness was assessed using two different approaches. 

The first approach involved the feeding of the process and the measurement 

stochastic noise into the simulated intake manifold model. The improvement in the 

CAC prediction accuracy was found to be significant. The extended Kalman filter 

(EKF) provided the best performance. The state-dependent Kalman filter (SDKF) 

was only slightly worse in terms of the integrated squared and the absolute prediction 

errors. The second approach introduced the parameter and the measurement gain 

errors. Monte-Carlo analysis based on a population (2000 with truncated Gaussian 

probability distribution) of simulations was carried out in order to obtain the CAC 

error distributions. The EKF and SDKF methods once again provided superior 

performance compared to direct measurement methods. The SDKF provided the best 

robustness to errors introduced in the simulation. 

Fault detection schemes such as presented later in the chapter are a very 

important part of the modem control algorithms. For the intake manifold presented 

solution delivers an unbiased estimation, if combined with the re-configuration. The 

fault detection and isolation method used in this chapter performed threshold tests for 

directional residuals. The fault detection was followed by the isolation. To increase 

robustness, the fault detection signal triggered the fault signature diagnosis 

algorithm. The set of measurements over the period of time was gathered and the 

properties of residuals were analysed. The fault isolation may be improved by the 

introduction of residual statistical analysis. The variance of the leak residual signal 

was tested. Additionally system specific knowledge was incorporated to improve the 

robustness of the fault detection. 
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Chapter 7 

Conclusions and Future work 

7.1 Summary and conclusion 

The thesis presented a number of areas of control engineering theory and 

practice applied to the spark ignition engine. The motivation for that is a 

multidisciplinary nature of control engineering. The control engineer must be able to 

understand the process being subject of control, be able to model it, design the 

control algorithm and implement it. 

In Chapter 2 the basic theory for estimation and more advanced fault 

detection algorithms were elaborated. The chapter introduced parameter and state 

estimation methods for linear systems. The theoretical background was briefly 

presented to give a basis for the non-linear techniques analysis. This led to the 

estimation methods for the non-linear systems, out of which the extended Kalman 

filter is probably the most popular. An alternative formulation of the non-linear 

estimation method is introduced next in a form of the state-dependent Kalman filter. 

A discrete time formulation of the state-dependent Kalman filter was introduced. 

This was a basis for the fault detection algorithms development. The dedicated 

observer scheme for sensor fault detection was outlined next. This was followed by 

the development of the non-linear fault detection filter based on state-dependent 

models. The fault detection filter can isolate, to no higher than the output 

measurements, the number of faults/unmeasured inputs. Two types of residuals are 

generated by the filter: the orthogonal residual vector decoupled from faults (or 
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disturbances) and the fault/unmeasured input estimate. The residuals may be used for 

the fault detection, the isolation and even the identification. For plants with both: 

process and sensor faults appearing in the system, the methodology for simultaneous 

detection of both types of faults is described. 

In Chapter 3 the design methods for non-linear control algorithms were 

presented. The algorithms were based on state-dependent models. Two distinct 

design approaches were analyzed. First the well-known linear-quadratic optimal 

control theory was used as a basis and its applicability was extended to non-linear 

systems. The development was based on the state-dependent Riccati equation method 

and improved its performance with the linear time-varying approximation of the non

linear system. The optimality of the solution was also a subject of consideration and 

the algorithm that provides the optimal solution to the cost function minimization 

problem was introduced. The second group of algorithms used the generalized 

predictive control algorithm as a basis and extended this control technique to non

linear systems using state-dependent models. The time-varying approximation was 

used together with the predicted control trajectory computed in previous iteration of 

the predictive control algorithm. The method of recovering the optimal solution of 

the minimisation problem was presented in the predictive control context. Depending 

on control system requirements the basic non-linear or their optimal versions may be 

used. For systems where the cost function and weighting matrices are introduced as 

tuning parameters, the exact value of the performance index may not be of interest. 

For some applications where the cost function determines the energy used in the 

process, achieving the minimum value may be of interest. In such cases, the optimal 

versions of presented algorithms should be used. 

The developments described above are of a theoretical nature. This work was 

intended to be a preparation for the subsequent application effort. 

In Chapter 4 the identification of the combustion engine model was 

presented. The methodology presented there aimed to use as few parameters supplied 

by the engine manufacturer as possible. Most importantly, the identification 
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procedure used the driving cycle data which implies that presented methods may be 

adopted for the on-line operation. This in tum allows the model adaptation to the 

gradual changes of the system as a result of wear and tear. The use of the driving 

cycle data required the specific identification procedure to be developed. The 

identification task was split in two sub-tasks. The intake manifold with the throttle 

model was identified fIrSt. The exhaust and fuel delivery time delays were then 

removed from the data and fuel delivery, torque and air fuel ratio models identified. 

The model complexity determines its accuracy and various model structures were 

employed and validated. 

The engine model was utilized in Chapter 5. A feedforward fuel control 

algorithm with a built-in predictor was developed and tested in the vehicle using the 

rapid prototyping hardware. Test results indicated that good performance had been 

achieved. This also provided an additional test for the identified model accuracy. In 

addition, by using the throttle actuator model and the throttle setpoint command, 

more accurate future throttle position is predicted and, hence, more accurate cylinder 

air charge estimated. The estimated cylinder air charge is used by the controller and 

more accurate fuel injection command is computed. Further improvements in the air

fuel ratio control are achieved by multi-input multi-output (MIMO) nonlinear control 

strategies which were tested in simulation. Models of the exhaust gas air-fuel ratio 

and generated torque are used for the design of the control system. The MIMO 

control strategy is based on the predictive control approach. The multivariable 

solution is a trade-off between the accuracy in the regulation of air-fuel ratio and the 

tracking of the requested torque profile. Considering the complexity of the non-linear 

engine model, some simplifications based on the specific nature of the problem are 

made to reduce the amount of computational effort required. Improvements in the air 

fuel ratio regulation are achieved by decoupling of the accelerator pedal and the 

throttle opening through the introduction of a simple delay in the application of the 

throttle command. The length of the time delay may be optimized to allow for the 

maximum permissible air-fuel ratio excursion during transient operations. Additional 

improvements in transient torque control are achieved through the magnitude 

decoupling of the throttle movement and the accelerator pedal position as well. The 
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compensation of the cylinder air charge response dynamics using simple classical 

control methods is proposed. The attention is then turned to the multivariable 

predictive air-fuel ratio and torque control methods. This provides a suitable solution 

for the torque tracking problem. The predictive method is based on a minimization of 

the cost function defined in terms of the cylinder air charge only. The amount of fuel 

injection is then derived from future cylinder air charge prediction that is available 

through the predictive control algorithm. By changing the weights (i.e. tuning) and 

the prediction horizon, the required performance of lambda regulation and torque 

tracking can be influenced simultaneously. Presented algorithms provide significant 

improvements in the control system performance. 

In Chapter 6 the robustness to the modelling inaccuracies, noise and faults are 

analysed. The simulation analysis of the accuracy of the cylinder air charge (CAC) 

prediction was carried out. Robustness was assessed using two different approaches. 

The flrst approach involved feeding of the process and the measurement stochastic 

noise into the simulated intake manifold model. The improvement in the CAC 

prediction accuracy was substantial. The presented non-linear flltering methods were 

capable of providing a better performance. The second approach benchmarked 

robustness of the control system to parameter and measurement errors. Monte-Carlo 

analysis based on a population of simulations was carried out in order to obtain the 

CAC prediction error distributions. The non-linear ftltering algorithms once again 

provided superior performance compared to direct measurement methods. The fault 

detection scheme that was presented later in Chapter 6 is a very important part of the 

modem control algorithms. The legislation requires the engine control system to be 

equipped with the diagnosis of parts that determine emissions. The fault detection 

scheme developed for the intake manifold delivered unbiased estimation, if 

combined with the system re-conflguration. The fault detection and isolation method 

presented used threshold tests for residuals. To increase robustness, the fault 

detection signal triggered the fault signature diagnosis algorithm. The set of 

measurements over the period of time was gathered and properties of residuals were 

analysed. The fault isolation robustness was improved by introduction of the residual 
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statistical analysis and the system specific knowledge. The control system re

configuration was a natural consequence of the fault isolation. 

The range of methods presented in this thesis aims to address most of the 

control problems associated with the spark ignition engine. The emphasis was put on 

both theoretical research and the application with a slight shift towards application. 

The presented work will not provide a solution to all problems encountered during 

the engine control system development. However it gives a good insight in the 

application and shows how the model-based techniques may be employed to reduce 

the development time and effort required. 

7.2 Future work 

The theoretical and application research results presented in this thesis may 

be further developed. Especially. when the engine control application is considered 

there are number of issues that may and should be researched more thoroughly. The 

results presented in this thesis should be considered as an indication of what are the 

possible directions in modelling, control, estimation and fault detection methods 

development. It must be stressed that the developments presented here are not a 

complete solution for the presented application. The following directions for the 

future research should be considered: 

• Theoretical analysis of non-linear system structures and the optimal state

dependent model parameterization for these systems. It is known that the 

performance of state-dependent control algorithms depends strongly upon 

the system parameterization. The guidelines for the model parameterization 

should be a subject of research 

• Stability analysis and real-time implementation of the presented algorithms 

will be analysed. Rigorous analysis of the stability for non-linear systems is 

a difficult issue. It may not be possible to formulate stability conditions for 

general non-linear system structures. However. the stability for a class of 
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non-linear systems may be considered and rigorous analysis methods 

developed. 

• The engine identification presented in this thesis may be extended to the 

cold-start conditions. Additional thermal parameters must be added and the 

estimation carried out. Also, alternative model structures for fuel-film 

dynamics may be employed to achieve improved accuracy. A more 

accurate non-linear model of the throttle actuator and an improved torque 

model will be introduced 

• The real-time implementation and tests of multivariable engine control 

strategies should be attempted. This will require consideration of the 

computational burden and some simplifications resulting in scheduled 

control strategies. Also, the optimization based multivariable control 

strategy with the efficient optimization algorithm will be analyzed 

• The implementation of the estimation methods will require careful 

consideration of the computational burden. This will be a preparation for 

the real-time implementation of the presented model-based intake manifold 

filtering methods. The estimation for the full system with the fuelling path 

should also be subject of research. More comprehensive robustness analysis 

for the full system should be carried out. 

• The estimation and fault detection applied to the intake manifold should be 

extended to the full engine. The important parameter of interest is the 

estimate of the wall fuel mass. The solution that is expected to give the best 

results leads to a separation of tasks between the intake-manifold and wall

fuel estimators and follows the methodology used for the system 

identification. The main difficulty of considered filtering problem results 

from nonlinearities and variable time delays in the system. 

• The application of the hybrid system control theory [105], [106](i.e. mixed 

logical and dynamic systems) to the engine control is expected to provide 

good results. The combination of the logic based controls with other 

methods, widely used on the engine, provides the motivation. The other 

feature of hybrid systems that is found in combustion engines is the natural 
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combination of continuous and discrete event system behaviour. Hybrid 

systems theory addresses these issues for both: simulation and control. 
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