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Chapter 1

Introduction

This thesis collects and structures the ideas and experiments from the last four years of the
author’s study, presenting them in a way to build a consistent narrative concerning the ap-
plication of radio frequency (rf) atomic magnetometers for magnetic induction tomography
(MIT). Although the first atomic magnetometers were demonstrated around 70 years ago [1–
4], there has recently been a resurgence in their study. This is motivated by their extreme
sensitivity (< fT/

√
Hz, which surpasses their closest competitor SQUIDs, without the need

for cryogenics) and the fact they have become comparatively inexpensive to build, both of
which are partly due to the increased availability of narrow band light sources (i.e. lasers).
Within the community these sensors are also called optically pumped magnetometers, but this
is interchangeable the term atomic magnetometer. This thesis uses ‘rf atomic magnetome-
ter’ to align with the previous publications of the author and typically it is shortened to ‘rf
magnetometer’.

MIT is a non-destructive testing (NDT) scheme that utilises a magnetometer to monitor the
response of an object that is inductively coupled to an oscillating magnetic field. The advan-
tage of MIT over other NDT schemes is that oscillating magnetic fields penetrate materials, so
it is possible to measure a subsurface defect or image through a barrier. Much of the research
into atomic magnetometers has been carried out in magnetically shielded environments, but
this is impractical for MIT measurements (as shielding is not portable and it is challenging to
deliver samples to the sensor); hence, it is crucial to be able to undertake MIT measurements
in an open, real-world environment. This thesis shows how to optimise the rf magnetometer
for MIT measurements and for operation without magnetic shielding. It also demonstrates the
efficacy of rf magnetometers for MIT in several scenarios, which in turn provides insight into
the functionalities of the sensor.

This introduction begins with several observations about the motivations behind this thesis and
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the work that it reports on. As a whole, the work was focused on the practical development of
a sensor and an exploration of a particular application, MIT. The outcomes of this work are a
set of ideas designed to increase the performance of the rf magnetometer for this application.
As such, the work carried out during this study and the results presented in this thesis are
predominantly experimental. This thesis is structured as follows:

• Chapter 2 introduces the most relevant underlying atomic physics theory required to
understand the operation of an atomic magnetometer. Since this work is experimental,
and since there are already many excellent theoretical descriptions of atomic magne-
tometers, efforts have been made to present intuitive arguments and descriptions where
possible, and provide directions to further reading and explanations where appropriate.

• Chapter 3 describes how the performance of the rf magnetometer is influenced by the
action of laser light, with particular attention paid to the number of laser beams used. For
most of the thesis, a two-beam configuration is used as it is well studied and facilitates
a sensor sensitivity on the order of 1fT/

√
Hz [5, 6]. The chapter ends by describing

a novel laser scheme that operates the rf magnetometer in the same way as the two-
beam configuration, but with a single laser, which drastically simplifies the experimental
requirements of the sensor and will assist with the future miniaturisation of the setup.

• Chapter 4 details much of the technical details for the experimental setup. In particular,
details are given on how the rf magnetometer is operated in an unshielded environment
by actively compensating changes in the ambient magnetic field and magnetic field noise
generated by mains electricity at 50Hz.

• Chapter 5 discusses how MIT works and what the system measures. A section of this
chapter introduces several other sensors that can be used for MIT. This chapter acts as a
literature review of the field and sets the context for why the rf magnetometer is a good
candidate for MIT.

• Chapter 6 covers the main topic of this thesis: the results of MIT with an rf magnetome-
ter. The chapter is split into two sections, one that deals with issues specific to the use
of the rf magnetometer, and the other covering more general topics concerning MIT.

• Chapter 7 introduces a mode of operation for the rf magnetometer, called the spin maser
mode, which can be used to reduce the MIT measurement time and also enables opera-
tion in a magnetically noisy environment.

• Chapter 8 is the final chapter. It presents an overview of the progress this research has
made and provides an outlook for future developments.
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All of the experimental data collection for this thesis was done by the author in the Time and
Frequency Department at the National Physical Laboratory; however, this work was not done
in isolation. The results presented for the COMSOL simulations in Fig. 5.3 were carried out
by the group of Prof. M. Fromhold at The University of Nottingham and Dr. R. Gartman wrote
a numerical model that was used calculate the data in Fig. 5.4 and Fig. 6.8. The theoretical
basis for the understanding of some of the results presented for the single-beam configuration
in Sec. 3.3 was based on the previous work of Dr. W. Chalupczak. The results presented
in this thesis were primarily recorded with an unshielded sensor that was built by the author.
In a few cases, results are presented that were recorded with a shielded sensor, which was
built before this body of work was undertaken. The author has benefited from working with
postdoctoral researcher Dr. R. Gartman and academic supervisor Dr. W. Chalupczak and this
thesis is accompanied by a series of publications, which are listed below.
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Review A 101, 1 (2020).
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• [15] P. Bevington, R. Gartman, Y. V. Stadnik, and W. Chalupczak, "Dual-frequency
cesium spin maser", Physical Review A 102, 3 (2020).

• [16] P. Bevington, R. Gartman, and W. Chalupczak, "Inductive Imaging of the Con-
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The chronology of these publications does not reflect the order in which the ideas and results
are presented in this thesis. Also this thesis does not cover all of the topics presented in
each publication, but the most relevant publications for each chapter are listed as follows:
[11, 14] are included in Chap. 3, [7–9, 16] cover most of the results presented in Chap. 6,
and [10, 12, 15] detail the investigations with the spin maser mode described in Chap. 7. The
majority of the previously published data has been presented differently in this thesis so that
it is more relevant to the arguments being presented; however as one might expect, there is
significant overlap with the publications. The relevant publications for specific results will be
detailed at the beginning of each chapter for the interested reader.



Chapter 2

Theory

This chapter describes the theory that underpins the operation of the atomic magnetometer.
The aim is not for this to be an exhaustive survey of all of the interesting physics involved.
As much as is appropriate, references will be given to works that already, often perfectly,
describe the physics discussed throughout this thesis. Detailed theoretical descriptions will
only be presented for concepts that help to explain the practical motivations behind this work
and the experimental results presented throughout this thesis.

Care has been taken to only include details that are relevant to the arguments presented, and
efforts have been made to avoid including ‘interesting’ asides.

2.1 Atoms

Much of the discrete atomic energy substructure originates in the internal interactions of elec-
tronic and nuclear angular momenta, and their interaction with external perturbations. These
interactions give rise to energy structure or shifts. There is a hierarchy to interactions given by

H = He +HFS +HHSF +HB +HLight , (2.1)

the ordering of which corresponds to the typical magnitude of the interaction in the energy
scale. The first three terms are from internal interactions: atomic level of the electron (He )
and the coupling of electronic angular momentum states (electronic HFS and electronic with
nuclear HHSF ). The last two terms are from external interactions between the atom and a
static magnetic field (HB) and the oscillating electric component of a light field (HLight). The
magnitude of their interaction (expectation value) is a function of the field strength and is
given by the induced splitting. The ordering shown in Equ. 2.1, i.e. HB > HLight, reflects the
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regime considered in this work.

The alkali metals have a single valence electron, which reduces the number of available angu-
lar momentum states. This simplifies their energy structure with the result that it is relatively
straightforward to control their atomic states, making them subjects of significant study in
atomic physics. This work will only consider the alkali metals, in particular caesium [17–19];
however, it should be noted that rubidium [20–22] and potassium [5, 23, 24] are other popu-
lar choices for atomic magnetometry. Note: these references have been selected as a general
sample.

The purpose of this section is to introduce the key topics that describe the atomic interaction
energy as it underpins the operation of the atomic magnetometer. Much of this is fundamental
and can be found at the beginning of any atomic physics textbook.

Before the description of the energy interaction, it is worth introducing the spectroscopic no-
tation. It has a general form of n2S+1LJ and introduces the electronic angular momentum
states where: n describes the principal atomic number, S is the spin quantum number while
|SSS| =

√
S (S+1)1 is the spin angular momentum and 2S+ 1 describes the spin multiplicity

(number of degenerate spin states), L is the orbital angular momentum quantum number, and
J = S+L is the total electron angular momentum quantum number. For an electron S = 1/2
and can be spin up (ms = +1/2) or down (ms = −1/2), while the orbital angular momentum
quantum number can take values in the range of L = 0, 1, 2, 3, ..., n−1. In spectroscopic no-
tation, the numerical value of L is represented by a letter. The first four are given by: S, P, D
and F (Sharp, Principal, Diffuse, Fundamental), while the rest follow onwards alphabetically
from F (with the exception that there is no J state). The orbital angular momentum is given by
LLL, and like all angular momenta, its magnitude is given by |LLL|=

√
L(L+1). The ground state

and the first excited state of the caesium (Cs) valance electron is given by 62S1/2 and 62P1/2.

The most significant part of the energy structure, He, is determined by the electronic atomic
orbital, but this will not be considered any further since we are only considering the valence
electron of the lowest manifold of Cs, where n = 6.

2.1.1 Fine and Hyperfine Structure

The next most significant energy structure, HFS, comes from the interaction of the electronic
spin (SSS) and orbital (LLL) angular momentum to give a total electronic angular momentum J
(|L − S| ≤ J ≤ L + S), which is called fine-structure (FS). Spin-orbital (LS)-coupling does
not affect the ground state (since L = 0), but it creates two new sublevels in the first excited
state (L = 1) that is characterised by J = 1/2 and 3/2. The optical dipole transitions between

1The h̄ is excluded from the notation used in this work.
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(b)(a)
S

L
J

Figure 2.1: Vectorial representation of the interaction of atomic angular momentum: (a) LS-
coupling resulting in total electronic momentum JJJ and leads to fine-structure, (b) coupling of
JJJ with nuclear momentum III to give total momentum FFF and the hyperfine-structure is projected
on to a quantisation axis defined by an external magnetic field. The total magnetic moment
µF is projected along FFF (modified from [25]). The nuclear magnetic moment µI is negligible
compared with the electron (due to the difference in mass of the proton and the electron) and
has not been included in this diagram .

these two excited states and the ground state are referred to as the D1 (62S1/2 → 62P1/2) and
D2 (62S1/2 → 62P3/2) lines, which are at 894.6nm and 852.3nm, respectively. For brevity
this work will only consider the D2 line, since it is the only optical transition used and the
considerations for both are the same. LS-coupling is summarised by the simplistic vectorial
picture shown in Fig. 2.1 (a).

The next in the series of internal interactions, HHFS, is the coupling of JJJ with the nuclear
angular momentum, III. These two combine to make the total atomic angular momentum
FFF = III + JJJ as shown in Fig. 2.1 (b), where |I − J| ≤ F ≤ I + J. For Cs the respective
quantum number for the nuclear magnetic number is I = 7/2. Similarly to HFS, this coupling
causes further splitting of the energy levels called hyperfine-structure (HFS). The associated
magnetic moment µµµ with each angular momentum state is also represented in this figure. The
ground state 62S1/2 is split into F = 3 and 4 levels, while for the excited state 62P3/2 is split
into F = 2, 3, 4 and 5. The energy splittings between the hyperfine sublevels are given by
Fig. 2.2.
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Figure 2.2: D2 line with hyperfine structure [26].
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Figure 2.3: Energy of hyperfine ground state sublevels for F = 4 (black) and F = 3 (red)
for increasing bias magnetic field B0. This is shown for the (a)-(b) low (Zeeman effect) and
(c) high (Paschen-Back effect) magnetic field regimes. At high fields F is no longer a good
quantum number, but the line colours are maintained to illustrate what happens to the energy
structure.

2.1.2 Zeeman States and Magnetic Sensitivity

Next in the hierarchy of interactions is that of the atomic angular momentum with an external
magnetic field, HB, which adds another layer to the energy level structure. Each hyperfine
level is a manifold of 2F +1 sublevels, which are called the mF , or Zeeman, sublevels. These
can be interpreted as the angular distribution of the atomic magnetic moment with respect to
the external magnetic field, i.e. the projection of the angular momentum (atomic magnetisa-
tion) on to the quantisation axis [25]. In zero field the levels are degenerate, but an external
magnetic field will add an energy shift ∆EB between the neighbouring levels. The magnetic
sensitivity of these energy levels, and the energy (frequency) splitting between them, make
them useful in magnetometry. The Hamiltonian of the magnetic field interaction depends on
the strength of the magnetic field and is given by

HB =−µµµ ·BBB0 , (2.2)

where µµµ is the atomic magnetic moment, which comprises of contributions from the angular
momentum states and their corresponding Landé g-factor. The nuclear magnetic moment is
small relative to the electronic magnetic moment. The former is dependent on the nuclear
magneton µN ∝ m−1

p , while the latter is dependent on the Bohr magneton µB ∝ m−1
e , where mp

and me are the respective mass of the proton and the electron. To simplify the atomic projection
(experimentally and numerically), the magnetic field is one dimensional and directed along the
quantisation axis, typically denoted as the z-axis throughout this work.

The ordering of HB in the hierarchy of interactions depends on the strength of the magnetic
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fields. For weak magnetic fields when EB ≪ ∆EHFS, then the magnetic moment is described
by µµµ = gF µBFFF , where gF is the Landé hyperfine g-factors. The lowest order approximation
of the energy shift of the Zeeman effect is given by

E|F,mF> ≈ gF µBmFB0 . (2.3)

The energy shift between neighbouring Zeeman sublevels, E∆mF = 1, in terms of frequency is

ωL =
E∆mF = 1

h̄
=

gF µB

h̄
B0 = γB0 , (2.4)

where ωL = 2πνL is the Larmor frequency (this will be shown later to define the operational
frequency of the magnetometer), or magnetic resonance frequency. For the caesium ground
state, the gyromagnetic ratio is γCs/2π ≈ 3.5Hz/nT2. Note: in this regime the energy splitting
between each sublevel is equal. The approximation given in Equ. 2.3 is approximately valid
for fields < 30 µT (corresponds to νL < 105kHz) and is called the linear Zeeman effect, as
shown in Fig 2.3 for the (a) F = 4 and (b) F = 3 manifold. The work of this thesis is pri-
marily concerned with magnetic fields within this range, but it should be noted that for higher
magnetic fields, second order effects become significant.

2.1.2.1 Higher Order Magnetic Field Effects

The exact energy of an mF sublevel can be calculated through the Breit-Rabi equation for the
ground state levels when L = 0 through

E|F,mF> =
∆EHFS

2(2I +1)
+gIµBmFB0 +(−1)F ∆EHFS

2

√
1+

4mF

(2I +1)
x+ x2 , (2.5)

where
x =

(gS −gI)µB

∆EHFS
B0 . (2.6)

The energy of each mF sublevel is plotted in Fig. 2.3 (c) for increasing B0. The second
order, or nonlinear, Zeeman (NLZ) effect is a small correction to the linear regime and lifts
the degeneracy in ωL between Zeeman sublevels. It can be assumed that gI ≈−0.0004 is zero,
which simplifies the energy splitting between neighbouring mF sublevels to [17]

E|F,mF+1>−E|F,mF>

h̄
= ωL

(
1− ωL

∆ωHFS
(2mF +1)

)
. (2.7)

2Experimentally it is preferable to use Hz rather than rads/s.
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Hence the difference in energy in terms of the frequency between magnetic resonance fre-
quencies, ωNLZ, i.e. the difference between ωmF+1↔mF = E|F,mF+1>−E|F,mF>/h̄ and

ωmF↔mF−1 = E|F,mF>−E|F,mF−1>/h̄, is given by

ωNLZ =
2ω2

L
∆ωHFS

, (2.8)

where ∆EHFS is the HFS between the ground state levels (this corresponds to ∆νHFS ≈ 9.193GHz
in frequency). This shift is significant in rf magnetometers since the linewidths are typically
on the scale of a few Hz. At high fields (EB > ∆EHFS), the Zeeman effect at low fields can be
seen to transition to a different regime called the hyperfine Paschen-Back effect.

It will only be mentioned that these regimes come about due to the precession of the different
angular momentum states. A more complete description of the above considers when the dif-
ferent quantum numbers are ‘good’ (i.e. when the exception value of the angular momentum
operator remains constant with time) for the different regimes. For a weak field (Zeeman ef-
fect) F and mF are good quantum numbers and for the strong field (hyperfine Paschen-Back
effect) these are replaced with mJ and mI . Further details and derivations can be found else-
where [25, 27] since this does not add anything to the topics discussed in this thesis as this
work only operates in a regime where F and mF are good quantum numbers.

2.1.3 Light shifts

The final perturbation, HLight, to the energy structure is the light, or ac Stark, shifts. For
magnetometry, the only shifts which are relevant3 are those that change the energy splitting
between ground state mF sublevels [28]. Consequently, these light shifts can be interpreted
as the addition of a fictitious magnetic field. There are two interactions, called the vector
(or Zeeman) and tensor light shifts, which occur for circularly and linearly polarised light,
respectively.

These two effects appear in different measurement configurations [29]. The Zeeman light
shift is caused by circularly polarised light and is equivalent to adding a static magnetic field
either parallel (left circularly polarised) or anti-parallel (right) along the direction of the beam,
leading to a linear change in ωL with increasing interaction strength. The tensor light shift
is caused by linearly polarised light and is equivalent to adding a static magnetic field along
the polarisation axis of the beam. However, the tensor light shift has a nonlinear dependence
between the atomic ground state spin and the strength of the light field. For most of the results

3There are other light shifts that change the centre of mass of the ground and excited state hyperfine levels
simultaneously, either maintaining or modifying the hyperfine splitting.



12 Theory

presented in this work, the light powers (low) and optical detunings (far) for both circularly
(pump) and linearly (probe) polarised beams are such that the light shifts are negligible - apart
from a particular case presented in Sec. 3.3, where the effects of the tensor light shift are
visible in Fig. 3.9.

2.2 Interaction with Light

The polarisation (angular momentum) of a photon interacts with, and is acted on by, the an-
gular momentum states of the atom. Light can be used to prepare an atomic population in a
specific angular momentum state (pumping), and is used to map the atomic angular momen-
tum state on to the polarisation state of the light field (probing). Pumping transfers atomic
population from one state to another by resonant (absorptive) interaction, i.e. the frequency
ω of the light field is tuned near resonance with an atomic transition ω0 (linear detuning
∆ = (ω −ω0)/2π ≈ 0). Probing can be achieved in a variety of ways [30, Chap. 13], but
the method used in this work, the paramagnetic Faraday effect, is considered in terms of an
off-resonant (dispersive) interaction.

A crude but useful description of these two types of interaction is that absorptive effects are
when an angular momentum state of an atom is acted on by light after absorbing a photon,
and dispersive effects are when the polarisation of a light field is acted on by the atom. This
description implies absorptive effects are useful in atomic state perpetration and dispersive
effects are useful in measuring the atomic state.

2.2.1 Pumping

Figure 2.4 shows driving the D2 line 62S1/2F = 4 → 62P3/2F ′ = 3 transitions with a left
circularly polarised beam that is directed along a bias magnetic field Bz on the z-axis. Due
to the conservation of angular momentum, an atom will be transferred from the mF ground
state to the mF ′ = mF + 1 excited state. This is described as a σ+-transition, whereas right
circularly polarised light drives σ−-transitions where mF ′ = mF −1. The excitation pathway
is shown by the solid-black arrow. The excited state is short-lived (∼ 35ns [31]) and will
spontaneously decay back to the ground state following the selection rules ∆mF =−1, 0,+1;
i.e. the spontaneously emitted photon has a random polarisation in the case described in
Fig. 2.44, where the decay pathways are shown by the dashed-black arrows. The probability,
or branching ratio, of the excitation and decay pathway is the same for a given transition and

4This work is only concerned with dilute vapours where radiation trapping is negligible.
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Figure 2.4: Depiction of pumping with left circularly polarised light tuned to the D2 line
62S1/2F = 4 → 62P3/2F ′ = 3 transition. Note: the energy shift between mF sublevels due to
the weak bias magnetic field is not visible on this energy scale. The solid and dashed black
lines indicate the excitation (∆mF = +1) and decay (∆mF = 0,±1) pathways. The probabil-
ity, or branching ratio, of each pathway is arranged in rows and columns corresponding to
the excited (mF ′) and ground state (mF ) sublevels, respectively. These are symmetric about
mF ′ = 0 → mF = 0, where the mF ′ =−1 → mF = 0 and mF ′ = 1 → mF = 0 have the same
likelihood. The colour of these values indicates the highest (green) to lowest (red) probability.

they are described by the Clebsch-Gordan coefficients. The relevant numbers are given at
the bottom of the figure and they have been arranged in rows and columns corresponding to
the excited (mF ′) and ground state (mF ) sublevel, respectively. The colour of these values
indicates the highest (green) to the lowest (red) probability.

In this example an atom will end up in either the mF = +F − 1 or the mF = +F level (the
latter is called the stretched state) after many pumping and decay cycles. These states are said
to be ‘dark’ since they can no longer absorb any of the pump light. The presence of relaxation
processes (discussed in Sec. 2.4) can either redistribute the atomic population amongst the
F = 4 ground state level manifold, or move the atomic population to the F = 3 manifold. In
the former, atoms will re-enter the pumping cycle and be returned to a stretched state. In the
latter, the atoms are effectively lost from the atomic population since it is no longer part of the
pumping cycle, unless the atom can be returned to the F = 4 level.

For a large population of Natoms atoms in the same angular momentum state FFF , the ensemble
can be treated to have a macroscopic net angular momentum, often denoted as MMM = NatomsFFF
as this is like a net magnetisation [32]. Pumping an atomic population in the previously
described configuration (with circularly polarised light along Bz), will lead to a longitudinal
magnetisation M = M0Fz, where M0 represents the steady-state amplitude and Fz = mF h̄ [33].
In this case, the atomic spins are defined along a specified axis and direction. The atomic
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population, or polarisation, is said to be oriented.

Pumping with linearly polarised light generates a different population distribution called atomic
alignment, which has a net-zero magnetisation where the spins only have a specified axis [34].
One example of this is pumping the F → F ′−1 transition with linearly polarised light, where
the beam polarisation parallel to the bias magnetic field and the beams propagation axis per-
pendicular to the bias magnetic field [35]. In this geometry and since linearly polarised light
is an equal superposition of left and right circularly polarised light, both polarisation com-
ponents of the light pump atoms towards the mF = +F and mF = −F ground state level,
respectively. This is just one pumping scenario with linearly polarised light, and it creates
a longitudinal alignment. It is mentioned as it partially describes a novel pumping scheme
detailed in Sec. 3.3.

The measured rf magnetometer signal (arising from Zeeman coherences that are discussed
later in Sec. 2.3) is proportional to the population imbalance between the Zeeman sublevels.
Hence, it is desirable to pump as many atoms as possible into a single stretched state, i.e. an
oriented atomic polarisation. Pumping an oriented state with a circularly polarised beam is
the primary method used in this work for polarising the atomic population; however, a special
case is presented in Sec. 3.3. Further discussion is provided throughout Chap. 3 on the
optimisation of pumping.

2.2.2 Probing

A common probing technique used in atomic magnetometers [5, 20, 36, 37], and the only one
discussed in this thesis, analyses the polarisation rotation of a linearly polarised probe beam
as it propagates through the sample. There are two key mechanisms involved in this type of
atomic state probing: dichroism and birefringence [38]. Dichroism describes the difference in
absorption of two orthogonal polarisation components of light, while birefringence describes
the difference in refraction of the orthogonal polarisations. However dichroism is not explored
any further in this work.

The rf magnetometer signal comes from measuring the modulation of the probe polarisation
rotation due to Zeeman coherences. Zeeman coherences are described in Sec. 2.3, but they
are not required to describe birefringent interaction.

2.2.3 Propagation of Light and Complex Refractive Index

The type of interaction of a light field with the atom is related to the real and imaginary
components of the complex refractive index n̄ = n+ iκ , where n = kc/ω is the real part of the
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refractive index (indicating phase velocity) and κ is the extinction coefficient (attenuation of
the light field). It should be noted that the physical properties n(ω) and κ(ω) of the atom are
dependent on the frequency ω of the light field.

The presence of dichroic and birefringent interactions becomes clear when analysing the prop-
agation equation for a linearly polarised light field EEE(z, t) propagating in free space along the
z-axis. The field is a superposition of two orthogonal circularly polarised beams

EEE(z, t) = EEE+(z, t)+EEE−(z, t) , (2.9)

where
EEE±(z, t) = E0(xxx± iyyy)ei(k̄z−ωt) , (2.10)

E0 is the amplitude of the electric field and ω is the angular frequency of light. The wavenum-
ber k̄ = ω n̄/c (c is the vacuum speed of light) is complex and is related to the complex refrac-
tive index. Assuming there is a difference in absorption κ± and refractive index n± for the
orthogonal circularly polarised beams, the field equations after propagating through a medium
of length L becomes

EEE±(L, t) = E0(xxx± iyyy)ei(ωL(n±+iκ±)/c−ωt) = E0(xxx± iyyy)e−β±Lei(k±L−ωt) , (2.11)

where β± = ωκ±L/c is the attenuation constant. The difference in absorption (β+ − β−)
will cause a linearly polarised beam to become elliptical (dichroism) while a difference in
refraction (n+−n−) will cause a rotation of the linear polarisation (birefringence).

The Kramers–Kronig relation for an equation of the form χ̄ = χ ′+ iχ ′′ states that [39]

χ
′(ω) =

2
π

∞∫
0

χ ′′(ω ′)

ω ′−ω
dω

′ , (2.12)

χ
′′(ω) =− 2

π

∞∫
0

χ ′(ω ′)

ω ′−ω
dω

′ . (2.13)

This indicates that the components of absorption and refraction for the complex refractive
index are causally interlinked; hence, dichroism and birefringence cannot be fully separated.
However, it is possible to operate in a configuration where one effect is dominant over the
other since κ(ω) ∝ Γ/∆2 + Γ (absorptive Lorentzian) and n(ω) ∝ −∆/∆2 + Γ (dispersive
Lorentzian) [40], where Γ is the full-width-half-maximum (FWHM) of the Lorentzian line-
shape.
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2.2.4 Birefringence

Birefringence occurs for both linear and circular polarisations (refraction of the two orthog-
onal components of polarisation); however, only circular birefringence is used in this thesis.
It can be assumed that the refractive index of an atom for the orthogonal polarisations of cir-
cularly polarised light depends on the angular momentum, i.e. ground state coherence (or
spin), of the atomic ground state [41]. An anisotropy in the atomic population, such as for
an oriented or aligned atomic ensemble, leads to birefringence. The difference in refractive
index experienced by the left and right circular polarisations results in the rotation of a lin-
early polarised beam as it propagates through the atomic population. This is referred to as the
paramagnetic Faraday effect5 [38]. Since birefringence is related to the refractive index, its
interaction strength also has a dispersive dependence on optical frequency.

The rotation of the linearly polarised probe beam due to birefringence is defined by the co-
herences in the ground state, [42, Chap. 2] and [43, Chap. 6]; however, the rigorous proof
provided in these references goes beyond the scope of this investigation. Regardless of the
mechanism, the focus in this thesis is simply on the measurement of the polarisation rotation.
For this thesis the probe beam measures the component of the precessing transverse spin that
is co-linear with the beams propagation axis, typically denoted Mx, as will be described in
Sec. 2.3. The direction of propagation of the probe beam is along the x-axis and the rotation
angle is [30, Chap. 15]

θPol. ∝ LnCsMxD(ω) (2.14)

for an optically thin medium (e.g. dilute vapour), where L is the propagation length of the
beam through the atomic population, nCs is the atomic density, Mx is the net angular momen-
tum of the sample directed along the x-axis (note: this is maximum when the probe is parallel
to the spin component). D is the dispersive optical envelope

D(ω) =
∆

∆2 + γ2
abs

(2.15)

that originates from the dependence of the refractive index, where ∆ = ω −ω0 is the detuning
from the relevant atomic transition and γabs is the linewidth of the absorption profile. From
Equ. 2.14 it is clear that the probing mechanism maps the projection of the transverse atomic
spin on the polarisation of the probe beam. The evolution of Mx is described in Sec. 2.5.1.

5Birefringence also occurs when there is no population anisotropy and is described by the Faraday effect,
which has uses in Faraday isolators/rotators.
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2.3 Atomic Coherences

An atomic coherence describes the coherent superposition between two atomic states. An ex-
ample of one is the coherent superposition between two Zeeman sublevels, where two neigh-
bouring mF levels are coupled via a resonant radio frequency (rf) magnetic field. In this
thesis, these are referred to as Zeeman coherences6. The amplitude of the Zeeman coherence
describes the strength of the coupling of the atoms to an external rf magnetic field. In the
literature this interaction is often described semi-classically (summarised well in [44, Chap.
4]) as the precession of the collective atomic spin (magnetic moment) MMM in a bias magnetic
field. To align with other texts this is the description that is recalled here. The full quantum
mechanical description of this interaction is not necessary for this work, but it can be found in
[27].

Consider the oriented atomic ensemble described in Sec. 2.2.1, where the majority of the
atoms are pumped into the same stretched state with a circularly polarised beam whose propa-
gation axis is parallel to the direction of a static magnetic field BBB0 that defines the quantisation
axis, and by convention is along the z-axis. The ensemble will be described by a net angular
momentum MMM = (Mx,My,Mz), with a magnetic moment

µµµ = gF µBMMM = γMMM , (2.16)

where γ is the gyromagnetic ratio. A rotating magnetic field BBBrf perpendicular to the z-axis
will tilt MMM relative to BBB0, which causes MMM to precess about BBB = BBB0 +BBBrf. The evolution of MMM
formulated by Bloch [45] is given by

dMMM
dt

= γMMM×BBB = γMMM× (BBB0 +BBBrf) = γMMM×
(

ωL

γ
ẑzz+B1 cos(ωrft)x̂xx

)
, (2.17)

where BBBrf is an rf magnetic field linearly polarised along an axis transverse to BBB0, e.g. the
x-axis, comprising of two counter rotating magnetic fields (+ωrf and −ωrf) with an amplitude
of B1 = Ω/γ . Ω is the Rabi frequency that describes the amplitude of the rf field in frequency
units. The time dependence of the rf magnetic field can be removed by moving from a sta-
tionary frame of reference (x̂xx, ŷyy, ẑzz) to a rotating frame (x̂xx′, ŷyy′, ẑzz) that rotates around the z-axis
at ωrf. The classical rotation transform gives [46]

dMMM
dt

=
dMMM′

dt
+ωωω rf ×MMM , (2.18)

6Although they are sometimes called Hertzian coherences [27], as used in the title of Alfred Kastler’s noble
prize ‘for the discovery and development of optical methods for studying Hertzian resonances in atoms’.
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dMMM′

dt
= γMMM×BBB−ωωω rf ×MMM , (2.19)

dMMM′

dt
= γMMM×

(
BBB− ωrf

γ
ẑzz
)
, (2.20)

which creates a fictitious magnetic field Bf = −ωrf/γ. The total magnetic field in the rotating
frame now becomes

BBB′ = (B0 +Bf) ẑzz+B1x̂xx′ . (2.21)

If ωrf = −γB0, then BBB′ will appear stationary. In the rotating frame the rf magnetic field
rotating at +ω appears very fast and can be neglected (rotating wave approximation), therefore
MMM′ can be given by

dMMM′

dt
= γMMM′×

(
∆ω ẑzz+Ωx̂xx′

γ

)
, (2.22)

where ∆ω = ωL −ωrf is the detuning of the rf magnetic field frequency from the magnetic
resonance (in this case the Zeeman splitting).

Decay (relaxation, described in Sec. 2.4) terms must be included to fully describe the temporal
evolution of MMM. The longitudinal (Mz) and transverse (Mx,y) relaxation mechanisms operate on
different timescales, T1 and T2 respectively, and describes the tendency towards an equilibrium
state where M′

z = M0 and M′
x = M′

y = 0. Their inclusion gives

dMMM′

dt
= γMMM′×

(
∆ω ẑzz+Ωx̂xx′

γ

)
−

(
M′

z −M0

T1
ẑzz+

M′
xx̂xx′+M′

yŷyy′

T2

)
. (2.23)

This description is now in the form of an ordinary differential equation that has stationary
(dMMM′/dt = 0) solutions given by [44, Chap. 4]

M′
x =−M0

ΩT2

(∆ωT2)2 +(1+Ω2T1T2)
, (2.24)

M′
y = M0

∆ωΩT 2
2

(∆ωT2)2 +(1+Ω2T1T2)
, (2.25)

Mz = M0
1+(∆ωT2)

2

(∆ωT2)2 +(1+Ω2T1T2)
. (2.26)

These terms describe the magnetic, or rf, resonance. Details of the shape of the resonance are
given in Sec. 2.5.1

The lifetime of the longitudinal and transverse spin components related to the atomic ground
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states relax at characteristic rates given by Γ1 = 1/T1 and Γ2 = 1/T2. The lifetime of the
ground states are much longer than those of the excited states in the previous example of
pumping Cs atoms on the D2 transition in Sec. 2.2.1. These slower ground state processes
redistribute the atomic population built up in the ground-state hyperfine levels (depopulation)
and introduce dephasing between coherences (decoherence). Decoherence is described by T2

processes, and depolarisation is described by T1. Assuming there is a pumping process to
maintain a steady M0, the sensitivity of an atomic magnetometer is optimised by maximising
T2 (described in Sec. 2.5.2). This can be measured because the FWHM, or linewidth, of
the magnetic resonance is equal to Γ2. The most relevant processes that lead to transverse
relaxation are described in the following section.

2.4 Relaxation Processes

In this work the main relaxation processes that are of concern are from wall collisions and
magnetic field gradients. Other processes that can have a significant effect are due to power
broadening and atom-atom collisions. The source and description of all four are discussed in
what follows. The total relaxation rate for Γ2 is equal to the sum of all relaxation rates so it is
desirable to minimise each.

2.4.1 Wall collisions

The atoms involved in the measurement are housed within a vapour cell. These atoms will
rapidly depolarise when they interact with the local electric and magnetic fields of the cell
walls, affecting both T1 and T2 processes. Due to the thermal velocity of the atoms at room
temperature the collision rate per cell length is of the order of ∼ 1kHz/cm, which will likely
dominate other processes unless the cell size is very large. However, Γwall can be mitigated
by two main methods: filling the cell with a buffer gas or applying anti-relaxation coatings to
the cell walls. Each method has important consequences that provide real constraints on the rf
magnetometer. As such, the technical limitations of both will be discussed in what follows.

The purpose of the buffer gas (an inert noble gas) is to impede the diffusion of the atomic
vapour to the cell walls through multiple alkali-buffer gas collisions, effectively pinning the
atoms in space. In buffer gas cells only the polarised atoms that are being probed contribute
to the measured signal, i.e. only the atoms in the intersecting volume of the pump and probe.
This means the measurement volume can be much smaller than the cell, increasing the spatial
resolution of the magnetic field measurement. It also enables independent field measurements
within the same cell, which facilitates highly sensitive gradiometric measurements [47, 48].
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However, there is a significant downside in the reduction of the number of atoms Natoms in
smaller measurement volumes as the signal to noise ratio (SNR) ∝

√
Natoms. As a consequence,

these cells are typically heated significantly above room temperature to increase the atomic
vapour density.

The other method to avoid atomic depolarisation is to use an anti-relaxation coating that is
chemically inert and has a very low polarisability. Paraffin coatings are widely used (maintain-
ing atomic polarisation after ∼ 104 wall collisions, giving T2 ∼ 1s [49]), but have a relatively
low melting point (Tmp ≈ 60◦C) [50]. Above this temperature an anti-relaxation coating will
begin to degrade. Other long-chain molecules such as deuterated polyethylene (Tmp > 100◦C)
[51] or octadecyltrichlorosilane (Tmp ≈ 170◦C) [52] exist, but are not as effective as paraffin.
For some applications, e.g. the SERF regime (introduced in Sec. 2.4.4.2), it is desirable to
operate at high atomic density nCs, which requires elevated temperatures. However, this work
is only concerned with room temperature operation (20−30◦C). Even at room temperatures
the time taken to traverse the cell is typically much less than the decoherence time. This means
an atom can leave the pump beam, collide with the cell walls and enter the probe beam many
times while remaining polarised. A benefit of this is that effectively all of the atoms within the
cell are available for measurement, in contrast to only those in the intersecting volume of the
pump-probe in buffer gas cells. However, this means the magnetic field is averaged across the
whole cell and magnetic gradients lead to decoherence (discussed further in Sec. 4.2.2.2). This
work uses a glass paraffin coated cell that was manufactured by Dr. M. Balabas, the author of
[49] and whose cells are well respected within the community. These cells have residual wall
relaxations of Γwall ≈ 1Hz.

It should be noted that historically cells have been made from glass (e.g. silica or borosili-
cate) due to its optical properties and ductility; however due to production techniques, glass
cells are rather specialist products. Recently there has been considerable advancement in the
construction of cells using microfabrication silicon-glass technology [53], which lends itself
well to mass production. The cells are often called chip, or microelectromechanical system
(MEMS), cells. They typically consist of a transparent (to the pump and probe beams, e.g.
glass) window, or windows, anodically bonded to a silicon wafer that makes up the cell walls.
Currently, these cells must operate with buffer gasses as the temperatures involved in anodic
bonding (250−400◦C) far exceed the melting point of current anti-relaxation coatings.

2.4.2 Magnetic Gradients

Magnetic field gradients cause inhomogeneous broadening of the linewidth of the measured
rf spectrum due to dephasing of the Zeeman coherences [54]. Due to the slow ground state
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relaxation rates possible (e.g. Γwall ≈ 1Hz) a polarised atom in a paraffin coated cell will
bounce between the walls many times. Each collision will randomly modify the velocity
of the atom, meaning the atom will experience a different path-dependent gradient ∆B as it
traverses the cell between each collision. This intuitively leads to a phase shift ∆φgrad between
the atoms. Since each atom will effectively sample the whole volume of the cell, ∆φgrad is
proportional to the integral of the shift in Zeeman energy over the volume of the cell.

In rf magnetometers, the presence of the bias magnetic field breaks the symmetry across the
cell, resulting in different sensitivities to gradients along the transverse and longitudinal axes.
For large bias magnetic fields (ωL is much faster than the collisional frequency), ∆Bz gradients
will have a greater influence on B0 than ∆Bx,y, since Bx,y are only second order corrections to
the total field. One might expect gradients along the transverse axis to become negligible
for increasing bias magnetic fields; however, a gradient along one axis requires a gradient in
another (to satisfy ∇.B = 0). Hence, if there is a gradient ∆Bx along the transverse direction,
then there will be a longitudinal gradient equal to ∆Bz =−1/2∆Bx [54].

The broadening induced by gradients is given by [17]

Γgrad ≈ γCs
2 L3

v
∆B2

z , (2.27)

which assumes an approximately cubic cell where L is its length and v is the atomic veloc-
ity. This work operates in an unshielded environment, in the presence of magnetic gradients.
With gradient compensation and a 1.7cm3 cell, the broadening due to residual gradients is
Γgrad ≈ 20Hz (process described in Sec. 4.2.2.2 and 4.2.3). This relaxation process can be
negated completely using good magnetic shielding.

2.4.3 Power Broadening of rf Coherences

In the field of atomic magnetometry power broadening describes processes where the absorp-
tion of a photon destroys a Zeeman coherence and occurs for both the pump and probe light. If
light is resonant with a transition involving the state of interest there will be power broadening.
The pumping rate to power broadening rate is optimised at the largest population anisotropy
within the hyperfine ground state level manifold before the decoherence from power boarding
begin to dominate - maximising the amplitude of the polarisation rotation signal. In the setup
described in Sec. 3.2.1 for indirect pumping (used for the work on MIT in Chap. 6 and 7),
the pump light is decoupled from the atomic state, which helps to reduce any decoherence
from power broadening. This is evidenced in Sec. 3.2.2.1 by Fig. 3.3, where the presence
of a weak pump beam coupled to transitions involving the F = 3 ground state broadens the
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corresponding F = 3 rf resonance, relative to the F = 4 ground state rf resonance (which the
pump light is decoupled from).

For the probe beam configuration used in this work (probe perpendicular to pump and de-
scribed in Sec. 3.1.2), absorbing a photon will polarise the atom in a different basis, removing
atomic population in addition to destroying the coherence. Power broadening for the probe can
be mitigated by using off-resonant light and is optimised in the same way as the pump beam.
Implementation of both these pumping and probing schemes means that power broadening of
the rf coherences can always be set to zero.

2.4.4 Collisions

2.4.4.1 Spin Exchange Collisions

Spin exchange collisions (SECs) describe the transfer of angular momentum (e.g. spin up to
spin down) between two atoms A and B, typically described by

A(↑)+B(↓)→ A(↓)+B(↑) , (2.28)

where the total angular momentum is conserved [55]. Collisions between atoms in the same
hyperfine manifold exchange mF [56], while for collisions between atoms in different hyper-
fine ground states (e.g. Cs F = 3 and F = 4) collisions exchange F but maintain mF [57]. Both
of these processes lead to decoherence and depolarisation. It is clear that collisions between
atoms in the stretched state, e.g. |F = 4, |mF | = 4 >, will not lead to the relaxation process
caused by SECs; however, the full elimination of relaxation due to SECs requires ∼ 100%
polarisation (discussed further in Sec. 3.1.1)[58].

The broadening ΓSE due to the rate of a spin exchange collisions, RSE, is given by [42, 59]

ΓSE =
1

qSE
RSE =

1
qSE

v̄nCsσ
SE
Self , (2.29)

where qSE = 2I(2I −1)/3I(2I +1) is the broadening factor when ωL ≫ RSE , the relative ve-
locity between atoms is given by v̄ =

√
2 ×

√
8kBT/πmCs, nCs is the atomic density, and

σSE
Self ≈ 2× 10−14 cm2 is the collision cross section between Cs atoms [23]. At the tempera-

tures used in this work (22◦C, natoms = 3.3×1010 cm−3), the decoherence rate due to SEC is
ΓSE ≈ 1Hz and was confirmed by the measurements that supported [6] by Dr. W. Chalupczak
et al. Although this is effectively negligible compared to decoherence experienced by mag-
netic gradients, SEC play an important role in the transfer of population between hyperfine
levels. This facilitates the indirect pumping that is described in Sec. 3.2.1.
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2.4.4.2 Spin Destruction Collisions

Intra-species collisions between alkali atoms can lead to spin-destruction, which describes
cases where F and mF is not conserved (momentum is transferred elsewhere), depolarising
the atom. The rate of these spin-destruction collisions are much lower than SECs due to their
significantly smaller cross-sectional area (Cs σSD

Self = 2×10−16 cm−2) and their presence only
becomes significant when SECs are negligible, in the so-called spin-exchange relaxation free
(SERF) regime [23]. The SERF regime operates at elevated vapour temperatures (high density
and spin-exchange rate) and low magnetic fields to enable rapid spin-exchange within a period
of spin precession. In this way the average atomic spin interacts with the magnetic field and it
does not see the decoherence from the SEC.

In buffer gas cells there is a low rate of spin-destruction collisions with polarised atoms and
the buffer gas. The buffer gas pressure is set so that this is comparable to the other dominant
spin-relaxation mechanisms, i.e. from walls and SECs [42, Chap. 2].

2.5 Atomic Magnetometer Operation

This section presents the concepts that have been presented in the preceding sections of the
chapter to describe the fundamental operation of the rf magnetometer used throughout this
work. The operation is typically described by the model of polarisation, evolution, and detec-
tion, described by Fig. 2.5 and below.

• Polarisation: Optical pumping is used to build up a population anisotropy within the
hyperfine ground state manifold of mF levels, aligning the atomic spins of an unpo-
larised atomic population Fig 2.5 (a)-(b). The pump beam is co-linear with a static bias
magnetic field B0 (e.g. directed along ẑzz) that defines the quantisation axis and sets the
Zeeman splitting (Larmor frequency ) between mF sublevels. The pump is circularly
polarised, which directs the spins of the atomic ensemble along the pump and results in
a net magnetisation MMM = M0ẑzz.

• Evolution: An rf magnetic field Brf that is perpendicular to B0 (e.g. directed along
x̂xx) and has a frequency ωrf resonant with ωL will induce coherences between mF sub-
levels - this can be interpreted as the rf field tilting MMM along x̂xx and resonantly driving its
precession around ẑzz.

• Detection: Birefringence (difference in indices of refraction for left and right polarised
light) maps the projection of the precessing component of angular momentum Mx to
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Figure 2.5: Initially an unpolarised atomic population (a) MMM = 0 is polarised by a circularly
polarised pump beam (b) MMM = M0ẑzz along B0; (c) a rotating field Brf which is resonant with ωL
and is perpendicular to B0 will resonantly drive the precession of MMM around B0; (d) a linearly
polarised probe beam perpendicular to B0 can monitor the projection of MMM along the probe via
the paramagnetic Faraday effect.

the linear polarisation of a beam propagating along x̂xx, leading to rotation of the beam
polarisation.

2.5.1 Resonance Lineshape

The probe measures the co-linear projection of the transverse component of the precessing
spin on to the axis of the probe beam, in the stationary frame of reference of the labora-
tory. In the literature it is standard for the probe to be aligned along the x-axis7, hence
this configuration is referred to as an Mx magnetometer. The component will have the form
Mx = M′

x cos(ωLt)+M′
y sin(ωLt), describing a signal oscillating at ωL with a Lorentzian am-

plitude envelope centred on ωrf = ωL, as depicted in Fig. 2.6 (a). Birefringence directly maps
the component of angular momentum Mx on to the polarisation of the linearly polarised probe.
Hence, monitoring the polarisation rotation of the probe (described in Sec. 4.1.3) gives a
measure of Mx. The most useful information is the amplitude of M′

x and M′
y, which can be

measured directly by demodulating8 the polarisation signal at cos(ωrft) and sin(ωrft), which

7projecting the probe along the y-axis will only introduce a 90◦ phase shift.
8This is typically done with a lock-in amplifier, which measure the amplitude and phase of a signal at a par-

ticular frequency. The input signal Vs is amplified and mixed with a reference signal Vf , effectively multiplying
the two signals. If fS = fR there will be a component at 0 Hz (DC signal) and 2 fR. Low-pass filters are used
to attenuate the non-DC component, which will include all frequency components of the input signal which are
not at fR. The output is a DC signal with an amplitude proportional to the component of the input signal at
the reference frequency. The input signal is said to be demodulated at the reference frequency. The lock-in’s
time constant (TC) sets how close to DC the signal is filtered. Longer TCs have a lower frequency cut-off but
they make the lock-in less reactive (measured DC amplitude typically takes 5-10 times the TC to settle). If by
chance θ = θS −θR = 90◦ the measured signal will be zero, even though the input signal is not. Another PSD
can be implemented, which phase shifts the reference frequency by 90◦. This gives two outputs, X = AS cosθ

and Y = AS sinθ , which are called the in-phase and quadrature component respectively. Further details can be
found in [60]
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Figure 2.6: (a) Calculation of the Mx time-series as ωrf increases linearly with time. In this
model ωrf is scanned through the resonance over a period of a second and the time series
is centred at the point when ωrf = ωL. The Mx signal is demodulated at ωrf into quadrature
components X and Y , shown by the solid blue line and the dotted orange line in (b). The
amplitude R and phase φ are shown by the black line in (b) and (c), respectively.

results in the components X ∝ M′
x (in-phase) and Y ∝ M′

Y (quadrature), respectively. From the
form of Equ. 2.24 and 2.25, X and Y will have an absorptive [X(x) = 1/1+x2] and dispersive
[Y (x) = x/1+x2] Lorentzian lineshape, as shown by Fig. 2.6 (b) X (solid blue line) and Y (dot-
ted orange line). The amplitude R =

√
X2 +Y 2 and phase φ = tan−1 Y/X of the demodulated

signal are given by the black line in Fig. 2.6 (b) and (c), respectively. The data presented in
Fig. 2.6 have been calculated for νL = 100Hz and has a linewidth of Γ = 10Hz so that both
the structure of the Mx signal and resonance are clearly visible.

2.5.2 Measurement Limits

Part of the excitement surrounding atomic sensors is that their sensitivity is quantum limited.
For atomic magnetometers these topics are covered in depth in [44, Chap. 2] and [61], which
deals with the fundamental sensitivity limits of atomic magnetometers more generally, while
Savukov et al. [5] introduces the limits specifically for rf magnetometers. The work under-
taken in this thesis is concerned with operating in an unshielded environment where there are
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external factors, such as magnetic field gradients and 50-Hz electronic noise (as will be dis-
cussed in Sec. 4.2.3), that make it challenging to reach the quantum limit. However, it is worth
introducing the dependencies of the quantum limited sensitivities on experimental parameters
of the magnetometer to give a flavour of what is achievable.

The first limit is the atomic-shot-noise-limit (SNL), or spin projection limit. This originates
from the random fluctuations (uncertainty) in atomic polarisation and affects the uncertainty
in measuring the magnetic field, δBSNL, given by

δBSNL ≈ 2π

γCs

√
1

NatomsT2τ
, (2.30)

where τ is the measurement time. Since the collective measurement is made up of measuring
Natoms many atoms, this shows the usual trend that the uncertainty will decrease with the
inverse square root of the number of measurements and measurement time. Longer coherence
lifetimes will also decrease the uncertainty. For the cell size (1.7cm3) used most frequently
in this work and at room temperature, Natoms = 5.6× 1010 and typically 1/T2 ≈ 20Hz, gives
δBSNL ≈ 5fT for τ = 1s integration time (note: γCs/2π = 3.5×109 Hz/nT).

The second limit is the photon-shot-noise-limit. This originates for the stochastic arrival of
photons at the detector and affects the uncertainty in measuring the angle of polarisation rota-
tion δΦSNL given by

δΦSNL ∝
1
2

√
1

φphotonsτ
, (2.31)

where φphotons is the number of photons arriving at the detector. The same consideration to
δBSNL applies here, where a greater number of photons Nphotons measured over a longer period
will decrease the measured uncertainty. There is also a quantum mechanical uncertainty that is
associated with random fluctuations in the linear polarisation of the probe beam at the detector.
Both these uncertainties are related to optical detection and their connection to the uncertainty
in the measured magnetic field is somewhat involved (described fully in [61]); however, the
details of this are not necessary for the magnetometer configuration considered here as its
contribution is less than δBSNL [6].

A technical limit of any measurement is the electronic, or detection noise, from the photodi-
odes monitoring the probe. At the fundamental limit this is the sum of the Johnson noise and
1/ f noise in the electronics. Johnson noise is due to the current generated by the random,
temperature dependent, motion of electrons in resistive components. This sums to zero over
time, but has a broadband frequency component, while 1/ f noise has a linear frequency re-
sponse and typically dominates at low frequencies. In a real circuit there will be other larger
noise contributions, but for modern photodiodes and commercial electronics, the noise level
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should be significantly lower than δBSNL and δΦSNL.

The discussion in Sec. 3.2.3 details the calibration of the sensitivity of the rf magnetometer in
a magnetically unshielded environment and shows that it is limited by technical noise at the
level of ∼ 50fT/

√
Hz.





Chapter 3

Magnetometer Performance

This chapter covers topics related to how the different configurations of laser light (pump
and probe) impact the overall performance of atomic magnetometers; although, the context
of the discussion is focused on the operation of the rf magnetometer. There is no ‘one size
fits all’ method for constructing an atomic magnetometer, but there are design choices related
to the configuration of the laser which must be considered with respect to their impact on
performance. These design choices are: frequency, polarisation, the number of laser sources
and their geometry (angle of the pump beam w.r.t bias magnetic field and the angle of the probe
to atomic polarisation). Performance is a general term so the relevant issues are grouped as
sensitivity and practicality.

• Sensitivity: discussed in terms of maximising the SNR of the polarisation rotation sig-
nal of the rf magnetometer. The primary considerations here are: the generation of a
large number of polarised atoms (∝ polarisation rotation signal amplitude), maximising
the Zeeman coherences lifetime T2, and the effective measurement of these coherences.
These mechanisms are partially defined by optical pumping and probing. Note: the im-
pact of technical noises, such as the effect of gradients (Sec. 4.2.2.2) and 50Hz magnetic
field noise (Sec. 4.2.3) on the operation of the rf magnetometer are discussed elsewhere.

• Practicality: pumping and probing can be achieved in a variety of ways, e.g. with
different beam polarisations and geometries. However, the discussion of the practicality
of the magnetometer is framed in the context of the number of laser sources (beams)
required, since this parameter will influence the power consumption, dimensions, and
overall complexity of the system.

These factors must be considered and balanced carefully when designing an rf magnetometer
that can be miniaturised and developed into a real-world sensor. This chapter is by no means an
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exhaustive review of the topics mentioned, but it does reference particular cases and studies
where relevant. Section 3.1 discusses these topics in general terms, introducing issues that
need to be considered in the operation of an atomic magnetometer. Section 3.2 describes
the optimisation of the specific two-beam pumping and probing scheme used for the work
presented in Chap. 6 and 7. The final section (Sec. 3.3) of this chapter introduces a novel
pumping configuration that generates and probes an oriented atomic polarisation with a single,
linearly polarised beam. The reduced complexity of the single-beam configuration makes it
attractive for miniaturisation.

The author has discussed the results on the influence of the probe beam on the rf resonance
presented in Sec. 3.2.2 in [11], and Sec. 3.3 covers the description of the single-beam pumping
and probing configuration presented in [14].

3.1 Laser Configurations

The focus of this section is on the practical considerations of the pump (Sec. 3.1.1) and probe
(Sec. 3.1.2) beam, and each section begins by recalling their functional requirements. Then
in Sec. 3.1.3, three different laser configurations are discussed, focusing on how the number
of beams affect the operation of the sensor. The cases are: two-beams with individual laser
frequencies for pumping and probing, a single frequency beam that combines both functions,
and the use of an additional pump beam (repump).

3.1.1 Pumping

The role of the pump beam is to achieve a large population imbalance between the ground state
Zeeman sublevels, since the amplitude of the Zeeman coherences is proportional to the pop-
ulation difference between neighbouring sublevels (∆mF =±1). Several different parameters
affect pumping. These are: the beam’s optical frequency (detuning from the relevant atomic
transitions), the polarisation of the light, and the number of beams and their geometry with re-
spect to the quantisation axis (set by the bias magnetic field). Pumping is an absorptive effect
so it typically requires an optical frequency resonant with an atomic transition. The choice of
pump beam polarisation and geometry dictates the type of atomic polarisation achieved, while
the number of beams typically impacts the degree of atomic polarisation, e.g. using a second
pump called the repump to maximise polarisation. The pumping rate1 influences the degree of
atomic polarisation, but the optimum rate is dependent on the pumping scheme, e.g. pulsed or
continuous wave (CW), or if the beam is on/ off-resonant with the relevant atomic transition.

1In the low intensity regime (below saturation) this rate is proportional to the beam intensity
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Although the considerations for pumping different atomic species and transitions are the same,
this work only discusses pumping caesium atoms on the D2 line and with two distinct pump
beam polarisations (described in Sec. 2.2.1). The first is left, or right, circularly polarised light
propagating parallel the bias field to pump an oriented state that drives mF −mF ′ =−1, or +1,
transitions. The second is linearly polarised light propagating perpendicular to the direction of
the bias magnetic field to pump a longitudinal aligned state that drives mF −mF ′ = 0 transitions
between the ground and excited state2. For magnetometry, it can be desirable to pump atoms
into an orientated state since there will be a greater population imbalance than compared to an
aligned state. A more significant issue related to operating an rf magnetometer with an aligned
state is that the measured polarisation rotation signal generated by the opposing stretched state
have opposite amplitudes. Without separation of the mF sub-levels, e.g. splitting from the
nonlinear Zeeman effect or tensor light shifts, the signals from the opposing stretched states
overlap and there will be no measurable signal present [35]. This results in a dependence of
the measured signal amplitude on the bias field strength. The applications of MIT (discussed
in Chap. 5 and 6) favour low frequency (low bias field strength) operation, meaning an aligned
atomic state will not return a strong measurement signal.

Here issues associated with using a strong pump beam will be discussed. The function of the
pump beam is to align the atomic spin with its propagation axis. The function of a resonant
rf magnetic field is to generate and drive the precession of a spin component perpendicular
to the pump beam. A strong pump beam can destroy Zeeman coherences by realigning the
transverse spin component back along the pump beam. In pulsed operation a strong pulse of
pump light can create near full atomic polarisation, but to avoid any decoherence it is required
that the evolution of the atomic coherence is probed when the pump is off [17, 22]. However,
measurement with pulsed operation has intrinsic issues for dc magnetometers due to dead-time
(period of no measurement) and bandwidth limitations (e.g. Dick effect - aliasing signals with
a frequency higher than the pulse frequency [62]). The alternate case is CW operation, which
has neither issue and for the rf magnetometer enables the implementation of a continuous
feedback mechanism, called the spin maser (described in Chap. 7). CW operation is also less
complicated to implement, but the pumping configuration must be optimised to maximise the
atomic polarisation while minimising any power broadening of the Zeeman coherence.

All the above examples in this section discussing the pump describe cases where the beam is
resonant with a transition involving the ground state level of interest. Another scheme is off-
resonant pumping, where the pump beam is optically decoupled from the target ground state,
reducing power broadening effects. This scheme is described in detail in Sec. 3.2.1, but it can
be considered to function in the same way as a repump (described in Sec. 3.1.3.3), by moving

2For this regime the beam polarisation vector is parallel to the bias magnetic field.
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the atomic population out of the additional ground state whilst other processes generate atomic
polarisation in the level of interest.

3.1.2 Probing

This work considers probing mechanisms where the atomic ensemble modifies the polarisation
of a linearly polarised probe beam. This can be achieved through two processes, dichroism
(absorption) or birefringence (dispersion/ refraction). The probing mechanism is mainly3 de-
fined by the frequency of the probe light. As dichroism is an absorptive effect, the probe must
be optically coupled to an atomic transition involving the spin states of interest, which will
add to power broadening of the magnetic resonance. Whereas birefringence is an off-resonant
interaction that can, in principle, perform a quantum non-demolition measurement of the spin
state [36], i.e. the probe light does not polarise the atom, and power broadening is negligible.

3.1.3 Geometry

There are a plethora of options for beam polarisation, orientation, and detuning for both pump
and probe. In this section examples will be discussed in the context of the number of beams
required for pumping and probing. Beam number contributes significantly to the overall com-
plexity of the sensor. This is exemplified by the fact that the first commercially available
atomic magnetometers operated with a single light source4, i.e. single beam and optical fre-
quency. To narrow the discussion of the different beam geometries, only examples of rf mag-
netometers are given. In this discussion, the use of devices that can modify the frequency of
light, such as acousto-optical modulators (AOMs) and electro-optical modulators (EOMs), are
considered to increase system complexity as much as using separate light sources.

3.1.3.1 Separate Pump and Probe

The main geometry used in this work has a separate pump and probe beam, requiring two light
sources. The two-beam configuration is convenient since the action of the pump and probe
can be separated to some degree, so that they can be considered to interact separately with the
atoms. In particular, the probe beam can be detuned away from the atomic resonance so it does
not interfere with the pumping mechanism. Beam power and polarisation can be optimised

3The polarisation of the probe light and also the character of the atomic population will also have an influence
4There have been different generation of sensors. While lamps were used in the 1950’s [44], laser diodes are

used in the present day by companies Twinleaf and QuSpin.
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separately, although this is also possible when using a single light source and splitting the
beams.

Another advantage of using two-beams is that the angle between them can be changed to
achieve different pump-probe configurations. In one such case - which is used in this work
and was first described in [5] - the optimum pumping of an oriented state is reached using a
circularly polarised beam directed along the bias magnetic field. To create a Zeeman coher-
ence, the rf magnetic field must be perpendicular to the axis that the ensemble of atoms are
polarised along. The precessing spin (Zeeman coherence) only has a non-zero amplitude in
the plane perpendicular to the axis of the bias magnetic field, i.e. the magnetometer has dead-
zones along the bias magnetic field. The paramagnetic Faraday effect (described in Sec. 2.2.4)
is used to monitor the projection of the precessing spins on to the propagation direction of the
probe beam. The amplitude of the projection is maximum when the probe beam is parallel to
the transverse spins. This is a convenient and well-used geometry [5, 20], including for all the
results presented in this work (excluding Sec. 3.3).

3.1.3.2 Combined Pump and Probe

A special case of the separate pump and probe category is where the two-beams are identical,
i.e. a single beam acting simultaneously as both. The benefit of using a combined beam
is that the dynamics have been shown to be equivalent to using separate beams [63], while
being easier to realise practically. However, a consequence is that the action of the pump and
probe intermix further, complicating the atomic-light interaction. As a result there are many
combinations of beam parameters (power, detuning, polarisation, and the angle between the
beam and the quantisation axis) for the single-beam configuration.

In a single beam configuration, pumping is typically achieved using resonant light and hence
the probing action takes the form of dichroism5. The intermixing of the two processes means
that neither process can fully be optimised. One study increases pumping efficiency by using
a beam (∼ 30mW, 1481 µW/mm2) resonant with transitions involving one hyperfine ground
state, F = 3, to generate atomic polarisation in the other hyperfine ground state, F = 4, (indi-
rect pumping, described further in another case in Sec. 3.2.1) [65]. The consequence of using
this scheme is inefficient probing6. In another study the beam is tuned near-resonant with

5Some of the original work studying magneto-optical effects used a combined pump and probe beam config-
uration, where the probe interaction was called ‘nonlinear Faraday interaction’ and was shown to be equivalent
to the description of linear dichroism [64].

6This probing scheme monitors the transmission through the cell. Zeeman coherences induced by an rf
magnetic field redistribute some of the atoms that were pumped into a highly oriented (95%) stretched state.
SEC move stretched atoms to the other hyperfine ground state level, then absorption of the pump returns the
atoms to the ground state level of interest.
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the hyperfine ground state of interest. To mitigate the negative impact of the probing action
on the pumping action, there is a reduced beam power (4.7− 8.9 µW, 0.7− 1.3 µW/mm2),
which leads to inefficient pumping [66]. These two cases contrast with the novel single-laser
case presented later in Sec. 3.3, which simultaneously achieves efficient pumping and probing
(with a beam power 10mW, 32 µW/mm2).

From the inexhaustive survey conducted for this work, the atomic magnetometer sensitivity
typically achieved with a single laser configuration is an order of magnitude worse than typi-
cally achievable with separate pump and probe beams [5, 6]. The best demonstrated sensitivity
for a single-beam rf magnetometer that was found was a carefully considered experiment in
magnetic shields that achieved a sensitivity of ∼ 10fT/

√
Hz (shot noise limited with beam

power 40 µW, 5.7 µW/mm2) [67]; although, it should be noted that this experiment was car-
ried out with a large number of atoms

(
Natoms = 1.26×1013). Higher sensitivities can only

be achieved with more efficient pumping, e.g. with an additional pump. This is in agreement
with the argument presented in the previous paragraph, where the mixing of the action of the
pump and probe limit the performance of the sensor.

It is worth noting that the first commercially available atomic magnetometers from companies
Quspin and Twinleaf operate with a single CW beam geometry. Both developed SERF and
total field magnetometers, and although their operation differs significantly from that of an rf
magnetometer, it exemplifies that the single-beam configuration is favourable when designing
a commercial sensor. The University of Strathclyde has also followed this strategy in the
design of their compact magnetometer [68].

3.1.3.3 Repump

During the pumping cycle some of the atomic population can be lost to the ‘other’ hyperfine
ground state; e.g., when pumping F = 4 → F ′ = 3 and population ends up in the F = 3 ground
state. This is due to off-resonant scattering from the excited states and is exacerbated by the
Doppler broadened pump coupling to the other excited states. There are also relaxation pro-
cesses (Sec. 2.4) that redistribute the atomic population. An additional pump beam, called
the hyperfine repumper (repump), can be used to increase the polarisation to ∼ 100%. The re-
pump is tuned to resonance with transitions involving the hyperfine level that are not involved
in the magnetic field measurement. After repeated pumping cycles, the atomic population
in this level will be transferred to the ground state level of interest. This process increases
the overall population in the target ground state, in addition to returning any population that
has been lost [17, 19]. However, the experimental complexity of multiple beams operating at
different frequencies limits the use of a repump in the development of a practical sensor.
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3.1.4 Summary

With three independently tuneable beams the pumping and probing can be optimised sepa-
rately. Pulsed pumping with a strong beam can be used to achieve a similar degree of atomic
polarisation, but without the repumper, significantly reducing the experimental requirements
of the system7. CW operation of an rf magnetometer is favourable over pulsed operation as it
requires less experimental control, does not suffer from dead-time, and enables the use of the
spin maser configuration (described in Chap. 7). The two-beam setup is a convenient configu-
ration for partially separating the competing actions of the pump and probe. The next section
discusses in greater detail the performance of the CW operation of the two-beam setup used
for the MIT work presented in this thesis. From a practical point of view, it is favourable to
design a sensor with a single laser that combines the functionalities of the pump and probe.

3.2 Two-Beam rf Magnetometer

This section briefly discusses how the pump and probe used in this work (excluding results in
Sec. 3.3) affect the performance of the rf magnetometer, particularly with regard to sensitiv-
ity. The pumping and probing configurations used are described as indirect (or off-resonant)
pumping and off-resonant probing. The term ‘off-resonant’ for both pumping and probing
simply describes that the light is detuned from the relevant atomic transition frequency. Al-
though they describe the same thing, for pumping there are other mechanisms at play so it is
favourable to use the term ‘indirect’.

Sections 3.2.1 and 3.2.2 describe the influence the pump and probe have on the magnetome-
ter; as such, the investigations in these sections have been carried out in magnetic shielding.
The optimal operating conditions described in these two sections are used to run the rf mag-
netometer and Sec. 3.2.3 describes the estimation of the sensor’s sensitivity in an unshielded
environment.

The laser used for both the pump and probe beam in these measurements are Vescent dis-
tributed Bragg reflector laser diodes (D2-100-DBR series) [69], described in Sec. 4.1.1.

7Pulsed pumping has only been introduced briefly to present the different options that are available for effi-
cient pumping. Further information is available in works [17, 22]. Another case of general pulsed operation is
the bell-bloom configuration where laser beam power, polarisation, or detuning, can be modulated [44].
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3.2.1 Indirect-Pumping

Indirect-pumping combines pumping between the hyperfine ground state manifolds and SEC
(see Sec. 2.4.4). The realisation of the scheme presented here was demonstrated first by
Chalupczak et al. in 2012 [57]. The results presented in this section are reprinted from that
work and were not carried out by the author of this thesis. They have been included since this
is the pumping scheme used in all of the work presented in this thesis (excluding results pre-
sented in Sec. 3.3). Below is a brief summary of the effects that are relevant for the operation
of this pumping scheme and it is discussed in relation to its impact on the performance of the
magnetometer.

The aim is to use circularly polarised light to generate atomic orientation in the F = 4 mani-
fold. As pumping is an absorptive process, the frequency of the beam would typically be tuned
within the vicinity of the atomic transitions involving the spin state of interest, e.g. circularly
polarised light that drives σ− transitions tuned in the vicinity of 62S1/2F = 4 → 62P3/2F ′ = 3
transitions would pump orientation to the F = 4, mF = −4 ground state. Although mF = −4
is a dark state, the pump beam is still partially coupled to the spin state through coupling to
the F = 4 → F ′ = 5 transition. If the pumping rate is higher than the spin relaxation rate, i.e.
causing power broadening, then it will lead to relaxation of the Zeeman coherence (described
in Sec. 2.4.3). Indirect-pumping operates with the pump light optically decoupled from the
target spin state, e.g. orientation of the same F = 4, mF = −4 state can be achieved with the
pump tuned to the F = 3 → F ′ = 2 closed transition. The remainder of this section discusses
the mechanism involved in indirect pumping. Note: the 62S1/2 and 62P3/2 notation will be
dropped for the rest of this chapter, but all cases consider the Cs D2 line without exception.

By measuring the atomic population distribution within (and between) the F = 3 and F = 4
ground state manifolds, it is possible to determine the efficacy of the ground state pumping.
This can be achieved with so-called ‘rf spectroscopy’ [17, 70], where the amplitude of the
individual ∆m = ±1 Zeeman coherences for each ground state can be measured. This tech-
nique takes advantage of the magnetic field dependent Zeeman shift between first, the F = 3
and F = 4 levels, and second, the individual Zeeman coherences within the same hyperfine
ground state. Firstly, the difference in the Larmor frequency between the hyperfine ground
state levels is due to the difference of Landé hyperfine g-factors

gF=I±1/2 =
1

µB
(−µI

I
± −µJ/J + µI/I

2I +1
) , (3.1)

where (for caesium, nuclear spin I = 7/2) the nuclear magnetic moment is µI =−2.582025(4)µN ,
where µN is the nuclear magneton, and the magnetic moment of the ground state electron
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(J = I +L where L = 0) is µJ =−1.001159652(41)µB [17]. This results in gF=4 = 0.250390
and gF=3 =−0.251194 (γF=4/2π ≈ 3.505Hz/nT and γF=3/2π ≈−3.516Hz/nT), which cor-
responds to approximately a shift between the F = 3 and F = 4 state of νF=3−νF=4 = 11.3Hz
per νL = 35kHz (B0 = 1 µT). Secondly, the nonlinear Zeeman (NLZ) effect contributes a fre-
quency shift ωNLZ between the individual ∆m =±1 Zeeman coherences and is approximated
by

ωNLZ ≈ 2ω2
L

ωhfs
, (3.2)

where νhfs = 9.193GHz is the frequency of the hyperfine splitting. Equation 3.1 and 3.2 can
be found in [17].

The data shown in Fig. 3.1 (a) and (b) (reprinted from [57]) used rf spectroscopy to plot
the change in amplitude of the individual Zeeman coherences in the F = 4 and F = 3 man-
ifold, respectively. The Zeeman coherences were measured using the off-resonant probing
configuration that is described in Sec. 3.2.2. The insets show the amplitudes of the individ-
ual F = 4, mF = −4 ↔−3, ..., 3 ↔ 4 and F = 3, mF = −3 ↔−2, ..., 2 ↔ 3 peaks, respec-
tively. The coloured lines in plots (a) and (b) describe how the amplitude of the corresponding
Zeeman coherence (marked with text) change with the power of the pump beam (tuned to
F = 3 → F ′ = 2). The bias magnetic field is set so that ωNLZ/2π = 55Hz and the rf spectra
shown in the insets were recorded with a pump power of ∼ 0.5 µW. The pump and probe
beams were expanded to 38mm before being passed through a 20-mm-diameter aperture to
flatten the intensity profile so that it approaches a ‘top-hat’ beam. This is done to reduce the in-
homogeneity in the vector light shift introduced by the inhomogeneities in the intensity profile
of the pump beam (discussed in Sec. 2.1.3), i.e. strong gradients in intensity are equivalent
to magnetic gradients. Both the pump and the probe beams fill the cell. The impact of the
probe beam power and detuning is discussed in the following section, but for this experiment
they are both constant and do not influence the pumping. These results were recorded within
magnetic shielding.

Since the pump beam is tuned to the F = 3 → F ′ = 2 transition, it is expected that atomic ori-
entation of the F = 3, mF =−3 state will begin to be built up as the pump power is increased,
e.g. this is visible at ∼ 10 µW in Fig. 3.1 (b). However, atomic orientation is also built up
in the F = 4, mF = −4 state, which is unexpected since the pump is 9GHz away from the
transitions involving the F = 4 ground states. It was found that SECs between atoms in the
F = 3 and F = 4 ground state replicates the resonantly-pumped polarisation seen in the F = 3
manifold in the F = 4 manifold. When the pump power was increased further (> 10 µW),
it begins to depopulate the F = 3 level by increasing the probability of F = 3 → F ′ = 3, 4
transitions, which have a decay pathway to the F = 4 manifold. SECs redistribute some of
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this population back to the F = 3 manifold. However, as the stretched states are partially im-
mune to SECs, population will build up in the F = 4, mF = −4 state after repeated cycles of
pumping, decay, and SECs. It should be noted that with increasing beam power the pumping
process is also assisted by the Doppler broadened transitions involving the F = 3 ground state;
creating a non-negligible probability of F = 3 → F ′ = 3, 4 transitions that transfer population
to the F = 4 ground state through decay pathways from the excited state. This study found
that a maximum orientation of 92% was achieved in the ∼ 100-1000 µW pump power range
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Figure 3.1: Plots of the amplitude of the individual Zeeman coherence for the (a) F = 4 and
(b) F = 3 ground states for changing power of the pump tuned to F = 3 → F ′ = 2. These are
recorded from the individual peaks in the rf spectrum (e.g. inset in both recorded at ∼ 0.5 µW)
recorded at a magnetic field strength with a significant contribution from the nonlinear Zeeman
effect. These results were recorded in magnetic shielding. This figure was reprinted from [57].
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for a temperature of 32◦C. At greater powers the coherence amplitude begins to contract. It
is expected that this is due to the pumping strength leading to power broadening, although
the exact dynamics of this process require further study. At temperatures > 32◦C, SEC col-
lisions become more dominant and the coherence amplitude also begins to contract. At the
temperature used in this work (room temperature 22◦C) it was found that the maximum orien-
tation decreased to 85%. The decrease is likely due to the reduction in the population transfer
between the F = 3 and F = 4 levels since this is partly facilitated by SEC.

When operating below νL = 100kHz the nonlinear Zeeman effect is smaller than the ground
state relaxation rate (∼ 2Hz), i.e. there is negligible separation between mF levels, and the rf
spectrum has a single peak. The amplitude of this peak represents the sum of the collective
Zeeman coherence amplitudes for the ground state manifold. The optimum pumping power
can be determined by optimising the amplitude of the single measured peak. The orientation
achieved in the work reported in this thesis is estimated to be at a similar level to that in [57].

3.2.2 Off-Resonant Probing

From the discussion of the probe in Sec. 3.1.2, it is desirable to minimise any perturbations
introduced by the probe light on the measured spin state [36]. The two most significant con-
tributing factors are the probe detuning from the relevant atomic transitions and the power of
the beam. The effects of these parameters are linked, as demonstrated in Sec. 3.2.2.3. Studies
presented on both parameters were carried out in magnetic shielding.

3.2.2.1 Probe Detuning

To investigate how the probe light interacts with the two ground state levels, the amplitude
of the F = 3 and F = 4 Zeeman coherences were measured for different probe detunings.
Unlike when investigating the power of the pump beam (where individual coherences are
measured since it is important to know the individual sublevel populations), it is sufficient to
consider the collective amplitude of the Zeeman coherences, i.e. the rf resonance can measured
at a bias magnetic field strength with a negligible contribution from the nonlinear Zeeman
effect (discussed at the end of Sec. 3.2.1). Figure 3.2 shows the rf spectrum containing
profiles for the F = 4 (νL = 22.454kHz) and F = 3 (νL = 22.523kHz) ground state recorded
at B0 ≈ 9.3 µT. The relevant information from these data are the peak amplitude and width of
the blue (in-phase, see Sec. 2.5.1) component in Fig. 3.2.

For this investigation the pump beam is tuned to the F = 3→F ′ = 2 transition and has a power
of 0.65 µW, while the probe beam has a power of 1mW (diameter of and intensity profile of
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Figure 3.2: Plot of the two quadrature components, X (blue line) and Y (dotted orange line),
of the rf spectrum containing contributions from the F = 4 and F = 3 Zeeman coherences,
marked with black and red arrows, respectively. The power of the circularly polarised pump
and the linearly polarised probe were 0.49 µW and 230 µW, respectively, and the bias field
was set to B0 = 9.3 µT.

both beams are the same as the pump described in Sec. 3.2.1). The purpose is to investigate
the region where the probe beam dominates the atomic-light interaction, which is why the
probe beam is strong relative to the pump. However, a weak pump beam is still required so
that there is a measurable signal when the detuning of the probe is large.

Figure 3.3 shows how the (a) amplitude and (b) linewidth of the rf spectra that represent the
Zeeman coherences of the F = 4 (black diamonds) and F = 3 (red circles) ground states
change as the detuning of the probe is scanned through the transitions involving the F = 4
(black vertical lines) and F = 3 (red vertical lines) ground states. The detuning is measured
with respect to the frequency of the F = 3 → F ′ = 2 transition. The amplitude is measured to
be the peak value of the rf spectra and the linewidth is measured through fitting of a Lorentzian
(where possible), as described in Sec. 2.5.1. Note: the figure inset here is relevant to the
discussion in Sec. 3.3.1.

This study confirmed that the probe beam mostly exhibits an off-resonant interaction, as seen
by the dispersive character of the amplitude dependence (centred on the respective group of
transitions for each ground state) and is characterised by regions where the linewidth of the
rf spectrum is constant and the amplitude varies slowly. For detunings in the vicinity of the
atomic transitions that involve the state, there is an absorptive interaction that results in signif-
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icant broadening of the measured linewidth. When the detuning of the beam is very close to
the groups of atomic transitions, the state involved begins to experience a significant contri-
bution from the tensor light shift (visible in the results presented later in Sec. 3.3.2.1) and the
linearly polarised beam contributes to the pumping mechanism. These combine to drastically
reduce the amplitude of the rf resonance and distort the lineshape. As such, these points have
been excluded from the linewidth plot [Fig. 3.3 (b)]. For the same detunings, the rf spectral
lineshape of the off-resonant state is also significantly distorted by the presence of the broad
rf spectrum of the resonant state, e.g. the F = 4 component near 0GHz.

From visual inspection of the plots in Fig. 3.3, the region of dispersive interaction is much
broader than the region of absorptive interaction, i.e. the broadening of the atomic resonance
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Figure 3.3: Dependence of the (a) amplitude and (b) linewidth of the rf spectrum of the F = 4
(black diamonds) and F = 3 (red circles) on the detuning of the linearly polarised probe beam.
The linear detuning of the probe is measured with respect to the F = 3 → F ′ = 2 transition
and the beam has a power of 1mW. The pump is tuned to the F = 3 → F ′ = 2 transition and
has a power of 0.65 µW. The group of transitions involving the F = 4 and F = 3 ground states
are marked by black and red vertical lines, respectively. Note: the inset in (a) plots the data
within the dashed black box and is relevant to the discussion in Sec. 3.3.1.
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decreases more rapidly than the amplitude. The difference in the rate of change of these
parameters presents an optimum detuning where there is negligible broadening, but still a
considerable amplitude. This follows with what is expected from the Kramers–Kronig relation
in Sec. 2.2.3 where the absorptive and dispersive Lorentzian profiles respectively follow a
1/∆2 and 1/∆ dependence away from resonance (∆ > Γ).

It should be noted that the presence of weak magnetic field gradients within the magnetic
shield cause ∼ 5Hz of broadening of the measured linewidth. The source of gradients is from
the partial electrification of the magnetic shields. This is due to perishing of the insulation that
covered the wires supplying current to the solenoid that defines the bias magnetic field. Also,
the linewidth of the F = 3 ground state is broadened by an additional ∼ 3Hz, since the pump
beam is directly coupled to F = 3 level. This shows the benefit of using the indirect pumping
scheme described in Sec. 3.2.1.

3.2.2.2 Sign of the Measured Coherence Amplitude

Figure 3.3 (a) shows the amplitude of the polarisation rotation signal (demodulated X com-
ponent). Since the dependence of the amplitude on the probe detuning is dispersive, the sign
of the amplitude changes when passing through the resonance, i.e. from red (+) to blue (−).
The direction of the rf magnetic field also influences the sign of the coherence amplitude. In
this experiment, the rf magnetic field is directed along the probe beam. The influence of the rf
field direction is described fully in Sec. 7.3.1. However, at this stage it is sufficient to say that
although the gF=4 and gF=3 factors have opposite signs (see Sec. 3.2.1) - meaning the F = 3
and F = 4 states precess in opposite directions - when the rf magnetic field is directed along
the probe beam the amplitude of both the F = 3 and F = 4 Zeeman coherence have the same
sign. Hence the measured amplitude of both states is positive and negative for red and blue
detuning, respectively.

3.2.2.3 Probe Power

A key finding of these investigations was that the same SNR could be achieved for different
probe power detunings by changing the power of the probe beam. Figure 3.4 (a) plots the
amplitude of the rf spectrum (blue circles) and total noise (brown squares) - sum of electronic,
atomic, and photon-shot noise - for different probe beam powers (recorded within magnetic
shielding). The probe beam is detuned by +1.4GHz from the F = 3 → F ′ = 2 transition
and the green diamonds represent the SNR ratio. The SNR can be seen to saturate at ×104

for a power of 500 µW. A pump power close to saturation of the rf coherence (100 µW)
was used for these measurements so that a significant SNR ratio could be measured. Specific
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Figure 3.4: Plot of how probe beam power affects the SNR ratio. (a) Amplitude of the rf
spectrum (blue circles) and total sum of electronic, atomic, and photon-shot noise (brown
squares). The probe beam is detuned by 1.4GHz from the F = 3 → F ′ = 2 transition and the
green diamonds represent the SNR ratio. (b) SNR ratio for a linear detuning of +0.6GHz (blue
triangles), +1.2GHz (green squares), +2.4GHz (red circles) and +3.9GHz (black diamonds).

studies on the influence of pump power on SNR have not been conducted in this work as this
would be similar to that presented in [57] (Sec. 3.2.1), but the pump power is set such that
it does not contribute to power broadening of the magnetic resonance (i.e. below saturation).
Figure 3.4 (b) plots the SNR ratio against probe power for linear detunings of: ∆ =+0.6GHz
(blue triangles), ∆=+1.2GHz (green squares), ∆=+2.4GHz (red circles) and ∆=+3.9GHz
(black diamonds). This plot shows that the same SNR can be achieved for different detunings
by changing the power of the probe beam, e.g. to achieve an SNR = 1000 with ∆ =+0.6GHz
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requires a power of P ≈ 0.4 µW while for ∆ =+3.9GHz it requires a power of P ≈ 3.8 µW. It
can also be seen that the optimum becomes broader for higher detunings. This is related to the
rapid saturation of the atomic transition when the probe is close to the resonance (visible in
the change of linewidth of in Fig. 3.3). Generally, this broad optimum is useful as it reduces
the dependency on the stability of the laser frequency. Note: a smaller pump power was
used in Fig. 3.4 (b) than in (a), which accounts for the factor of 2 difference in peak SNR.
The presence of an optimum in the SNR ratio as the probe power is increased indicates the
transition from a regime of negligible absorption, to a regime where the probe light begins
to pump the atoms (i.e. interplay between absorption and dispersion). The choice of probe
power or detuning then simply becomes an issue of experimental convenience.

3.2.3 Sensitivity

The two-beam (indirect-pumping and off-resonant probing configuration) that has just been
described is used for the rf magnetometer that was built to carry out MIT measurements in a
magnetically unshielded environment. The setup is described in Chap. 4; however, this sec-
tion, which is on the estimation of its sensitivity, is given here to follow on with the discussion
of the magnetometer performance. This section provides an estimation of the sensitivity of
the rf magnetometer operating in an unshielded environment. The aim of this work was not to
squeeze the greatest possible sensitivity out of the sensor, but to construct one that can operate
in a functional environment, e.g. in the presence of magnetic gradients and noises.

The magnetometer’s sensitivity can be determined by calibrating the amplitude of the rf spec-
trum against a known magnetic field. The work of Chalupczak et al. [57] (presented in
Sec. 3.2.1) used a cell volume of 14.5cm3 that was heated to 32◦C to achieve an atomic
projection noise limited sensitivity of 1fT/

√
Hz [6]. This sensitivity was determined by cal-

culating the strength of an rf field that saturates the Zeeman coherence and calibrating the
measured magnetometer signal in units of magnetic field. The field strength was calculated
through two separate methods. First, the strength of the rf field that saturates the Zeeman co-
herence was calculated from the broadening of the rf resonance. Second, the rf field strength
determined from the first method was verified through simulation of the rf coil with the Biot-
Savart equations and the current supplied to the coil. The former methodology was used in
this work and it gives a conservative estimate of the sensitivity of the rf magnetometer. It is
described in what follows.

In the same way as a light field would saturate an optical transition, the rf magnetic field can be
said to saturate the Zeeman coherence when the linewidth of the rf resonance is broadened by
a factor of

√
2. In the work that supported Chalupczak et al. [6], the unsaturated linewidth was
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Figure 3.5: Data for (a) amplitude (black circles) and (b) linewidth (red circles) of the rf
spectrum recorded as the driving voltage of the rf coil is increased. The averaged unbroadened
linewidth is determined to be Γ = 18.5Hz for an rf coil voltage of ≤ 18mV. Saturation of the
atomic coherence occurs when the linewidth of the rf spectrum is

√
2×Γ = 26.2Hz, for an rf

coil voltage of 25.2mV.

found to be Γ0 = 2.408Hz. The rf field that saturated the Zeeman coherence broadened the
linewidth to

√
2Γ0 = 3.406Hz. Here, the atomic density was nCs = 3.3×1010 cm−3 (22◦C),

which is the same as was used in this work. It is assumed that this broadening (defined as
∆ΓSAT =

√
2Γ0 −Γ0 = 0.998Hz) in terms of Larmor frequency can be translated linearly to

an rf magnetic field amplitude of 0.285nT (Brf = ∆ΓSAT/γ). This value was supported by the
simulation of the magnetic field strength through the dimensions of the rf coil and the supplied
current8. The determination of the strength of the saturating rf magnetic field meant that the
magnetometer signal could be calibrated.

This work used the same methodology and results from Chalupczak et al. [6] to estimate the
sensitivity of the rf magnetometer built for this thesis. Figure 3.5 shows the dependence of
the amplitude (a) and linewidth (b) of the rf spectrum on the voltage that drives the rf field
coil. The 1.7cm3 cell used in this work has an intrinsic linewidth of Γ0 = 2Hz, which due to
inhomogeneous broadening increases to Γ = 18.5Hz. If an rf field broadens Γ0 by a factor
of

√
2, it is assumed that the same rf field strength will also broaden Γ by a factor of

√
2.

This assumption effectively ignores the inhomogeneous broadening due to the presence of
magnetic field gradients and residual 50-Hz magnetic field noise, assuming that when the rf
magnetic field saturates the Zeeman coherence the resonance will always be broadened by a
factor of

√
2. The rf spectrum saturates at ΓSAT = 26.2Hz with an rf coil voltage of 25.2mV.

This corresponds to an rf magnetic field amplitude of 0.285nT (found through the systematic

8Unpublished accompaniment to [6].
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measurements that supported [6] described in the previous paragraph).

What follows describes how the measured polarisation rotation signal can be calibrated in
units of magnetic field. When the saturating rf field is applied, the amplitude of the polarisa-
tion rotation signal will correspond to a known field value. This field will also correspond to
a known voltage that has been supplied to the rf coil. Since it can be assumed that the rela-
tionship between applied voltage and resultant rf field strength is linear, the coil voltage can
be calibrated in terms of field strength. For rf field amplitudes less than the saturating value,
the relationship between rf field strength and the amplitude of the polarisation rotation signal
is also linear. From these relations, it is possible to calibrate the measured amplitude of the
polarisation rotation signal in units of magnetic field.

A spectrum analyser (Keysight Technologies Agilent N9010A Swept Spectrum Analyser) was
used to record the amplitude spectral density of the polarisation rotation signal, which gives
a measure of the amplitude per bandwidth (units Vrms/

√
Hz) [71]. Applying an rf field that

saturates the atomic coherences results in an on resonance (ωrf = ωL) polarisation rotation
signal amplitude of Rpeak = 167mV, which is equal to the peak value of the on resonance
signal. The signal is then normalised by the value Rpeak (units 1/

√
Hz) and then multiplied by

the saturating field strength. The spectrum is now in units T/
√

Hz. The black line in Fig. 3.6
shows the on-resonant rf magnetometer signal for an rf field of ∼ 44pT/

√
Hz, normalised

against the calibrated rf field. Also plotted are the atomic projection (red), shot noise (cyan),
and electronic (magenta) noise. The data is an average of 50 measurements, recorded with a
1Hz bandwidth on a spectrum analyser.

The contribution from atomic projection noise is expected to be ∼ 5fT/
√

Hz9 and is mea-
sured by removing the rf magnetic field. The presence of ambient oscillating magnetic fields
over a broad range of frequencies is responsible for elevating the profile of the atomic noise
contribution to ∼ 50fT/

√
Hz - the broad pedestal visible for both the black and red line in

Fig. 3.6. For example, this ambient field consists of resolved frequency components, like
the spike visible at 30kHz. Such noise features only become apparent in the magnetometer
signal when they are close to ωL and their presence slightly raises the amplitude of the broad
pedestal the closer the noise spike is to ωL. The measurement was recorded at this frequency
as it is between nearby noise spikes. In other investigations it was found that an rf magnetic
field with a broadband (0−100kHz) white noise frequency profile could be used to elevate the
amplitude of this broad pedestal10 [13]. The ambient rf magnetic field likely contains similar

9Atomic projection noise scales with 1/
√

Natoms. In [6] projection noise is 1fT/
√

Hz and has a factor of ∼ 30
times the number of atoms than in this work. This is in agreement with prediction in Sec. 2.5.2.

10The atoms act as bandpass filter and are driven by the frequency components of the white noise that span the
‘bandwidth’ of the rf resonance. This bandwidth can be defined as the linewidth of the rf spectrum. Since the
atoms are driven by noise, there is no phase information contained within this signal.
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Figure 3.6: FFT of the on-resonant rf magnetometer signal (black line) calibrated in terms of
rf magnetic field strength. The atomic projection noise (red line) has been elevated by some
broadband environmental magnetic field noise. The blue dashed-dotted and magenta dashed
lines represent the shot and electronic noise level, respectively.

broadband noise components, with a broad frequency profile that adds to the amplitude of the
broad pedestal in the rf magnetometer signal.

From the calibration of the rf magnetic field, the level of the shot (dashed-dotted blue line)
and electronic (dashed magenta line) noise in Fig. 3.6 are measured to be 16fT/

√
Hz and

3fT/
√

Hz, respectively. The electronic noise of the same photodetector was measured to be
< 0.4fT/

√
Hz (the shot-nose level) by Chalupczak et al. when operating in a magnetically

shielded environment [6]. From this it can be inferred that the sensitivity calculation here is a
conservative estimate. Additionally, in the work carried out by Dr. J. Rajroop [72] (operating
in a partially shielded environment, but with an unsaturated linewidth of Γ = 25Hz - broader
than that achieved in this work) the sensitivity was determined to be ∼ 7fT/

√
Hz, through

careful optimisation of the sensor.

3.2.4 Summary

The optimised two-beam configuration presented here is ideal for evaluating the general char-
acteristics of the rf magnetometer for applications in MIT. Its operation is well understood,
making it easy to untangle effects related to the magnetometer and those related to MIT. From
a practical perspective it would be preferable to operate the sensor with a single laser. As
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such, the following section presents a novel configuration for achieving a similar pumping
and probing geometry with a single light source.

3.3 Orientation with a Single Linearly Polarised Beam

This section introduces the observation of an interesting and highly non-trivial laser config-
uration for generating an oriented atomic polarisation with a single linearly-polarised beam.
The role of the laser beam in this configuration goes beyond the simple action of the pump
and probe, since the effect includes the nonlinear interaction (tensor light shift) and evolution
(SEC) of the spin states driven by the laser light. However, the focus of this discussion is
centred on how to prepare this configuration. The nonlinear dynamics involved are the subject
of their own topic, and a full description would require further investigations in a dedicated
piece of work. However, it is still worth including these results in this thesis to show how the
rf magnetometer can be simplified in future applications of this sensor.

The results presented here were recorded within magnetic shielding as the purpose was to
explore the fundamental aspects of the operation of the rf magnetometer. However, the same
findings were confirmed in the unshielded setup. The performance of the configuration is
only compared qualitatively to the optimised two-beam laser configuration presented in the
previous section.

The single laser used in this section is the same as the Vescent laser used for the probe beam in
the previous section. It it has been assumed that the linewidth of the laser frequency spectrum
is narrow (< 1MHz) [69].

3.3.1 Generation of an Oriented State

In the analysis of the role of the probe detuning in Sec. 3.2.2.1, the inset in Fig. 3.3 shows a
slight upturn in the amplitude of the F = 4 state when the probe detuning is around −600MHz
from the F = 3 → F ′ = 2 transition, before it sharply decreases due to the on-resonant inter-
action of the light with the group of F = 3 transitions. The data was recorded with a pump
and probe beam power of 1 µW and 1mW respectively. Since the pump beam is so weak, the
slight upturn in the F = 4 signal indicates that the off-resonant probe beam contributes to the
polarisation of the F = 4 ground state level manifold. Further investigation found that increas-
ing the power of the linearly polarised beam increased the amplitude of the F = 4 signal. The
results and discussion in this section present the dependence of the F = 4 signal amplitude
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Figure 3.7: Schematic diagram of the setup for the single-laser configuration consisting of a
linearly polarised beam propagating along the x-axis, perpendicular to the bias magnetic field
B0 (directed along the z-axis). This beam pumps an atomic polarisation. The polarisation of
the beam is parallel to B0 and an rf magnetic field Brf (directed along the x-axis) drives Zeeman
coherences, rotating the angle of linear polarisation via the paramagnetic Faraday effect.

on the power of a linearly polarised beam that is far detuned from transitions involving the
F = 4 hyperfine ground state level and show that this beam generates atomic orientation in this
hyperfine manifold.

To investigate the role the linearly polarised beam is playing, the circularly polarised beam
that propagates parallel to the bias magnetic field and acts as the pump was removed. This
leaves only a single linearly polarised beam that propagates orthogonally to the bias magnetic
field, as depicted in Fig. 3.7. The angle of the polarisation is parallel to the bias magnetic
field and the beam has a diameter of 20mm (the beam is the same as the probe used for
the two-beam configuration, Sec. 3.2). The power of the single linearly polarised beam was
increased while measuring the amplitude of the Zeeman coherence. These data are shown by
the black triangles Fig. 3.8 (a). As the beam power is increased then the amplitude dependence
changes (at 2mW) from linear to quadratic, indicating the start of a nonlinear process. It
was suspected that this change in dependence was caused by the transition from pumping
an aligned atomic polarisation in the F = 4 ground state manifold, to pumping an oriented
atomic polarisation. To check this, the amplitude dependence was measured again in the
presence of a weak (constant 17 µW) circularly polarised beam. This beam is applied along
the bias magnetic field and acts like the pump beam described in Sec. 3.2.1 for the two-beam
configuration. The blue diamonds and red points in Fig. 3.8 (a) represent measurements with
the two orthogonal polarisations of the circularly polarised beam. For powers < 2mW, the
amplitude of the signal created with the addition of the two orthogonality polarised beams
is equal. For powers > 2mW the amplitudes generated by the two begin to diverge. This
indicates that the polarisation generated by either beam is either aiding (blue diamonds), or
competing (red points), with the atomic polarisation generated by the linearly polarised beam.
Since it is known that a circularly polarised beam generates an oriented atomic polarisation, it
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can be inferred that the linearly polarised beam is generating an oriented atomic polarisation.

This is also confirmed by analysing the lineshape of the rf spectra. Figure 3.8 (b) and (c) show
the X and Y component of the F = 4 rf spectrum in the three conditions just described. These
were measured with a linearly polarised beam power of 12.4mW. The black line represents
the profile recorded with only the linearly polarised beam. The blue dotted line represents the
case where the orientation generated by the circularly polarised beam coincides with that gen-
erated by the linearly polarised beam, increasing the amplitude. The red dashed line describes
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Figure 3.8: (a) Plot of the dependence of the amplitude of the F = 4 Zeeman coherence on the
power of the linearly polarised beam recorded for the three configurations: linearly polarised
beam only (black triangles) and in the presence of a weak pump beam (power 17 µW) with
either of the two orthogonal circular polarisations, which aids (blue dotted) and competes
(red dashed) with the pumping generated by the linearly polarised beam. Plots of the (b) X
and (c) Y component of the rf spectrum recorded for the same three configuration: only the
linearly polarised beam (solid black line), with an additional beam which aids (blue dotted),
and competes (red dashed) with the orientation of the single beam. All three were recorded
with a linearly polarised beam power of 12.4mW.
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the case where the pump has the opposite circular polarisation, i.e. generating a competing
orientation to that created by the linearly polarised beam. In this latter case, the pumping of
two oppositely oriented states describes the pumping of an aligned state characterised by a
dispersive X component and the ‘wings’ on the Lorentzian-like Y component [38] (also seen
in the supporting work to [35]). The lineshape generated by the linearly polarised beam only
[black line in Fig. 3.8 (b)] is not a perfect Lorentzian, indicating some of the population is still
distributed across the F = 4 hyperfine manifold.

Since this measurement has been carried out at a field strength where there is negligible split-
ting between the individual Zeeman coherences, the single line plot presented in Fig. 3.8 (a)
is equivalent to taking the sum of the individual Zeeman coherence amplitudes plotted in
Fig. 3.1 (a). The data for the individual Zeeman coherence amplitudes for the power scan
of the single linearly polarised beam [Fig. 3.8 (b)] cannot be presented in the same way as
Fig. 3.1 (a) because the generation of orientation collapses after a threshold Larmor frequency.
This is detailed further in Sec 3.3.2.2.

The maximum SNR ratio of this single laser pumping and probing scheme was found to be
∼ 0.75 times that of the optimum SNR achieved in the separate pump and probe configuration
described in Sec. 3.2. Removing the need for a second laser drastically reduces the complexity
of the sensor, while maintaining a comparable SNR ratio to the two-beam configuration. A
full sensitivity calibration was not carried out; however since the sensitivity of the separate
pump and probe configuration was 1fT/

√
Hz, a conservative estimate is that this single laser

scheme will be < 10fT/
√

Hz, which is the limit of the best demonstrated sensitivity with a
single laser found in the literature [67].

The reader should note that the purpose of this thesis is to present and review the practical
consideration of the rf magnetometer, specifically for applications in MIT. Although a similar
effect has been seen in other situations11, further theoretical and experimental investigations
are required to fully untangle the effects at play. The model of the generation of orientation
with a linearly polarised beam is thought to combine three elements. (i) A linearly polarised
laser beam moves the atomic population from the F = 3 to the F = 4 manifold through in-
direct pumping, creating alignment within both levels. The particular frequency detuning
of the beam (∆ ≈ −500MHz from F = 3 → F ′ = 2) ensures that the majority of the pop-
ulation transferred within the F = 3 ground state goes to either stretched state (alignment).
This population distribution is then replicated in the F = 4 manifold due to indirect-pumping.
While the dynamics within the F = 3 level is defined by the resonant coupling to the laser
field, the F = 4 atomic spins evolve only in the presence of weak far-off-resonant optical cou-
pling and SEC. (ii) The weak coupling to the optical field drives nonlinear spin dynamics that

11Private conversation with Dr. Stuart Ingleby.
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breaks the population distribution symmetry (tensor light shift leads to a process similar to
so-called alignment-to-orientation-conversion12 [73]) by moving some of the population out
of one of the stretched states, effectively making the atoms more prone to SEC relaxation (iii).
It is thought that the consequence of these two factors (nonlinear spin dynamics and SEC)
suppresses one of the components representing one of the spin directions that contribute to
alignment, leading to a single oriented state.

Evidence has been provided that a single linearly polarised beam with a frequency tuned in the
vicinity of the F = 3 → F ′ = 2 transition, propagating perpendicular to the bias magnetic field
(condition for pumping alignment described in Sec. 2.2.1), can build up atomic population
in the F = 4 hyperfine ground state, while simultaneously probing the Zeeman coherences
in the same hyperfine manifold. Tests adding orthogonal circularly polarised beams indicate
that for powers of the linearly polarised beam > 2mW the F = 4 hyperfine ground state has
an oriented atomic polarisation. These results have been included in this work to highlight
the fact that the off-resonant pumping and probing of an oriented atomic polarisation with
the two-beam configuration presented in Sec. 3.2 (used for the results for MIT with an rf
magnetometer presented in Chap. 6 and 7) can be simplified to a single beam.

3.3.2 Practical Considerations

This section discusses two properties of the single-laser configuration that influence the practi-
cality of this setup for use in an rf magnetometer. First discussed is the amplitude dependence
of the F = 4 Zeeman coherence on the detuning of the laser, second is the range of Larmor
frequencies over which an oriented atomic polarisation can be achieved. Also, a modifica-
tion is provided, which extends the operational range of Larmor frequencies and improves the
pumping mechanism.

3.3.2.1 Narrow Feature for Locking Laser Frequency

Figure 3.9 plots the R component of the rf spectrum as the beam’s linear detuning is scanned
across the group of transitions involving the F = 3 ground state. The position of the rf profiles
corresponding to the F = 4 and F = 3 hyperfine ground state levels are marked with black
and red arrows, respectively. There is only the single linearly polarised beam present, with a
power of 6.75mW that is the range that generates orientation in the F = 4 state. Significant

12It should be noted that the outcome of the light interaction shown here is different to alignment-to-
orientation-conversion. Alignment-to-orientation-conversion describes a periodic oscillation between an aligned
and orientated state. The scheme presented in this thesis shows the transition from pumping a stable aligned
atomic polarisation to a stable oriented atomic polarisation.
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splitting of the F = 3 state is visible in the range of ∆=−500MHz to −1500MHz. This is due
to the tensor light shift created by the near-resonant, strong, linearly polarised beam. In the
range (∆ =−500MHz to 750MHz) there is no signal from the F = 3 state as the on-resonant
light pumps atoms out of this manifold. The on-resonant interaction of the F = 3 state is
likely to be the cause of the complicated dependence of the amplitude of the F = 4 state over
a similar range of detunings (∆ = −250MHz to 1000MHz). The purpose of this figure is to
show that there is a relatively narrow range over which the linearly polarised beam acts as an
off-resonant pump for the F = 4 state.

For this measurement the signal maximum is at ∆ =−500MHz. Usefully, the feature is rela-
tively narrow (FWHM ≈ 450MHz) and can be used to identify the optimal laser frequency to
achieve atomic orientation with a single laser. This procedure was successfully tested with a
vertical-cavity surface-emitting laser (VCSEL), by scanning the laser current and monitoring
the rf magnetometers signal amplitude. At the optimum linear detuning the VCSEL emit-
ted 4mW of light and was able to enter the regime where orientation is generated; however,
VCSELs are not yet available that generate a significantly larger power than this - meaning
the sensor would be poorly optimised. The motivation behind testing the VCSEL is that they
are low power, compact lasers that are highly attractive for miniaturised atomic sensors [74].
Demonstrating that this scheme is feasible for the rf magnetometer configuration presented
in this thesis is a significant step forward in developing a practical sensor. It is suspected
that using rubidium (Rb) atoms would be a better choice for the single-laser scheme. The
energy splitting between the hyperfine ground state levels in terms of frequency for Cs is
∆νHFS ≈ 9.2GHz, while for 87Rb and 85Rb it is ∆νHFS ≈ 6.8GHz and 3.0GHz, respectively.
This means the detuning of the off-resonant probe action is much lower. From the studies
presented in Sec. 3.2.2 it was shown that it is possible to reach the optimum SNR ratio at
lower detunings with less power. Hence, with the use of 85Rb it is expected that it will be
possible to reach the optimum SNR, which was not achievable with the power available in this
investigation with Cs, and would perform better with the low power available from a VCSEL.
This configuration has not yet been tested due to lack of the appropriate lasers.

The frequency spectrum of the single mode diode lasers typically have a single, large fre-
quency component (the laser mode) that sits on top of a low-amplitude, broad ‘pedestal’. It is
possible that this single laser pumping process is aided by a low power component of the laser
frequency spectrum that is detuned from the central frequency. Further investigations using a
very narrow laser, such as the M Squared Ti:Sapphire laser, would be required to unpack the
origin of this process.
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Figure 3.9: Map of the change in amplitude of the rf spectrum, R, with the linear detuning
of the single linearly polarised beam from the F = 3 → F ′ = 2 transition. The position of
the F = 4 and F = 3 rf resonances are marked with a red and black arrow, respectively. The
measurements were made with a laser beam power of 6.75mW.

3.3.2.2 Degenerate Pump and Probe

A key feature of the described method of atomic orientation through the action of a single
linearly polarised beam is that it only occurs over a particular range of Larmor frequencies.
Figure 3.10 is a map of the normalised (a) X and (d) Y component of the rf spectrum as the
magnetic field is varied. The normalisation compares the rf spectrum recorded in this single-
beam case with the optimised two-beam pump and probe configuration to account for any
change in the amplitude and phase of the rf spectrum as the bias field is increased. This mea-
surement was recorded with the single linearly polarised laser (beam power of 4.6mW). The
field is plotted in terms of Larmor frequency, while the frequency of the rf field is expressed in
terms of detuning from the central frequency of the rf spectrum. Figure 3.10 (b) and (e) plots
the X and Y component of the rf spectrum recorded at a field equivalent to νL = 0.6kHz, while
the X and Y component shown in Fig. 3.10 (c) and (f) were recorded at a field equivalent to
νL = 204.7kHz. As νL is increased there is a transition in the lineshape, which corresponds to
a change from an oriented [Fig. 3.10 (b, e)] to an aligned [Fig. 3.10 (c, f)] state. The transition
between these two polarisation states begins for νL > 20kHz. Once again, the dynamics of
the transition between an oriented and aligned state is beyond the scope of this work, which
focuses on practical considerations of the rf magnetometer. Further discussion of this process
is provided in [11].



3.3 Orientation with a Single Linearly Polarised Beam 55

Figure 3.10: Map of the change of (a) X and (d) Y quadrature components of the rf spectrum
on the offset magnetic field strength in terms of Larmor frequency, measured with the single
linearly polarised beam at a power of 4.6mW. The frequency of the rf spectra is expressed
in terms of the difference from the centre of the rf resonance. Plots (b) and (e) are the X and
Y components measured at Larmor frequency of 0.6kHz, while (c) and (f) are measured at
204.7kHz.
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Figure 3.11: Setup for the degenerate pump and probe configuration. Light is split by a
polarising beam splitter (PBS). The strong, horizontally-polarised beam that is transmitted by
the PBS acts as the linearly polarised beam in the single-laser configuration. The reflected
light is circularly polarised with a λ/4 waveplate such that it aids the polarisation generated
by the linearly polarised beam.
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The dependence of the generation of an oriented state on the Larmor frequency is introduced
to partially disclose the limitation of this novel single laser configuration, but mainly to present
a solution to this problem. This issue does not significantly influence applications in magnetic
induction tomography, since the rf field frequency range of most interest is νL < 10kHz, as
will be discussed in Chap. 5 and 6. However, it is possible to modify the setup (shown in
in Fig. 3.11) for the single-laser case to mitigate the dependence of the atomic polarisation
on Larmor frequency. Here, the laser light from a single source is split such that there are
two-beams with a degenerate frequency. One beam remains as the linearly polarised beam,
as described in Fig. 3.7 for the single-beam configuration, and the additional beam that is
directed along the bias field is circularly polarised to act as a pump. The circular polarisation of
this additional degenerate beam is set so that it assists the orientation generated by the linearly
polarised beam, as described in Fig. 3.8. This generates an oriented atomic polarisation across
the full range of bias magnetic fields tested in Fig. 3.10. This configuration is still classed as
operation with a single laser as there is a single source, but it’s referred to as the degenerate
pump and probe configuration. The circularly polarised beam is interpreted to be acting as an
off-resonant pump for the F = 4 atoms in the same way as described in Sec. 3.2, aiding the
overall pumping process. Figure 3.12 is a map of the amplitude to the F = 4 component of the
rf spectrum as the power of the circularly polarised beam and the linearly polarised beam is
changed. This measurement was not made in the setup shown in Fig. 3.11 (although this was
shown to work), but with two separate beams at the same detuning so that their power could
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Figure 3.12: Map of the change in amplitude of the F = 4 component of the rf spectrum
with power of the degenerate circular and linearly polarised beam. A power of ∼ 0.8mW for
the circularly polarised beam optimises the measured amplitude, while the optimum for the
linearly polarised beam is in excess of the power available.
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be changed independently. The optimum beam power for the circularly polarised beam was
found to be ∼ 0.8mW, while powers in excess of 6.5mW are required to reach the optimum
power for the linearly polarised beam.

3.3.3 Summary

The risk of failure of apparatus increases with complexity, in addition to: weight, power con-
sumption, and cost. Hence, the implementation of the single laser configuration will signifi-
cantly aid in the miniaturisation of the sensor and will be used as the focus of research moving
forward.

As stated in Sec. 3.2, the single laser configuration is not used in the rigorous investigation of
MIT presented in Chap. 6, however ‘proof of principle’ experiments were carried out to show
the operation was the same. There is no fundamental difference between the operation of the rf
magnetometer with one or two-beams, so the MIT results can be extended to the single-beam
case, albeit with a slightly reduced amplitude/ sensitivity.

The optimum signal amplitude was not achievable with the power available. One option
to improve this would be to use the 85Rb atoms, since the D2 line hyperfine splitting is
∆νHFS = 3.035GHz; which is 6.157GHz less than for caesium, decreasing the detuning
of the beam from an indirectly pumped state. A smaller detuning would increase the ampli-
tude of the polarisation rotation signal, potentially improving the SNR. Additionally one of
the nonlinear effects being employed (tensor light-shift) scales with ∆−2, reducing the power
threshold for the generation of orientation.

3.4 Conclusions

A broad range of connected subjects has been covered in this chapter. The purpose of Sec. 3.1
was to act as a brief summary of some of the relevant issues affecting the choice of pumping
and probing configuration for the rf magnetometer. In particular, attention was paid to how
the choice of beam geometry influences the performance of the system. Experimentally it is
favourable to use a single-beam configuration, since it reduces the overall complexity of the
system; however, due to the intermixing of the action of the pump and probe, the sensor sensi-
tivity is worse than can be achieved for systems with separate beams. The two-beam pump and
probe configuration used for the majority of the work presented in this thesis (found in Chap. 6
and 7, described in Sec. 3.2), utilises an off-resonant interaction for both the pumping and
probing, which optimises the performance of the magnetometer. The final section, Sec. 3.3,
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presents a novel laser scheme which achieves similar off-resonant pumping and probing with a
single beam. The measurement was not calibrated, but it is likely that this scheme can achieve
greater sensitivity than other single-beam schemes, which will be the subject of future study.
The single-beam configuration reduces the complexity of the sensor and the use of a VCSEL
as a light source will help with miniaturisation. These steps show a path forward for taking
the rf magnetometer system used in this thesis out of the laboratory and into the real world.



Chapter 4

Experimental Setup

This chapter is split into two sections that describe the key components required for the oper-
ation of an rf magnetometer (Sec. 4.1) in a magnetically unshielded environment (Sec. 4.2).
The setup described here has been explicitly designed for making the magnetic induction to-
mography measurements in Chap. 6.

4.1 rf Magnetometer

4.1.1 Lasers

Laser light plays two functions in the operation of an rf magnetometer; pumping an imbalance
in the population within the hyperfine manifold and probing the precession of the Zeeman
coherence. For atomic magnetometers (both dc and rf) these actions are summarised by the
generation and probing of the evolution of a collective atomic spin. This can be achieved
with a single, or multiple, lasers acting as the pump and the probe. The latter generally leads
to more efficient pumping and probing. The purpose of this section is to describe the lasers
used, how the role of the pump and the probe benefit from different methods of frequency
stabilisation and, finally, how the beams are configured experimentally.

This work primarily uses separate pump and probe lasers, both of which are Vescent dis-
tributed Bragg reflector (DBR) laser diodes (D2-100-DBR series [69]). The laser module
contains beam condition optics to shape the elliptical output of the edge emitting diode to
be an 1-mm-diameter (approximately) circular beam, and a Faraday isolator to minimise un-
wanted optical feedback. The laser is designed to operate at 852nm (caesium D2 line). The
frequency of the laser can be tuned by both the temperature and the current supplied to the
diode, both of which are controlled via the Vescent D2-105-200 Laser Controller.
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As pumping is a resonant interaction, it is convenient to stabilise the beam’s frequency relative
to an atomic transition of interest [75]. This can be done by locking the beam to the groups
of caesium D2 transitions1 or cross-over transitions2 with the Vescent D2-210 Spectroscopy
Module and the Vescent D2-125 Laser Servo. Ideally, the probe laser is used to make a non-
perturbative measurement of the atomic coherence. This can be achieved using light that
is detuned, e.g. 1GHz (although this detuning can be greater or smaller depending on the
available probe power, see Sec. 3.2.2.3), from the relevant atomic transitions. This is achieved
by locking the probe to the pump using the D2-135 Offset Phase Lock Servo. The pump and
probe are overlapped in the D2-150 Heterodyne Module and a fast photodiode monitors the
beatnote between them. The servo compares the phase and the frequency of the beatnote to a
reference frequency with a phase-frequency detector. For DBR lasers (used here) where there
are phase slips, the phase-frequency detector acts as a frequency comparator [76] and locking
is achieved through frequency offset locking. This setup can be used to detune the frequency
of the probe ±10GHz from the frequency of the pump beam.

Both the lasers have an output power of 80mW and are contained within the same sealed box.
The light from both diodes are coupled into separate polarisation maintaining single-mode
fibres via acousto-optical modulators (AOMs) (Crystal Technology 3080-122) in a single pass
configuration. The light output from the laser is linearly polarised and is passed through a half
waveplate to match the polarisation angle to the fast angle of the polarisation maintaining fibre.
This reduces the polarisation noise introduced by changes in the refractive index of the fibre,
typically caused by temperature gradients and vibrations. Schäfter Kirchhoff 60SMS fibre
couplers were used, typically achieving coupling ratios of ∼ 50%. The AOMs are primarily
used to control the amplitude of the laser light transmitted through the fibre. They also shift
the frequency of laser light by +80MHz; however, this detuning is inconsequential in the
experiments carried out in this thesis, since the beams are Doppler broadened3. The result is
that there is experimental control over the power of the beams output from the box. The power
of the free space propagating beams is typically < 0.2mW for both beams during experiments.
Figure 4.1 is a schematic diagram of the laser box layout. The fibre outputs for the pump and
probe beam are mounted with collimating lenses and the relevant polarising elements (λ/4 and
λ/2 waveplate for the pump and probe respectively) on separate optical breadboards. Each
beam is passed through a polariser (Thorlabs Glan-Taylor, 10−5 extinction ratio) that cleans
the polarisation of the beam and converts any polarisation noise to amplitude noise. It is then
possible to actively stabilise the amplitude of the beam by monitoring a portion of the beam’s

162S1/2F = 3 → 62P3/2F ′ = 2,3,4 and 62S1/2F = 4 → 62P3/2F ′ = 3,4,5.
262S1/2F = 3 → 62P3/2F ′ = 2/3,2/4,3/4 and 62S1/2F = 4 → 62P3/2F ′ = 3/4,3/5,4/5.
3At room temperature (T = 295K) the Doppler broadening for caesium atoms (mass mCs = 2.21×10−25 kg

[26]) is ∆ωD = 2
√

2ln2kBT/mCsc2 = 360MHz.
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power and modulating the AOM transmission accordingly. However, laser amplitude noise
was not a limiting factor in this work so the scheme was not explored any further than an
initial demonstration. A periscope raises the beams so that they intersect with the cell. Due to
the high extinction ratio of the polariser, the periscope mirrors have a negligible impact on the
polarisation of the beam. The light out of the fibre was collimated to ∼ 5mm for both beams
before being passed through a 2mm iris, hence the beams have approximately a ‘top-hat’
intensity profile.
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Figure 4.1: Note: this diagram is to give and indication of the setup and not all of the details
have been included (such as the waveplates used to optimise beam power reflected or trans-
mitted through the polarising beam splitter). The pump laser (left) is frequency locked to the
atomic transition of interest via the absorption spectroscopy module [A small portion of the
beam is directed through two glass vapour cells containing caesium, marked as C1 and C2.
The signal recorded at the photodiode marked as Ref. from C1 (the reference cell) provides
a Doppler broadened absorption profile. The atoms in the same velocity group in cell C2 are
pumped and probed in a counter-propagating configuration and the probe is monitored with
the photodiode marked as Sig. The two photodiode signals are subtracted from each other to
provide an Doppler-broadening free absorption probe]. The probe laser (right) is offset locked
to the pump after they mix in the heterodyne module. After the optics for the frequency sta-
bilising modules, the lasers are passed through an AOM and the 1st order output is coupled
into a polarisation maintaining single mode fibre. The AOM is used to control the power of
the laser input to the fibre and a λ/2 waveplate matches the laser polarisation to the fast axis
of the fibre. The whole probe beam setup was repeated for the pump beam.
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4.1.2 Vapour Cells

This work uses a paraffin-coated, 1.7cm3-cubic (unless stated otherwise) glass cell at room
temperature T = 22+/−0.2◦C (stabilised with air-conditioning), containing Natoms ≈ 5.6 × 1010

atoms (atomic density nCs = 3.3× 1010 cm−3 [57]4). With the off-resonant pumping scheme
used in this work (described in Sec. 3.2.1), only moderate heating of the cell to T = 32◦C
is required to achieve a ∼ 1fT/

√
Hz sensitivity [6]. The relaxation due to wall collisions in

this cell was measured to be ≈ 1Hz by the manufacturer and the relaxation due to SEC at this
temperature was measured to be ≈ 1Hz [78], giving the residual cell linewidth to be 2Hz. It
is noted that this type of cell is unlikely to be suitable for long term sensor development due
to the scale of production and cost, but it is an excellent choice for exploring the underlying
principles and testing the detection limits of MIT with an rf magnetometer. Figure 4.4 (a) is
picture of a 1.7cm3 paraffin coated cell that is used for the majority of the work presented in
this thesis.

4.1.3 Detection

Birefringence maps the precessing atomic polarisation on to the polarisation of the linearly
polarised probe beam. This results in an optical polarisation rotation, which can be measured
with a polarimeter consisting of a polarising beam splitter (PBS) and a balanced photodiode
(PD) to monitor the amplitude of the reflected (vertical) and transmitted (horizontal), as de-
scribed in Fig. 4.2. In this work a commercially-available balanced PD (Thorlabs PDB150A)
was used.

4.1.4 Measured Signal

The primary measurement in this work is that of the amplitude and phase of the Zeeman
coherence. This is recorded as an rf spectrum (see Sec. 2.5.1). The spectra are recorded
by monitoring the balanced photodiode signal as the frequency of an rf field ωrf is scanned
across the Larmor frequency ωL. This measurement lends itself well to lock-in detection, but
can also be done by directly monitoring the photodiode output. In essence, lock-in detection
measures the amplitude R and phase φ (with respect to the reference) of a particular frequency
component of the input signal. This is achieved by demodulating the measured signal at the
reference frequency ωref = ωrf into two orthogonal components, X and Y (R =

√
X2 +Y 2 and

φ = tan−1 Y/X). This work uses the SRS 865A lock-in amplifier and an example of a measured

4Determined through absorption measurements in the work of Chalupczak that accompanied [57] and verified
through calculations [77].
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rf spectrum is given in Fig. 4.3, where (a) plots the X (blue line), Y (dotted orange line) and R
(black line) component, while (b) plots φ (black line).
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Figure 4.2: Schematic layout of the operation of the rf magnetometer, including the polarime-
ter setup. The atoms are pumped with a circularly polarised beam (red arrow) along a bias
magnetic field B0 (black arrow). A resonant rf magnetic field Brf (green dashed arrow) drives
Zeeman coherences, which are coupled to the linear polarisation of the probe beam (blue ar-
row). The vertical and horizontal components of the probe beam are monitored by separate
photodiodes and are subtracted from each other to create an oscillating signal with dc common
mode rejection, e.g. power fluctuations. A λ/2 waveplate is used so that the polarisation of
the input beam is at 45◦ to the polarising beam splitter (PBS) to balance the power between
the reflected and transmitted components.
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4.2 Unshielded Operation

This section discusses the experimental setup and the environmental magnetic field condi-
tioning used to operate the rf magnetometer in a magnetically unshielded environment, and
discusses some of the consequences of doing so.
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Figure 4.4: Images describing the experimental setup. Picture (a) is an image of the 1.7cm3

paraffin coated vapour cell used for the majority of the results presented in this thesis. The
schematic (b) shows the interlocking coil array used to define and actively stabilise the bias
magnetic field. Each orthogonal coil pair has its own colour (green, black, and orange coils are
directed along x, y, and z, respectively). Picture (c) shows the experimental coil arrangement.
The gradient coils have been omitted from (b-d) for clarity. Picture (d) shows the whole
experimental setup (laser, pump and probe beam conditioning optics, vapour cell, detection,
and coils) sitting on top of a optical table.
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4.2.1 Experimental Setup

Figure 4.4 depicts the experimental setup. The atoms contained in the paraffin coated vapour
cell (a) are optically pumped and probed. The cell is in the centre of a coil array (described
in Sec. 4.2.2.1)used to define the bias magnetic field. A fluxgate close to the cell is used to
monitor the ambient magnetic field and it is used as an error signal to actively stabilise changes
in the field (described in Sec. 4.2.3). The schematic in (b) represents the orthogonal coil pairs
(green, black, and orange coils are directed along x, y, and z, respectively) with the fluxgate and
vapour cell at their centre. Picture (c) shows the experimental arrangement of the coils, vapour
cell, and fluxgate. Picture (d) shows the whole experimental setup: box containing the pump
and probe lasers, which are coupled to optical fibres; fibres deliver the light to breadboards
that contain the beam conditioning optics for the pump and probe beam, which are then raised
with periscopes [marked in (c)] to intersect within the cell; probe beam propagates through
the cell to a breadboard containing the optics and photodiodes for detection. The whole setup
sits atop a 48 ′′ × 96 ′′ optical bench. The table top has not been vibrationally stabilised or
demagnetised. These two features, combined with nearby PSUs and electronics, create a
harsh working environment for the magnetometer.

4.2.2 Environmental Magnetic Field

4.2.2.1 Compensation Coils

Magnetic Field Homogeneity

Magnetic coils are used to define the amplitude and direction of the bias magnetic field
throughout the experiments described in this work. One key feature of their performance
is the inhomogeneity of the field they create. This can be determined by the factional variation
∆BIn, defined as the difference in the magnetic field at point i, which is a distance L from the
central magnetic field B0, given by

∆BIn =
(B0 −Bi)

B0
=

∆B
B0

, (4.1)

where ∆B and B0 are only related to the magnetic field created by the coils. It is desirable
that the inhomogeneity in the field is as small as possible. Since ∆B ∝ B0, a homogeneity
factor must be chosen with respect to the field strength. In this work, operating frequencies
are typically νL < 100kHz (∼ 35 µT). A limit in the allowable inhomogeneity was set at the
order of ∆B = 10Hz/γCs at B0 = 100kHz/γCs, which corresponds to ∆BIn = 0.01%. Multiple
coils can be configured in an array to construct a particular magnetic field landscape. The most
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Helmholtz coil Separation
Homogeneity length scaling factor: ∆LB = LIn/r or LIn/a

∆BIn = 0.1% ∆BIn = 0.01% ∆BIn = 0.001%

Circular r 0.20 0.10 0.045

Square 1.089×a 0.20 0.09 0.05

Table 4.1: Values of the homogeneity length scaling factor for circular and square Helmholtz
coils for different homogeneity lengths.

well known and simplest coil design to make a homogeneous magnetic field is the circular-
Helmholtz coil, where a pair of identical coils are separated by their radius. In this arrangement
the first three spatial derivatives of the field are zero [79]. This is referred to as the Helmholtz
condition. In the analysis that follows, square-Helmholtz coils are also considered. In this
arrangement, the Helmholtz condition is met when a pair of square coils with length5 b = 2a
are separated by ≈ 0.5445b [79].

A figure of merit of the coil design is the homogeneity length LIn = 2L, which is defined as
twice the distance from the position of B0 at which the field variation is less than chosen ∆BIn.
The distance is doubled as the field is symmetric in both the positive and negative direction
along the coil axis, where B0 should be in the centre of the cell. A useful parameter for
deciding the coil size is the ratio between the homogeneity length LIn and a dimension of the
coil. Here this ratio is called the homogeneity length scaling factor ∆LB. For a circular coil the
relevant dimension is its radius r, while for a square coil it is a. Table 4.1 gives the simulated
values for the ∆LB for a circular and square-Helmholtz coil6. Simulations found that square
coils have a ∼ 10% worse homogeneity length when compared with circular coils, which is
supported by the literature [80, 81]. The coil array built for this work chose square coils,
as they have an acceptable homogeneity and are simpler to construct out of commercially
available aluminium profiles. From the data in the table it is simple to determine LIn from a
desired ∆BIn and known coil size and shape; e.g, for ∆BIn = 0.01% and a square-Helmholtz
coil (∆LB = 0.09) of length 2a = 1m, LIn = 90mm.

5Measured as the length of the side of the coil, i.e. the perimeter of the coil.
6A coil has two axes: the coil axis which runs through the centre of each coil and the axis that runs orthogonal

to this (identical other orthogonal), both intersecting at the centre of the coil array. LIn along either axis can differ
significantly depending on the design of the coil array. For the two Helmholtz coils considered here, LIn is similar
on either axis; but since the cell is cubic, the smaller of the two values is given in the table.
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Design

The largest vapour cell used in this work has a length of 37mm (50.7cm3 volume). This sets
the approximate minimum homogeneity length required for a compensation coil. A compensa-
tion coil array of three nested mutually-orthogonal square-Helmholtz coils was designed, with
coil lengths 2a = 1000mm, 940mm, 880mm. For ∆BIn = 0.01% the homogeneity length of
the smallest coil is LIn = 79mm, which exceeds the dimensions of the minimum homogeneity
length. The scale of the coil array was set for a gradiometric field measurement, which re-
quired a large LIn. However, these experiments have not been included in this work. The coils
were constructed with 30mm×30mm square aluminium profiles and made up of 50 turns of
0.5-mm-diameter copper wire. The field-control-system that drives the coils was powered by
a digital three-channel power supply unit (PSU) (Rigol DP831).

4.2.2.2 Magnetic Gradients

Anti-Helmholtz Coils

Anti-Helmholtz coils are common coil arrays used to cancel the 1st-order magnetic field gra-
dients, e.g. ∆Bz, that meet the Helmholtz condition [82]. For a circular anti-Helmholtz coil
the design is a coil-pair separated by 1.732r [83], energised by equal currents that flow in
opposite directions. The field from either coil cancels each other at the centre of the coil array
generating a linear magnetic field gradient. The homogeneity of anti-Helmholtz coils must
also be considered, but since these coils generate a much smaller field, their homogeneity can
be reduced to ∆BH = 0.1%. A coil design of r = 200mm with 20 turns of 0.5-mm-diameter
wire was chosen, which has an estimated homogeneity length of 0.36r. The design for the coil
formers were for three orthogonal, interlocking coils. The diameter of the coil, and therefore
the track for winding each coil, are equal for each coil pair. Consequently the wire paths over-
lapped, causing the wire loops to deviate from a perfect circle. Since the homogeneity length
is significantly greater than the largest coil, it is assumed that deformation of the wire paths
did not limit the gradient compensation, which is discussed in the following section.

Gradient Compensation

Corrective gradients can be applied across the cell to reduce the rf spectral linewidth. This
can be achieved with a simple iterative approach by sequentially applying gradients along the
three orthogonal axes and setting the gradient that minimises the linewidth. This is shown
by Fig. 4.5, where the current in the anti-Helmholtz coil is scanned, creating a gradient (a)
∆Bx, (b) ∆Bz and (c) ∆By, while recording the resonance linewidth. The bias field is directed
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Figure 4.5: Plot of the change of resonance linewidth as the current supplied to the anti-
Helmholtz coils is changed, applying gradients (a) ∆Bx, (b) ∆Bz and (c) ∆By across an 8.4cm3

volume cell. The current which minimised the linewidth is selected for each current scan per
anti-Helmholtz coil. These optimum current values are used as the initial current values for
the next iteration.

along the z-axis and the data in this figure are recorded for an 8.4cm3 (cylindrical cell 22mm
long, with a 11mm radius) cell. Note: these measurements have been carried out with active
stabilisation of the bias magnetic field, which is described in detail in the following section.
The currents applied to each coil are scanned sequentially, starting from 0mA in each, then
applying the current for that coil that minimises the linewidth, before scanning the current in
the next coil. This process is iterated until the linewidth cannot be reduced any further. In the
case presented for the 8.4cm3 cell, the optimum linewidth was Γopt ≈ 15Hz, which is better
than typically achieved for the two other cell volumes that are considered in the following
section. The linewidth shows a quadratic dependence on the applied gradient and exhibits
a greater dependence on gradients applied along the bias field [Fig. 4.5 (b)], both of which
are expected from [54]. It should be noted that the same total gradient can be produced by
different combinations of applied gradients (∇.B = 0).

An estimate of the broadening from magnetic gradients is given by Julsgaard in [17];

Γgrad ≈ γCs
2 L3

vatoms
∆B2

z , (4.2)

where vatoms ≈
√

kBT/mCs = 136m/s (in a single direction) at T = 295K and L = 22mm
(cylindrical cell with same length and diameter) - giving

ΓGrad = 0.96Hz(cm/nT)2
∆B2

z . (4.3)
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Figure 4.6: Plot of the change in linewidth (green circles) and resonant frequency (orange
stars) as the current applied to the coils that create transverse static fields along the (a) y-axis
and (b) x-axis.

Using Equ. 4.2 and the data in Fig. 4.5 for the initial [(a) iteration 1 at 0mA; Γ ≈ 165Hz] and
final [(c) iteration 3 at 30mA; Γ ≈ 15Hz] linewidths, the ambient and residual uncompensated
gradients are found to be on the order of ∆Bz = 13nT/cm and ∆Bz = 4nT/cm, respectfully
(assuming all broadening comes from gradients).

An interesting feature was that the minimum linewidth was recorded when there were non-zero
transverse fields present, as shown in Fig. 4.6. In this figure the current supplied to y- and x-
axis Helmholtz coils is scanned through the region where the transverse fields are minimised,
i.e. minimum resonance frequency. The resonance linewidth is minimised when a static field
equivalent to ∼ 0.1kHz is added on each axis. This could be explained by asymmetries, i.e.
curvature, in the local magnetic field. This idea is also supported by an experiment where
two 1.7cm3 cells were placed 5cm apart and each measured a linewidth of 20Hz and 40Hz,
respectively. Additional compensatory coils would be required to correct this field curvature,
so this was not explored any further.

4.2.3 Magnetic Field Compensation in Finite-Sized Cells

As previously stated, rf magnetometers can be used to measure either the magnitude of a
bias magnetic field B0 or the amplitude and phase of an rf magnetic field. However, for
measurements of the rf field magnitude, B0 must be relatively stable while the measurement
is being carried out. The dominant noise source in a built-up environment is 50-Hz magnetic
field noise from the mains electrical supply and local electronics. This noise manifests as a
modulation of the bias magnetic field. Noise directed along the bias magnetic field, e.g. z-
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axis, dominates as the transverse fields Bx and By are only secondary corrections to B0 (i.e.
for Bz ≫ Bx and By, B0 ≈ Bz ). However, it is still beneficial to compensate the noise on all
three axes. This can be achieved passively by using magnetic shielding, which can achieve
a reduction of many orders of magnitude in the background magnetic field; however, shields
are cumbersome and expensive in large volumes. Shields are also unsuitable for this work, as
its main aim is to use the rf magnetometer image metal plates via MIT. This would require
placing the object inside the shielding, which is impractical, and any magnetisation of the
object would negate the action of the shield.

A different method is active compensation of the environmental field. The active field con-
trol system designed in this work stabilises dc and low frequency (primarily 50-Hz electronic
noise) changes in the bias magnetic field. The system comprises of a magnetometer, to gener-
ate an error signal, and a proportional-integral-derivative (PID) servo controller (SRS SIM960
PID, bandwidth dc-3kHz). The output of the PID controller is used to modulate the output of
a current control circuit (PSU and a MOSFET), which modulates the field generated by the
coils aligned along the axis of the fluxgate - providing feedback to the system. The perfor-
mance of this system as a whole is discussed further in the following section. Such a system
is open and more flexible than passive shielding, making it possible to deliver a sample close
to the rf magnetometer.

The feedback control was tested with two separate sources of error signal, a commercial flux-
gate magnetometer (Bartington Mag690, bandwidth dc-1kHz) and one of the quadrature com-
ponents of the rf magnetometer’s rf spectrum. First, the performance of the fluxgate as a source
of the error signal is evaluated. It should be noted that since the fluxgate is spatially separated
from the vapour cell, the magnetic field it monitors does not fully represent that seen by the
vapour cell. The fluxgate sensing volume is ∼ 1cm3.

4.2.3.1 Fluxgate as Source of Error Signal

The performance of the magnetic field compensation for the rf magnetometer was investigated
using two cubic cells with volumes 1.7cm3 (length 1.2mm)7 and 50.7cm3 (37mm length
cell); studying how these two volumes are influenced by the background magnetic field gradi-
ents and noise. Smaller volume cells are less sensitive to magnetic field gradients relative to
larger volumes (Γ ∝ L3 from Equ. 4.2). Figure 4.7 shows the rf spectra recorded for the two
cell volumes: (a) in the ambient magnetic field (in the presence of magnetic field noise and
gradients), (b) with active field stabilisation with the fluxgate as the source of the error signal,

7Like the 50.7cm3 volume, the length of both cells is the measured outside dimension. The glass is said to
be 2mm thick, but the thickness can be seen to vary for both cells. The outside dimension has been taken as it is
a consistent measurable for both, although it does not represent the true volume of both cells.
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Figure 4.7: Plots of the rf spectra recorded for 1.7cm3 (small cell plotted on left axis and
black line) and 50.7cm3 (large cell plotted on right axis and red line) volume cells in: (a)
in the ambient environmental magnetic field noise and gradients, (b) with active stabilisation
of the bias field and (c) with active stabilisation and gradient compensation. The frequency
step between each point in the rf spectrum for the 1.7cm3 cell is: (a) 5Hz, (b) 1Hz and (c)
1Hz, and for the 50.7cm3 cell is: (a) 10Hz, (b) 10Hz and (c) 1Hz [larger frequency steps are
sufficient when recording broad resonances, 1.7cm3 (a) and 50.7cm3(a-b)] - recorded with
100ms between each point. Note: all results in the work are recorded at room temperature.

and (c) with active field stabilisation and magnetic gradient compensation. These spectra have
been constructed by recording a single value of the instantaneous amplitude (R) with a fast
time constant τ = 100 µs and a 6dB/oct roll-off filter (1st order)8 so that some of the noise in
the polarisation rotation signal is represented in the rf spectrum.

To investigate the noise present for each condition described in Fig. 4.7, the on resonance
(ωrf =ωL) power spectral density (PSD)9 of the magnetometer signal for the two cells (1.7cm3

black line, 50.7cm3 red line) are analysed. The results are given by: Fig. 4.8 (a) ambient
magnetic field, Fig. 4.8 (b) with active field stabilisation, and Fig. 4.8 (c) with active field
stabilisation and magnetic gradient compensation. This data has been normalised so that a
comparison in the relative SNR can be made.

First, consider the results recorded in the ambient magnetic field. The linewidth of the rf spec-
trum shown in Fig. 4.7 (a) for the small (back line) and large (red line) cell are ΓS ∼ 180Hz
and ΓL ∼ 1.5kHz, respectively. The linewidths of both are estimated from the raw data due
to their distorted lineshape. Magnetic gradients and 50-Hz noise dominate the recorded line-
shape and linewidth; however as will be discussed, the two cells are affected by these factors
differently. Also it should be noted that there is considerable variation in the measured point-
to-point value of the amplitude in the raw data since the magnetic field varies in time (∼ 100ms

8nth order RC filter will roll-off at 6 × ndB/oct at corner frequency f−3×ndB = fc

√
2(1/n)−1, where

f−3dB = fc = 1/2πτ = 1591Hz for n = 1 and τ = 100 µs.
9Square of the amplitude spectral density described in 3.2.3.
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Figure 4.8: On resonance (ωrf = ωL) normalised power spectrum for the 1.7cm3 (back line)
and 50.7cm3(red line ) cell for: (a) ambient laboratory magnetic field, (b) bias field stabilised
using the fluxgate as the source of the error signal for the active field control system, and (c)
bias field stabilised with corrective gradients applied across both cells.
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between each data point). Analysis of the on resonance power spectrum [Fig. 4.8 (a)] shows
the presence of large 50Hz sidebands for both cells. At this stage in the analysis it should just
be noted these sidebands are much more prominent for the small cell (black line). The 50-Hz
noise also adds a significant low frequency pedestal to the small cell in Fig. 4.8 (a).

Figure 4.7 (b) shows the rf spectra recorded for the two cell volumes with active stabilisa-
tion of the bias magnetic field, using a fluxgate as an error signal for the field control system.
The point-to-point variation in amplitude can be seen to be significantly lower when active
stabilisation is applied, e.g. this difference can be clearly seen for the data recorded for the
large cell (red line) in Fig. 4.7 (a) and (b) where both are recorded with the same frequency
step. The active stabilisation also reduces the linewidth of the 1.7cm3 cell to approximately
ΓS ≈ 23Hz calculated from fitting (reminder that this cell has an intrinsic linewidth of ≈ 2Hz
and is broadened due to gradients and residual 50-Hz electronic noise), while there is neg-
ligible change in the linewidth of the 50.7cm3 cell. The difference in linewidth seen here
approximately follows what is expected from the volume (L3) dependence on magnetic gra-
dients in Equ. 4.2. From the double peak structure visible in the rf spectra for the 50.7cm3

cell, there is some other factor contributing to the broadening for this cell. Since the presence
of 50-Hz magnetic field noise has a significant broadening effect on the 1.7cm3 cell, it can be
assumed that the depth of the modulation is comparable to the linewidth of the rf spectrum if
it was unperturbed by mains noise. The amplitude of the modulation, B50Hz, will be propor-
tional to the amount of broadening experienced by the cell 1.7cm3 (∼ 160Hz); hence, it can
be estimated that B50Hz ∼ 46nT. The PSD for both cells are shown in Fig. 4.8 (b). The active
stabilisation reduces the 50Hz sidebands seen at both cells, in addition to the low-frequency
pedestal seen for the 1.7cm3 cell, by a factor of 10.

Lastly, Fig. 4.7 (c) shows the rf spectra once corrective gradients have been applied across
both cells. This reduces the linewidth of the 1.7cm3 and 50.3cm3 cell to ΓS ≈ 14Hz and
ΓL ≈ 24Hz, respectively. For both cells the linewidth has been determined by fitting. The rf
spectra for the respective cells now have the same shape and the ratio of signal amplitudes
[shown in Fig. 4.7 (c)] is proportional to the ratio of the number of atoms in each cell10.
Both of these features would be expected for two cells being measured in the same magnetic
environment. Although it should be noted that, it is harder to compensate the residual gra-
dients across the large cell, hence the 50.7cm3 cell has a slightly larger linewidth than the
1.7cm3 cell. Figure 4.8 (c) shows the PSD for both cells recorded in the same conditions as
Fig. 4.7 (c). The PSD for the 50.7cm3 cell now follows the same character as the 1.7cm3

cell. However some interesting behaviour has now become apparent; the ratio between the
peak of the normalised PSD and the largest 50Hz sideband (SNR50Hz) for the 50.7cm3 cell

10SignalLarge/SignalSmall ≈ VolumeLarge/VolumeSmall .
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is smaller when corrective gradients are applied [Fig. 4.8 (c)] relative to when they are not
[Fig. 4.8 (b)]. In other words, it appears like the noise profile for the 50.7cm3 cell gets worse
when corrective gradients are applied. The decrease in SNR50Hz is related to the ratio between
the unmodulated linewidth of the rf spectrum and the magnitude of the field modulation, i.e.
size of B50Hz relative to Γ. This same behaviour is visible when comparing the PSD for the
two cells when there is no field stabilisation or magnetic gradient compensation [Fig. 4.8 (a)].
For this case, 50-Hz noise affects the 1.7cm3 cell (narrow linewidth) more than the 50.7cm3

cell (broad linewidth). These two cases can be described as the condition when the amplitude
of the modulation is greater or smaller than the linewidth of the spectrum. When the gradi-
ents across the 50.7cm3 cell are compensated and there is no active stabilisation of the bias
magnetic field, the normalised PSD for both cells have the same character, i.e. they both look
like the trace for the 1.7cm3 cell in Fig. 4.8 (a). Once active stabilisation is applied, the same
order of magnitude reduction in 50-Hz magnetic field noise is seen for the 50.7cm3 cell as
the 1.7cm3 cell. The signal for the 50.7cm3 cell might appear to be better without corrective
gradients; however, this does not take into account the reduction in linewidth (increase in Zee-
man coherence lifetime) by a factor of 75 when gradients are applied, which also leads to an
increase in resonance amplitude. The compensation of 50-Hz noise is important for improving
the quality of the rf spectrum, as this is the measurable parameter in the applications for MIT,
and the reduction in linewidth is beneficial for improving the sensitivity of the measurement
as a whole.

It should be noted that the 50Hz sidebands are slightly higher for the larger cell. This is due to
the position of the fluxgate. For both measurements the fluxgate was placed ≈ 10mm from the
side of the cell, which is ≈ 16mm and ≈ 28mm from the centre of the 1.7cm3 and 50.7cm3

cell, respectively. As a result, the field measured by the fluxgate better represents the field at
the small cell.

Fluxgate Position

Figure 4.9 depicts the layout of the cell and fluxgate, where the sensing volumes are spatially
separated by dc. Since two spatially separated sensors will experience difference magnetic
fields, the performance of the active compensation will be influenced by how close the fluxgate
is to the cell, as shown in Fig. 4.10. In this figure, the amplitude and linewidth of an rf
spectrum, and the SNR50Hz was recorded for the 1.7cm3 cell as the fluxgate was moved along
the bias field axis (z). Distance d f = 0mm represents when the fluxgate is flush with the side of
the cell. Away from the cell, the SNR50Hz is inversely proportional with the fluxgate separation
distance, as it better monitors the 50Hz seen by the atoms close to the cell. However, for



76 Experimental Setup

Fluxgate
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Figure 4.9: Layout of the vapour cell and fluxgate. Their center lie on the same z-axis and are
respectively marked by the red and blue dashed lines along the x- and y-axis. The centre of
each sensing volume is separated by dc and the distance between the closest faces is given by
d f . The latter is what is measured to define the fluxgate position.

0 50

Distance (mm)

16

18

20

A
m

pl
itu

de
 (

m
V

)

(a)

0 50

Distance (mm)

26

28

30

L
in

ew
id

th
 (

H
z)

(b)

0 50

Distance (mm)

0

10

20

30

SN
R

5
0

 H
z

(c)

Figure 4.10: The (a) amplitude and (b) linewidth of the rf spectrum recorded as the distance
of the fluxgate to the vapour cell is changed. (c) SNR50Hz of the peak signal to largest 50Hz
sideband is measured at each point.

distances less than 12mm the signal amplitude begins to decrease and the linewidth broadens.
The broadening and reduction in amplitude are due to the influence of the residual magnetic
field produced by the fluxgate and its electronics. The Mag690 is energised at 16kHz, well
above the operating bandwidth of the fluxgate and PID controller, but it is a significant source
of magnetic field noise. Since the data shown in the above analysis were recorded far from
this frequency, it is not visible in the PSD or rf resonances.

4.2.3.2 Atomic Signal as Source of Error Signal

The rf magnetometer signal itself can also be used as an error signal for the field control sys-
tem. The amplitude of the dispersive-like component of the rf spectrum has a zero-crossing
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Figure 4.11: Plots describing the lineshape of the X and Y components of the rf spectrum for
different phases of rf spectrum. The detuning is measured from ωL and is in arbitrary units,
along with the X and Y .

when ωrf = ωL, e.g. shown by the Y component (orange dotted line) in Fig. 4.11 (0◦).
The position of the zero-crossing is a scalar representation of the bias magnetic field (since
B0 =

√
B2

x +B2
y +B2

z ), hence it can only be used to provide feedback along a single axis. As-
suming the noise directed along the transverse axes is not significantly greater than the noise
directed along the bias field, one-dimensional noise compensation along Bz will still work well
since Bz ≫ By,Bx.

Figure 4.12 shows the PSD for the 1.7cm3 and 50.7cm3 cell with the rf spectrum providing
the error signal for field stabilisation along Bz. The data for both cells were recorded with
corrective gradients applied and is an equivalent measurement to Fig. 4.8 (c), where the flux-
gate was the source of the error signal. The SNR50Hz when using the rf magnetometer as the
error signal is ×104 and ×105 for the 50.7cm3 and 1.7cm3 cells respectively, compared with
×101 when using the fluxgate magnetometer. Since the rf magnetometer fully describes the
magnetic field measured at the cell, the error signal from the rf magnetometer will describe
the noise measured at the cell better than the error signal from the fluxgate.

A drawback is that the lineshape of the X and Y components are dependent on the relative
phase between the reference signal and the measured polarisation rotation signal, as shown in
Fig. 4.11 for four different phases11. Any change in phase will shift the zero-crossing such

11The phase in these plots represent the phase of the reference signal. The value of the phase is arbitrary,
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Figure 4.12: On resonance (ωrf = ωL) normalised PDS for the 1.7cm3 (back) and
50.5cm3(red) cell measured with the bias field stabilised using the dispersive component of
the rf spectrum as the source of the error signal for the active field control system. Corrective
gradients have been applied across both cells.

that it does not occur on resonance and will be indistinguishable from magnetic field noise.
However in many MIT experiments described later in this thesis, the amplitude will be zero
for a time and the phase will change by 360◦ during a measurement. Both these factors will
break the feedback loop: meaning that although the increase in SNR50Hz is impressive, this
method is not practical for providing field stabilisation for MIT measurements.

4.3 Shielded Operation

Although the purpose of this work is to develop an rf magnetometer for operation in an un-
shielded environment, some experiments investigating the single-laser configuration (Sec. 3.3)
and the spin maser (parts of Chap. 7) were carried out within magnetic shields to analyse fun-
damental aspects of the operation of the sensor.

Magnetic shielding can be achieved in a number of ways depending on the application. It
operates by making the field flow around the perimeter of the shield, rather than through
it. As a result, shielding works best when it encloses a volume, rather than when used as a
screen. Any thickness of a highly electrically-conductive material (any metal, e.g. aluminium)
can shield high-frequency magnetic fields to some degree. A Faraday cage is a particular

while the change in lineshape between two different phases is always constant; for example, the lineshape seen
at 0◦ could occur at any value phase value, while the absorptive Lorentzian shape seen at 0◦ will always become
dispersive when the phase of the reference signal is shifted by ±90◦.
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Pump (z)

Probe (x) 

Figure 4.13: Experimental schematic of the 5 layers of magnetic shielding. The vapour cell
(not shown) is placed in the centre of the shielding, where the pump and probe intersect,
and rf coils (not shown) surrounding the vapour cell generates an rf magnetic field. The bias
magnetic field is defined by a solenoid (not shown) contained within the inner shield.

example, where the spacing in the mesh is an order of magnitude smaller than the wavelength
of the field. Slowly oscillating fields, such as 50Hz, will be partially shielded by magnetic
induction [42] (discussed in Chap. 5). However, dc fields can only be shielded by highly
magnetically permeable materials such as mu-metal. Mu-metal can effectively attenuate all
external magnetic fields. A limitation is that thermal fluctuations in the material itself generate
their own magnetic field noise (Johnson noise), which sets the baseline noise level. This can
only be removed at cryogenic temperatures (discussed again in Sec. 5.3.2) and reduced when
using low conductivity shields, e.g. the innermost ferrite shield in [84].

The shielding used in this work consists of five nested cylinders of mu-metal, each 2mm thick
[57]. A schematic is shown in Fig. 4.13. The cylinders consist of tubes with removable
endcaps with a hole in their centre to allow longitudinal optical access (pump). There are also
holes through the centre of the tube sections to allow transverse optical access (probe). The
smallest and largest shield has an outer diameter/ length of 200mm/ 400mm and 280mm/
560mm respectively, with a 20mm air-gap between each layer12. Each layer is separated by a
plastic spacer so the centre of each shield aligns along the same axis. This setup has a shielding
factor of the order of 106 and a solenoid generates a highly uniform bias magnetic field, with
a homogeneity of ∆BIn < 0.001% over the volume of the cell. Using the calculations detailed
in [86] (equation 16, using geometry factor G = 0.438), the magnetic Johnson noise generated
by the inner shield is calculated to be 8fT/

√
Hz at 1Hz with f−1/4 frequency dependence.

12It has been shown that a shield made up of layers and air-gaps has the same shielding efficiency as a solid
shield of the same dimensions, drastically reducing weight and cost [85].
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This value is not a limitation for the measurements presented in this thesis, and a ferrite shield
was not deemed necessary.



Chapter 5

Magnetic Induction Tomography

Magnetic induction tomography (MIT), is a well established technique for non-destructive
testing (NDT). A general scheme for MIT is based on the inductive coupling between an
oscillating magnetic (primary) field and an electrically conductive and/ or magnetically per-
meable object. This object generates a response (secondary) field, which is then monitored by
any type of magnetometer. The presence of a defect, such as a structural change (e.g. crack,
hole, or cavity) or material change (e.g. corrosion, stress, or strain), will be imprinted on
the secondary field through a change in its phase and/or amplitude. The defect can then be
mapped by measuring the secondary field across the object.

Historically MIT has been referred to as eddy current testing (ECT), where traditionally the
magnetometer is a pick-up coil and the secondary field is generated by circulating eddy cur-
rents induced in electrically conductive materials by the primary field. This work has found
that in magnetically permeable samples, the secondary field is generated by local magneti-
sation. Due to the difference in the mechanism that generates the secondary field, the name
ECT is somewhat misleading, so it is described as MIT throughout this thesis. There is some
variety in the terminology used for this technique1 but the name MIT has been chosen to be in
keeping with older literature discussing how this general technique is separate from pick-up
coils [87], and it is what has been used throughout the previous publications of the author. The
term tomography describes the ability to image different spatially separated sections, which
is achievable by varying the frequency of the primary rf field, as will be described in the fol-
lowing section. Many of the results presented in Chap. 6 are recorded at a single frequency
because they are concerned with understanding and optimising the measurement, rather than
gaining extra information about the sample (see Sec. 6.3.2.2 for variable frequency mea-

1It is interchangeably called mutual inductance tomography[87], electromagnetic induction tomography [88],
electromagnetic tomography [89], electromagnetic imaging [20] or, the erroneously named, eddy current testing
[90, 91, Chp. 5].
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surements). As such, some of the results in this chapter could be called ‘magnetic induction
imaging’; however, the term MIT will be used throughout for simplicity.

It should be noted that there are two fields that are both some times called the ‘magnetic
field’, the magnetic flux density BBB and the magnetic field strength HHH, which are related by
BBB= µ0(HHH+MMM)= µHHH [92, Chap. 3]. MMM = χHHH is the magnetisation of the point in space where
HHH exists, χ is the magnetic susceptibility. µr = µ/µ0 = (1+χ) is the relative permeability of
the medium, where µ0 is the permeability of free space. MMM effectively describes how strongly
the medium interacts with BBB, and for free space MMM = 0 and µr = 1. BBB is defined by the magnetic
flux ΦΦΦB through an area A and is measured in units tesla T. The terminology of the magnetic
fields are often used interchangeably, but HHH can be thought of as the applied field and BBB as the
measured field. In atomic physics the ‘magnetic field’ typically used is BBB, a convention which
is also used here.

5.1 Principle of Operation

5.1.1 Eddy Currents

Eddy currents (EC) are one of the mechanisms used to detect defects. This section details their
formation and introduces a key concept called skin depth δ , which describes the penetration
of ECs beneath the surface of the medium. This feature enables the detection of subsurface
defects, or the detection of objects through screening materials, setting MIT technology apart
from other NDT methods, for example; infrared, ultrasound, and magnetic particle inspection
[90], to name a few.

Eddy currents2 are closed loops generated by the displacement of electrons induced by a
changing magnetic field. As an electromagnetic (EM) wave can propagate through media,
ECs can be induced at depth. The penetration depth of the EM field depends on its frequency
and the properties of the medium. The change in the density of ECs with propagation distance
can be inferred from the attenuation of the primary field through the medium. The arguments
below describe this theoretically and follow the description in [90, Chap. 5].

Starting with Maxwell’s equations in their usual form

∇.DDD = ρ (5.1)

2They are sometimes called Foucault’s currents in French speaking countries after one of their first discover-
ers.
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∇.HHH = 0 (5.2)

∇×EEE =−µ
dHHH
dt

(5.3)

∇×HHH = JJJ+
dDDD
dt

, (5.4)

where the electric flux density is given by DDD = εEEE (ε = εrε0 and εr is the relative permittivity
and ε0 is the permittivity of free space), ρ is the free electric charge and JJJ is the free current
density. Substituting Ohm’s law (JJJ = σEEE, where σ is the conductivity of the medium) into
Equ. 5.4 (Ampères circuital law) then

∇×HHH = σEEE + ε
dEEE
dt

. (5.5)

Using the vector identity ∇×∇×HHH = ∇(∇.HHH)−∇2HHH and Equ. 5.2, Equ. 5.5 becomes

−∇
2HHH = ∇×

(
σ + ε

d
dt

)
EEE . (5.6)

Applying Equ. 5.3 (Faraday’s law of induction) gives

∇
2HHH =

(
σ + ε

d
dt

)
µ

dHHH
dt

. (5.7)

Assuming the magnetic field can be described by a plane wave HHH = HHH0ei(kkkrrr−ωt), where
dHHH/dt = iωHHH and d2HHH/dt2 =−ω2HHH, then Equ. 5.7 can be given in the form of the Helmholtz
equation

∇
2HHH =

(
iωσ −ω

2
ε
)

µHHH = k2HHH , (5.8)

where the propagation constant k is entirely dependent on the properties of the medium.

Assuming the field is propagating along the x-axis, through an infinite air/surface boundary in
the yz-plane, the magnetic field will point along ẑzz, perpendicular to x̂xx. Equation 5.8 can now
be described by

d2Hz

dx2 − k2Hz = 0 , (5.9)

where the plane wave approximation gives

Hz = H0zei(ωt−kx) (5.10)
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Figure 5.1: Numerical value of δ over the range of parameters applicable in this work.
The frequency for (a) and (b) is 1kHz, with a permeability and conductivity of µR = 1
and σ = 1 × 107 S/m, respectively. (c) Plots δ for aluminium (yellow), µR = 1 and
σ = 3.77×107 S/m, and carbon steel (magenta), µR = 100 and σ = 6.99×106 S/m.

and H0z is the field strength at the surface of the boundary. Rearranging k2 =
(
iωσ −ω2ε

)
µ

to k2 = (σ + iωε) iωµ , one can see that for σ ≫ωε , k ≈
√

iωσ µ =
√

i2π f σ µ (by convention
only the positive root is taken [92, Chap. 6]). This is true for all metals (σ & MS/m) in the
radio frequency range ( f . MHz) [93]. Using the identity

√
i= (1+ i)/

√
2, k can be separated

out into real and imaginary parts to give

k =
√

π f σ µ + i
√

π f σ µ = k′+ ik′′ . (5.11)

Substituting Equ. 5.11 into Equ. 5.10 it becomes

Hz = H0ze−iωte−k′xe−ik′′x . (5.12)

The real e−k′x and imaginary e−ik′′x spatial components represent the attenuation and phase lag
of the field as it propagates through the medium. When x= 1/k′= 1/

√
π f σ µ the amplitude of

the internal field will be e−1 smaller than its surface value and the phase lag will be θ = 1rad.
This distance is called the skin depth δ ; and although this depth in somewhat arbitrary, δ is a
useful metric for discussing the variation in eddy current depth in different materials or over a
range of frequencies as shown in Fig. 5.1.

From Faraday’s law of induction (Equ. 5.3), a current will be induced by the oscillating field
HHH. These are eddy currents and their amplitude and phase will follow the attenuation dynamics
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of HHH as it propagates through the conductor, giving the current density amplitude of

|Jy|= |J0y|e−z/δ , (5.13)

with a phase of
θy = θ0ye−z/δ , (5.14)

where J0y and θ0y is the eddy current density and phase at the surface. From Fig. 5.1 (c) it can
be seen that even moderate penetration (1mm) is only achievable at frequencies < 1kHz for
aluminium, while the penetration for steel is a factor of ~4.3 less than for aluminium. These
are the two materials which are considered in this work. Lastly, from Ampères circuital law
(Equ. 5.4), the presence of these eddy currents generate their own magnetic field, which is
in the opposite direction to the field which created it due to the negative sign in Equ. 5.3 -
sometimes referred to as Lenz’s law.

This description is summarised by: the circulating eddy currents induced in a conductive ma-
terial by an oscillating magnetic field (primary field BBBrf) generate their own opposing magnetic
field (secondary field bbbrf).

5.1.2 Local Magnetisation

From the survey of the literature regarding the different applications of MIT it was found that
there is effectively no thorough discussion regarding the creation of a secondary field due to
local magnetisation of the sample. What has been found only discusses how magnetisation
competes with EC [90, Chap. 5]. It is beyond the scope of this work to present a functional
model to describe this behaviour, but what follows presents a simplistic picture to describe the
generation of the secondary field in magnetically permeable samples.

First consider a static magnetic field Bcoilẑzz generated by a coil that is close to a magnetically
susceptible object. This field will magnetise the object, creating a field Bmagẑzz = µ0Mẑzz where
M = χH. If the direction of the field created by the coil inverts, then so will that created by the
magnetisation. There is a nonlinear dependence of MMM with HHH that is due to hysteresis in the
ascending or descending dependence of M+ ↔ M− with H+ ↔ H− as shown by Fig. 5.2 (a)
and the saturation of χ(HHH)3[92, Chap. 3]. If the magnetic field applied by the coil regularly
changes direction (e.g. generating an rf magnetic field BBBrf) then the BBBmag will simply follow
BBBrf - albeit with an amplitude that is related to the hysteresis cycle. The amplitude of the
magnetisation field will also have some dependence on frequency due to the relation of the

3Saturation does not need to be considered in this work as the magnetic samples studied are steel, which
saturate at fields of the order of 1T and is significantly greater than the fields applied here (< 100 µT).
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Figure 5.2: Two plots related to the magnetisation of a material. (a) Describes a hysteresis
curve between MMM and HHH, saturating at MMMS (edited from [92]). The dashed line represents the
initial magnetisation curve. The hysteresis loop will be smaller when the field is less than
the saturating field, with a Mmax value which lies along the initial magnetisation curve. (b)
Relationship between µr = (1+ χ) and the frequency for the oscillating magnetic field for
several different materials with a high permeability (reprinted from [94]).

permeability µ with frequency; a few examples are given in Fig. 5.2 (b). From the description
of these effects it is clear that an oscillating field (primary field) will create an additional field
(secondary field) through local magnetisation of the sample.

Something that has not been included in this description is the penetration of local magnetisa-
tion in the sample, which becomes important when considering the measuring of subsurface
defects. The change of local magnetisation with depth will be different to the attenuation of an
EM wave as it propagates through a highly conductive material. Local magnetisation would
be better described by the bulk magnetisation of a local area that will spread to some depth
in the material. The full theoretical study of the depth of local magnetisation requires its own
dedicated study and is beyond the scope of this thesis; but, it can be assumed that the depth of
local magnetisation that generates a detectable secondary field will be proportional to MMM and
from Fig. 5.2 (b) it will be greater at lower frequencies, both of which are material dependent
factors.

5.2 Secondary Field

This section discusses general properties and dynamics of the secondary field. These consid-
erations are relevant to any method of MIT.
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5.2.1 Generation

The primary field used in this work, and the sensors described in Sec. 5.3, is generated by an
rf coil. The only component of rf coil design which is considered here is the number of turns
and coil diameter, parameters which can be interpreted as defining the strength and spatial
distribution of the rf field. As the secondary field is proportional to the primary field, it is
desirable to maximise the primary field strength. It is also desirable to decrease the diameter
as it relates to imaging resolution of MIT. The reasoning for this is described in detail in
Sec. 6.3.1; but to summarise, the secondary field strength is defined by the density of eddy
currents or local magnetisation, which in turn are defined by the spatial distribution of the
primary field. Smaller diameter coils will create a tighter distribution of rf fields in the radial
direction leading to an increased imaging resolution. Coils were wound with a large number
of turns N to increase the primary field strength generated. To decrease the coil diameter,
20-µm-diameter wire was used, leading to a high turn density. Examples of coils wound
had N = 1000 and outer/ inner diameter of Do = 5mm/ Di = 2mm, or N = 300turns and
Do = 2mm/ Di = 1mm. The length of coil winding influences the coil’s inductance, but this
has not been considered in the coil design. In some cases in this thesis a ferrite core has also
been used, which concentrates the flux, defining the spatial distribution of the rf field by the
diameter of the core. It also acts as a former to wind the coil around. The specific details of
the coil used for each measurement will be given in the relevant section.

5.2.2 Signal Response

5.2.2.1 Signal’s Spatial Characteristics

Numerical modelling was carried out to gain some insight into the dynamics of the secondary
field bbbrf. The arguments presented here are in the context of eddy currents; however, they can
be directly transferred to local magnetisation, since it describes how a change in the spatial
distribution of the source of bbbrf affects the spatial distribution of bbbrf - where the source can
be either EC or local magnetisation. The primary field BBBrf will induce ECs that form closed
loops, following the path of least resistance. This path is either defined by the sample geom-
etry (flowing around or under edges) or the material properties (e.g. changes in conductivity
due to corrosion); however, the investigations in this thesis only consider changes in sample
geometry. This is illustrated in Fig. 5.3 in which the EC density induced by a 5-mm-diameter
coil (not shown) is simulated with COMSOL4 near (b) and far (a) from a 24-mm-diameter hole
in a 90×90mm2 square plate. From these simulations it can be seen that, over a homogeneous

4Work carried out by Prof. M. Fromhold’s group at the University of Nottingham [13].
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(a) (b)

Figure 5.3: COMSOL simulation of the deformation of the eddy current density by a circular
hole in a square plate (this work was carried out by Prof. Mark Fromhold’s group at the
University of Nottingham). In (a) the coil is over a homogeneous region of the plate and
there is minimal disturbance of the eddy current paths. In (b) the coil is in the vicinity of the
circular hole (representing a defect), which breaks the symmetry of the eddy current paths and
concentrates them along the edge of the conductor. The coil is not shown on either plot, but
for scale, it is exactly the same shape and size as the darkest red region in (a).

region of the plate, the greatest density of ECs occurs directly underneath the circumference
of the coil. When approaching the recess, the spatial distribution of currents is a convolution
of that defined by the coil and the object geometry. The presence of the defect can also be
seen to concentrate the ECs around the perimeter of the hole.

For the rest of the discussion ‘rf’ will be dropped from the primary BBBrf and secondary bbbrf

field, but the primary field should not be confused with the static bias magnetic field BBB0. In a
homogeneous region of the sample [Fig. 5.3 (a)], the geometry of the EC paths will be defined
by the coil, which is circular in all the cases considered in this work. These currents will
generate a bbb field that will be parallel to the surface normal of the sample, i.e. bbbx = bbby = 0.
From the plot shown in Fig. 5.3 (b), the hole (defect) deforms the path of the eddy currents,
which generates non-zero horizontal components of bbb.

Figure 5.4 is the simulated5 amplitude images of the (a) bbbx, (b) bbby and (c) bbbz components of
the bbb field generated by the ECs as the coil is scanned over a 64×64mm2 area over a sample
with a defect in the form of a 48-mm-diameter circular hole. A large diameter hole was sim-
ulated so that the secondary field generated by the opposite edges of the hole did not overlap

5Simulations carried out by colleague at NPL with a different model than used to generate Fig. 5.3. These
simulations simply modelled ECs as current loops and calculated bbb using the Biot-Savart equations [95, Chap.
5] in Matlab. The problem was confined entirely to the surface of object, since it was concerned with modelling
the radial distribution of the secondary field. The current loops were centred on the coil and defined by the coil
size.
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Figure 5.4: Simulated images of how the amplitude of the (a) bbbx, (b) bbby and (c) bbbz components
of the secondary field change as a coil is scanned across a 48-mm-diameter circular hole. The
image comprises of 70×70 pixels.

significantly (the consequence this overlap is discussed further in Sec. 6.3.1). The units of this
figure are normalised by the maximum amplitude of the three field components. From these
simulations it can be seen that the edges of the hole perpendicular to the horizontal component
(e.g. x-axis for bbby) generate a maximum amplitude, while the edges that run parallel create
no signal. In all three components of bbb it can be seen that there is a signature of the defect
(hole); however, the most significant measurable signal is the generation of non-zero bbbx and
bbby components. The large amplitude of these components is due to the concentration of EC at
the defect edge and the change in sign of both components indicates that they change direction
at opposite sides of the recess. There is only a small reduction in the amplitude of bbbz due to
lack of material to generate a signal.

When considering bbb produced by local magnetisation (in a magnetically permeable sample),
the same assumptions considered for these simulations do not hold; however, the spatial dis-
tribution of the local magnetisation will still be defined by BBB and the geometry of the sample.
Hence, the dynamics of the change in the components of bbb around a defect are expected to be
same for local magnetisation and eddy currents. Here it has been shown that a simple model
for the generation of the secondary field predicts the spatial distribution of its components.
The efficacy of this model is confirmed and discussed further in Sec.’s 6.2.1.2 and 6.2.1.3 in
the context of measurements.

5.2.2.2 Characteristic Signal Response from Ferromagnetic and Non-Ferromagnetic
Materials

The results presented here6 are to qualitatively show how the secondary field produced by
eddy currents and local magnetisation have opposite directions, as described in Sec. 5.1.1

6The details of how the measurements presented in this section were carried out are described fully in Chap. 6.
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Figure 5.5: Schematic diagram of the direction of the secondary field produced by (a) eddy
currents and (b) local magnetisation.
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Figure 5.6: Measured change in the amplitude of the rf spectrum recorded over a
24-mm-diameter recess in (a) an aluminium and (b) a steel plate. Note: the colour scale is
inverted (light to dark) to highlight the signature of the recess in this low contrast image.
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and 5.1.2. The secondary fields produced by the two mechanisms are depicted schematically
in Fig. 5.5, where the sample is a homogeneous flat object. This difference in the direction
of the secondary field was experimentally confirmed by recording the magnetometer signal
amplitude while scanning over a 64×64mm2 area (70×70 pixels) of both a steel (low electric
conductivity, high magnetic permeability) and an aluminium (high electric conductivity, low
magnetic permeability) plate. The square (150× 150mm2), 6-mm-thick plates each contain
a defect in the form of a 24-mm-diameter recess that is 2.4-mm-deep. These measurements
were performed in the same experimental conditions and with the coil and rf magnetometer
on the same side of the plate as the recess. Figures 5.6 (a) and (b) show the amplitude images
recorded for the aluminium and steel plate, respectively. The colour scale has been inverted to
make the features more pronounced. The rf magnetometer is configured to measure the total
rf field BBBTot = bbb+BBB over the plate and the amplitude of the rf resonance is proportional |BBBTot|.
For the aluminium plate, the bbb field is generated by eddy currents and opposes BBB. Since there is
less material to generate a response (as shown by simulations in Fig. 5.4) the signal amplitude
will be larger over the recess. For the steel plate the secondary field is generated by local
magnetisation; hence, the bbb field is generated in the same direction as BBB. This is confirmed
in the measurements presented here, where the amplitude increases over the recesses for the
aluminium plate [Fig. 5.6 (b)] and decreases for steel [Fig. 5.6 (a)].

5.3 Sensors

This section describes different sensors used for MIT. First discussed are pick-up coils, which
are the accepted tool currently used for this technique. Then the implementation of two other
sensors, superconducting quantum interference devices (SQUIDs) and giant magnetoresistive
(GMR) sensors, will be discussed. Finally, there is a brief summary of aspects of the rf
magnetometer that are relevant for comparison with all three sensors. Pick-up coils are not
ideally suited to low frequency operation (e.g. for MIT) since they measure the rate of change
of the rf field. SQUIDs, GMRs and rf magnetometers are more attractive since they measure
the amplitude of the rf magnetic field. SQUIDs and GMR sensors measure the temporal
change of a static field, while rf magnetometers are intrinsically sensitive to the rf magnetic
field.

The section for each sensor is laid out as a short report: introducing the technology and why
it is being considered, describing how it operates, detailing some relevant properties and how
these sensors have been implemented for MIT. The properties that have been considered -
dead-zones, sensitivity, and spatial resolution - are only discussed in relation to the operation
of the sensor. For each case the electronics and signal processing will be considered sufficient
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not to limit the operation of the sensor. Dead-zones describe the angular region over which
the sensor operates poorly or not at all. Sensitivity, or resolution, is the smallest change in
magnetic field that the magnetometer can detect. Examples of optimum sensitivities for each
sensor is discussed to give context, but a more useful indicator is the sensitivity per sensor
volume, which is detailed further in Sec. 5.3.5. The spatial resolution of the sensor is only
relevant when applied to MIT. In this context, the resolution is discussed in terms of what
limits the size of defect detectable by the sensor. This section aims to describe these sensors
qualitatively, describing general aspects of each sensor and how their fundamental operation
influences their application to MIT. It is challenging to draw direct comparison across different
sensors as they are often suited to different scenarios, but Sec. 5.3.5 summarises some of the
advantages and disadvantages of the four sensor types.

5.3.1 Pick-Up Coils

5.3.1.1 Introduction

As was said in the introduction to this chapter, MIT technologies historically use a pick-up
coil to monitor the secondary field induced in a sample by a primary field. Commercially they
are readily available and have a long history of practical use in many environments. Greater
attention is given to this sensor as pick-up coils are to be considered as the baseline which any
new sensors have to beat, and the concepts related to pick-up coils are also relevant for the rf
coils used to generate the primary field.

The pick-up coil is either the same as the coil which generates the primary field, called the
primary coil, or is a separate coil. The simplicity of such instruments is highly attractive; how-
ever, they have a reduced sensitivity at low frequencies [96] and exhibit a strong dependence
of sensitivity on coil size [97]. It is worth bearing in mind that simple, high quality pick-up
coils can become expensive as they are artisan products that are time consuming to make and
are challenging to reproduce effectively [98, 99].

5.3.1.2 Operation

A pick-up coil is used to measure the strength of an oscillating magnetic field, usually tuned
to a particular frequency range. In addition to eddy currents, an oscillating magnetic field will
also induce a voltage in a closed loop of wire, often referred to as the electromotive force
(EMF). This is formulated by Faraday’s law of induction

V =−dΦΦΦB

dt
, (5.15)
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where the induced voltage V is proportional to the rate of change of the magnetic flux ΦΦΦB

through a loop of wire (different form of Equ. 5.3 [92, Chap. 5]). The magnetic flux generated
by a current I in a coil is related to the coil’s inductance L via

ΦB = IL . (5.16)

A coil’s inductance is defined by the properties of the coil, in particular its geometry (shape
and size), number of turns, permeability of the coil’s core and wire conductivity. Other than
for simple coil designs, L is challenging to calculate and the coil must be either fully simulated
or built and measured [100].

Regardless of whether one uses a combined or separate primary and pick-up coil, V and I are
the measurable properties of the pick-up coil. For applications in MIT, one analyses changes
in the ratio of these two, which is given by the impedance Z = V/I = R′+ iωL, where R and
L are the resistance and inductance of the coil. The results are present in so-called impedance
plane diagrams (represented in Fig. 5.7) that plot Re(Z) against Im(Z). These factors respond
differently to changes in the material characteristics, which is why impedance is monitored
and not just voltage or current. Although these plots capture much information, they are rather
convoluted, require considerable experience to translate, and must be fully calibrated. Several
sources offer an approachable explanation on their formation and use thereof [90, 92, 93, 101].
The dynamics of how R and L change during an MIT measurement are briefly described as
follows, with the descriptions following these sources.

Figure 5.7 (a) represents the impedance plane curve, which maps the reflected impedance
from the sample back on the pick-up coil. If there is no sample (σ = 0), no eddy currents are
generated and the free space impedance is measured (marked in Fig. 5.7 (a) by the left arrow).
Often the impedance plane is normalised by dividing Z/ωL0 and this is given by Fig. 5.7 (b)
(point of free space impedance marked by an arrow). As a sample with σ ̸= 0 is brought to the
coil then eddy currents are generated and create a resistive loss REC = R′−R0, which changes
the impedance of the coil [marked in 5.7 (a) by right arrow] [90, Chap. 5]. If the conductivity
of the sample increases [as shown by the arrow in 5.7 (b)] towards a perfect conductor, then
eddy currents will be generated without loss and REC = 0. Also if the sample is a perfect
conductor, the secondary field will be an exact reflection of the primary field and will cancel
the field at the coil, meaning L = 0. This is the description of the impedance curve for the
example of a changing conductivity. If, for example, the conductivity is constant, but there
is a defect which deforms the eddy currents, similar dynamics in the curve will be seen as
this will change the density of eddy currents induced and the amplitude of the secondary field
measured at the coil.
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Figure 5.7: Plots of the change of the Re(Z) and Im(Z) in the (a) impedance plane and (b)
normalised impedance plane. In free space (i.e. not in the presence of a sample) the pick-
up coil has Re(Z) = R0 and Im(Z) = ωL0, which is marked by the arrow on the left in (a)
(Z(σ = 0)). When the coil is measuring the response from a sample with σ ̸= 0, the coil
parameters are now R′ and L, and the position of the impedance is now marked with the arrow
on the right. As the conductivity of the sample increases, the impedance will follow the path
of the solid curve (edited from [90, Chap. 5]).

In non-ferromagnetic samples, EC create a secondary field −bbb that opposes the primary field
BBB, which reduces the field at the pick-up coil BBBTot = BBB−bbb and therefore the coil’s inductance.
In ferromagnetic materials, the permeability leads to an increase in BBB from the coil7. If the
increase in BBB is larger than the decrease in BBBTot due to the secondary field from eddy currents,
then overall the ferromagnetic materials will lead to an increase in the coil’s inductance. Due
to the competition between the respective increase (BBB) and decrease (bbb) in field components,
ferromagnetic samples are difficult to inspect. Often a saturating dc magnetic field is applied
to ferromagnetic samples so that µr = 1, at which point the eddy currents are monitored and
it behaves in the same way as a non-ferromagnetic sample [90, Chap. 5].

7This description does not include any influence from local magnetisation, the increase in BBB is due to the
ferromagnetic material acting as a core. Local magnetisation would further complicate this description and has
not been included.
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5.3.1.3 Properties

Dead-zones: The magnetic flux ΦΦΦB is defined as the amount of field BBB through a vector area
SSS given by ΦΦΦB = BBB . SSS cos θ , where θ is the angle between the field and the surface normal.
Hence, they have a dead-zone in the plane in which the area enclosed by the coil lies. For MIT,
pick-up coils are oriented such that their coil axis is parallel with the surface normal of the
object to maximise the secondary field flux through the coil. These are scalar sensors, which
can measure the direction of the rf field through analysis of the sign of the measured signal.

Sensitivity: The construction of high quality pick-up coils is challenging. In particular,
small differences in windings cause significant variation in individual coil performance (in-
ductance), even when sourced from the same manufacturer [102]. Many parameters affect
the pick-up coil’s sensitivity. As a result they are usually designed for operation over a par-
ticular frequency range. Their sensitivity is strongly linked to their size as they measure a
changing magnetic flux through a particular area. Design choices, such as the coil height
Hcoil and inner Di and outer Do diameters, influence the performance of the coil. Analysis
by Mooney et al. [97] found that the diameter to length ratios that optimise the coil sensi-
tivity are Do : Di : Hcoil = 1 : 0.425 : 0.69 - achieving a sensitivity of 57fT/

√
Hz at

30Hz for Do = 120mm. Another group [103] used algorithmic design to optimise coils with
peak sensitivities at 10.5kHz: one with dimensions Do : Di : Hcoil = 1 : 0.914 : 0.15
where Di = 120mm achieved a sensitivity of 3.9fT/

√
Hz, and another with the dimensions

Do : Di : Hcoil = 1 : 0.523 : 0.526 where Di = 38mm achieved 23.7fT/
√

Hz8. It should be
noted that the pick-up coils designed in both these studies use carefully considered electronics
to achieve such high sensitivities.

Ferromagnetic cores act as a flux concentrator, meaning coils can achieve higher sensitivities
in a smaller geometry, but typically lead to a nonlinear response that depends on temperature,
frequency and field strength [104]. However, it should be noted that well-designed ferromag-
netic cores have been shown to have similar linearity to air core coils [105]. The optimisation
of a coil with a core is more complicated than an air coil, but a rule of thumb for the dimensions
of the coil windings should be a core diameter of Dc ≈ 0.3Do and height Hcoil = 0.7-0.9Hcore

[104, 106]. An example of an ultra-sensitive, compact, cored pick-up coil was designed for a
satellite - achieving 4fT/

√
Hz at 6kHz with a coil (Do = 9.5mm and Hcoil = 78.2mm) and

ferromagnetic core (Do = 4.7mm, Hcore = 170mm) by Sèran and Fergeau [107].

Spatial Resolution: The surface area of the coil defines the spatial resolution of the pick-up
coil. A pick-up coil with a small diameter will be able to resolve spatially separated changes in
the field, while a large coil will average this change across the surface enclosed by the coil. A

8Di is estimated from figure given in the paper
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reduction in coil diameter will increase spatial resolution, but from the previous discussion it
will compromise the sensitivity. The configurations and geometries required to make a highly
sensitive pick-up coil are not the same as those required for useful MIT measurements, as
large diameter coils are unwieldy and reduce the measurement’s spatial resolution. A quoted
rule of thumb is that the smallest defect size detectable with a pick-up coil is approximately
half the size of the coil diameter [108].

5.3.1.4 Applications for MIT

There are many different configurations of coil design [92, 101, 109, 110], the choice of which
is often application specific; e.g, ‘surface (pancake) coils’ where the axis of the pick-up coil
is parallel to the surface normal of the sample, ‘encircling coils’ where the coil encloses the
sample (typically a pipe), or a ‘bobbin coil’ where the coil is enclosed by the sample (typi-
cally a pipe). While the whole sensor (probe) can consist of; a combined drive and pick-up
coil (absolute probe), separate coils (drive pick-up probe), or an array of varying numbers of
drive and pick-up coils. The references above present thorough reviews of all the above con-
figurations and more. The coil that has the closest resemblance to the other sensors examined
in this section is the surface coil, with a single drive and pick-up coil.

The depth at which a subsurface defect can be detected increases with coil size [100, Chap. 5],
but larger coil sizes have worse spatial resolution. Lower operating frequency also increases
penetration depth, but also reduces the sensor’s sensitivity. These parameters must be bal-
anced to optimise the sensor for specific applications, but generally pick-up coils are limited
to surface and near-surface (1-2mm) defect detection. The advantage of pick-up coils for a
commercial sensor is their simplicity but they will not have such a highly optimised sensitivity
as the specialist cases presented earlier. Although there are commercial pick-up coils for MIT
(e.g. Olympus [108] and Zetec [111]), no literature on the comparison of the performance of
commercial products was found. Companies do not typically publish the sensitivity due to
the variation in size and operational frequency range of their different sensors, but it can be
assumed that a typical pick-up coil has a sensitivity at the nT/

√
Hz level [101]. The main dif-

ference from the fT/
√

Hz sensitivities quoted earlier, is that for a coil to be useful for MIT it be
must be reasonably small since one is typically interested in small (mm scale) defects. Also,
the cost of an ultra-sensitive pick-up coil will likely be exclusionary for most applications.
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5.3.2 SQUIDs

5.3.2.1 Introduction

Superconducting quantum interference devices (SQUIDs) and rf magnetometers are each
other’s main competitors as they have a comparable fT/

√
Hz sensitivity9. The development

of SQUIDs is ∼ 20-30 years ahead of the current generation of highly sensitive atomic mag-
netometers, hence there are more commercially available products and there has been more
research in this field. However, atomic magnetometers appear to be cheaper and are more
versatile. These sensors could replace SQUIDs in some applications, such as for magnetoen-
cephalography (MCG) [112] where around 20,000 SQUIDs have been installed in systems
worldwide as of 2006 [113] (it can be assumed this is ~200 systems, also supported by [114]).
Much of the details presented here on SQUIDs comes from an excellent primer by R. L. Fagaly
[113].

5.3.2.2 Operation

When a material is made to become superconducting while a magnetic flux exists within it, the
flux will be completely expelled10. If the material forms a loop and has some flux through its
centre when it becomes superconducting, the flux becomes trapped as it cannot flow through
the encircling material. A consequence of this is any attempt to change this flux will induce a
current through the loop, called the shielding current, to maintain ∆BBB = 0. This trapped flux
is quantised in units of Φ0 = h/2e ≈ 2.068fTm2.

A current will flow between a weak resistive barrier, called a Josephson junction, that separates
the two bulk superconductors via quantum tunnelling. Typically this is a non-superconducting
barrier, thinner than some characteristic length, varying from 0.1-100nm depending on the
material. More recently micro bridges (constrictions) in the material are used11. The current I
flowing through this junction is equal to I = Ic sinΦ, where Ic is the critical current (maximum
that can be sustained with zero resistance) for the junction, and Φ = φ1 − φ2 is the phase
difference between the two superconducting regions. This is called the dc Josephson effect
and describes the basis of a SQUID.

A SQUID is a superconducting loop that consists of two arms, each containing a Josephson
junction. Terminals across the loop supply a bias current IB < Ic. For a static IB, the voltage

9The dimensions of the highly sensitive pick-up coils described earlier are not suitable for MIT so will not be
compared to these sensors.

10The flux can penetrate a very shallow layer of the material. This is called the London penetration depth and
is typically ∼ 100nm.

11This concentrates the current so that it exceeds Ic
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across the loop will be modulated between Vmin and Vmax with a period of Φ0 as the flux
enclosed by the loop is increased. The output voltage of the feedback loop is proportional to
the change in flux. The feedback voltage can be calibrated against a known field to make a
magnetic flux measurement.

To take advantage of the sensitivity of SQUIDs they are kept within magnetic shielding and
are inductively coupled to the environment via an induction coil with an input circuit. In this
configuration, an input circuit converts some measurable quantity into a magnetic flux at the
SQUID. To make a SQUID magnetometer the input circuit acts as a so-called superconducting
flux transformer, i.e. a superconducting pick-up coil.

5.3.2.3 Properties

Dead-zones: The properties of a SQUID as a magnetometer are partially defined by the pick-
up coil used to couple the secondary field to the SQUID circuit. Hence, the dead-zones of a
SQUID magnetometer are the same as a pick-up coil. SQUIDs are scalar sensors that measure
the absolute amplitude of the field.

Sensitivity: When configured as a magnetometer, the SQUIDs sensitivity is also dependent
on the design of the superconducting inductive pick-up circuit. This pick-up circuit consists
of an input coil (Li) that is inductively coupled to the SQUID in series with a larger pick-up
coil (Lp). With a carefully considered multi-loop pick-up coil, SQUID magnetometers have
been demonstrated with a sensitivity down to 1fT/

√
Hz in a range of ∼ 1− 106 Hz at 4.2K

(liquid helium), which increased to 36fT/
√

Hz at 77K (liquid nitrogen) [115].

Spatial Resolution: Like dead-zones, the spatial resolution of the SQUID will be limited to
the dimensions of the pick-up coil and will have the same relationship with sensitivity and
coil size. The extreme sensitivity of the SQUID should enable the size of the pick-coil to be
reduced considerably without compromising defect detection.

5.3.2.4 Applications for MIT

Here the focus is on applications of SQUIDs in MIT, but several other examples of NDT
have been demonstrated, such as the detection of magnetic anomalies due to fatigue [116] and
structural defects [117]. Some of the initial work on MIT coupled a standard EC pick-up coil
probe to the SQUID [117]. This system is limited to the sensitivity of the pick-up coil and the
SQUID is simply acting as a high fidelity amplifier. Gains can only be made if the pick-up coil
is contained within the cryostat and is superconducting. This presents a challenge for high-Tc

SQUIDs, as ceramics are the only material that exhibit high-Tc and they cannot be extruded
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into wires, so pick-up coil circuits must be printed. The first significant demonstration of MIT
with a SQUID was carried out by W. N. Podney [118]. A 4-mm-diameter pick-up coil at 5.3K
with a minimum lift-off of 4mm was used to detect a 1-2mm sized defect through 5-8mm of
aluminium at 88Hz. More recently, a high-TC SQUID at 77K was used to detect 5-mm-long
cracks under 2.25mm of aluminium with a minimum lift-off of 7mm at 990Hz [119], while
operating in an unshielded environment with an active feedback system [120] (similar to that
discussed in 4.2.3). This sensor was attached to a robot arm to enable programmable scanning
measurements, which could be advantageous in production line measurements. An issue with
both the described configurations is that the integrated cryostat is on the order of ∼ 1m. This
is, addition to the requirement of access to refrigerant, makes SQUIDs rather unsuited for MIT
measurements, unless in very specific circumstances.

5.3.3 GMR Sensors

5.3.3.1 Introduction

Giant magnetoresistance (GMR) sensors12 are nano-scale circuits built from multiple thin
films. As they are manufactured through semiconductor device fabrication techniques, they
can be mass-produced, drastically reducing their cost. These devices are inherently very small
and low power [121]. Their primary use is as read heads for computer storage hard disks,
although they have also been developed as operational magnetometers. The expendability of
individual GMR sensors relative to pick-up coils, SQUIDs, and rf magnetometers, makes them
highly attractive for sensor development.

5.3.3.2 Operation

There are different configurations of GMR sensors [121–123], but this description considers
the four-layer type [124], described in Fig. 5.8. A conductive non-magnetic layer is sand-
wiched between two ferromagnetic layers. The magnetic moment of one layer is fixed, or
pinned (Fig. 5.8, ‘Pinned ferro’ dark-orange), by a fourth antiferromagnetic layer on top
(Fig. 5.8, ‘Antiferro’ blue layer). The direction of the magnetic moment of the other layer is
free to move (Fig. 5.8, ‘Free ferro’ light-orange layer) with the direction of an applied field.
This layer is configured so that in zero field its magnetic moment is orthogonal to the direction
of the magnetic moment in the antiferromagnetic layer. Consider the case in Fig. 5.8 (c) where
the presence of a magnetic field aligns the magnetic moment of the free layer in the opposite
direction to the pinned layer. The electrons in the conduction band of the two magnetic layers

12This is the name of the effect which is utilised in these sensors. They are also-called spin value sensors.
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Figure 5.8: Diagram of the operation of the four-layer GMR sensor. (a) Low resistive state;
an external magnetic field aligns the free layer (‘Free ferro’ light orange) with the layer which
is pinned (‘Pinned ferro’ dark orange) by the antiferromagnetic layer (‘Antiferro’ blue). (b)
Resistive state; there is zero magnetic field and the free layer is aligned perpendicular to the
pinned layer. (c) Highly resistive state; field in opposite direction to the case in (a). (d) Low
resistive state [opposite case to (a)]; a strong enough magnetic field aligns the pinned layer
with the already aligned free layer.

are in opposite spin up and spin down states. The non-magnetic conductive layer has an equal
portion of spin up and spin down electrons. Since the conductive layer is only ∼ 10 atoms
thick, a spin up/ down electron travelling along the conductor will have an increased probabil-
ity of being scattered by the spin down/ up magnetic layer. This increases the resistance since
resistance is proportional to the mean-free-path of the conduction electrons. The presence of
a magnetic field will change the alignment of the magnetic moments of the magnetic layers.
When the magnetic moments are parallel [Fig. 5.8 (a)] this significantly reduces the scattering
of electrons in the conductive layer and therefore the resistance. When the magnetic moments
are orthogonal, the conductor will be in an intermediate resistive state [Fig. 5.8 (b)]. There
is a final low resistive state when a strong external field aligns the magnetic moment of the
pinned layer with the direction of the field [Fig. 5.8 (d)].

This circuitry is referred to as a magnetoresistive (MR) component. The change of resistivity
(10− 20%) is considered giant, hence the name. A magnetometer constructed for a GMR
sensor simply integrates this component into a circuit and measures changes in its resistance.

5.3.3.3 Properties

Dead-zones: GMR sensors are scalar sensors which can be configured to detect the component
of the field directed along either a single direction (+x-axis) or along an axis (±x-axis).

Sensitivity: GMR sensors have a limited operational range as once the layers are fully aligned
with the magnetic field, the response of the resistance saturates [125] and they have a baseline
sensitivity at the nT/

√
Hz level [98, 126]. They have been configured as part of a supercon-
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ducting circuit, demonstrating 1.5fT/
√

Hz in the kHz range at 4K [127]; however, this has
the same disadvantages as the SQUID and will not be considered further.

Spatial Resolution: The main benefit of GMR sensors is their small sensing volume. For
NDT applications GMR sensors are typically configured gradiometrically by constructing a
Wheatstone bridge out of multiple sensors. Combined as an array and with circuitry, the
sensing volume is on the order of ∼ 1mm3 [128] or smaller [126]. For such a sensor the
primary coil size is less important and the imaging resolution is defined by the sensor size
(see Sec. 6.3.1). For this, the sensor must be very close to the sample to measure small local
variations in the field. This can be utilised to make high resolution images [129] or construct
arrays like in [130], where 16 sensors were aligned on a 8mm wide probe head, and [131],
were a 10×10 GMR sensor array was integrated into a probe with an array of Hall sensors.

5.3.3.4 Applications for MIT

From a review of the literature for GMR sensors applied to MIT, typically the sensor is placed
in the centre of a coil and the resistance of the GMR circuit is measured as it is scanned across
a sample. An ac measurement is made by monitoring the temporal dc change in the GMR
sensor’s resistance. The presence of some defect will influence the amplitude or phase of the
secondary field, and therefore the same components of the measured signal. Demonstrations
of this were carried out by Dogaru and Smith [132, 133]. This work takes advantage of
the sensors 1D measurement axis. Large edges pose a problem for MIT as they concentrate
eddy currents and local magnetisation, increasing the secondary field response relative to a
homogeneous surface. This makes it difficult to detect the signature of defects on or near an
edge. Dogaru and Smith align the sensing axis of the GMR sensor such that it minimises the
contributions of the secondary field generated by the edge to the measured signal (parallel to
the edge) and can easily detect the signal contribution of the defect, even if it has a magnitude
of a few per cent compared to the edge signal. They also showed that the sensor has a flat
signal response from dc to 100kHz.

Some other studies showed that there was conflicting performance between pick-up coils and
GMR sensors. Ward and Moulder [134] demonstrated that the signal response of a GMR
sensor was ∼ 10 larger than a pick-up coil when applied to low-frequency (<1kHz) pulsed
eddy current inspection (described in 6.3.1.2); while in another study, Ribeiro et al. [135]
concluded that a differential pick-up coil outperformed a GMR sensor.

A study of particular interest regarding GMR sensors for NDT was carried out between Tata
Steel Europe and the German Federal Institute for Materials Research and Testing [136]. This
application looked at comparing a GMR sensor (configured to monitor magnetic flux leakage)
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with a pick-up coil (configured for ECT). Although the character of this measurement is dif-
ferent from MIT, it shows there is active interest from industrial companies and representatives
in this area of research.

5.3.4 Radio-Frequency Atomic Magnetometer

Although the final two chapters of the thesis are directly concerned with the operation and
performance of the rf atomic magnetometer, this section aims to contextualise the rf atomic
magnetometer for comparison with the other sensors. Note: in this thesis this sensor is just
referred to as an rf magnetometer.

5.3.4.1 Introduction

While pick-up coils and SQUIDs measure the change in inductance of an electrical circuit and
GMR sensors effectively measure a time varying dc field, rf atomic magnetometers are intrin-
sically sensitive to rf fields. When applied to MIT, the amplitude and phase of the secondary
field measured across a sample can be directly measured from the polarisation-rotation signal
of the optical probe.

5.3.4.2 Operation

The sensor’s fundamental operation is described in Sec. 2.5. Some key details will be recalled
here, but the focus is on practical considerations of the sensor and features that are of relevance
to MIT.

A circularly polarised pump beam directs the spins of a population of alkali metal atoms along
a bias magnetic field. This defines the magnetometer axis and is usually set along the z-axis.
An rf magnetic field in the xy-plane that is resonant with the Larmor frequency set by the bias
field will cause precession of the atomic polarisation. The precession of the atomic polari-
sation rotates the optical polarisation of a linearly polarised probe beam directed somewhere
along the xy-plane. A balanced polarimeter converts the optical polarisation rotation to an elec-
tronic signal. The amplitude and phase of the signal can be measured directly by analysing
the polarimeter signal, however this measurement lends itself well to lock-in detection.

Something that needs to be considered is that rf magnetometers have a non-sensitive axis that
runs parallel to the magnetometer axis. The rf field tilts the projection of the atomic spins
in the direction of the rf field and drives their precession. This only occurs if the rf field is
perpendicular to the magnetometers quantisation axis (parallel bias field and pump beam). A
lock-in amplifier demodulates the signal with respect to the frequency of the rf field.
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Assuming this field has a constant phase, the measured phase of the polarisation-rotation sig-
nal will change linearly with a change in the angle of the rf field relative to the probing axis.
The amplitude of the signal will also have a linear relationship with the rf field amplitude,
so long as the field is below the saturation strength of the atomic coherences. With a linear
response to the rf field direction and magnitude (below saturation), the rf magnetometer pro-
vides 2D vectorial information about the rf field, which can be directly measured. This feature
is highly advantageous for MIT, where the aim is to map the secondary field generated by an
object.

5.3.4.3 Properties

Dead-zones:

The rf magnetometer used in this work (described in 3.2) can make a dc measurement of
a magnetic field (|BBB0| =

√
BBB2

x +BBB2
y +BBB2

z ), but it is also intrinsically sensitive to rf magnetic

fields in the plane which are perpendicular to the magnetometer axis (|BBBrf| =
√

BBB2
rf,x +BBB2

rf,y).
The non-sensitive axis of the rf magnetometer can be used in a similar way to the GMR sensor,
so that the primary field does not dominate the measurement of the secondary field (described
in Sec. 6.2.1.3).

Sensitivity: The sensitivity limit of the rf magnetometer has been determined to be 10aT/
√

Hz
[5] and is shown to reach ∼ 1fT/

√
Hz in magnetically shielded environments [5, 6]. The setup

used for the work presented in this thesis is 50fT/
√

Hz (unshielded), as shown in Sec. 3.2.3.
It should be noted that progress in developing miniature atomic magnetometers has produced
sensors with mm3 volumes and sensitivities in the ∼ 100fT/

√
Hz range [137, 138].

Spatial Resolution: For MIT with an rf magnetometer it is advantageous to reduce the size
of the rf coil that generates the primary field such that the induced secondary field generated
by the structural inhomogeneity is well defined locally. Changes in this field can then be
measured by the sensing volume of the rf magnetometer (the cell) that can have a radial length
scale greater than the primary rf field coil. This maintains a large number of atoms, and
therefore SNR, while achieving a spatial resolution which is defined by the primary coil. This
subject is described in detail in Sec. 6.3.1. It should be noted that the sensing volume of an rf
magnetometer can also be made small (either by using a small cell or using a buffer-gas cell
where the sensing volume is determined by the intersection of the pump and probe beam) and
configured in the same way as a GMR sensor with a primary field coil that is much greater
than the sensing volume.
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5.3.4.4 Applications for NDT

The first demonstration of MIT with an atomic magnetometer was carried out by Prof. F.
Renzoni’s group at University College London in 2014 [139], with the detection of different
aluminium shapes with a magnetometer in the so-called Bell-Bloom configuration. The work
at UCL was continued with an rf atomic magnetometer that operates in the same way as the
two-beam configuration used and described in this thesis. This group has gone on to publish
several papers (publications [20, 140, 141] provide a representative sample) and undertaken
several PhD projects ([142, 143]) on this subject. However, the focus of the UCL group has
shifted to imaging lower conductivity samples, with the aim of measuring conductivity maps
of the heart (conductivity of 0.7-0.9Sm−1, compared with ~106 Sm−1 for metal) [19, 144]. Dr.
A. Wickenbrock, who was involved with the publication [139], subsequently published a paper
using an rf magnetometer for MIT with a different group at Johannes Gutenberg University
[145]. More recently in this group, the same author has demonstrated MIT with nitrogen
vacancy centres in diamond [146], and a different group at the National Optical Institute in
Florence has demonstrated MIT with a Bose-Einstein condensate. Although these last two
references use a different class of sensor, these are included in this short survey to present all
of the groups who are interested in MIT with an atomic interaction based magnetometer (to
the knowledge of the author of this thesis).

The work that has been done previously using the MIT with an rf magnetometer has demon-
strated the detection of mm scale defects [140]; however, it has been primarily concerned
with discriminating between different materials [141, 145] and imaging through barriers [20].
The following chapter will thoroughly detail the progress of investigating defect detection,
with particular focus on understanding the secondary field produced by the defect and how
it affects the rf magnetometer signal. Also studied is the imaging resolution of the MIT sys-
tem and how to characterise properties of the defect, demonstrating the detection of defects
through mm-thick barriers and mapping of sub-mm scale features. Like the GMR sensor, the
non-sensitive axis of the rf atomic magnetometer is hugely beneficial as it can be aligned along
the primary magnetic field axis. This increases the measurement contrast as the primary field
can be much greater than the secondary field.

5.3.5 Advantages and Disadvantages

The main details regarding each sensor when applied to MIT are summarised as follows:

• Pick-up coil: Simple sensors that are commercially available for use in MIT measure-
ments. They have a reduced sensitivity at low frequencies where rf field penetration
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depth is greatest, which combined with the practical limits of probe size means that they
are typically only used for surface and near surface (1-2mm) detection.

• SQUID: Ultra-sensitive device that has demonstrated detection of mm scale concealed
defects, at depths approaching a cm. However, due to requirements for cryogenics the
sensor is bulky and is unlikely to approach a handheld device.

• GMR: Cheap to manufacture due to links to the computer industry and has a miniature
sensing volume (< mm) which is useful for high resolution measurements; although
combining this with a poor sensitivity (nT/

√
Hz), requires negligible stand-off from the

sensor and sample - significantly reducing its practicality. The sensor only has a single
measurement axis, which can be exploited by aligning the non-sensitive axis along the
dominant primary field to enhance the measurement of the secondary field.

The following discussion compares the size, power, and cost of the rf magnetometer to the
other magnetometers, presenting several advantages. Figure 5.9 (a) plots the theoretical sen-
sitivity against operating frequency for an rf magnetometer (dotted-dashed line) and a pick-up
coil (dotted lines represent the asymptotic limits for low and high frequency, solid line for
single solid wire, dashed line for Litz wire with 1000 strands) that both have the same sens-
ing volume [96]. This figure shows that while the sensitivity of the pick-up coil exhibits a
strong dependence on operating frequency, the sensitivity of the rf magnetometer is effec-
tively constant across the full frequency range. For the frequency ranges that are interesting
for MIT (kHz), the rf magnetometer significantly outperforms the pick-up coil. As mentioned
in Sec. 5.3.1, the parameters that optimise coil sensitivity (large cross-section to increase the
measured flux and high frequency to maximise induction) are the opposite to the desirable
features for a pick-up coil for MIT (small coil diameter for high resolution measurements
and low frequency to increase primary field penetration). As will be detailed in the Sec. 6.3.1,
cell size does not affect the measurement resolution, and the rf magnetometer performs well at
low frequencies. For these reasons the rf magnetometer is better suited for MIT measurements
than the pick-up coil. Due to the significant burden of cryogenics, it can also be easily said
that an rf magnetometer is superior to a SQUID in terms of size, while demonstrating at least
a comparable sensitivity. Significant progress has been made in miniaturising atomic magne-
tometers, and although the smallest developed so far are approximately an order of magnitude
larger than a GMR, they demonstrate 4 orders of magnitude better sensitivity.

Figure 5.9 (b) presents an impression of sensor price against power consumption [121]. For
the analysis in this thesis the focus is on sensor cost. This figure is 20 years old, but it can still
be used for a reasonable comparison. The unit price for manufacturing a GMR sensor (black
circle) has likely decreased significantly due to growth in computer manufacturing; however,
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Figure 5.9: Figures from a survey of the literature comparing different sensors. (a) Compares
the sensitivity and operating frequency for a pick-up coil and an rf magnetometer with the
same sensing volume (edited from [96]). The dotted-dashed line is for the rf magnetometer,
and the solid line and dashed line is for a pick-up coil made with a single wire and Litz wire
with 1000 strands, respectively. (b) Provides an indicative estimation of the cost and power
consumption for the sensors relevant to this analysis, where spin resonance is an atomic mag-
netometer (edited from [121]). (c) Plots the size and sensitivity of different magnetometers
from a thorough survey of the literature (edited from [147]). Only the sensors that have been
discussed in this section are highlighted; GMR, SQUID and OPMs (FCOPM is an OPM that
uses a flux concentrator). Sensors that have an interesting size/sensitivity have been marked
with a solid ellipse (OPM), dashed rectangle (SQUID), and a dotted hexagon (GMR).

this would be a low estimate for the cost of a whole sensor for MIT applications - but there are
no commercially available sensors for comparison. The figure was edited to add the price of
commercial pick-up coil sensors (red square), e.g £327 for a single probe from Olympus [148]
or £5.5k for a 2×16 flexible coil array (£170 per coil) from Zetec [149]13. A pick-up coil is a
passive system so technically requires no power to operate. In practice the sensor circuitry will
require power operate, but this parameter has not been considered for the other sensors. The
cost of the SQUIDs (blue oval) was updated, and it gives the price of the bare sensor (£5-10k),

13Note; the Olympus and Zetec probes require a £30.5k (single channel) and £16k (up to 32 probe channels)
acquisition module to operate.
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but the cost of a whole system is much higher (required cryogenic cooler system >£100k and
liquid helium for low-Tc systems ~£1.5k per 2-3 days)14. Also, the power required to run the
whole system would be larger than that given in this reference. The price estimated in 1999
for a spin resonance (atomic magnetometer) sensor was a good prediction of the prices from
companies Twinleaf (founded 2007) and QuSpin sensors (founded 2012), both £7.5-10k per
sensor. In these fledgeling companies there is significant cost on research and manufacture.
The cost of individual components for a mass produced sensor is not prohibitive to reducing
the price, so it is expected that this could be in the low £1000s, while the price of SQUIDs and
pick-up coils are unlikely to be reduced further.

Figure 5.9 (c) is reprinted from Mitchell and Alvarez [147], which is an exhaustive survey
plotting the size of the sensing region of a magnetometer against sensitivity for a huge range
of sensors. Only the sensors which are relevant for the discussion in this thesis have been
highlighted. They empirically find that there seems to be an energy resolution limit related
to sensor size given by the green line. The closer a sensor lies to this line indicates that it
is possibly operating near the ‘optimum’ sensitivity per sensor size. From their analysis it
can be seen that SQUID sensors span the full range of sensor size; however, the previously
discussed price and physical requirements are prohibitive for MIT measurements. The GMR
sensor quoted demonstrates good spatial resolution15 at a sensitivity comparable to pick-up
coils that would be several orders of magnitude larger. The atomic magnetometer exhibits the
highest sensitivity and approaches the optimum sensor size. The sensitivity worsens when the
sensor size is reduced; however for MIT, the cell size does not dictate the imaging resolution.

SQUIDs [118] and GMR [134] sensors have been proposed for MIT since the 1990’s but
have failed to become adopted technologies. Given the likelihood of the price of an atomic
magnetometer reducing in the near future and the advantages they have over pick-up coils and
GMR sensors in terms of sensitivity, and SQUIDs in terms of size and practically, it is clear
the rf magnetometer is a promising candidate for applications in MIT.

14Costs given by users at the National Physical Laboratory
15The other entry shown for the GMR sensor has been integrated with a superconducting circuit and has the

same issues as a SQUID for MIT.





Chapter 6

Development of Imaging Technique

This chapter presents the results regarding the development of the rf magnetometer as a tool
for defect detection via MIT. The first section, Sec. 6.1, describes how MIT measurements
are carried out. It begins by explicitly detailing the experimental setup and then discusses
the best way to read out the signal from the rf magnetometer, as well as the practical topic
of the measurement time for recording an MIT image. The following sections in this chapter
present experimental results. The first, Sec. 6.2, describes aspects of MIT that are specifically
influenced by using an rf magnetometer as the sensor. Most notably how its non-sensitive axis
influences the MIT measurement (Sec. 6.2.1.3) and how it is used to avoid saturation of the
atomic coherence (Sec. 6.2.2). The second section, Sec. 6.3, discusses general issues related
to MIT that are present regardless of what sensor is used. These topics are; the resolution of
MIT as an imaging system, how properties of the measured signal relate to the detection of
defects at depth, and how the distance of rf coil to object (lift-off) influence the measurement.
Although the observations presented in this section influence MIT generally, it should be noted
that certain aspects of the results presented will still be specific to rf magnetometers as they
were the tool used to investigate the topics.

The findings discussed in Sec. 6.2.1 regarding the understanding of the sensors response to the
secondary magnetic field were first introduced by the author in [7, 9], and the topics related to
defect characterisation were covered in [7, 16].
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6.1 MIT Measurement Configuration

6.1.1 Experimental Setup

Although parts of the experimental setup have been described before, [lasers (Sec. 4.1.1),
detection (Sec. 4.1.3), the physical setup (Sec. 4.2.1) and the field control system (Sec. 4.2.3)],
a succinct overview of the arrangement used to carry out MIT with an rf magnetometer is given
in Fig. 6.1 and the following text.

The whole experimental apparatus sits atop a 48 ′′×96 ′′ optical bench and is supported by an
aluminium frame. The table top has not been vibrationally stabilised or demagnetised. These
two features, combined with nearby PSUs and electronics, create a harsh working environment
for the magnetometer. A 3D-printed plastic housing [blue holder in Fig. 6.1 (a)] for a cubic
paraffin coated glass vapour cell (volume 1cm3) is positioned in the centre of an array of
nested orthogonal square Helmholtz coils [lengths 2a = 1m, 0.94m and 0.88m - represented
by the orange, green and back coils in 6.1 (a) and visible in (b)]. The housing is attached to
the interlocking coil frame. The rf coil, which drives the primary field used for MIT, is centred
directly below the cell [marked in 6.1(c)]. The rf coil is affixed to a support that enables
its distance and orientation, relative to the cell, to be changed. The pump and probe beams
are output from a sealed box via polarisation maintaining fibres. Both fibres are mounted to
optical breadboards and conditioned with a collimating lens, an iris, and a polariser. The iris
sets the beam diameter (2mm) smaller than the collimated beam waist (∼ 5mm), increasing
the power homogeneity across the beam. The pump and probe are respectively polarised by λ/4

and λ/2 waveplates and are raised via periscopes to intersect within the cell. The probe beam
propagates through the cell to the polarimeter [detection in Fig. 6.1 (a) and (b)] mounted on
a raised breadboard. Due to their size, all three optical breadboards are positioned outside the
coil array. Consequently, the probe beam propagates ∼ 1m from the cell to the photodiodes.
The relatively poor quality of the cell walls imprints optical aberrations on the probe beam,
inhibiting a tight focus on to the photodiodes leading to detection losses (5−10%).

The output of the balanced photodiode is input to a lock-in amplifier that references the os-
cillating polarisation rotation signal at the frequency of the signal that drives the rf coil. This
particular model of lock-in amplifier (SRS865) can be self-referenced to an inbuilt 2V signal
generator (dc-2.5MHz). The whole rf spectrum can be read out at once by sweeping the rf
frequency and storing the lock-in output to an internal buffer, simplifying the measurement
process. A desktop PC controls the frequency of the signal generator output and reads the
demodulated lock-in output data. It also controls much of the experiment by setting; the
power levels of the pump and probe beam via the rf voltage supplied to their respective AOM
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Figure 6.1: Figures that describe the experimental setup of the rf magnetometer for MIT. (a)
gives a schematic of the laser setup and the positioning of the components, while (b) is a
photograph of the physical setup. The parts outlined in dashed boxes in (a) correspond to the
separate optical breadboards that contain the respective optical elements for each component
indicated in (b). For practical reasons these elements are far from the cell; however, the spatial
footprint of these components mean that this setup could be contained within an area of a few
cm. (c) is a photograph of the parts of the experimental setup relevant to MIT; including the
rf coil and a sample sitting atop a 2D translation stage.
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by a direct digital synthesis (DDS) generator, the setpoint values of the field-control-system,
the current supplied to the anti-Helmholtz coils and the positioning of a 2D translation stage
[marked in Fig. 6.1 (c)] for moving samples under the rf magnetometer (details given in
App. A.1).

The rf coil is typically 20-30cm from the magnetometer to simulate the case where a thick
insulating material covers the sample (e.g. cladding on a pipe) and the coil is typically 1-5mm
above the sample surface (lift-off). Although the coil to magnetometer distance represents a
practical operating range, the lift-off is still unrealistically close for many applications. An
improved delivery method (such as strong rf coils or magnetic waveguides) will increase the
lift-off, but this is outwith the scope of this work. These two distances, along with the dimen-
sions of the rf coil, are stated alongside their relevant results. Lift-off is discussed further in
Sec. 6.3.1.2.

6.1.2 Signal Acquisition

MIT measures the change in amplitude and phase of the secondary field created by an object
in response to a primary field. It is possible to measure both these parameters from the on res-
onance (ωrf = ωL) polarisation rotation signal of the rf magnetometer, a measurement which
a lock-in amplifier is particularly well suited to. However, due to operation in an unshielded
environment, this data cannot be recorded with accuracy or precision in a single shot. To
investigate the optimum averaging time, the statistical uncertainty (Allan deviation) of the res-
onance amplitude was continuously measured at a rate of 500 µs with a lock-in time-constant
(TC) of 200 µs, shown by black points in Fig. 6.2 (a). This data shows a τ−1/2 (dotted black
line) dependence for τ ≤ 200ms, where τ is the measurement time, indicating the amplitude
exhibits white (uncorrelated) noise characteristics [150]. Over this time scale the Allan devi-
ation of the resonance amplitude is at a similar level to the shot noise, indicating that this is
a major component of the noise budget. The difference may come from the atomic noise that
has the same dependence on the integration time. For τ ≥ 1s the noise dependence flattens
out (dashed black line), implying ‘flicker’ noise, which is due to fluctuations in the magnetic
field and is attributed to the residual 50Hz noise and instabilities in the power supply units.

Another way of acquiring data is to record an rf spectrum and fitting to one of the demodulated
outputs from the lock-in. The fit function used is given by

ffit = Xfit +Yfit +Roffset =
αΓ

(ωL −ωrf)
2 +(Γ/2)2 cos(φ)−

2α
(
ωL −ωr f

)(
ωL −ωr f

)2
+(Γ/2)2

sin(φ)+Roffset

(6.1)
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where the amplitude and phase are given by R = 4α/Γ and φ . Γ is the full-width half-
maximum (FWHM), ωL and ωrf are the Larmor and rf field frequency respectively, and the
Roffset is an additional parameter to account for any background level in the recorded data.
This fit accommodates the change in character of the two components as the phase changes
[X(φ = 0◦) = Y (φ = 90◦) as in Fig. 4.11]. The green squares in Fig. 6.2 (a) represent the
uncertainty of fitting to an rf resonance which spans ±150Hz around the resonance, recorded
over 1s and 10s. This data was also recorded with TC = 200 µs. The measured data for the
1s scan time and the corresponding fit are plotted in Fig. 6.2 (b). The elevated uncertainty is
a result of fitting to five independent variables (α , ωL, Γ, φ and Roffset) and the fact that the
fit does not fully represent the rf spectral profile, e.g. the presence of a small asymmetry in
the data at 28.62kHz (thicker spread of points) relative to the opposite side of the resonance
in Fig. 6.2 (b) will increase the fitting uncertainty. From this analysis, the optimum mea-
surement strategy is the identification of the resonance frequency and averaging individual
measurements over ∼ 200 µs. For the investigations undertaken in this work, it is desirable to
compromise the data read out in return for an increase in measurement speed by recording a
single point with a lock-in at TC = 10ms to provide additional averaging of the signal. When
scanning magnetic samples, it is not practical to continuously record the on resonance ampli-
tude due to shifts in the local magnetic field at the cell caused by imperfections in the field
control system. However, this increases measurement time (discussed in the next section).
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Figure 6.2: (a) Plot of the statistical uncertainty (Allan deviation) of the on resonance am-
plitude of the rf spectrum (black circles), the photonic shot noise (red diamonds). The green
squares represent the uncertainty of fitting the amplitude to an rf resonance recorded over 1s
[plot in (b)] and 10s. (b) Data for an rf spectrum recorded over 1s (black circles) plotted with
a fit function (solid red line).
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6.1.3 Measurement Time

Measurement time is a serious consideration in all NDT methods. Although this is a general
issue, it is discussed before Sec. 6.3 as it describes the processes used to record the images
presented in Sec. 6.2. All the images shown in this work are recorded as a raster scan (rows
and columns built of individually measured points). The total measurement time is doubled
because data is only recorded when scanning in one direction on both axes, i.e. scanning along
+x, returning to x = 0 before incrementing one step along +y. This is because the stepper
motor is magnetically driven, and the change of step direction causes periodic changes in the
local magnetic field. Due to the step speed of the stepper motor (∼ 25ms per ∼ 184 µm) used
in this work, the movement time alone for an Npix = 70× 70 pixel image with a 0.92mm
step is tstepper ≈ 20min (including the time taken for the stepper motor to return to x = 0 each
increment along +y). Note: this is the typical image size recorded in this work. The most
significant factor contributing to the measurement is the time taken to record an rf spectrum
trf, since ttot = tstepper +

(
trf ×Npix

)
. The SRS865 lock-in amplifier is configured to record its

X and Y quadrature outputs, while simultaneously scanning the frequency of its internal signal
generator (used to drive the rf field) over a given frequency range and in a time equal to an
integer number of seconds, i.e. minimum trf = 1s. Therefore an image where trf = 1s and
Npix = 70× 70, the measurement time will be ttot ≈ 100min. The time trf can be mitigated
by recording a single data point for each pixel. Ideally, this is data point is the on-resonant
amplitude and phase (i.e. at a single frequency ωrf = ωL) of the rf spectrum as the object
is being scanned. In this configuration, ttot is limited on tstepper. Although this method is
subject to short and long term magnetic field perturbations and does not acquire data over the
optimised measurement time, the results are more than sufficient for most of the tests carried
out in this work.

Due to imperfections in the field stabilisation system, this method does not work when imag-
ing magnetic samples. One method that can be employed to speed up the scanning time of
magnetic samples is to modulate the bias magnetic field while maintaining a fixed rf field. If
the magnetic field sweeps ωL through ωrf, an individual rf spectrum will be recorded with a
period that is the same as the modulation period of the magnetic field. The amplitude R output
of the lock-in is now an oscillating signal that can in turn be demodulated at the frequency of
modulation of the bias field. A second lock-in amplifier can be used to achieve this. In such
a configuration, a magnetic sample can be scanned continuously and the relative change in
the amplitude of the modulated rf spectra will be recorded. It is essential that the amplitude
of the modulating magnetic field is sufficient to sweep ωL through ωrf and that the period of
modulation is greater than the time taken to recorded a pixel. The modulation frequency was
typically set to 20Hz. With this technique it is possible to increase the measurement speed to
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match the continuous measurement speed for non-magnetic samples. Additional analysis of
the rf spectrum output from the first lock-in would be required to gain information about the
phase change, likely requiring off-line analysis to maintain the increase in measurement speed
this method provides.

6.2 rf Magnetometer

This section describes how functionalities that are specific to the operation of the rf magne-
tometer influence the MIT measurement. The first section evaluates the performance of three
imaging configurations that are achieved by changing the components of the rf field which
contribute most to the rf magnetometer signal. The second section details how saturation of
the rf atomic coherence sets the operational limit of rf field amplitude.

6.2.1 Imaging Configurations

In MIT measurements, the amplitude and phase images of an object are created by recording
the relevant parameters of the rf spectrum as a sample is moved under the rf coil. It is possible
to configure the magnetometer such that it is sensitive to different components of the secondary
rf field. Three distinct configurations are listed below. A steel and aluminium sample, with the
same dimensions (6-mm-thick, 150× 150mm2 plate with a 2.4-mm-deep, 24-mm-diameter
circular recess), was adopted as a test-bed for investigating the different imaging configura-
tions. The material used will be explicitly mentioned with the relevant results. The rf coil used
for all the results presented in this section is a hand wound air cored coil with N = 1000turns
of 20-µm-diameter wire and has dimensions Do : Di : Hcoil = 5 : 2 : 10mm. The rf coil is
placed 30cm from, and directly underneath, the cell. The coil lift-off from the sample surface
is 1-2mm and it is directly driven by the lock-in amplifier’s internal 2V signal generator.

For the magnetic (steel) sample, the whole rf spectrum must be recorded due to shifts in the
magnetic field at the cell as the plate is moved. For the aluminium sample it is sufficient
to measure the on resonance amplitude and phase as the plate is continuously scanned. The
images presented consist of 70× 70 pixels, with a step of 0.92mm. The rf spectra recorded
for the steel samples have a span of 200Hz recorded over trf = 8s with a lock-in TC = 10ms,
giving a total scan time of ∼ 12hrs. The continuous measurement for the aluminium sample
has a scan time of ∼ 20mins.



116 Development of Imaging Technique

PUMP

PROBE

BIAS 

FIELD

CELL

FLUXGATE

rf COIL

BALANCED

POLARIMETER

SAMPLE

𝑧
𝑥

𝑦

Figure 6.3: Experimental setup of the so-called normal configuration, where the magnetometer
axis (parallel bias magnetic field and pump beam) and rf magnetic field are orthogonal.

6.2.1.1 Normal Configuration

The typical setup for an rf magnetometer is to align the rf field such that it maximises signal
strength. With the pumping configuration used in this work, this is achieved when the mag-
netometer axis (bias magnetic field parallel to the direction of the pump beam) is orthogonal
to the rf magnetic field axis defined by the rf coil, as shown in Fig. 6.3. The magnetometer
axis and rf field are aligned along the y and z-axis, respectively. In this work this geometry is
named the normal configuration. As the sample is scanned under the coil, the magnetometer
measures a combination of the primary rf field BBBrf from the coil and the secondary field bbbrf

generated by the sample. As in the previous chapter ‘rf’ will be dropped from BBB and bbb, and
the primary field should not be confused with the static bias magnetic field BBB0. Assuming
the surface normal of the plate is parallel with the rf coil axis, the rf field measured by the
magnetometer is given by

BBBtot = BBBx +BBBz +bbbx +bbbz (6.2)

since it is not sensitive to fields along the y-axis. The amplitude of the rf spectrum R is
proportional to the magnitude of the measured rf field

R = Ar f

√
(Bx +bx)

2 +(Bz +bz)
2 , (6.3)
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Figure 6.4: Simulated images of how the amplitude of the (a) bbbx, (b) bbby and (c) bbbz components
of the secondary field change as a coil is scanned across a 48-mm-diameter hole. The image
comprises of 70×70 pixels. The red dashed line outlines the edge of the recess.

and its phase φ is related to the direction of the rf field

φ = tan−1
(

Bx +bx

Bz +bz

)
, (6.4)

where Ar f is some scaling factor between the measured rf field and signal. Since the dis-
tance between the coil and magnetometer is so much greater than the coil diameter, it can be
assumed that the rf coil generates a well defined primary field, i.e BBB ≈ BBBz, and that BBB ≫ bbb.
Equation 6.3 and 6.4 can now be approximated to

R ≈ Ar f (Bz +bz) (6.5)

φ ≈ bx

Bz +bz
, (6.6)

using the small angle approximation for the latter. From the simulations shown in Fig. 6.4
[reproduced from Sec. 5.2.2.1], the change in (a) bx is much greater than (c) bz so it can be
assumed that φ ≈ bx/Bz. This result in mapping of the orthogonal components of the weak
secondary field on the strong primary field.

Figure 6.5 shows the (a) amplitude and (b) phase images recorded for the steel plate. It can be
clearly seen that the amplitude and phase correspond to the simulated values of the bbbz and bbbx

components in Fig. 6.4 (c) and (a), respectively. A change in phase is only visible along the
x-axis since the secondary field generated by edges perpendicular to the magnetometer axis
are not detectable. The phase carries a better signature of the recess since the change has a
much greater dynamic range than the amplitude. Also the amplitude is strongly affected by the
presence of the plate edges and any angle between its surface normal and the rf field, which
accounts for the change in background signal. Comparison between Fig. 6.5 and Fig. 6.4
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Figure 6.5: The amplitude (a) and phase (b) of the rf spectrum recorded in the normal config-
uration for the steel plate [amplitude image is the same as Fig. 5.6 (a)]. The red dashed line
outlines the edge of the recess.
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Figure 6.6: Experimental setup of the so-called compensated configuration, where the magne-
tometer axis (parallel bias magnetic field and pump beam) and rf magnetic field are orthogonal,
and one or two rf compensation coils are aligned along the sensitive axis of the magnetometer
to compensate the primary field at the cell.

shows that the rf magnetometer is performing a vector measurement of the rf field, which will
be elaborated further in Sec. 6.2.1.3.

6.2.1.2 Primary Field Compensation

Maintaining the same experimental setup as the normal configuration, the logical next step
to improve the imaging contrast is to compensate BBB at the cell, as depicted in Fig. 6.6. This
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is called the compensation configuration and can be achieved by applying a compensatory
field BBBc with an additional rf coil placed on the opposite side of the cell and aligned with the
primary rf field coil along the z-axis. If required, additional coils can be used to create an rf
field along the horizontal axis, like the coil directed along the x-axis in Fig. 6.6. The field
measured by the magnetometer is now

BBBtot = BBB+BBBc +bbb = BBB′+bbb , (6.7)

and R and φ will become

R = Ar f

√
(B′

x +bx)
2 +
(
B′

z +bz
)2
, (6.8)

φ = tan−1
(

B′
x +bx

B′
z +bz

)
. (6.9)

Figure 6.7 shows the simulated dependence of the amplitude of the bbbx (dashed red line) and
bbbz (solid blue line) component as the primary coil (aligned along the z-axis) is scanned along
a 1D-axis over a plate with a recess in the form of a 24-mm-diameter hole centred at 0mm.
bbb is assumed to be generated from eddy currents and was calculated in the same way as was
described Sec. 5.2.2.1. In the vicinity of the recess (edge at X =±12mm) the symmetry of the
eddy currents are broken and a large bbbx component is produced. The asymmetry of the eddy
current flow is mirrored on the other side of the recess (X =−12mm), resulting in a change of
sign in the amplitude, i.e. the bbbx component points in the opposite direction on either side of
the recess. In the centre of the recess, these bbbx components cancel each other to zero. It should
be noted that there is a slight asymmetry in the amplitude of the bbbx profiles that correspond
to the opposite edges of the recess. This asymmetry is erroneous and is due to the resolution
of the simulation in mapping circular current loops (the eddy currents) and a circular hole to
a square point grid. Since the secondary field points in the opposite direction to the primary
field, the bbbz component is negative. Over the recess there is less material so the magnitude of
the bbbz component decreases.

The model used to simulate Fig. 6.7 can then be used to calculate how the amplitude R and
phase φ changes as the coil is scanned across the recess. The plots in Fig. 6.8 represent
the numerical simulations of the R (red line) and φ (dashed line) for different compensation
fields, BBBC. Moving between the plots arranged in rows and columns is equivalent to changing
the BBBC,x and BBBC,z components of the applied field, respectively. The applied field is given in
terms of resultant field BBB′ = BBB+BBBc at the top of each plot. In each plot, the two peaks in
amplitude at X =±12mm correspond to the signal amplitude generated by the opposite edges
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Figure 6.7: Simulation of the distribution of the secondary field components bbbx and bbbz (marked
with dashed red and solid blue lines, respectively). The coil is moved along the x-axis across
the centre of a 24-mm-diameter recess [equivalent to a cross-section along the x-axis over the
centre of the recess in Fig. 6.4 (a) and (c)]. Maximum values of bbbx and bbbz within the recess
boundaries are referred to as bbbxmax and bbbzmax.

of the recess. Since the amplitude is a measure of the magnitude of the secondary field, it is
always positive. Where possible the relationship between the change in amplitude and phase
profile will be described quantitatively, but for some cases only qualitative comparisons can
be made.

A figure of merit can be defined to evaluate the efficacy of the compensation. This is the
amplitude Cr and phase Cφ contrast of the change in R and φ as the coil is scanned over the
recess, given by

CR =
Rmax −Rmin

Rmax +Rmin
, (6.10)

Cφ = φmax −φmin , (6.11)

where these are the maximum and minimum of the values recorded from the data. These have
a respective maximum of CR = 1 and Cφ = 180◦. Note for Cφ , this is only considering the
change measured across a 1D scan over the recess. CR = 1 can only be achieved if Rmin = 0,
while the condition for Cφ = 180 requires a change in sign of the nominator and a singularity in
the denominator of φ . Counterintuitively both contrast conditions are not maximised when the
primary field is fully compensated, i.e. for B′ = 0 then R = Ar f

√
b2

x +b2
z and φ = tan−1 (bx/bz).

From the results in Fig. 6.7, neither bbbx or bbbz are zero at the same time. The optimum contrast
will be reached when B′

x = 0 and B′
z = bzmax (note: from Fig. 6.7 bbbzmax is negative so is

canceled when a positive field is applied), so passing through the centre of the recess both
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bx = bz = 0 and bbbx changes sign. This condition is called the compensation point and
is depicted by the plot in the second (middle) column and third (from top) row, with the
simulations giving CR = 0.98 and Cφ = 179◦. It is not possible to reach the maximum contrast
value for both amplitude and phase simultaneously due to the residual component of the bbbz

component. If bbbz is fully compensated over the centre of the recess then it will not be non-
zero over the edge, thus Cφ < 180◦. If the bbbz component from the edge is compensated then
Cφ = 180◦, but Rmin ̸= 0 anywhere over the plate or recess. Another possible reason for the
difference in calculated contrast from their possible maximum value is due to the resolution
of the simulation.

From this point it is possible to study what effect applying the components of BBB′
z and BBB′

x

have on the measured profile, which is useful when trying to realise the compensation point
experimentally and understanding MIT images recorded in this configuration. First, consider
the change in amplitude profile when adding a BBB′

x component when B′
z = 0 [plots in the second

(from top) row]. For B′
x = 0 then the amplitude profiles from either edge should be symmetrical

from the simulations shown in Fig. 6.7. The addition B′
x = −bx,max (plots in first column) or

B′
x = bx,max (plots in third column) either opposes or aids the secondary field generated by

opposite edges of the recess. In these cases the amplitude contrast remains high, but the phase
contrast is drastically reduced, e.g. for B′

x = bx,max in the plot in the third (right) column and
second (from top) the values are CR ≈ 0.92 and Cφ ≈ 62◦. The change in amplitude and phase
profiles for the B′

x = −bx,max and B′
x = bx,max should be symmetrical. The slight difference

between them is again due to the resolution of the simulation. This applies to all of the plots
shown in Fig. 6.8.

Now, consider the change in amplitude profile when adding a BBB′
z component. It is simplest

to consider cases where B′
x = 0 (plots in second column) and bx = 0 (e.g. at X = −100mm

away from the recess), since the dependence on amplitude reduces to R ∝ B′
z + bz. For the

case where B′
z = 0 (third row), only the secondary field contributes to the measured amplitude.

From this point it can be seen that adding a BBB′
z field changes the dc level of the amplitude

and at X = 100mm, R100mm ∼ 0.63a.u. Adding a field of B′
z = −2.3bz,max (plot in fourth

row) in the same direction increases the amplitude to ∼ 1.63a.u. (change of 1a.u.) Adding the
same field in the opposite direction, B′

z = 2.3bz,max (plot in first row), opposes the secondary
field generated by the plate, reducing it through zero and resulting in R ∼ 0.37a.u. (change
of −1a.u.) This shows a linear relationship between the R and BBB′ = BBB′

z. For the other plots
and features where BBB′

x and bbbx are non-zero the influence of BBB′
z is less obvious. From visual

inspection on the plots in the second column, it is clear the contrast of both the amplitude and
phase decreases when BBB′

z moves away from the compensation point.

The following argument describes the change in phase for the plots described in the second
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Figure 6.8: Simulated change of the signal amplitude (solid red line, left y-axis) and phase
(dashed black line, right y-axis) of the rf spectrum for various amplitudes of B′ (given in plots
titles) as the coil is scanned across a 24-mm-diameter recess. Plots along the vertical and
horizontal axes represent changes in the field along the z-axis and x-axis, respectively. The
amplitude is expressed in arbitrary units of bx.
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Figure 6.9: Light blue and yellow arrows represent the secondary field generated by the oppo-
site edges of the recess for different field compensations. The angle between these secondary
fields corresponds to the measured phase difference ∆φ between the two fields. (a) At the
compensation point where the secondary field is defined by the bbbx component and ∆φ ≈ 180◦.
For (b) and (c) bbbz has a non-zero positive and negative amplitude respectively, resulting in
∆φ < 180◦.

column as it is useful for the description of the experimental realisation of the compensation
point in the following paragraph. The change in angular distribution of the secondary field
maps directly on to the phase change ∆φ , i.e. 180◦ phase shift between fields that point in
opposite directions. This angle is in the xz-plane in which the rf magnetometer is sensitive
to rf magnetic fields. At the compensation point ∆φ ≈ 180◦, since the angular distribution is
defined by the bbbx component generated by opposite edges of the recess. Vectorially this is
shown by Fig. 6.9 (a). Away from the compensation point, as bbbz is either positive or negative
and bbbx remains the same size, the angle between them is ∆φ < 180◦, as shown by Fig. 6.9 (b)
and (c), respectively.

Experimentally the compensation point can be realised by placing the centre of the recess
directly beneath the primary field coil (aligned along the z-axis) and compensating the ampli-
tude of the rf spectrum with an additional coil above the cell, which is on the same axis as
the primary coil. For the results presented here, the second coil was identical to the primary
coil. This procedure assumes the primary coil is parallel to the surface normal of the plate. If
this is not the case, a third or fourth coil can be used to compensate any field along the x or
y-axes. Typically, additional coils were only required for magnetically permeable samples. In
both cases, the amplitude of BBBc was tuned by changing the distance of the compensation coil
to the cell.

First the compensation point was realised with an aluminium plate and a single compensation
coil. Figure 6.10 shows the (a) amplitude contrast CR (red diamonds) and the (b) phase contrast
Cφ (red triangles) measured by recording the change in amplitude and phase as the aluminium
plate was scanned under the rf coil, for different positions of compensation coil (value of BBB′

z),
e.g. similar to the simulated values in the middle (second) column in Fig. 6.8. The plotted
values for Cφ must be adjusted since practically 0◦ ≤ Cφ ≤ 180◦, i.e. the phase (direction)
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Figure 6.10: Plots of the (a) amplitude (cyan diamonds) and (b) phase (black circles) contrast
of the rf spectrum as the position of the second compensation coil is changed along the z-axis.
0mm represents the position of the secondary coil above the cell where the compensation
point is reached. The green squares in (a) represent the amplitude of the rf spectrum at the
centre of the recess, while the red diamonds in (b) show the unadjusted values for the phase
contrast. The (a) cyan and (b) back dashed lines mark the amplitude and phase contrast in the
absence of the compensation field, i.e. in the so-called normal configuration.

of the secondary field generated by the opposite edges of the recess edge can only change
by a maximum of 180◦. The meaning of the values Cφ ≥ 180◦ can be interpenetrated as the
measurement of the reflex angle described in Fig. 6.9 (c). When this occurs the values for
Cφ can be corrected by setting Cφ = 360◦−Cφ ,reflex (0◦ = 360◦) and are represented by the
black circles in Fig. 6.10 (b). The compensation point, marked as 0mm, occurs when the
CR and Cφ are maximised. The amplitude of the rf spectrum recorded over the centre of the
recess [green squares in Fig. 6.10 (a)] is also minimised at the compensation point. Both of
these effects correspond with what is expected from the simulations in Fig. 6.8. It should be
noted that CR and Cφ do not reach their ideal values, i.e. maximum of CR = 1 and Cφ = 180◦.
This is due to misalignment between the surface normal of the plate and the primary field (not
parallel), and the primary field and the magnetometer axis (not perpendicular). The difference
of ≈−10◦ from maximum phase contrast is a measure of the systematic error in the alignment
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and compensation of the field and is taken into account in the determination of Cφ ,refelx. The
dashed cyan (a) and back (b) lines mark the amplitude and phase contrast in the absence of a
compensation field, i.e. in the so-called normal configuration described in Sec. 6.2.1.1, where
CR = 0.03 and Cφ = 47◦. In the compensated configuration these improve to CR = 0.77 and
Cφ = 170◦.

To demonstrate the compensation of the BBB′
x component, measurements were made with the

steel plate and a small misalignment of the rf coil with the surface normal of the plate. This
required a third coil aligned along the x-axis, like the one directed along the x-axis in Fig. 6.6.
The compensation point is reached in the same way as for the aluminium plate with a single
coil, by changing the respective position of the compensation coils directed along the x and z-
axis. For illustrative purposes, Fig. 6.11 shows the amplitude (a-c) and phase (g-i) images for
the steel plate recorded for different values of BBB′

x, once the compensation point on the z-axis
has already been reached (i.e. B′

z + bz,max = 0). Cross-sections for the amplitude and phase
(black line) along the x-axis are plotted in (d-f) and (j-l), respectively, along with the results
from their corresponding numerical simulations (dotted-dashed red line). The images in this
figure are equivalent to the data in the second row of plots in Fig. 6.8, where Fig. 6.11 (b)
and (h) represent the amplitude and phase images expected at the compensation point. The
edge of the plate causes the amplitude to increase at the image edge, e.g. Fig. 6.11 (b)
0mm ≤ X ≤ 10mm and 55mm ≤ X ≤ 64mm. The asymmetry in amplitude across the plate,
i.e. dark ring encircling the edge at ∼ X = 25mm and bright corners at Y = 0mm and 64mm,
is likely due to imperfections in the compensation of the transverse field components as the
plate is scanned underneath the coil.

Away from the compensation point CR is near its maximum value [Fig. 6.11 (d) and (f)];
however, Cφ is significantly reduced [Fig. 6.11 (j) and (l)] relative to that achieved at the
compensation point [Fig. 6.11 (k)]. In addition to this, the area where there is any significant
change in the phase is drastically reduced. This should be considered for cases when only
monitoring the phase and scanning with a course spatial step, as it would be easy to miss the
signature of the recess. It should be noted that results with the aluminium plate have a similar
character as these images, although BBBx components must be applied to generate images shown
in the first and third rows.

6.2.1.3 Self-Compensation Configuration

While the compensated configuration shows it is possible to approach the maximum contrast
regimes for both the amplitude and phase, not all of the spatial information about the recess is
available since the magnetometer axis (non-sensitive axis) is aligned along the y-axis. A more
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Figure 6.12: Experimental setup of the so-called self-compensated configuration, where the
magnetometer axis (parallel bias magnetic field and pump beam) and rf magnetic field are
parallel.

elegant solution is to align the magnetometer axis such that it is parallel to the primary field
and the surface normal of the plate (directed along the z-axis) as shown in Fig. 6.12. Since
BBB ≈ BBBz, this geometry fully meets the condition for compensation, removing the need for
any compensation coils and enables the full reconstruction of the secondary field generated
along the surface of the object, i.e. the components generated by the edges of the recess.
This is called the self-compensated configuration. The amplitude and phase measured by the
magnetometer are now given by

R = Ar f
√

bx +by , (6.12)

φ = tan−1
(

bx

by

)
. (6.13)

Figure 6.13 shows the experimentally measured amplitude and phase images for the normal
(a-b), compensated (c-d) and self-compensated (e-f) configurations, respectively. All three
have been recorded for the aluminium plate at an operational frequency of 30kHz. It can
clearly be seen that the amplitude image for the self-compensated configuration fully recon-
structs the signature of the circular recess. Notably, the amplitude of the background (over the
homogeneous region of the plate) has an amplitude approaching 0mV.
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Figure 6.13: Amplitude and phase images for the (a-b) normal, (c-d) compensated, and (e-f)
self-compensated configurations. A dashed red line outlines the edge of the recess in each
configuration.
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The phase image Fig. 6.13 (f) shows full 360◦ rotation, which describes the full rotation of
the secondary field as the coil is scanned around the perimeter of the recess. This is vortex-
like and will be referred to as such for the remainder of this thesis. Although the dynamic
range of this data is at its maximum 360◦, the maximum phase contrast is still defined as
Cφ ,max = φmax −φmin = 180◦ because 0◦ = 360◦ (it only makes sense to compare the phases
from opposite edges in a 1D cross-section over the recess). The large dynamic range of the
phase image could be highly useful for the quick identification of defects, after which higher
resolution images could be recorded for the amplitude. The discontinuity at the ‘centre’ of
the vortex is expected since it is the point where the horizontal components of the secondary
field cancel each other, meaning the field is undefined (zero amplitude and no phase). In real
measurements there may be a residual component of the rf field which contributes to the signal
and generates signal.

The amplitude contrasts for the three images; (a) CR = 0.04, (b) CR = 0.77, and (c) CR = 0.79,
shows the improvement in defect detection with these three imaging configurations. As seen,
the compensation and self-compensation configurations should have comparable contrasts
since they both directly measure the secondary field. However, it is easier to realise the self-
compensated configuration by tuning the angle between the bias field and primary field by the
addition of small transverse field components. Introducing a small misalignment between the
pump beam and bias field will have a negligible impact on pumping.
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Figure 6.14: Figures of the (a) amplitude and (b) phase recorded in the self-compensated con-
figuration [duplicated from Fig. 6.13 (e-f)]. This data is used to plot (c) a vectorial distribution
of the secondary field projected on the xy-plane. For clarity the amplitude and phase images
(70×70 pixels) are averaged on to a 14×14 point grid for the vector plot.
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Semi-Vector Measurement

With information about the amplitude and phase of the secondary field it is possible to recon-
struct the projection of the secondary field on to the plane orthogonal to the magnetometer
axis. For the self-compensated configuration described above this is the xy-plane. As this is
the same plane in which the pixels are recorded, this projection can be plotted and is depicted
by Fig. 6.14 (c) [(a-b) same data as 6.13 (e-f)]. The value of the measured phase is somewhat
arbitrary1, but it is possible to offset the phase and create a vector map of the secondary field
distribution (amplitude defines the length and phase the angle of the vector) from the expected
secondary field distribution around the perimeter of the recess (perpendicular to the edge).

6.2.2 rf Compensation Factor

Since the secondary field is directly proportional to the primary field strength (below satura-
tion), it is desirable to increase the primary field to the maximum value it is practical to realise
experimentally, particularly in cases where the target object is far from the coil/ detector or if
deep rf field penetration is required. However, from Sec. 3.2.3 the saturation of the atomic
resonance for rf fields > BBBSAT begin to decrease the SNR of the magnetometer. The compen-
sated and self-compensated configurations can be used to generate a primary field BBB ≫ BBBSAT ,
which is undetectable by the rf magnetometer and can induce a large secondary field.

To test how well the two regimes compensate the rf field, the primary coil is aligned along the
z-axis. For the compensated configuration the magnetometer axis is aligned along the y-axis
and an additional coil aligned along the z-axis is used to compensate the primary field coil at
the cell (Sec. 6.2.1.2). In the self-compensated regime, the magnetometer axis (non-sensitive
axis) is aligned along the z-axis (Sec. 6.2.1.3). The rf spectra for the two different config-
urations are recorded as the primary field is increased and compared against the amplitude
recorded in the normal configuration (same as the compensated configuration, but with the
primary coil only). Figure 6.15 (a) and (b) shows the amplitude and linewidth of the rf spec-
tra recorded for the normal (blue squares), compensated (green circles) and self-compensated
(black triangles) configurations. For each measurement the primary field was generated once
again with the N = 1000 turn coil with dimensions Do : Di : Hcoil = 5 : 2 : 10mm, located
7mm from the cell. There is no object to generate a secondary field, so the amplitude of the
measured rf spectrum corresponds directly to the primary field generated by the rf coil.

1The polarisation rotation signal is a cosine function if the rf field is directed along the probe beam (maximum
amplitude at t = 0) and a sine function if the rf field is perpendicular to the probe axis (zero amplitude at t = 0).
This is discussed further in Chap. 7.
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Figure 6.15: Plot of the (a) amplitude and (b) linewidth of the rf spectrum for different pri-
mary field strengths for the normal (blue squares), compensated (green circles), and self-
compensated (black triangles) configurations. For each measurement the same rf coil is used
to generate the primary field.

In the normal configuration for B > 0.1nT the amplitude begins to depart from a linear de-
pendence on the rf field strength and the linewidth begins to broaden. The two other cases are
far from this point, even at fields of 20nT. The compensated and self-compensated config-
urations demonstrated here exhibit a primary field suppression factor of 5× 102 and 2× 103

respectively. The difference in suppression factor between the two cases is related to how easy
it is to physically realise the respective compensation geometries.

The suppression factor for the compensated configuration depends on two parameters, the de-
gree of angular control of the compensation coil, i.e. alignment with the primary rf coil axis,
and how well the compensation field strength matches the primary field. In these measure-
ments, the compensation field strength is tuned by varying the distance of the coil to the cell.
Both these parameters can only be adjusted coarsely by hand, which leads to a low suppression
factor.

For the self-compensated configuration, it is only the misalignment of the primary field and
magnetometer axis that is relevant. This alignment can be optimised by the addition of small
transverse static fields to the bias field. The small angle created between the pump beam and
the bias field has a negligible effect on the atomic pumping. There is no predicted limit on the
level of compensation achievable in either configuration.
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6.3 General Considerations of MIT

This section discusses issues which are generally associated with MIT. The discussion of these
topics is presented in the context of rf magnetometers; however, it should be noted that they
would be present regardless of what sensor is used.

6.3.1 Imaging Resolution

One of the key metrics in any imaging technique is resolution, which is a combination of the
discrimination of spatial features and a change in signal strength, where the limiting cases
for each are the blurring together of multiple features and when the signal is hidden by back-
ground noise. Simply put, this refers to image contrast and sharpness. In the context of MIT,
resolution is related to the minimum size of the detectable defect.

The detection limit for MIT is defined when no signature of the defect is visible, i.e. when
Cφ or CR = 0. Here, qualitative comparisons will be made between images that approach this
limit. It should be noted that machine learning algorithms (e.g. similar to that shown in [141])
could be trained to successfully identify signatures of defects in low contrast images where
visual inspection fails.

6.3.1.1 Sub-mm Resolution

Due to the geometry of the experiment (large sensing volume far from the sample), the coil
diameter limits the resolution as it defines the radius at which there is the greatest density of
magnetic flux, i.e. at the average rf coil radius for an air coil or the outer diameter of the core.
This is exemplified by Fig. 6.16, where rf coils of (a) ravg = 4mm and (b) ravg = 1mm were
used to measure the same 24-mm-diameter recess that is 2.4-mm-deep in an aluminium plate.
It is challenging to compare amplitudes as the coils have different number of turns, winding
length, and diameters. However, it is clear that the spatial extent of the edge is significantly
narrower for the ravg = 1mm coil. Coils with a diameter significantly larger than the feature
will suffer from a reduced amplitude as signals from opposing edges will cancel each other.
The smaller coil was used to clearly image a 1-mm-diameter recess that is 2.4-mm-deep,
shown by Fig. 6.16 (c).

While the signal amplitude will decrease with increasing distance between the sample and
the cell, the spatial resolution remains unchanged. The rf magnetometer makes an integrated
vectorial measurement of the secondary field within the cell volume. If the secondary field is
poorly defined, i.e. changes direction within the cell, then the measurement will have a low
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Figure 6.16: Comparison of measuring a 24-mm-diameter recess with an rf coil with an (a)
4mm and (b) 1mm outer diameter. Figure (c) is a measurement of a 1-mm-diameter recorded
with the 1-mm-diameter rf coil. Image (a) and (b) are 70 × 70pixels where each pixel is
0.92× 0.92mm2, while (c) is 130× 130pixels where each pixel is 0.184× 0.184mm2. A
dashed red line outlines the edge of the recess. Note: no outline for the 1mm recess was given
for clarity - the recess is ~5 pixels in diameter.

spatial resolution. For the case of eddy currents induced around the perimeter of a circular
recess, those which flow around a larger arc length will generate a secondary field at the cell
that is less well defined than those which flow around a tighter section of the perimeter. This
exactly describes what happens to the eddy currents induced by large and small diameter
rf coils, respectively. The same arguments hold for magnetically permeable samples. The
distance of the coil to the sample will also affect the resolution, since the spatial distribution
of the primary field will change with propagation distance. This distance is called lift-off and
is discussed in the next section.

6.3.1.2 Lift-off

The issue of lift-off is common across all MIT measurement systems. The strength of the
primary field decays and diverges rapidly with increasing distance from the source. Increasing
lift-off decreases the amplitude of the induced secondary field since it is directly proportional
to the amplitude of the primary field at the sample. Divergence of the rf field is equivalent to
using a coil with a larger radius, which affects the spatial resolution of the measurement, as
discussed in the previous section. The former impacts the contrast of the measurement, while
the latter impacts the spatial resolution. These negative effects combine to create a maximum
operational lift-off, after which point it is not possible to detect the target object or defect.
This issue particularly limits the detection of subsurface defects or those under insulating
cladding, such as corrosion under insulation. A particular advantage of rf magnetometers is
their elevated sensitivity compared with pick-up coils, so they can potentially operate with a
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greater lift-off.

A simple solution to the loss in primary field strength with lift-off is generating a larger pri-
mary field at the source. There is an operational limit to how much this can be increased and
it is set by a combination of; available current, heating, and restrictions on coil size (resolu-
tion). It may be possible to effectively address divergence of the rf field through novel coil
geometries or flux guides [151]; however, this topic is outside the scope of this thesis.

Figure 6.17 shows amplitude images recorded for a recess with a diameter of (a-c) 24mm, (d-f)
12mm, and 4mm with a lift-off (a, d, g) 1mm, (b, e, h) 3mm, and (c, f, i) 5mm (all the mea-
surements were recorded with a N = 1000 turn, air cored coil with dimensions Do = 5mm).
It can be seen that increasing lift-off broadens the amplitude profile of the recess edge in the
same way as using an rf coil with a larger diameter. Broader profiles indicate that the eddy cur-
rents are not as well defined locally (i.e. lower current density), which will lead to a reduction
in amplitude of the secondary field generated. This, combined with the fact that the strength
of the primary field at the surface of the sample is reduced with lift-off, results in a significant
reduction in amplitude contrast - leading to no visible image for the 4-mm-diameter recess
with a lift-off of 5mm [Fig. 6.17 (i)]. However, there is still information visible in the phase
shown in Fig. 6.18 for the 4-mm-diameter recess with a lift-off of (a) 1mm, (b) 3mm, and (c)
5mm. In each image the phase contrast is maximum, even for a lift-off of 5mm where there
was no amplitude contrast; although, there is significant noise in the phase data for this plot
since the signal is weak. It should be noted that the noise in these images is because the mea-
surements were recorded by continuously measuring a single data point for the on resonance
amplitude and phase (~20 min measurement time). As the amplitude of the signal decreases,
the signal noise begins to dominate the measurement. Averaging or recording and fitting to
an rf spectrum would improve the quality of these images. Also, these measurements do not
represent the limits of this system. They have been included to exemplify issues related to
lift-off.

It should be noted that in addition to lift-off limiting the physical operational range of MIT
systems and imaging resolution, the change of lift-off during a measurement can present as a
false negative signal. For example, the amplitude of the secondary field generated by a crack
will decrease if the lift-off is increased, when in fact no properties of the crack have changed.
This is a general problem across MIT meaning that all setups would require a stable scanning
rig.
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Figure 6.17: Amplitude images for a recess diameter of (a-c) 24mm, (d-f) 12mm, and (g-i)
4mm with a lift-off (a, d, g) 1mm, (b, e, h) 3mm, and (c, f, i) 5mm. The dashed red line in
each figure outlines the edge of the defect.
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Figure 6.18: Phase images for a 4-mm-diameter recess with an (a) 1mm, (b) 3mm, and (c)
5mm lift-off. These are the phase counterparts to the amplitude image shown in Fig. 6.17
(g-h), respectively.
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6.3.2 Defect Characterisation

6.3.2.1 Defect Depth

The attraction of MIT is its ability to make tomographic measurements of a defect, i.e. dis-
criminate between different defect depths. The initial motivation of this work was a challenge
set by a consortium of representatives from the oil and gas sector to detect the differences
between recesses that had depths of 20%, 40%, and 60% of the thickness of pipeline grade
carbon steel. Figure 6.19 shows the results of using the normal configuration to measure a
150× 150mm2, 6-mm-thick plate with a (a-c) 24-mm-diameter recess in its centre with a
depth of (a) 1.2mm, (b) 2.4mm, and (c) 3.6mm. As described in Sec. 6.2.1.1 it is favourable
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Figure 6.19: Phase images for a (a-c) 24-mm-diameter recess, recorded in the normal config-
uration for a 6-mm-thick steel plate with recesses with a depth of: 1.2mm (a), 2.4mm (b), and
3.6mm (c).
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Figure 6.20: Phase contrast for the three depths of the 24-mm-diameter recess. The inset
shows a cross-section of the 3.6-mm-deep recess [Fig. 6.19 (c)], marking the φmax and φmin
phase value used to calculate the contrast.
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to consider the phase data in the normal configuration since the amplitude contrast is poorly
defined. Visual inspection of the data in Fig. 6.19 clearly shows that phase change increases
with defect depth. The change in phase contrast (difference between maximum and minimum
phase, measured at opposite edges of the recess and marked by red circles in the subplot in
Fig. 6.20) with recess depth for the 24-mm-diameter recess is plotted in Fig. 6.20. This shows
a linear dependence on the change in amplitude with recess depth. The error bars are from
the uncertainty in fitting the amplitude to the rf spectrum (rf resonances are recorded since
working with magnetic samples).

6.3.2.2 Optimum Operational Frequency

The main attraction of MIT measurements is for the possibility of imaging through barriers,
i.e. detecting subsurface defects. To achieve this, two conditions must be met: the primary
field must penetrate the barriers to induce a secondary field at the defect and a large enough
secondary field needs to be generated by the defect such that it is detectable by the rf atomic
magnetometer. The two regimes are mutually exclusive and can be categorised by weak and
strong coupling, respectfully. Coupling strength increases with rf field frequency (Faraday’s
law of induction ∇×EEE = −dBBB/dt means greater EC density at higher frequencies) and de-
creases with barrier thickness (rf field attenuated less by a thin barrier) and the optimal opera-
tional frequency occurs at the balance between the two regimes. Only aluminium samples are
studied in this section since the behaviour of the secondary field generated by local magneti-
sation is poorly understood relative to the field generated by eddy currents. Magnetic samples
will be considered in future studies as the dynamics of the penetration of local magnetisation
have not yet been investigated by the author.

To investigate the optimum frequency, measurements were carried out in the self-compensation
regime, imaging a defect (48-mm-diameter, 2.4-mm-deep circular recess) in an aluminium
plate (area of 150× 150mm and is 6-mm-thick) covered by an aluminium barrier of varying
thickness and at various operating frequencies. Examples of these measurements are given by
Fig. 6.21, where the recess is measured with; (a, d, g, j) zero, (b, e, h, k) one, and (c, f, i, l)
three 0.5-mm-thick aluminium sheets which act as a barrier. These measurements have been
recorded at; (a-c) 0.6kHz, (d-f) 1.3kHz, (g-i) 2.3kHz, and (j-l) 10kHz. Each figure is 50×50
pixels with a step size of 1.84mm. The asymmetry in the amplitude of the signal generated
by the recess (or background) is due to partial misalignment between the surface normal of
the plate (or barrier) and the rf coil axis, and the rf coil axis and the magnetometer axis - these
factors amount to poor compensation. An empirical analysis of the change of two measurands



138 Development of Imaging Technique

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(a)

0.00

0.17

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(d)

0.00

0.23
A

m
p.

 (
V

)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(g)

0.01

0.22

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(j)

0.00

0.18

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(b)

0.01

0.12

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90
Y

 (
m

m
)

(e)

0.01

0.24

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(h)

0.00

0.16

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(k)

0.00

0.11

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(c)

0.01

0.16

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(f)

0.00

0.15

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(i)

0.00

0.14

A
m

p.
 (

V
)

0 30 60 90
X (mm)

0

30

60

90

Y
 (

m
m

)

(l)

0.00

0.10

A
m

p.
 (

V
)

Figure 6.21: Amplitude measurements for a 48-mm-diameter recess that is 2.4mm deep in a
6-mm-thick aluminium plate that has an area of 150×150mm2 and is covered by: (a, d, g, j)
zero, (b, e, h, k) one, and (c, f, i, l) three 0.5-mm-thick aluminium sheets. These measurements
have been recorded at; (a-c) 0.6kHz, (d-f) 1.3kHz, (g-i) 2.3kHz, and (j-l) 10kHz. The red
solid and dashed circle in (a) mark the points that were averaged to define the value Rmax and
Rbg, respectfully (these values are described in the text).

of the amplitude image are presented. The first is the calibrated amplitude

Rcal = (Rmax −Rbg)/R0 , (6.14)

where R0 is the amplitude of the rf magnetometer signal measured without a sample (measured
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in free space at the same operating frequency), which calibrates against the dependence of the
amplitude on frequency. The second measurable is the amplitude contrast CR, now defined as

CR = (Rmax −Rbg)/(Rmax +Rbg) , (6.15)

where the averaged amplitude of the background Rbg is now used instead of Rmin to account
for the signal generated by the homogeneous surface of the barrier [e.g. seen in Fig. 6.21 (l)]
and poor compensation over the recess [e.g. evidenced by an off-centre minimum in ampli-
tude within the recess in Fig. 6.21 (a)]. To account for any asymmetry in the data, Rmax is the
average value of data points taken on a circle around recess edge, while Rbg is calculated by
averaging the amplitude around a circle outside the edge amplitude profile [illustrated by the
solid (Rmax) and dashed red (Rbg) circle in Fig. 6.21 (a)]. Figure 6.22 shows the (a) ampli-
tude and (b) amplitude contrast of the profiles representing the recess in the aluminium plate
covered by; zero (blue circles), one (red squares), and three (orange diamonds) 0.5-mm-thick
aluminium sheets, as a function operating frequency. The lift-off between the primary rf coil
and the plate with a recess has been kept constant at 3mm. The frequency dependence of the
amplitude of the signatures can be divided into two parts. For frequencies below 1.5kHz the
behaviour of all three data sets show the same dependence. At low frequency there is weak
coupling, hence the presence of a barrier has less effect on the signal and the measurement
will follow the behaviour of an uncovered recess. For the frequencies above 1.5kHz, the am-
plitude shows different behaviour depending on the thickness of the barrier. For the uncovered
edge (blue circles) R increases with frequency, which is a simple consequence of the growth
in induction with the frequency of the rf field. Consequently, CR shows saturation at higher
frequencies (dotted blue line for ≥ 5kHz) since both the signal and the background are defined
by the secondary field generated by the surface of the object and increase together with fre-
quency. The frequency for which the maximum contrast is observed depends on the thickness
of the barrier (dotted-dashed orange line at 1-3kHz for 0.5-mm-thick barrier, dashed yellow
line 1.3-2kHz for 1.5-mm-thick barrier) since a thicker barrier will couple more strongly with
the rf magnetic field. At high frequencies the coupling becomes stronger and the measured
secondary field mostly comes from the barrier, e.g. the bright background in Fig. 6.21 (l).

The rf primary field frequency defines the penetration depth of the rf field. The larger the
depth, the larger the spatial extent (spread) of the rf primary field within the object. In turn,
the spread of the rf field limits the spatial resolution of the measurement - as seen with the
lift-off measurements. Since the image recorded at a particular frequency integrates the contri-
butions from different layers within the object, the total spatial resolution of the measurement
is affected by the operational frequency. In particular, for high frequencies, the response from
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Figure 6.22: The measured change of the (a) amplitude R and (b) amplitude contrast CR in the
amplitude image of the recess as a function of the rf primary field frequency. The dependence
is recorded with the recess covered by zero (blue circles), one (red squares), and three (orange
diamonds) 0.5-mm-thick aluminium sheets. The horizontal lines in (b) mark the optimum
contrast achieved for zero (dotted blue), one (dashed-dotted red), and three (dashed orange)
0.5-mm-thick aluminium sheets.

the object will be mostly defined by the contribution from the surface of the object and the
resolution of the image will be defined by the size of the coil. Figure 6.23 shows the full width
at half maximum (FWHM) of the profile in the amplitude image representing the recess as a
function of the rf primary field frequency. The FWHM values were extracted from the images
by fitting a Lorentzian to the amplitude profile that corresponds to the opposite edges in the
cross-section of the image. It is difficult to evaluate precisely the width for frequencies below
1kHz because of the small profile amplitude relative to the background.

It is worth pointing out that the optimum operational frequencies (∼ 1-2kHz) are significantly
higher than those reported in [91], which carry out similar measurements with pick-up coils.
They observed an optimum frequency between 5Hz and 10Hz. The first thing to note about the
results in this paper is that they are operating with steel samples at a primary field that is almost
static. The paper refers to this as eddy current testing, but the contribution from eddy currents
will be likely negligible and the secondary field will be generated by local magnetisation,
which again highlights some of the confusion in the literature regarding the nomenclature
and the understanding of the process that lead to signal generation. The dynamics of local
magnetisation will be different to the eddy currents analysed for the results in this section, so
it is expected than the optimum will be different. Secondly, the optimum frequency for a given
penetration depth is defined by the coupling between the rf field and the object. The optimum
is a balance between the induced field strength (∝ f ) and the skin depth (∝ 1/

√
f ). This

balance implicitly includes the performance of the sensor, which for increased sensitivities
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Figure 6.23: The width (FWHM) of the profiles in the amplitude images representing the edge
of recess as a function the rf primary field frequency. The dependence is recorded with the
recess covered by a single 0.5-mm-thick aluminium sheet (e.g. the red squares in Fig. 6.22).

will be able to detect a smaller secondary field (e.g. produced by a smaller or shallower
defect) over a higher frequency range, or a deeper defect over a lower frequency range. It also
includes the strength of the primary field, where a stronger (or weaker) field will be able to
induce the smallest detectable secondary field deeper (or shallower) into a sample. Further
study, such as using different rf field strengths and deliberately reducing the sensitivity of the
rf magnetometer (e.g. use a weaker probe), is required to evaluate this hypothesis.

6.3.2.3 Defect on Inner Surfaces

To experiment with imaging through thicker barriers, a plate with a continuously varying
recess was imaged. Figure 6.24 (a) is a schematic of the plate with a continuously varying
recess whose depth changes from 0mm to 5mm. Viewed from the top, the recess is a surface
feature and its depth is shown in Fig. 6.24 (b); viewed from the bottom (plate flipped by
180◦), the recess is a subsurface feature and the plate thickness is given by Fig. 6.24 (c). The
amplitude (d-e) and phase (f-g) have been recorded for the two respective orientations at a
frequency of 1.9kHz. The red dashed line marks the position of the edge of the recess. There
is a faint modulation visible in all of the images, which is caused by the magnetic ball bearings
in the trolley that supports the plate that moves with the arm of the translation stage. There
are only ripples along the axis which the trolley moves. Measurement of the variation in the
depth of a surface defect [Fig. 6.24 (b, d, f)] is shown to act as a benchmark comparison for
the measurement of changing wall thickness. It is worth pointing out that when recording
the surface defect, a non-zero signal is not only produced in the immediate vicinity of the
recess edge, but also along the sloping area of the plate. Intuitively, this can be understood
as a reflection of the rf primary field from the tilted recess surface, creating field components
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Figure 6.24: (a) Schematic of the plate with a continuously varying recess with depth, or
thickness, depending on which side of the plate it is viewed from. Viewed from the top, the
recess is a surface feature and its depth is shown in (b); viewed from the bottom (flipped the
plate by 180◦), the recess is a subsurface feature and the plate thickness is given by (c). The
amplitude (d-e) and phase (f-g) have been recorded for the two respective orientations at a
frequency of 1.9kHz.
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orthogonal to the bias field.

Figure 6.25 shows images of the (a-d) amplitude and (e-h) phase for a continuously varying
thickness [the plate orientation is given in Fig. 6.24 (c)] for four different rf field frequencies;
(a, e) 0.6kHz, (b, f) 1.3kHz, (c, g) 2.3kHz, and (d, h) 10kHz (same frequencies as shown
in Fig. 6.21). In contrast to the profiles recorded where the recess is on the outer surface
[shown in Fig. 6.24 (d)], the amplitude of the secondary field produced by the recess edge
and the tilted area of the inner surface have a similar value. From a visual inspection of the
plots it is clear that the size of the area over which there is a signal from the inner surface
reduces at higher frequencies. This is simply due to the reduction in penetration depth of the
primary field with increasing frequency. The strongest part of the signal is at the edge located
at Y ≈ 70mm. At low frequencies a signal can be detected at nearly the full thickness of the
plate (6mm), which is evidenced by the large spatial extent of the signal measured at 0.6kHz
and 1.3kHz [Fig. 6.25 (a) and (b), respectively]. At 10kHz [Fig. 6.25 (d)] the signature is
only measurable to about halfway along the edge. Here it should be noted that the depth of
the recess decreases with increasing thickness. To measure the detection limit, a recess edge
with the same depth would have to be measured at different thicknesses. From Fig. 6.25 (a) it
can be estimated this limit would be > 6mm.

It is worth distinguishing the effects of the secondary field at the outer surface (flat), and the in-
ner surface (tilted in the vicinity of the recess). At the outer surface of the plate, the secondary
field mostly mirrors the vertical direction of the primary field - partially compensating it. A
residual component of this combined field is measured since the surface normal of the plate is
not exactly parallel with the insensitive axis of the rf magnetometer, which is why the ‘back-
ground’ has a non-zero amplitude. The desired measurement ‘signal’ are the components of
the secondary field generated by the recess edge and tilted area of the inner surface. In the
amplitude images, there is a zero amplitude (dark) area visible [Fig. 6.25: (b) X = 110mm,
(c) X = 100mm, and (d) X = 70mm], which marks the area where the components of the sec-
ondary field compensate the residual primary field that contributes to the background signal.
The zero amplitude area shifts to a smaller thickness as the frequency increases because of
the change in the optimum coupling between the primary field and the plate. For this spe-
cific condition of zero amplitude, the ‘optimum’ is when the secondary field compensates the
residual primary field. The change of the ratio between the components of the secondary field
generated by the outer and inner surface of the plate is evidenced by the increasing dominance
of the vortex in the phase images. When the secondary field from the interior of the plate dom-
inates the signal [e.g. for Fig. 6.25 (f)], the change in phase is small (within the red dashed
area relative to that seen elsewhere in the image); while, when the secondary field from the
surface dominates, there is a full 360◦ phase change [e.g. as seen for Fig. 6.25 (h)]. The
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Figure 6.25: Measurement of the (a-d) amplitude and (e-h) phase for a recess with a contin-
uously varying thickness [plate orientation given in Fig. 6.24 (c), representing a subsurface
defect] for four different rf field frequencies; (a, e) 0.6kHz, (b, f) 1.3kHz, (c, g) 2.3kHz, and
(d, h) 10kHz. The red dashed line marks a position of the edge of the recess on the underside
of the plate. The thickness of the plate gradually increases from 1mm at X = 40mm to 6mm
at X = 110mm (i.e. thickness increases from left to right), and within this range it has a con-
stant thickness along Y = 25mm at Y = 70mm. Note: font size has been reduced so images
could be shown at a suitable scale.

‘centre’ of the phase vortex will also shift with the position of zero amplitude, because like
the self-compensation configuration, when there is zero amplitude the phase is undefined.

6.3.2.4 Concealed Defects

With what has been understood from the analysis presented so far in this chapter, the rf magne-
tometer can be applied to a challenging scenario: to measure mm scale cavities that are mm’s
below the surface of the sample. The sample is a 140× 140mm2, 10-mm-thick aluminium
plate that contains 2-mm-diameter cavities (drilled holes) that run parallel to the surface of the
plate for 40mm. The centre of the drilled hole offset by 1.5mm and 2mm from the surface
of the plate on one side, and offset by 3mm and 4mm on the other side, i.e. there are four
cavities whose shallowest points are; 0.5mm, 1mm, 2mm, and 3mm, from the surface. The
measurement is again in the self-compensated configuration (rf primary field coil and the bias
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Figure 6.26: (a) Amplitude and (b) phase images recorded for 2-mm-diameter subsurface
cavities (marked with red arrows). The amplitude and phase contrast are plotted in (c) and (d),
respectively, for the four defects that are: 0.5mm [(a-b) bottom left arrow, (c-d) blue circles],
1mm [(a-b) bottom right arrow, (c-d) green diamonds], 2mm [(a-b) top left, back triangles],
and 3mm [(a-b) top right, (c-d) red squares].
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field axis parallel to the surface normal of the plate). The geometry of these cavities (cylin-
ders) presents no hard edge to the penetrating rf field so it will produce a secondary field with
a different spatial distribution to those generated by the circular recesses examined earlier.

Figure 6.26 shows images of the (a) amplitude and (b) phase recorded over the sample, mea-
sured at 1.6kHz. The cavities are marked with red arrows (bottom left and right: 0.5mm and
1mm, top left and right: 2mm and 3mm). The signatures of all four cavities are visible in
both amplitude and phase images, although the deepest two are faint. The character of the am-
plitude of the secondary field in this measurement is similar to that reported in the literature
for a defect with a similar geometry [98]. The image has been recorded over a 108×108mm2

region over the centre of the plate to minimise the influence of the signals generated by the
edge of the plate. Part of the reason the signal from the two deeper defects (top two) is so weak
is that the alignment of the self-compensation geometry was not fully optimised. A signature
that the alignment is wrong is in the amplitude profiles for the shallow defects (bottom left
and right). From the geometry of the cavity, it is expected that the signal amplitude should be
symmetrical along its length (bright around the edges and dark in the centre) [98]; however, a
dark strip can be seen running diagonally along their length. To be fully optimised the surface
normal of the plate, the rf coil axis, and the magnetometer axis must all be parallel. The mis-
alignment of one of these is likely causing this asymmetry and is leading to a weaker signal
from the deeper recess.

Figure 6.26 (c) and (d) show the dependence of the magnetometer frequency on the amplitude
contrast (CR) and phase contrast (Cφ ), respectively, for the 0.5mm (blue circles), 1mm (green
diamonds), 2mm (black triangles), and 3mm (red squares). Since the signals are weak there
is some variation in the points, but they show general trends. The frequency dependence of
CR reaches a broad maximum within the 1-2kHz range for the cavities that lie 0.5mm (blue
dots) and 1mm (green diamonds) under the object surface, which is in agreement with what
is seen in Sec. 6.3.2.2. The dependencies for cavities that are 2mm (yellow triangles) and
3mm (red squares) deep indicate that the optimum is for frequencies below 1kHz. The spa-
tial extent of the profiles representing the cavity edge is defined by the coil diameter, lift-off
distance, operating rf frequency, and conductivity of the plate. Since the size of the cavity is
comparable to the diameter of the rf primary field coil, the profiles from the opposite edge
of the cavities overlap. This overlap results in a reduction of the observed contrast. Since
the magnitude of the bias magnetic field must be changed for each operational frequency,
its direction has to be optimised each time. This leads to variation in the alignment of the
self-compensation, which is responsible for the relatively large variation in the frequency de-
pendence of the phase contrast. Nevertheless, the general trend mirrors that of the frequency
dependence of the amplitude contrast. The advantage of considering the phase is that Cφ is
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large, even for frequencies outside the optimum range (1−2kHz).

6.4 Conclusions

This chapter presents the main results of this thesis: the application of an rf magnetometer for
MIT. It begins by describing a geometrical configuration that significantly increases the imag-
ing contrast and makes the rf magnetometer only sensitive to the components of the secondary
field that are generated by the defect edge (for the sample geometries studied in this work).
Although the compensated configuration is less effective than the self-compensation config-
uration (insensitive to one of the secondary field components generated by the recess) and
is harder to realise experimentally, the investigations applying different compensatory fields
gave a detailed insight into how the distribution of the secondary field affects the measured
amplitude and phase of rf resonance and what conditions reach maximum image contrast.

An important point is that the dimensions of the rf coil define the spatial resolution of MIT.
Although this fact does not solve any issues in itself, and requires the designing an appropriate
rf coil, it means that the cell size can be optimised with respect to the practicality of the sensor
(e.g. sensitivity and total footprint).

The rf magnetometer has been demonstrated to be able to discriminate between changing
depth and size of surface defects. It should be noted that although most of the measurements
looked at defects with a significant step change in dimension, the results in Fig. 6.24 show
a sensitivity to an incremental change in recess depth. Future work will aim to quantify the
resolution of the rf magnetometer to a change in defect size and depth, which is related to
the sensitivity of rf magnetometer, and the amplitude and spatial distribution of the primary
field. The investigation into looking at concealed defects showed that there is an optimum
frequency of rf field that balances the penetration of the field within the sample with the
inductive coupling of the field to the material to generate a secondary field. Detection of
a large recess was easily demonstrated through 1.5mm of aluminium. In a more challenging
scenario it was possible to detect 2-mm-diameter cavities that were 0.5-3mm deep in a sample.

These investigations show that the rf magnetometer is extremely well suited to carry out MIT
measurements and it works effectively across both magnetic and non-magnetic samples. An
issue with imaging magnetic samples are drifts in the bias magnetic field as the sample (or
sensors moves), which requires recording time consuming rf spectra. A solution to this issue
is presented in the following chapter.





Chapter 7

Spin Maser For Defect Detection

7.1 Principle of Operation

So far the results in this thesis have been recorded with an rf magnetometer that operates with
an rf field that is generated by an external source. This arrangement will be referred to as the
‘driven mode of operation’ from now on. This chapter introduces the spin maser (often called
self-oscillating, or self-driven) mode of operation. Spin maser operation describes a general
configuration of the sensor, but the entire focus of the discussion in this chapter is on how it
benefits MIT. This work favours the term spin maser over self-oscillating since the operation
is akin to a maser [4], and is the name used for a similar class of atomic magnetometers
(sometimes called Zeeman masers) operating with noble gases [152, 153]. In the description
of what follows it is most useful to picture the Zeeman coherences as a pressing atomic spin.

The results presented for defect detection with a spin maser were first presented by the author
in [10]. The dual frequency spin maser and much of the understanding of the phase matching
condition was described in [15].The results in [12] provide the demonstration of the spin maser
operating in a noisy magnetic field.

7.1.1 System

Figure 7.1 is a schematic diagram of the operation of the spin maser. The same two-beam
pump-probe scheme that has been used throughout this thesis is used again here. The different
steps involved in the operation are described as follows and are marked by the numbers in
Fig. 7.1. (1) The action of the pump beam builds a population imbalance within the hyperfine
ground state level (orientation in the F = 4 manifold), directing the spins along the quantisa-
tion axis that is defined by the bias magnetic field (marked by the black arrow aligned along
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Figure 7.1: Schematic diagram of the operation of the spin maser. The inset shows the macro-
scopic angular momentum M (cyan arrow) directed along the quantisation axis (defined by
the bias magnetic field B0, black arrow) by the circularly polarised pump beam. The resonant
rf field Brf (green double-headed arrow), which is perpendicular to B0, causes M to precess
about the quantisation axis. The green rf coil directed along the probe is used for the normal
configuration and is used to describe the operation of the spin maser. The red coil is in the
geometry for self-compensation and feedback is provided by the secondary field produced by
the sample. The numeric labels represent the different steps in the feedback loop, as described
in the text.

the z-axis). Due to spontaneous fluctuations in the atomic spin (atomic projection noise), there
is a small transverse spin component Mx precessing around the bias field at ωL. (2) Birefrin-
gence maps the projection of the precessing Mx component on to the linear polarisation of a
probe beam propagating along the x-axis, leading to a modulation of the beam’s polarisation
angle. (3) A balanced photodiode monitors this polarisation rotation and generates a signal
with a frequency component at ωL, (4) which is then fed to an rf coil. Consider first the green
coil that is aligned along the probe beam in Fig. 7.1 (use of the secondary field for feedback
will be discussed next). (5) The polarisation rotation signal from the atomic projection noise
will generate an rf field that will provide feedback to the atoms, driving Zeeman coherences.
If the rf field has a sufficient amplitude (gain in the feedback loop) and it is in phase with
the atomic precession (phase matching condition, discussed further in the following section),
then it will provide positive feedback, which increases the amplitude of the transverse spin
component. This leads to an increase in the amplitude of the polarisation rotation signal and
in turn the amplitude of the rf field. The feedback process continues until it reaches a steady
state.
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In summary, this is a self-starting system that consists of an atomic ensemble with a ground
state population imbalance where spontaneous fluctuations in the atomic spin are monitored
and used to drive the precession of the atomic spin. As such, this system is similar to a laser, or
maser. However, for the case of the spin maser, the action of the gain and mode of the cavity
is represented by the amplitude and phase of the electronic feedback loop. The amplitude of
the feedback signal is controlled by the gain on the photodiode, but it is also passed through
an amplifier (or attenuator, as required) and the phase is controlled by a phase-shifter (all-
pass filter). The total phase shift introduced by all the elements1 of the feedback loop is
called the external phase shift. In this thesis, the rf magnetometer signal measured in the spin
maser mode is called spin maser action. There is a threshold at which spin maser action is
achieved, which is related to the sensitivity of the magnetometer and how close the feedback
loop is to the phase matching condition. The exact relationship between these factors and the
calibration of the threshold for feedback is to be the subject of further study. The system will
reach a steady state when the gain of the feedback loop saturates (set by the current limit for
the rf coil or when the output from the amplifier and/ or photodetector saturates) or when there
is an equilibrium between signal gain and loss (loss occurs when a strong rf field saturates the
amplitude of the polarisation rotation signal, e.g. as shown in Fig. 3.5).

7.1.2 Phase Matching Condition

The phase matching condition for the spin maser results that all the phase shifts in the feed-
back loop (spin precession, polarisation rotation signal, and external phase shift) sum to zero.
The phase of the spin precession and polarisation rotation signal is set by the combination of
the direction of the rf magnetic field and the detuning of the probe beam, depicted by Fig. 7.2.
The diagram in Fig. 7.2 (a) shows how the sign of the polarisation rotation signal changes
in time. The red arrow represents the transverse spin component Mx precessing around the
bias magnetic field B0 (directed out of the page) and the dashed cyan arrow represents the
component of the rf magnetic field which is rotating at ωL in the direction of the spin preces-
sion. From the description of birefringence in Sec. 2.2.4, the signal will have a maximum but
opposite amplitude when Mx is parallel [Fig. 7.2 (a.1)] and anti-parallel [Fig. 7.2 (a.3)] to
the probe, and the signal will be zero when it is perpendicular [Fig. 7.2 (a.2)]. Figure 7.2 (b)
and (c) consider the signal at the beginning of the oscillation, t = 0. If the rf magnetic field
(coil axis is shown by the double-headed dashed cyan arrow) is directed along the probe beam
[Fig. 7.2 (b)], then the oscillation will begin with a maximum signal since Mx is directed

1These are from the photodiode; any phase shift from the wiring; the amplifier/ attenuator; what has been
added from the phase-shifter; the rf coil, which is an inductor; and the rf field (i.e. its direction).
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Figure 7.2: (a) Diagram showing the amplitude of the polarisation rotation signal when Mx is:
(1) parallel, (2) perpendicular, and (3) anti-parallel to the probe beam. Depiction of the 90◦

phase difference in the polarisation rotation signal if the direction of the rf magnetic field is:
(b) parallel or (c) perpendicular to the probe beam.

along the probe. If the rf magnetic field is perpendicular to the probe [Fig. 7.2 (c)], then the
signal will start from zero signal. The signals recorded in theses configurations will have a
character described by Mx ∝ cos(ωLt) and sin(ωLt), respectively. From this it is clear that
Mx ∝ cos(ωLt +θrf), where θrf is the angle between the rf magnetic field and the probe beam.
Hence, θrf leads directly to a phase shift in the polarisation rotation signal. This is also shown
by the phase vortex measured in the self-compensation configuration.

The positive (blue) or negative (red) detuning of the probe beam from the transitions involving
the hyperfine ground state level sets whether the polarisation rotation signal is positive or
negative when Mx is directed parallel or anti-parallel to the beam’s direction of propagation
[shown in Sec. 3.2.2.1 and again in Fig. 7.6 (a)]. The change in sign of the signal is equivalent
to a 180◦ phase shift. Consider the case for the spin maser where the rf coil is along the
probe beam and the rf field directly follows the polarisation rotation signal (i.e. there are
no other phase shifts in the feedback loop), spin maser action will only occur for positive
detunings. If the detuning is negative, then the rf magnetic field will be 180◦ out of phase with
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the spin precision and spin maser action cannot occur. However, any arbitrary phase shift can
be cancelled to zero by changing the external phase shift, i.e. with a variable phase-shifter.

7.2 Defect Detection

The motivation behind investigating the spin maser mode in this thesis is to apply it to MIT;
however, detection of the secondary field complicates the feedback compared with using a coil.
In the previous chapter it was shown that it is desirable to operate in the high contrast self-
compensation configuration (depicted by the red coil in Fig. 7.1). In the self-compensation
geometry, the primary field generated by the coil is undetectable by the rf magnetometer and
feedback for the spin maser must be provided by the horizontal components of the secondary
field. It was shown in the previous chapter that these components are only generated in the
vicinity of inhomogeneities in the surface of the plate. Figure 7.3 shows the (a, c, e, g) am-
plitude and (b, d, f, h) phase images recorded for the 150×150mm2, 6-mm-thick steel plate
containing a 24-mm-diameter recess that is 2.4-mm-deep. The images are all 70× 70 pixels
and were recorded in the self-compensation configuration for the (a-b) driven (external source
of rf field, same as the configuration described in Sec. 6.2.1.3) and (c-h) spin maser mode. The
first thing that will be considered is the measurement time between these two different modes.
In the driven mode [Fig. 7.3 (a-b)], the whole rf resonance needs to be recorded since the
sample is magnetic and there are shifts in the position of the rf resonance due to imperfections
in the active field compensation. The resonance had a span of 200Hz so that the shifts in the
bias field could be tracked and the scan had an acquisition time of 8s per pixel, which leads
to a measurement time of 12 hours. In the spin maser mode [Fig. 7.3 (c-d)], the plate can be
continuously moved since the measurement is always on resonance, reducing the scan time to
20 minutes. However, in Fig. 7.3 (c) it can be seen that only a section of the recess signature
is recorded in the spin maser mode relative to the driven mode (the size of this area is defined
by where the phase matching condition is met and is discussed in Sec. 7.2.1). Due to the
360◦ [e.g. shown by the vortex visible in Fig. 7.3 (b)] phase change of the secondary field
around the perimeter of the recess, the phase matching condition will always be met around
the recess. The spatial extent of the image (the size of the area where there is a signal) is de-
fined by self-adjustment of the phase through the change of the spin maser frequency, which
is discussed in the following section. By adding an external phase shift it is possible to record
a signal over a different region of the defect. This is shown in Fig. 7.3 (e), where there is
a 180◦ phase shift relative to Fig. 7.3 (c). For a phase of 90◦, spin maser action would be
met over one of the horizontal edges (shown later in Fig. 7.7). From the circular symmetry
of the recess, the change of phase shift in the feedback loop translates linearly to a change in
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Figure 7.3: The (a, c, e, g) amplitude and (b, d, f, h) phase images recorded for the steel plate
with a 24-mm-diameter recess in its centre in the driven (a-b) and spin maser (c-h) mode of
operation. Both were recorded at 34kHz. The measurements for (c-d) and (e-f) were recorded
with the same rf coil, but with a 180◦ difference between their respective external phase shifts.
(g-h) The measurement was recorded with two parallel rf coils providing feedback to the
atoms, simultaneously. The coils were spatially offset from each other by ∼ 5mm and had a
180◦ phase shift between them, i.e. they had opposite polarity.
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angular position around the recess where a signal is generated. As such, the area where there
is a signal is now on the opposite side of the defect.

One way to increase the area over which a signal is recorded is to use an array of coils. A
double coil array was constructed, consisting of two near-identical parallel coils that were
offset from each other by 5mm and connected in series, but with opposite polarity, i.e. there
is a 180◦ phase shift between them. Figure 7.3 (g) and (h) show the amplitude and phase
recorded for the same plate with the double coil array. In this arrangement, signals from
opposing edges can be recorded simultaneously. However, since the coils are directly out of
phase, the primary fields generated by each coil partially compensate each other, reducing
the overall signal amplitude. More complicated coil arrangements are possible with a greater
number of coils, and/ or different phase offsets, to image different areas of the recess; however,
a more elegant solution is presented in Sec. 7.3.

In all these spin maser measurements the lock-in amplifier has been used to record the ampli-
tude. The frequency it demodulates the polarisation rotation signal at is referenced from the
polarisation rotation signal. This means when spin maser action occurs, the lock-in amplifier
demodulates the signal at ωL and will always stay on resonance. However, no phase informa-
tion can be recorded from the polarisation rotation signal since it is self-referenced. The value
of ∼ 80◦ recorded in Fig. 7.3 (d, f, h), when there is a signal, is an arbitrary value set by the
internal phase of the lock-in for demodulation. When there is no spin maser action, the lock-in
is ‘unlocked’ and demodulates the signal at some frequency component that has been detected
in the photodiode signal, i.e. at some frequency component of the noise. Hence when there is
no spin maser action, there is a significant amount of phase noise recorded. Some amplitude
noise is also visible in 7.3 (g) due to the low signal amplitude.

7.2.1 Frequency Shift

In order to provide more insight into the phase matching condition for defect detection with a
spin maser, and to explain the spatial extent over which there is a signal in Fig. 7.3 (c-h), it is
essential to recall the change in the phase of rf magnetometer signal around the rf resonance.
To remove external variables the first set of measurements presented in this discussion were
carried out within magnetic shielding. Figure 7.4 (a) shows the rf resonance (R solid black
line and φ dotted-dashed red line) as the frequency of the rf driving field is scanned across
the resonance (the data is smooth since it was recorded within shielding). The phase of the
magnetometer response changes by 180◦ across the resonance, but a significant portion of this
change (∼ 90◦) happens within a linewidth of the resonance (linewidth Γ ≈ 5Hz, the span
marked by black dashed lines) where the phase change is approximately linear. Figure 7.4 (b)
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Figure 7.4: These measurements have been recorded within magnetic shielding. Figure (a)
plots the different components of the rf spectrum: R (left axis, solid black line), φ (right axis,
dotted-dashed red line), where νL = 40.98kHz and Γ ≈ 5Hz (span marked by black dashed
lines). Figure (b) plots the power density spectrum of the spin maser signal for values of
the external phase shift, which results in a shift due to the self-adjustment of the spin maser
signal: φ = −40◦ at 40.9777kHz (red thick-solid line), φ = −29◦ at 40.9783kHz (dotted-
dashed light-green), φ =−15◦ at 40.9795kHz (dotted green), φ = 9◦ at 40.9810kHz (dashed
light-blue), φ = 16◦ at 40.9816kHz (solid blue line), and φ = 30◦ at 40.9825kHz (thick-solid
dark-blue line). The frequency and phase of these spectra are marked by the circles in (a) with
a colour that corresponds to the colour of the spectrum in (b).

shows the power density spectrum (PDS) of the spin maser signal. The six different lines
are recorded with a different external phase shift, which results in a shift in the frequency of
the spin maser signal. The frequency and phase of these spectra are marked by the circles
in Fig. 7.4 (a) whose colour corresponds to the colour of the PDS in Fig. 7.4 (b). This
feature shows that the spin maser can compensate an external phase shift by self-adjusting
the frequency of the feedback signal. The relationship between the frequency shift and the
phase follows the approximately linear phase change of the rf spectrum within the resonance
linewidth. The amplitude of the signal changes as the frequency is self-adjusted due to the
change in the amplitude of the rf spectrum, i.e. signal amplitude decreases away from νrf = νL.
Note: the PDS at the furthest frequencies (red and dark-blue thick-solid lines) represent the
signal measured just below the threshold for spin maser action. This shows that above the
signal threshold the gain of the system rapidly increases the amplitude of the spin maser signal.
Further study is required to understand the relation between the amplitude of the rf spectrum,
the gain of the feedback loop, and the amplitude of the spin maser signal.

Since the spin maser action is not recorded over a single point, but over a region of the recess,
and it is known that the phase (direction) of the secondary field changes linearly with angular
position around the perimeter of the recess, it can be expected that the frequency of the spin
maser is self-adjusting to compensate this change in phase. Since the plate measured for the
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Figure 7.5: Spin maser (a) amplitude and (b) frequency recorded for an aluminium plate with
a 24-mm-diameter recess. Typically a lock-in amplifier is referenced to a stable signal with an
amplitude of 10V. For these measurements the lock-in is referenced to the spin maser signal,
which contains noise and has a max amplitude of 168mV, which leads to the instabilities in the
measured frequency. The resolution is not sufficient to see any significant change that could
be attributed to the self-adjustment in spin maser frequency due to the known change in phase
of the secondary field. When there is no spin maser action, the lock-in amplifier is unlocked
and will record frequency values beyond the range of the colour-bar tick values. These points
are meaningless and have been replaced with a mid-range value to remove speckle in the plot.

results in Fig. 7.3 is steel (magnetic), there is a residual change in the resonance position
(100′sHz). The change in resonance position is greater than the expected change in the self-
adjusted frequency due to the change in phase of the secondary field (one can assume the
change in the self-adjusted frequency to be of the order of the rf resonance linewidth, which is
10′sHz). The results shown in Fig. 7.5 plot the (a) amplitude and (b) frequency recorded for
an aluminium plate with a circular recess (same dimensions as recess described in Fig. 7.3).
However, the stability of the frequency recorded by the lock-in amplifier is too poor to see the
change in the self-adjusted spin maser frequency. It appears that the frequency values recorded
at X ≈ 20mm is slightly darker on average than the values recorded at X ≈ 40mm, however
this is not conclusive. The fluctuation in the measured frequency does not represent the actual
fluctuation in spin maser frequency, but is due to the low voltage signal (the spin maser signal)
that is being used as a reference for the lock-in (typically referenced to a 10V signal).

The extent of the area where there is a signal recorded requires the amplitude of the rf reso-
nance at the phase-shifted-frequency to be greater than the threshold for spin maser action. In
other words if the phase shift is too great, then the amplitude of the polarisation rotation signal
at the frequency that causes phase matching will be too small to cause spin maser action. This
is exemplified in Fig. 7.3 (g) where the rf field is reduced (since the two coils partially cancel



158 Spin Maser For Defect Detection

each other), resulting in a smaller region where a signal is measured.

7.3 Dual Frequency Spin Maser

7.3.1 Dual Phase Matching Condition

This section describes a novel configuration where the spin maser is operated simultaneously
at two frequencies and is called the dual-frequency spin maser (DFSM). This setup describes
a co-magnetometer based on a single isotope, which as far as the author is aware, is the first
demonstration of its kind. The element used here is caesium; however, this is a general scheme
and it would be possible with other elements, e.g. rubidium.

The basis of the DFSM lies in the simultaneous generation of a population imbalance and the
monitoring of the atomic spin precession in both the F = 4 and F = 3 ground state levels. This
is achieved with the same two-beam pump-probe scheme used throughout this work; however,
the pump beam power is reduced so the F = 3 manifold is not fully depopulated and the probe
detuning is such that there is a measurable signal from both levels. An example of such a case
is visible in Fig. 7.6 (a) (reprinted from Sec. 3.3), where the amplitude of the F = 4 (black
diamonds) and F = 3 (red circles) signal is recorded as the detuning of the probe is scanned
through the group of transitions involving each hyperfine ground state. This shows that the
amplitude of the polarisation rotation signal from the F = 3 and F = 4 components have the
same sign when they have the same sign of detuning from the relevant transitions involving the
components, i.e. detuning from the F = 3 → F ′ for the F = 3 ground state level and from the
F = 4 → F ′ for the F = 4 ground state level. The change in the amplitude of the signal is due
to the 180◦ phase change of the spectrum as the detuning changes. The diagrams in Fig. 7.6 (b)
and (c) show how the detuning of the probe and the direction of the rf magnetic field influence
the sign of the signal. The black and red arrows represent the precessing transverse spin
component for the F = 4 and F = 3 ground state levels, respectively. It should be noted that
due to the difference in sign of the Landè g-factors (gF=4 = 0.250390 and gF=3 =−0.251194
from Equ. 3.1), the spins precess in opposite directions. From the difference in Landè g-factors
for the two ground states, the F = 3 and F = 4 spins precess at slightly different frequencies.
The difference in frequency means it is possible to distinguish between the signals generated
by the two different ground states. The difference in the direction of precession is equivalent
to a 180◦ phase shift between the two polarisation rotation signals.

From the discussion for Fig. 7.2 the direction of the rf field sets the initial direction of the spins
and the amplitude of the polarisation rotation signal is maximum when the spins are directed
along the propagation axis of the probe. The sign of the measured polarisation rotation signal



7.3 Dual Frequency Spin Maser 159

BB

F=3
F=4

B

t = 0

t = 0

F=3

F=4
Probe

t = T/4
F=3

F=4

F=3 F=4

Probe

B

t = T/4

(b) F=3 and F=4 detuning: same sign

(c) F=3 and F=4 detuning: opposite sign

𝐵rf (0°)

𝐵rf (90°)

Probe
𝐵rf (0°)

Probe

𝐵rf (90°)

-2

-1

0

1

2

3

-20 -10 0 10

A
m

p
li

tu
d
e 

(m
V

)

Detuning (GHz)

(a) 

F=4

F=3

Figure 7.6: (a) Shows the change in amplitude of one of the quadrature components of the
rf spectrum for the F = 4 (black diamonds) and F = 3 (red circles) ground state levels for
different probe detuning (reprinted from Sec. 3.3). The black and red vertical lines repre-
sent the respective group of transitions involving the F = 4 and F = 3 hyperfine ground state
levels (detuning is measured from F = 3 → F ′ = 2). The dashed and dot-dashed green line
at ∆ =−2.75GHz and ∆ =0.89GHz, respectively, are the detunings used for the results pre-
sented in Fig. 7.7. The diagrams in (b) and (c) are pictorial descriptions that describe when
the polarisation rotation signal for the F = 3 and F = 4 spins have the same sign, which is
influenced by the direction of the rf magnetic field and the probe detuning. In (b) the rf field is
parallel (0◦) to the direction of propagation of the probe beam and the detuning of the probe to
the group of transitions involving the F = 4 (black arrow) and F = 3 (red arrow) spins are the
same. In (c) the rf field is perpendicular (90◦) to the probe beam and the detuning is opposite
for the F = 4 and F = 3 spins. The direction of the spins in both (b) and (c) are shown at t = 0
and t = T/4 for both configurations.
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is positive when the spins are parallel with the direction of the probe, and negative when
the spins are anti-parallel with the probe. The polarisation rotation signal is then multiplied
by the sign (positive for blue, negative for red) of the probe detuning for the relevant spin
components.

For example, in Fig. 7.6 (b) the probe beam has the same detuning for F = 3 and F = 4 from
their respective group of transitions (either both red or blue detuned; e.g. the dot-dashed green
line at 0.89GHz is blue detuned for both) and the rf magnetic field (cyan arrow) is directed
along the probe. Hence at t = 0, when both the F = 3 and F = 4 spins are directed along the
probe beam, the polarisation rotation signal of both would have the same sign (in this example
the signal will be positive if ∆ =0.89GHz). Once the spins precess for a quarter of a period
(t = T/4, equivalent to a phase shift of 90◦) there is no signal.

In Fig. 7.6 (c) the probe beam has the opposite detuning (one is red and the other is blue
detuned, e.g. the dashed green line at −2.75GHz is red detuned for F = 3 and blue detuned
for F = 4) and the rf magnetic field is perpendicular to the probe. Now at t = 0 there is no
signal and it is at t = T/4 where the polarisation rotation signal for both will reach maximum.
However, due to the opposite detunings of F = 3 and F = 4 from their respective group of
transitions, the amplitude of the respective polarisation rotation signals will have the same
sign (in this example the signal will be positive if ∆ =−2.75GHz) even though the spins are
directed parallel and anti-parallel to the probe.

7.3.2 Defect Detection

The DFSM is applied to defect detection. The circular recess is a useful source of a secondary
field with a variable direction, which allows for an investigation into how the phase matching
condition is met for different probe detunings and rf field directions. The plots in Fig. 7.7
show the amplitude images recorded for the same 24-mm-diameter, 2.4-mm-deep recess in
a 150 × 150mm2, 6-mm-thick aluminium plate. The recess was imaged with different de-
tunings: Fig. 7.7 (a-c) were recorded with a detuning of 0.89GHz [blue detuning for both
F = 4 and F = 3 - marked with a dotted-dashed green line in Fig. 7.6 (a)] and is described
by Fig. 7.6 (b); (d-f) were recorded for a detuning of −2.75GHz from F = 3 → F ′ = 2 tran-
sition [blue detuned for F = 4, red detuning for F = 3 - marked with a dotted green line in
Fig. 7.6 (a)] and is described by Fig. 7.6 (c). These detunings were chosen so that the am-
plitude polarisation rotation signals for the F = 3 and F = 4 components were similar. The
amplitude images have been recorded at their respective detunings for phase shifts of: (a, d)
∼ 0◦, (b, e) ∼ 90◦, and (c, f) ∼ 180◦, which is shown to rotate the respective region at which
spin maser action is achieved around the perimeter of the recess.
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Figure 7.7: Amplitude images recorded for the DFSM for (a-c) the same and (d-f) the opposite
probe beam detunings from the transitions involving the F = 4 and F = 3 ground state levels
for an external phase shift of: (a, d) ∼ 0◦, (b, e) ∼ 90◦, and (c, f) ∼ 180◦. The perimeter of the
recess is marked with a dashed red circle and the respective signals from the F = 4 and F = 3
components are labelled.

Consider first a phase shift of ∼ 0◦ with a probe beam with the same detuning for F = 4 and
F = 3 [Fig. 7.7 (a)]. Signals from both are generated over the same region of the recess;
this is equivalent to the situation described in Fig. 7.6 (b) at t = 0. In fact, the phase shift
here is not exactly 0◦, if it were then the signals would fully overlap and it would not be
possible to see both since the lock-in can only demodulate the signal at a single frequency.
If the detunings are opposite [Fig. 7.7 (d)], the secondary fields from opposite edges of the
recess generate a signal for the F = 4 and F = 3 components. This is in agreement with what
is expected from the opposite probe detuning for the F = 4 and F = 3 states. When there
is a phase shift of ∼ 90◦ [Fig. 7.7 (b, e)], the region where a signal is recorded for the two
components also rotates by ∼±90◦ for the F = 4 (clockwise) and F = 3 (counter-clockwise)
signal, respectively. Figure 7.7 (e) is equivalent to the situation described in Fig. 7.6 (b) at
t = T/4. For a phase shift of ∼ 180◦[Fig. 7.7 (c, f)], it is exactly the opposite of the case
presented in Fig. 7.7 (a, d).
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7.3.2.1 Active Stabilisation

The main benefit of the spin maser system is that it is self-referenced and can follow changes in
ωL so long as the phase matching condition is met. Additionally, the DFSM provides a signif-
icant advantage over the single-frequency spin maser, since it can double the area over which
a signal from the defect is detectable. These two features can be combined to simplify the ex-
perimental setup, while maintaining reasonable spatial coverage for defect detection. The data
presented in Fig. 7.8 are the (a, c) amplitude and (b, d) frequency images (120 × 120 pixels)
recorded in the (a, b) driven (external source for the rf magnetic field) and (c, d) DFSM maser
mode of operation for a 90×90mm2, 6-mm-thick steel plate that contains a 24-mm-diameter
recess that is 2.4-mm-deep in the centre of the plate. Both images have been recorded in the
self-compensation mode. The amplitude image in the driven mode [Fig. 7.8 (a)] is what is
expected, with strong signals generated by the edges of the plate, and the ring in amplitude
at the centre representing the recess. Since the sample is magnetic, a drift of 0.61kHz in the
resonance frequency is visible in Fig. 7.8 (b) due to imperfections in the field stabilisation
system. For the measurements presented in the spin maser mode, all active field stabilisation
was turned off and the measurement was carried out in the ambient magnetic field, in the pres-
ence of 50-Hz magnetic field noise. Transverse static magnetic fields were applied so that the
measurement was still in the self-compensation configuration (bias magnetic field parallel to
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Figure 7.8: Images of the (a, c,) amplitude and (b, d) Larmor frequency recorded for a steel
plate in the (a-b) driven and (c-d) DFSM mode. In the driven mode there is active stabilisation
of the bias magnetic field; in the DFSM mode the active stabilisation was turned off.
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the primary rf field) over the centre of the plate. The bias field is predominantly defined by the
ambient magnetic field directed along the z-axis, which corresponds to a field of ωL ≈ 82kHz.
In Fig. 7.8 (d) the frequency drift has increased to 1.55kHz (the maximum and minimum
frequency value are shown by the colourbar ticks, the limits are set beyond this so that the
contrast of the frequency range can be discriminated from the background). However, it is
still possible to record signatures of the recess and the plate edge over a significant area while
in the presence of frequency drifts and 50-Hz noise.

Similarly for the results presented in Fig. 7.3, while it is required to record rf resonances for
the driven mode, the DFSM could be continuously measured. As a result, Fig 7.8 (a-b) was
recorded over 35 hours, compared to the 1 hour measurement time for Fig. 7.8 (c-d).

7.4 Conclusions

The operational frequency of the spin maser mode will be tuned to the rf resonance frequency
so long as: (1) the phase-matching condition is met, and (2) there is enough gain in the feed-
back loop to provide feedback to the atoms. The ability for the spin maser to track changes in
the bias magnetic field drastically increases the acquisition time when imaging magnetically
permeable samples, since it removes the need to record the whole rf resonance spectrum. It
also has been shown that the spin maser can work effectively without active stabilisation of
the bias magnetic field (in the presence of 50Hz magnetic field noise and dc shifts in the bias
magnetic field), which greatly simplifies the experimental requirements of the system. Since
the phase-matching condition is only met over a limited range, not all secondary fields can be
recorded by the spin maser system. However, it is possible to increase the area over which a
signal is recorded by operating in the novel DFSM mode or with an array of rf coils with a
relative phase shift between them.

As a co-magnetometer the DFSM mode presents the option for other interesting measure-
ments. It is possible to make a precise frequency ratio measurement between the signal from
the F = 4 and F = 3 components that will be broadly insensitive2 to changes in the bias mag-
netic field. These types of measurement have applications in other practical sensors such as
gyroscopes [154] and in fundamental searches for new physics [155]. Two other groups simul-
taneously presented the same concept of carrying out a frequency ratio measurement between
two hyperfine ground state levels of an alkali-metal atom, but in different systems. The first
group, Z. Wang et al., operated with a similar setup to this; however, the measurement was
carried out in the driven mode [156]; while the work of P. Gomez et al. used a magnetometer

2The Larmor frequency difference (ωL,F=3 −ωL,F=4) between the F = 3 and F = 4states is ∼ 1000 times
smaller than the Larmor frequency of each state.
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based on a Bose-Einstein condensate system [157]. The advantage of the spin maser system is
that it is an active measurement, which means it is always on resonance and could potentially
have a faster data acquisition time (high-bandwidth). The interest in the same concept from
multiple groups shows that this is a pertinent area of research and it will be the focus of fu-
ture studies. The results presented here for the DFSM are from preliminary studies that were
recorded towards the end of this body of work. What has been presented is not complete, but
it has been included because it presents a new and exciting avenue for applications of the rf
magnetometer.



Chapter 8

Outlook

This work has built an rf magnetometer that can operate in an unshielded environment and has
made significant progress in the study of the capabilities of rf magnetometers for applications
in MIT, with particular focus on the optimisation of the sensor and the understanding of the
signal response from a defect.

The rf magnetometer is attractive for MIT due to its high sensitivity, which exceeds pick-
up coils of the same volume and their ability to operate at room temperature (in contrast to
SQUIDs). This thesis has shown that these magnetometers are useful for this application be-
cause their insensitive axis can be aligned along the dominating primary field. In this configu-
ration, the sensor will only measure the components of the secondary field that are generated
by a defect, resulting in a high-contrast imaging scheme. Usefully, the imaging resolution of
the system was also shown to be dependent on the coil size and not the size of the vapour
cell used in this work, meaning the cell size can be independently optimised for the magne-
tometer’s sensitivity and footprint. The measured signal response to the presence of a defect
was confirmed with numerical modelling, enabling a robust understanding of how the spatial
distribution of the secondary field affects the amplitude and phase of the magnetometer signal.
This thesis has used the sensor to discriminate between defects of different sizes (diameter
and depths), which could be used for tomographic characterisation of a defect once calibrated.
The attraction of MIT is that rf fields can penetrate through barriers. An interesting result of
this thesis is that there is an optimum frequency of rf field at which point inductive coupling
(generating a strong signal) is balanced with penetration into the object (to detect deep de-
fects). This optimum was shown to change with barrier thickness and it is expected it will also
change with the sensitivity of the rf magnetometer and the strength of the primary rf field.

An outstanding issue in the field of MIT is the distinction between the dynamics of the sec-
ondary field generated by eddy currents and local magnetisation of the sample. This work
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clearly identified these two different mechanisms by the difference in the direction of the sec-
ondary field. Further study is required to understand the penetration depth of the primary field
through local magnetisation and its frequency dependence. Initial empirical investigations into
this area have begun, and the COMSOL multi-physics software package is a promising tool to
study these dynamics from a theoretical point of view.

More generally, two important findings were made concerning the operation of the rf mag-
netometer. The first was the identification and demonstration of a laser configuration, which
reduced the two-beam optical pumping and probing scheme to a single-beam, while maintain-
ing the same indirect-pumping and off-resonant probing action that was shown to be benefi-
cial to the optimisation of the performance of the sensor. Although the single-beam scheme
requires more optical power than the two-beam scheme, it was demonstrated to work with
a VCSEL. The reduction in beam number drastically reduces the complexity of the sensor,
and the use of VCSELs will significantly aid miniaturisation (reduction of size, weight, and
power). The second was the demonstration of the spin maser mode for MIT. As the sensor is
self-referenced, the signal is always on resonance. This meant that MIT measurements could
be carried without the need for active stabilisation of the bias magnetic field. When combined,
these two features relax the experimental requirements of the sensor and pave the way forward
to building a practical sensor with real-world applications.

This work also presents the first demonstration of the DFSM within a single isotope, operating
simultaneously on the two hyperfine ground states of caesium. This mode was shown to
be useful for MIT as it increases the coverage of defect detection. However, the ability to
make a frequency ratio measurement has applications in many other areas of physics, such as
gyroscopes and coupling to exotic physics.

The work surrounding this thesis has generated significant output in terms of patent applica-
tions, published papers, and novel ideas in fundamental and applied physics. The existing
sensor is well optimised for the applications presented here, but future research aims are to
utilise the ideas and understanding gained over the last four years to develop a miniaturised
sensor that has a range of applications.
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Appendix A

Instrumentation

A.1 Translation Stage

Many results presented in this work are images constructed of the amplitude and phase of indi-
vidual rf spectra, measured at different positions over the surface of an object. This is achieved
by raster scanning the object underneath the magnetometer using an two orthogonally orien-
tated, electronically controlled, belt driven stepper motors (Ooznest NEMA 1705HS200A).
This device makes a 0.184mm (1.8◦) step when it receives a 1V pulse. Two stepper motors
were combined to create a 2D translation stage. Each motor creates a directional magnetic
field when in action, which is detectable by the magnetometer. As a result, the stepper motors
are located ∼ 1m away from the sensor and the scanning direction is kept constant during
measurements. As a 2D image is created by scanning a line along one axis before taking an
incremental step along the other, the stepper motor must return to its origin along the first
scanned axis before scanning the next line, doubling the overall measurement time.
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