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Abstract

Hypersonic vehicles that travel through rarefied gas environments are very expen-

sive to design through experimental methods. In the last few decades major work

has been carried out in developing numerical methods to capture these types of

flows to a certain degree of accuracy. This accuracy is increased using particle

based numerical techniques as opposed to continuum computational fluid dynam-

ics. However, one of the modern problems of particle based techniques is the high

computational cost associated with it.

This thesis presents an enhanced open-source particle based technique to cap-

ture high speed rarefied gas flows. This particle based technique is called dsmc-

Foam and is based on the direct simulation Monte Carlo technique. As a result

of the author’s work dsmcFoam has become more efficient and accurate.

Benchmark studies of the standard dsmcFoam solver will be presented before

introducing the main advances. The results of the benchmark investigations are

compared with analytical solutions, other DSMC codes and experimental data

available in the literature. And excellent agreement is found when good DSMC

practice has been followed. The main advances of dsmcFoam discussed are a

routine for selecting collision pairs called the transient adaptive sub-cell (TASC)

method and a dynamic wall temperature model (DWTM). The DWTM relates

the wall temperature to the heat flux. In addition, verification and validation

studies are undertaken of the DWTM.
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Furthermore, the widely used conventional 8 sub-cell method used to select

possible collision pairs becomes very cumbersome to employ properly. This is

because many mesh refinement stages are required in order to obtain accurate

data. Instead of mesh refinement the TASC technique automatically employs

more sub-cells, and these sub-cells are based on the number of particles in a cell.

Finally, parallel efficiency tests of dsmcFoam are presented in this thesis along

with a new domain decomposition technique for parallel processing. This tech-

nique splits up the computational domain based on the number of particles, such

that each processor has the same number of particles to work with.
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Chapter 1

Introduction

Hypersonic vehicles that travel through rarefied gas environments are very ex-

pensive to design through experimental methods, however in the last few decades

major work has been carried out in developing numerical methods to capture

these types of flows to a certain degree of accuracy. This accuracy is increased

using particle based numerical techniques as opposed to continuum computa-

tional fluid dynamics (CFD) but one of the modern problems of this is the high

computational cost associated with it. The key goal of the PhD research was

to enhance an open-source particle based technique to capture such flows and

as a result of the work this particle based technique, discussed in more detail in

the following chapter and based on the direct simulation Monte Carlo (DSMC)

method, has become more efficient and accurate.

Despite the high cost associated with the development of very high speed

vehicles, the E.U. is funding a ten million Euro long-term advanced propulsion

concepts and technologies (LAPCATII) project [6] to find an ecofriendly, hyper-

sonic civilian vehicle. This has already generated three concept vehicles that are

undergoing design trials. At altitudes of several tens of kilometres, and speeds in

excess of Mach five, the dilute but high-enthalpy gas flow environment in which

1
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these hypersonic vehicles manoeuvre requires simulation techniques, that capture

the challenging physics of the bow shock, shock layer radiation, dissociation and

ionization, heat generation, surface ablation and recession, flow separation and

re-compression in both equilibrium and non-equilibrium gas conditions.

As part of this PhD studies have already been undertaken [7–9] to test the

aerodynamic design of one of these aircraft: Skylon, designed by Reaction Engines

Ltd, an Oxfordshire-based SME, to be an unpiloted re-usable space-plane pow-

ered by hydrogen fuelled, turbine-based combined-cycle engines. This research

will impact Reaction Engines Ltd and the Skylon project directly, enhancing its

competitiveness against the other designs. The multidisciplinary applications of

non-equilibrium flows means this research may also impact the pharmaceutical,

manufacturing, mechanical, chemical, environmental and electronics industries:

designers, developers and manufacturers will benefit from an enhanced modelling

and design capability, for example designing next-generation space systems and

microsensors. Governmental and non-governmental agencies will also benefit from

this work: for example, the Beagle 2 spacecraft crash [10] may have been avoided

if a non-equilibrium aero-thermodynamic instability in its flight through the Mar-

tian atmosphere had been properly taken into account. In the longer term, the

work contained in this thesis may be incorporated into simulation tools for indus-

tries concerned with non-equilibrium transport physics, including modern mate-

rials processing, chemical and environmental engineering.

This chapter provides the structure of the thesis and briefly describes the

concepts of rarefied gas dynamics and the Boltzmann equation - widely used by

the numerical methods found in the literature and is considered as the governing

numerical equation of gas dynamics.
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1.1 Thesis structure

This thesis presents an introduction to the DSMC method in Chapter two and

outlines the main features of the open-source version of DSMC, called dsmcFoam

which has been used for the investigations in this thesis. This chapter also briefly

presents other DSMC codes available around the world. In addition, parallel

efficiency studies are presented of this new DSMC code and they were carried out

on high performance computers at the University of Strathclyde and Argonne

National Laboratory (U.S.) [11]. Also, a new domain decomposition method is

presented to increase the efficiency of parallel dsmcFoam simulations.

Benchmark studies of dsmcFoam are presented in chapter three. The results

of the benchmark investigations are compared with analytical solutions, other

DSMC codes and experimental data available in the literature.

Chapter four introduces a sub-routine for processing the collisions of particles

in dsmcFoam. This sub-routine, called the transient adaptive sub-cell (TASC)

routine, is used when dsmcFoam chooses possible particle collision pairs. The

current widely used conventional method becomes very cumbersome to employ

properly as a lot of mesh refinement stages are required in order to obtain accurate

data. The technique employs more sub-cells instead of mesh refinement.

In most DSMC systems that involve hypersonic gas flows over surfaces the

wall temperature is closely related to the heat flux. However, in practice the

wall temperature is assumed to be isothermal and fixed to a value over the entire

surface. This is not reasonable and is discussed in more detail in chapter five

along with an alternative boundary condition called the dynamic wall temper-

ature model (DWTM) which has been introduced into dsmcFoam. Verification

and validation investigations of the boundary condition are also presented in that

chapter.
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Finally, in chapter six the research presented in this thesis will be summarised.

1.2 Rarefied gas dynamics

This section outlines the history and the background of kinetic theory and briefly

describes the governing equation of gas flows. Also, the Knudsen number is

described which is used to define the degree of rarefaction in a gas flow and as a

result helps one choose the most appropriate numerical method for a particular

system.

1.2.1 Brief history of rarefied gas dynamics

The kinetic approach to gas flows forms the basis of rarefied gas dynamics. Over

one-hundred and fifty years ago it was thought that all molecules in a gas move

around with the same speed [12], however, this theory was invalid and was super-

seded in 1859 when Maxwell [13] introduced a statistical approach to describe the

gaseous medium, that is Maxwell first presented the velocity distribution function

and delivered its interpretation in an equilibrium form. Approximately ten years

later Boltzmann [14] determined the kinetic relation that describes the evolution

of the distribution function for non-equilibrium systems [12].

In 1909 Knudsen [15] pioneered experiments in rarefied gas dynamics that

initiated the development of a new technique based on the kinetic theory of gases

to determine this gas phenomena analytically. When conducting experiments

and in particular while measuring the flow rate through a tube at a low pressure,

Knudsen observed a departure from the Poiseuille expression. This low pressure

was not in the continuum regime and the deviation was present as the Poiseuille

expression did not apply to non-continuum systems.

A couple of years after these experiments progress had increased by En-
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skog [16], Hilbert [17] and Chapman [18] to analytically solve the Boltzmann

equation by expanding the distribution function to account for the Knudsen num-

ber. However, this proved to be a challenge for the rarefied gas flow community

and the findings from the expansion resulted in a complicated relationship be-

tween the transport coefficients and intermolecular potential.

Just under sixty years ago, the so-called model equations [19, 20] were intro-

duced which drastically reduced the computational requirements in determining

the phenomena in a rarefied gas. Within the next few years since the introduc-

tion of the model equations all classical problems of gas dynamics were solved

using these equations. Some of these problems included Couette flow, Poiseuille

flow, and heat transfer between two plates and these were determined over a

wide range of gas rarefactions. The model equations even to this day are used to

determine the flow phenomena of a gas, as solving the exact Boltzmann equation

analytically is still a challenge for most modern supercomputers.

1.2.2 The kinetic theory

Here a brief history and background of kinetic theory is provided.

Brief history of the kinetic theory

The book Hydrodynamica published in 1738 by Daniel Bernoulli, a Swiss physicist

and mathematician, developed the foundation of the kinetic theory of gases. This

theory of gases describing a number of molecules travelling in all direction is

widely used to this day for example the pressure felt on a surface is due to

the gas molecules impinging on it and the heat experienced in air is due to

the motion of the molecules. At the time the conservation of energy theory

(elastic molecule collisions) was not prescribed, therefore the kinetic theory was
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not initially accepted by other scientists.

In 1856 a simple gas-kinetic model [21] was introduced, but the molecules

were limited to bearing a translational mode only. However, in the following

year Clausius [22] had introduced a more advanced model that accounted for the

rotational and vibrational modes too. In 1859 the first statistical law related to

molecules [23] was presented by Maxwell, this introduced the Maxwell distribution

of molecular velocities that indicated a quantity of molecules have a particular

velocity in a specific range. Even at the time when these theories were formulated

there was still a lot of scepticism that molecules were not physical but hypothetical

objects [24]. But the turning point was in 1906 when two papers [25, 26] built

on kinetic theory successfully convinced the scientific community of the existence

of molecules and this was experimentally verified by Perrin in 1908 to 1923 [27,

28]. Furthermore, Maxwell’s theory is now generalised and called the Maxwell-

Boltzmann distribution and this is widely used in many modern applications

involving rarefied gas flows.

Brief background of kinetic theory

The kinetic theory of gases uses a statistical representation of dilute systems

by describing it as a large number of individual molecules that are in random

motion and interacting with one another and bounding surfaces. It builds up

the macroscopic phenomena from the dynamics of molecules, using probability

theory, at a microscopic level. It is important to note that all collisions in kinetic

theory are considered as binary as in a dilute gas three or more molecules in one

collision is not considered likely [29]. Also, in a dilute system the average distance

between molecules is larger than deff , the effective diameter of molecules, and
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Garcia [30] describes this as

deff <<
3

√

V

Nmolec
, (1.1)

in a volume, V , that contains a number of molecules, Nmolec. As a result Boltz-

mann’s molecular chaos assumption [31], that is the velocities and positions of

particles colliding with each other are uncorrelated, is valid since a sufficient

separation distance between molecules allow the inter-molecular potentials to be

neglected.

Classical mechanics can accurately model the interactions of molecules in a

dilute environment. By assuming the molecules interact with each other with a

pairwise force relative to the distance that separates them, then the dynamics of

molecules in a system can be described by an equation of motion:

d2

dt2
ri =

1

m

N
∑

j=1

j 6=i

Fij, (1.2)

where Fij is the force of molecule j imparted on molecule i, t is the time-step and

m is the mass of a molecule that has a position ri. By evaluating these ordinary

differential equations the future state of a system can be determined and this is

the backbone of the molecular dynamics (MD) numerical method. MD has been a

reliable tool for evaluating micro and nano systems [32, 33]. However, these types

of simulations can be very expensive even on modern supercomputers. Garcia

explains [30] for a gas simulation of a million molecules occupying a volume

of 0.037 µm3 takes a supercomputer an hour to evolve the system by a few

nanoseconds of physical time. One microsecond of water flow [34] in a channel of

dimensions 10×20×100 nm requires up to ten years using a modern computer.

The large number of molecules can be used as an advantage in statistical me-
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chanics of dilute systems. The instantaneous state of any molecule in a system is

ignored in statistical mechanics and probabilities are used and average quantities

are computed. Therefore the very large number of molecules in a system are an

advantage as the quantities can be averaged over a large sample. Furthermore,

dilute systems usually assume that a molecule’s energy is in fully kinetic form

(ideal gas).

The probability of a molecule in a system with a random or thermal speed

between c′ and c′ + dc′, f(c′)dc′, is

f(c′)dc′ = 4π
( m

2πkT

)
3
2

(c′)2e−
m(c′)2

2kT dc′, (1.3)

where k and T represent the Boltzmann constant and temperature, respectively.

This distribution is known as the Maxwell-Boltzmann distribution and various

quantities can be determined from this. For example, the average speed of a

molecule, < c′ >, is determined as

< c′ > =

∫ ∞

0

c′f(c′)dc′ =
2
√
2√
π

√

kT

m
, (1.4)

and the root mean square speed, c′rms, of a molecule as

c′rms =
√

< (c′)2 > =

√

∫ ∞

0

(c′)2f(c′)dc′ =
√
3

√

kT

m
. (1.5)

Thus, the average kinetic energy, < ke >, of a molecule is

< ke > = <
1

2
m(c′)2 > =

3

2
kT, (1.6)

and this satisfies the equipartition theorem [30], that is it relates the temperature

of a system with the average energy. Finally, the speed at which f(c′) has a
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maximum is termed the most probable speed, c′mp, and is computed as

d

dc′
f(c′)

∣

∣

∣

∣

c′=c′mp

= 0 (1.7)

⇒ c′mps =
√
2

√

kT

m
. (1.8)

These three velocities are indicated on the Maxwell-Boltzmann distribution, il-

lustrated in figure 1.1, and based on the data of Garcia [30] for Nitrogen at a

temperature of 273 K.
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Figure 1.1: The Maxwell-Boltzmann distribution of molecular thermal speeds of Nitrogen
at a temperature of 273 K. The average, root mean square and most probable speeds are
marked on the graph.
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Macroscopic properties are mostly used in designing real engineering appli-

cations therefore it is important to determine properties such as density and

temperature from molecular information. The following will outline the method

to determine the macroscopic properties and they apply for both equilibrium and

non-equilibrium systems. For simplicity, they are restricted to a single species

gas with energy in the translational and internal modes only. The most basic

property to define is the number density, n, and is written as

n =
Nmolec

V
. (1.9)

Using the number density the mass density, ρ, is determined as

ρ = nm. (1.10)

The other most common macroscopic properties of interest are based on the

transport of mass, momentum and energy caused by the motion of the molecules.

The thermal velocity, c’, is the instantaneous velocity of a molecule relative to

the macroscopic stream velocity, U,

c’ = c−U, (1.11)

where U is the mean value of the instantaneous molecular velocities, c. By con-

sidering an element of gas from a reference frame moving with the local macro-

scopic stream velocity, the macroscopic properties of interest can be characterised

as average values taken over the molecules’ thermal velocities.

The pressure tensor, ptens, has nine components [4] and in a simple form is

written as

(ptens)ij = ρc′ic
′
j , (1.12)
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where the subscripts i and j account for three values each and each value repre-

sents a component of the vector along the x, y and z directions and they are:

c′
1
= c′x, (1.13)

c′
2
= c′y, (1.14)

and c′
3
= c′z. (1.15)

The average of the three normal components of the pressure tensor defines the

scalar pressure, p,

p =
1

3
ρ
(

(c′x)
2 + (c′y)

2 + (c′z)
2

)

=
1

3
ρ(c′)2, (1.16)

and if the gas is in equilibrium all three normal components are equal and the

calculation simply becomes the product of the mass density and the mean of the

square of any normal component of the thermal velocity.

The viscous stress tensor, τtens, is defined as

τtens ≡ τij = −
(

ρc′ic
′
j − δKij p

)

, (1.17)

where the Kronecker delta, δKij , has the conditions that if i = j then δKij = 1 or if

i 6= j then δKij = 0.

The specific energy related to the translational motion, etra, of a molecule is

etra =
1

2
(c′)2, (1.18)

where the average kinetic energy related to the same motion is equal to the

product of the same terms, on the right hand side of the above equation, and the
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mass of a molecule. The above equation is combined with equation 1.16 to form,

p =
2

3
ρetra, (1.19)

and this can be equated to the ideal gas law,

p = ρRT = nkT, (1.20)

where R is the gas constant, to form,

3

2
kTtra =

1

2
m(c′)2 =

1

2
m

(

(c′x)
2 + (c′y)

2 + (c′z)
2

)

(1.21)

or
3

2
RTtra = etra =

1

2
(c′)2. (1.22)

Even though the thermodynamic temperature is defined as an equilibrium gas

property, the above relations suggest the equation of state applies to a dilute gas,

whether it is in equilibrium or not, for the translational temperature Ttra. Also,

this is the only temperature in a monatomic gas but diatomic and polyatomic

molecules also have an internal energy that has rotational and/ or vibrational

modes. The internal temperature, Tint, is defined as

1

2
gintRTint = eint, (1.23)

where gint and eint represent the number of internal degrees of freedom and spe-

cific energy related to the internal modes, respectively. Also, this definition is

consistent with the definition associated with the translational temperature in

equation 1.22. Furthermore, the values of the translational and internal temper-

atures in an equilibrium system are equal and therefore either can be associated
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with the thermodynamic temperature of the gas. However, for non-equilibrium

systems an overall temperature, Tove, may be used and is defined as the weighted

average of the translational and internal modes:

Tove =
3Ttra + gintTint

3 + gint
, (1.24)

where the number three represents the number of translational degrees of freedom.

In addition, this temperature definition is not applicable to the ideal gas law in

a non-equilibrium system [4].

Finally, the heat flux vector, qvec, is calculated as

qvec =
1

2
ρ(c′)2c’+ nεintc’, (1.25)

where εint is the internal energy of a molecule and is defined as

εint = eintm. (1.26)

For clarity, the component of heat flux in the y-direction, qy, is

qy =
1

2
ρ(c′)2c′y + nεintc′y. (1.27)

1.2.3 The Boltzmann equation

For gas flows, the Boltzmann equation describes the evolution in phase space

of the velocity distribution function [35]. The phase space is a combination of

physical and velocity space. The Boltzmann equation, for a single species and
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monatomic gas, is written as [4]

∂(nf(c))

∂t
+ c

∂(nf(c))

∂rvec
+ Fext

∂(nf(c))

∂c
= J (f(c), f ∗(c)) , (1.28)

where t, rvec and Fext represent the time, position vector and external force, re-

spectively. J (f(c), f ∗(c)) is the collision integral that represents binary collisions

and is defined as

J (f(c), f ∗(c)) =

∫ ∞

−∞

∫

4π

0

n2 (f ∗(c)f ∗(c1)− f(c)f(c1)) crσccsdΩcsadc1, (1.29)

where cr, σccs and dΩcsa represent the relative speed of two colliding molecules,

collision cross-section and differential collision solid angle. c1 represents the ve-

locity of the other molecule of the collision pair.

The Boltzmann equation can be used to describe all flow regimes, on the

assumptions that binary collisions and molecular chaos are met, however it is

very expensive to solve numerically, even in the above form for dilute gases due

to the non-linear behaviour of the collision integral.

1.2.4 The Knudsen number

The study of gases numerically is important for all conditions that nature pro-

vides, however it is important that the correct method for predicting a particular

gas flow is chosen such that it produces accurate phenomena efficiently. The

most common methodology adopted in choosing a technique is by defining the

Knudsen number (Kn),

Kn =
λ

L
, (1.30)

where λ represents the molecular mean free path, that is the mean distance a

molecule travels before it collides with another molecule, and L represents the
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characteristic length scale of a system. In addition, the above definition is also

known as the body-length global (BLG) Knudsen number, KnBLG. By replacing

the mean free path, in the above definition, with the local mean free path, λloc, it

is then termed the body-length local (BLL) Knudsen number, KnBLL. Another

definition is called the gradient-length local (GLL) Knudsen number, KnGLL, and

is written as

KnGLL =
λ

ψ

∣

∣

∣

∣

dψ

dl

∣

∣

∣

∣

, (1.31)

where ψ is a quantity of interest, for example pressure, density, temperature or

velocity magnitude and the derivative represents the maximum gradient and l

is some distance between two points in the flowfield. Boyd et al. [36] proposed

this definition, after carrying out investigations of one-dimensional normal shock

waves and two-dimensional bow shocks, as a continuum breakdown parameter.

Figure 1.2 shows all flow regimes, based on [4, 37, 38], and indicates the accu-

racy and efficiency routes too. At low Knudsen numbers the gas is dominated with

molecules colliding with one another and is in thermodynamic equilibrium, how-

ever as the Knudsen number increases from 0.1 non-equilibrium effects become

important, that is the overall temperature of a gas departs from the tempera-

ture caused by the translational and internal modes and the velocity distribution

function is not of Maxwell-Boltzmann form. Since molecules colliding with one

another and surfaces drives the state to equilibrium non-equilibrium phenomenon

in a gas is established due to the scarce number of collisions occurring. Hence, the

non-equilibrium phenomenon becomes more important with increasing Knudsen

number or rarefaction. Each of the regimes illustrated in figure 1.2 are described

next.
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Figure 1.2: The flow regimes and limits on the mathematical models and the accuracy
and efficiency routes in calculating the gas flow.

Continuum regime

The continuum regime decribes gas flows that are in equilibrium or very close

to it. Such flows are driven to this state due to the molecular collisions with

other molecules or surfaces occurring abundantly in a small amount of time in

comparison to the macroscopic time scale. The Navier-Stokes equations are pre-

dominantly used in this regime as it is very efficient in predicting the flow phe-

nomena. The Navier-Stokes equations can be derived from the Chapman-Enskog

expansion of the Boltzmann equation [39] where the Chapman-Enskog solution

is a power-series solution of the Boltzmann equation.

Although molecule-based methods can solve the flows in this regime they are

not necessary as all the macroscopic properties can be characterised as average

values in cells that are larger than the microscopic phenomena of the gas. Further-

more, molecule-based methods are very expensive for large length-scale problems

in the continuum regime. Ahmad et al. [7] investigated the aerothermodynamics

of a full-size re-entry vehicle at many altitudes using a particle-based technique
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called dsmcFoam and it was found that as the altitude decreased the number of

particles required in the simulation increased and as a result increased the com-

putational time. Also, as the Knudsen number becomes close or equal to zero,

molecular diffusion can be neglected and the Navier-Stokes equations reduce to

the inviscid Euler equations [37].

Slip regime

As stated previously a gas is driven to an equilibrium state due to the abundant

number of collisions occurring, however, as the Knudsen number increases there

are an insufficient number of collisions to drive the state to equilibrium. As result

the gas starts to experience a non-equilibrium behaviour, in particular close to

any bounding surface. This phenomenon is observed when the wall temperature

and velocity represented as TW and UW , respectively, are not the same to the gas

temperature and velocity represented as Tgas and Ugas, respectively. These occur-

rences are known as the temperature jump and velocity slip. The Navier-Stokes

equations can be extended into the slip regime by the addition of Smoluchowski’s

temperature jump [40] and Maxwell’s velocity slip [41] boundary models. For

planar surface they are described as [37]

Tgas − TW =
2− σTA
σTA

[

2γ

γ + 1

]

λ

Pr

(

∂T

∂y

)

W

(1.32)

and Ugas − UW =
2− σTMA

σTMA
λ

(

∂U

∂y

)

W

+
3

4

µ

ρTgas

(

∂T

∂x

)

W

, (1.33)

where x and y are the streamwise and normal directions, respectively. σTA

and σTMA are the thermal-accommodation coefficient and tangential-momentum-

accommodation coefficient, respectively and the reader is referred to [37] on how

they are calculated. Also, γ, Pr and µ represent the specific heat ratio, Prandtl
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number and dynamic viscosity, respectively.

Transition and free-molecular regimes

The Boltzmann equation can be calculated with less difficulty in the free-molecular

regime, as in this regime the collision integral can be set to zero. However, a solu-

tion to the Boltzmann equation is difficult to acquire in the transition regime, as

molecular collisions are present and they can influence the dynamics of the gas.

Attempts have been made at solving the Boltzmann equation, in the transi-

tion regime, with certain assumptions. The first method involves the moments

taken of the Boltzmann equation [39, 42], Vincenti and Kruger [35] have shown

the Boltzmann equation simplifies when the moment is taken to be the mass,

momentum or energy, as the change in the moment of the collision integral is

zero. Recent studies [43] have extended the moment method, but it still cannot

solve gas flows over complex three-dimensional geometries and is limited to simple

problems such as Couette and Poiseuille flows. The other method makes use of

the so-called model equations briefly mentioned in section 1.2.1, for example the

Bhatnagar-Gross-Krook method [19, 20], this simplifies the collision integral of

the Boltzmann equation but is limited to gas systems that involve a small depar-

ture from equilibrium. However, the collision integral can be linearised and the

Boltzmann equation solved without the need of high performance computers [4].

The DSMC method overcomes the computational and numerical limitations

that are present with using the Boltzmann equation directly, model equations or

moment methods for simulations over complex three-dimensional geometries in

the transition regime. In addition, the DSMC technique prevails over the Navier-

Stokes equations at capturing the non-equilibrium phenomenon effectively. The

DSMC method, a stochastic particle method that produces a solution to the

Boltzmann equation [44], has now become the dominant numerical technique in
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solving gas flows in the transition regime and this technique is employed for all

investigations considered in this thesis. A thorough investigation of this method

is provided in the following chapter.

1.3 Project objectives and key developments

The open source DSMC code, called dsmcFoam, was recently written within

the framework of the open source computational fluid dynamics (CFD) toolbox

OpenFOAM [45] using the underlying principles of the open source molecular dy-

namics solver created by Macpherson [46], also in the OpenFOAM environment.

dsmcFoam was developed by OpenCFD Ltd and the University of Strathclyde.

This thesis focusses on the benchmarking of this new open source DSMC code

and outlines techniques for dsmcFoam, introduced by the author, to improve

the efficiency and accuracy of simulations. Furthermore, the author has investi-

gated the aero-thermodynamics over re-usable single-stage to orbit space-planes,

called Skylon and CFASTT-1. The latter space-plane has been developed by the

author and others from the research group called Centre for Future Air-Space

Transportation Technology at the University of Strathclyde. Due to the length

requirements the Skylon and CFASTT-1 investigations have not been considered

in this thesis, however for more information on those studies the reader is referred

to References [7–9]. The main contributions by the author, that are discussed in

this thesis, are:

• Parallel efficiency studies carried out of dsmcFoam on high performance

computers at the University of Strathclyde and Argonne National Labora-

tory (U.S.).

• A new domain decomposition method developed to increase the efficiency of
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parallel dsmcFoam simulations. The domain is split up in a way that each

processor has approximately the same number of particles to work with.

• Benchmarking of dsmcFoam with analytical solutions, other established

DSMC codes and experimental data available in the literature.

• A TASC routine to increase the accuracy, from a microscopic point of view,

of dsmcFoam simulations without the need to refine the mesh.

• A radiative-based wall boundary model, called the DWTM, introduced into

dsmcFoam to provide a surface temperature definition related to the heat

flux.

The work that has been carried out by the author is building on one of the only

open-source DSMC codes available.

1.4 Published papers

The work during the PhD studies has contributed to the following papers:

1. Abdul O. Ahmad, Thomas J. Scanlon and Richard E. Brown. Aerody-

namic environment of the Skylon configuration under rarefied flow condi-

tions. Technical report to the German aerospace center (DLR) and Reaction

Engines, 2010.

2. Abdul O. Ahmad, Thomas J. Scanlon and Jason M. Reese. Capturing

shock waves using an open-source, direct simulation Monte Carlo (DSMC)

code. Proceedings of the fourth European conference for aerospace sciences,

St. Petersburg, Russia, 2011.
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3. Abdul O. Ahmad, Thomas J. Scanlon and Jason M. Reese. Benchmarking

a new, open-source direct simulation Monte Carlo (DSMC) code for hyper-

sonic flows. Proceedings of the twenty-eighth international symposium on

shock waves, Manchester, U.K., 2011.

4. Abdul O. Ahmad, Christie Maddock, Thomas J. Scanlon and Richard E.

Brown. Prediction of the aerodynamic performance of re-usable single-

stage to orbit vehicles. Proceedings of the first international space access

conference, Paris, France, 2011.

5. Romain Wuilbercq, Abdul O. Ahmad, Thomas J. Scanlon and Richard

E. Brown. Towards robust aero-thermodynamic predictions for re-usable

single-stage to orbit vehicles. Proceedings of the eighteenth AIAA/ 3AF

international space planes and hypersonic systems and technologies confer-

ence, Tours, France, AIAA Paper 2012-5803, 2012.



Chapter 2

The DSMC technique

The direct simulation Monte Carlo algorithm, a stochastic molecular numeri-

cal method, is predominantly used to model dilute flows. Developed over forty

years ago by Bird [4] the DSMC technique has over-time incorporated sophis-

ticated features such as virtual sub-cells [47] for nearest neighbour collisions,

variable time-steps and mesh refinement/ coarsening [2, 48, 49]. As a result the

DSMC technique is now the dominant numerical technique in solving complex

and rarefied engineering applications that include re-entry gas flows over space-

craft [7–9, 50–59] to gas flows through micro-channels [60–64]. As discussed in the

previous chapter, the Boltzmann equation is also appropriate for modelling these

flows but due to its complex collision term, it is challenging to solve numerically.

Furthermore, Wagner’s proof [44] has shown DSMC to provide a solution to the

Boltzmann equation as the ratio of simulated DSMC molecules to real molecules

in the gas flow tends towards the true value, that is this ratio tends to one.

This chapter provides an introduction to DSMC and the methodology behind

it. It then briefly discusses the established DSMC codes used in the literature,

and provides a description of the standard dsmcFoam code including its efficiency

in parallel setups. A new domain decomposition method for parallel dsmcFoam

22
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systems is also introduced that speeds up the simulations in comparison to current

methods.

2.1 Introduction

Real gas flows may be modelled using the direct simulation Monte Carlo method

by using simulator particles that represent a large number of real atoms or

molecules. Earlier DSMC calculations were limited to particles in the order of

hundreds due to the computational resources available at that time, for example

the first DSMC publication used five-hundred DSMC particles [65], modern com-

puters can simulate several million particles. In addition, with the use of modern

high performance computers more than a billion particles may be simulated -

parallel efficiency studies of dsmcFoam are investigated using up to two billion

particles in section 2.3.4.

The DSMC technique allows particles to move and collide using kinetic theory

considerations that treat the equilibrium and non-equilibrium gas flow behaviour

with sufficient accuracy. DSMC considers molecular collisions using stochastic

rather than deterministic procedures - used by MD calculations. The decou-

pling of particle ballistic motion and particle collisions, over a time-step that is

roughly a third of the mean collision time, improves the computational efficiency

of DSMC greatly in comparison to systems that employ MD. However, DSMC

is still computationally expensive as it needs to track a huge number of particles

and process many collisions, and it needs to do this for many time-steps to reduce

the statistical scatter to an adequate level.

Furthermore, DSMC requires a computational mesh to process the collisions

but more importantly to recover the macroscopic properties. The collision part-

ners can only be chosen in a mesh cell, this promotes particles that are close to
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each other to collide, and to ensure this is as realistic as possible the size of the

cell has to be a fraction of the local mean free path. However, the size of the cell

becomes less important with the use of eight sub-cell [4] or transient adaptive

sub-cell [5] methods.

In 1963 Bird presented the first DSMC paper [65] and this dealt with the

relaxation to a Maxwellian speed distribution of hard sphere molecules, of which

all were initially assigned the same velocity. In addition, the molecule velocities

were only stored during the simulation and the collisions were based on the rela-

tive velocity of the two randomly selected colliding particles. The foundation of

processing these collisions is used in modern DSMC simulations but the theory

has been extended to include variable cross-sections, that is the collision cross-

section of the two colliding particles is a function of their relative velocity. This

method was developed by Bird [4, 66] and is called the variable cross-section hard

sphere (VHS) model. In addition, Bird’s no-time-counter (NTC) technique built

into the DSMC method is used to determine the correct collision rates and this

is discussed in the following section.

From 1964 to 1968 shockwave structures were initially investigated by Bird

using DSMC in environments that were constrained to single species [67, 68]

and gas mixtures [69]. In addition, the theory of a DSMC simulator particle

representing more than one real molecule was introduced. In 1970, Bird then

investigated the breakdown of translational and rotational equilibrium of diatomic

molecules [70]. Soon after, a phenomenological model that redistributed energy

between translational and rotational modes was presented [71] and called the

Larsen-Borgnakke model [4, 72]. And this has more recently been extended to

include the vibrational mode [4, 73] and is used in modern DSMC calculations.
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2.2 Methodology

A flowchart of the standard DSMC methodology is illustrated in figure 2.1. After

defining the physical extent of the computational domain, for example simulat-

ing gas flows over re-entry vehicles or through micro-channels, the first step is

to initialise the system by introducing DSMC particles into the computational

mesh. The macroscopic density, velocity and temperature is used to determine

the amount of DSMC particles required in the system, and the thermal veloc-

ities of each particle are based on the Maxwell-Boltzmann distribution at the

macroscopic translational temperature. If systems also require internal modes of

energy, they can be determined by the macroscopic internal temperatures that are

in the rotational or vibrational form. Sampling from the distribution functions

are described in detail in Appendix C of Reference [4].

The second step is the movement of the particles, this respectively includes

inserting and deleting any particles that move in and out of the computational

domain, and processing the interactions with the wall boundaries. The particles

are first entered into the system through the inlet boundaries according to the

equilibrium Maxwellian distribution function [4], therefore the inlet number flux,

Ṅinlet, is defined as

Ṅinlet =
ninlet

√
kTinlet [exp (−ζ2 cos2θn) +

√
πζ cosθn {1 + erf (ζ cosθn)}]√

2mπ
,

(2.1)

where n, T, m and k represent the number density, temperature, mass and Boltz-

mann constant, respectively. Also, the subscript inlet indicates the properties at

the inlet boundary and using the inlet flow velocity, Uinlet, the molecular speed

ratio, ζ , is determined as

ζ =
Uinlet√
2RTinlet

, (2.2)
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Yes

No

Figure 2.1: Flowchart of the basic DSMC methodology.
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where R is the gas constant. In addition, the angle between Uinlet and the unit

normal vector of the inlet boundary is represented by θn.

The movement of the particles is then processed using their respective velocity

vectors and the time-step - normally set to be a fraction of the mean collision time.

Once the particles are moved they either remain in the same mesh cell or occupy

the neighbouring cells, this may include moving into a different processor zone.

Furthermore, particles that interact with the wall boundaries are reflected off the

wall according to a molecular surface model and the most common models incor-

porate the specular and/ or Maxwellian diffuse reflections. The specular reflection

model simply reverses the perpendicular component of the particle’s velocity and

diffuse reflections reset the velocity according to the biased-Maxwellian [74] for

the normal component and the standard Maxwell-Boltzmann distribution for the

parallel components. Wall macroscopic properties are then determined based on

the pre- and post-interaction properties, that is momentum or energy, of particles

that strike the wall. These macroscopic properties include surface pressure, heat

transfer and shear stress. In the third step, the particles are re-indexed to the

mesh cells as the following steps performing the collisions and sampling are based

on this information.

The fourth step defines the collision pairs that can occur and this is performed

in a probabilistic manner to reduce the huge computational effort that is required

with deterministic MD calculations. In majority of DSMC simulations a particle

can collide with another particle only if they are in the same cell. In addition, to

focus collisions in smaller volumes many DSMC codes employ sub-cells normally

eight in each cell and only if a cell contains more than one particle. Another

technique is to base the sub-cells on the number of particles in each cell [5],

therefore in systems with large gradients each cell will have a different number of

sub-cells. This method has also been introduced by the author into dsmcFoam
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and will be discussed in chapter 4.

Furthermore, it is important to ensure the correct number of particle collisions

that occur are in accordance with theory. Some methods exist to determine this

and they include the simplified Bernoulli trials (SBT) [75] and majorant frequency

scheme (MFS) [76] but the most common is the no-time-counter (NTC) scheme [4,

77] introduced by Bird. This section is focussed on the NTC method as this is

used in the simulations presented in this thesis, for the other techniques the reader

is referred to their respective referenced papers and for a comparison between the

NTC and MFS schemes the reader is referred to Reference [78] where it shows

the two techniques eventually produce identical results. In addition, the author

believes the SBT is a new promising method as it can produce reasonable results

with low number of particles [75], but currently it is cumbersome to integrate

into arbitrary three-dimensional cells that employ sub-cells. Although this has

not been used with complex geometries, it is thought [79] that determining the

sub-cell volume within the sampling cell in complex mesh structures might be

very computationally expensive.

The number of NTC collision pairs selected from a cell at a time-step ts are

NRMDPN
avg
DSMC (Navg

DSMC − 1) ts (σccscr)max
2Vcell

(2.3)

where NRMDP and Vcell represent number of real molecules one DSMC particle

represents and cell volume, respectively. (σccscr)max is the maximum product of

the collision cross section, σccs, and relative speed, cr, of all possible collision pairs

and the average number of DSMC particles in the cell, Navg
DSMC , is determined as

Navg
DSMC =

nVcell
NRMDP

. (2.4)
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Particles i and j are then randomly chosen from all particles in the cell for a

possible collision, using the acceptance-rejection method [4, 30] the collision is

accepted if

Frand <
(σccscr)ij
(σccscr)max

, (2.5)

where Frand is a random fraction chosen in [0, 1) and the numerator on the right-

hand side of this equation represents the product of the collision cross-section

and relative speed of particles i and j.

Furthermore, if the collision is accepted then the particles collide and in a

DSMC collision the particles’ velocities are reset but the position remains the

same as prior to the collision. To determine the post-collision velocity of particle

i, ci, and particle j, cj, in elastic collisions1 firstly consider the conservation of

momentum,

ccofm =
mici +mjcj

mi +mj
=
mic

∗
i +mjc

∗
j

mi +mj
= c∗cofm, (2.6)

where mi and mj represent the mass of particles i and j, respectively and the

superscript ∗ denotes post-collision properties, thus the centre of mass velocity,

ccofm, remains unchanged by the collision. And from the conservation of energy,

cr = |ci − cj| =
∣

∣c∗i − c∗j
∣

∣ = c∗r, (2.7)

the magnitude of the relative velocity of a particle, cr, is not affected by the

collision. To determine c∗r equations 2.6 and 2.7 are required along with the

azimuthal angle θa and elevation angle θe. The azimuthal angle is uniformly

distributed between 0 and 2π radians, therefore it is determined as

θa = 2πFrand. (2.8)

1No rotational or vibrational energy is exchanged in elastic collisions.
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The elevation angle is distributed with a probability,

f (θe) dθe = sinθedθe, (2.9)

and using the change of variable qcov,

qcov = cosθe, (2.10)

results in

f (qcov) dqcov =
1

2
dqcov, (2.11)

therefore qcov is uniformly distributed in [-1, 1] [30], thus

qcov = 2Frand − 1, (2.12)

θe = cos−1qcov (2.13)

and sinθe =
√

1− q2cov. (2.14)

Finally, the post-collision relative velocity is defined in its three components as

c∗r = cr |(sinθecosθa) x̂+ (sinθesinθa) ŷ+ cosθeẑ| , (2.15)

and the post-collision velocities of both particles are determined as

c∗i = c∗cofm +
1

2
c∗r, (2.16)

and c∗j = c∗cofm − 1

2
c∗r. (2.17)

In the case of inelastic collisions, energy can also exist in the rotational, vibra-
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tional and electronic forms for each particle. Generally, for hypersonic gas flows

the electronic modes are ignored [80], and the following will focus on rotational

and vibrational forms only however, for further information on the electronic

mode the reader is referred to [4] and the use of the electronic energy in the anal-

ysis of jet flows is in [81]. Firstly, the dominant DSMC method for exchanging

rotational energy is through the phenomenological2 Larsen-Borgnakke model [71].

Only a certain number of all collisions are treated as inelastic through this model

as to maintain a realistic rotational relaxation rate. For a particle that only ex-

changes energy in the translational and rotational forms the rotational relaxation

is first checked when a collision takes place, and a particle is given a rotational

energy if

Frand <
1

Zrot
, (2.18)

where Zrot is the rotational relaxation collision number and the rotational energy

is based on a Boltzmann distribution [4, 80]. Once this energy is determined it

is subtracted from the total translational energy available to the collision pair to

conserve energy and a new post-collision relative speed is defined as

c∗r =

√

2εtrans
mr

, (2.19)

where εtrans is the translational energy of the collision pair post rotational relax-

ation and the reduced mass, mr, is defined as

mr =
mimj

mi +mj

. (2.20)

Using the new post-collision relative speed, the post-collision velocities of particles

2Phenomenological models consist of the simplest possible molecular mathematical relations
of a process that reproduces necessary effects.



CHAPTER 2 THE DSMC TECHNIQUE 32

i and j are determined by the process from equations 2.8 to 2.17.

The rotational mode is excited in most DSMC simulations of diatomic parti-

cles however, in systems that experience high temperatures the vibrational mode

becomes very important and it is essential to include this in the DSMC imple-

mentation as it reduces the energy available to the translational and rotational

modes. In addition, the number of collisions required for vibrational relaxation

is very large in comparison to translational and rotational relaxation, as a result

encouraging non-equilibrium in a gas flow. Bergemann and Boyd [82] formulated

a quantised vibrational energy exchange model to tackle the vibrational mode in

DSMC simulations using the Larsen-Borgnakke approach.

Furthermore, a serial application of the quantum Larsen-Borgnakke model is

used in this thesis and the redistribution of vibrational energy is defined using

the harmonic oscillator model. In addition, the vibrational energy is redistributed

according to the collision energy [73]. First the maximum quantum level, vqmax,

of the particle is determined,

vqmax =

⌊

εcoll
kΘvib

⌋

, (2.21)

where Θvib is the characteristic vibrational temperature, that is the energy be-

tween quantum levels, and εcoll is the total energy of the relative translational

energy of the collision particles and the pre-collision vibrational energy of a par-

ticle from the collision pair. The vibrational energy, εvib, of a particle is initially

assigned as

εvib = vqkΘvib, (2.22)

where vq =

⌊−ln (Frand) Tvib
Θvib

⌋

(2.23)

and Tvib is the vibrational temperature. Using equation 2.21 the collision tem-
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perature, Tcoll, is defined as

Tcoll =
vqmaxΘvib

7

2
− ω

, (2.24)

where ω is the viscosity index. The vibrational collision number [83], Zvib, is then

determined as

Zvib =

(

Θdis

Tcoll

)ωij

[

Zref

(

Θdis

Θvib

)−ωij

]

[

(

Θdis
Tcoll

) 1
3
−1

]

/

[

(

Θdis
Θvib

) 1
3
−1

]

, (2.25)

where Θdis is the characteristic dissociation temperature and ωij is calculated as

ωij =
ωi + ωj

2
, (2.26)

and

Zref =

(

C1

(Θvib)
ωij

)ωij

exp
(

C2 (Θvib)
− 1

3

)

, (2.27)

where C1 and C2 are constants based on the data of Millikan and White [84]. The

molecular properties including the characteristic temperatures and constants, C1

and C2, are in Appendix A of Reference [4].

Subsequently, the particle is tested for vibrational energy exchange and is

accepted according to:

Frand <
1

Zvib
, (2.28)

and vq∗, the post-collision vibrational quantum level, is determined using the

acceptance-rejection method of the quantised Larsen-Borgnakke probability dis-

tribution function [83]

f

fmax
=

(

1− vq∗kΘvib

εcoll

)
3
2
−ωij

. (2.29)
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Once the vibrational energy is determined it is subtracted from the translational

energy and then experiences rotational relaxation as described before. In ad-

dition, some systems encounter chemical reactions and they are energised at

very high temperatures, however they are not considered in this thesis as the

systems do not reach those high temperatures. The most common method to

tackle chemical reactions in DSMC is through the total collision energy (TCE)

technique [4] that is a function of the macroscopic temperature, however more

recently a quantum-kinetic (QK) model [73, 85, 86] has been developed that

does not depend on the macroscopic temperature and is based on the quantum

Larsen-Borgnakke method.

The final steps are to sample and compute the average macroscopic prop-

erties, this is necessary to physically design real engineering applications. The

sampling step follows the same principles as in section 1.2.2, however the amount

of real molecules each DSMC particle represents has to be accounted for. For

example, the mass density, ρ, in each computational cell with a volume Vcell,

that has Navg
DSMC average number of DSMC particles over a measurement time, is

determined as

ρ =
NRMDPN

avg
DSMCm

Vcell
. (2.30)

Finally, all CFD calculations are either in steady-state or transient, the same

applies to DSMC simulations. For steady-state systems, DSMC is initially simu-

lated and the number of particles are monitored to determine when steady-state

has been achieved, during steady-state the properties are measured over a large

number of time-steps to adequately reduce the statistical scatter. Figure 2.2

shows a typical graph used by DSMC users to indicate the point of steady-state

by monitoring the number of DSMC particles from the beginning to the end of a

simulation. In addition, this graph has been truncated at the end, but normally
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it is simulated until the properties are resolved - usually run for an extra ten

times the number of time-steps a simulation requires to steady-state. And a lot

longer for low speed gas flows through micro-channels as the statistical scatter

tends to be greater than systems that involve hypersonic gas flows over space

vehicles. This is due to the low signal-to-noise ratio in low-speed rarefied gas

flows [87]. Furthermore, the focus of this thesis is on steady-state problems but

for transient calculations the same simulation needs to be run many times and

at each time-step the results are ensemble averaged.

1

1.05

1.1

1.15

1.2

 0  400  800  1200

N
u

m
b

er
 o

f 
D

S
M

C
 p

a
rt

ic
le

s 
x
 1

0
-6

Number of time-steps

Figure 2.2: A typical graph used by DSMC users to indicate the point of steady-state.
The full line represents the number of DSMC particles in the system and the dotted line
indicates the point when averaging can commence.
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2.3 Established DSMC codes

Most of the established DSMC codes are briefly described in this section. The

standard features of the open-source DSMC solver called dsmcFoam are listed.

In addition, the efficiency of dsmcFoam using multiple CPUs are investigated and

a new domain decomposition method for parallel processing is briefly outlined.

2.3.1 Bird’s DSMC codes

Bird who originally developed the DSMC method has three DSMC codes available

on his website [88]. The three DSMC codes are:

• DS1V - a one-dimensional version that supports both steady and transient

planar, cylindrical and spherical gas flows.

• DS2V - a two-dimensional version that is of commercial quality and is well

established, and it includes a graphical user interface.

• DS3V - a three-dimensional version that has similar capabilities as DS2V.

In addition, all codes are free to download and use however, the source code

is not available for DS2V and DS3V. The Fortran source code of DS1V is freely

available and primarily used to develop new DSMC routines or models. DS2V is

Bird’s most advanced code and includes the sophisticated procedures outlined in

Reference [2].

2.3.2 SMILE

Statistical Modeling in Low-Density Environment (SMILE) [89] is a parallel

DSMC code written using FORTRAN90. It has been developed by the Labora-

tory of Computational Aerodynamics from the Khristianovich Institute of The-

oretical and Applied Mechanics of the Siberian Branch of the Russian Academy
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of Sciences. SMILE is developed with a graphical user interface and can simulate

multi-species gas flows over arbitrary two- or three-dimensional, or axi-symmetric

geometries. The MFS [76] is used to determine the collisions and chemical reac-

tions are simulated using the TCE model [89]. SMILE is mainly used in Russia

and not readily distributed, with some exceptions [3, 90].

2.3.3 MONACO

MONACO is a parallel DSMC code that has been in development since 1996 by

Boyd [80, 91–93]. MONACO can handle multi-species gas flows over arbitrary

two- or three-dimensional geometries within structured or unstructured grids, and

chemical reactions are simulated using the TCE model. In addition, MONACO

may only be used within the United States and is therefore not available to the

wider scientific community outside of the U.S.A.

2.3.4 dsmcFoam background

The open-source DSMC code, called dsmcFoam, has been developed at the Uni-

versity of Strathclyde. The code has been written within the framework of

the open-source, under the GNU general public licence, CFD toolbox Open-

FOAM [45] that can be downloaded freely from www.openfoam.com. Scanlon

et al. [94] successfully tested this - producing excellent agreement with both an-

alytical solutions and other conventional DSMC codes. The main features of

dsmcFoam are its C++ modularity, its unlimited parallel processing capability

and its ability to easily handle arbitrary, complex three-dimensional geometries.

dsmcFoam originated from the core characteristics of a MD code implemented by

Macpherson [46] in the OpenFOAM toolbox. The core characteristics of dsmc-

Foam include particle initialisation in arbitrary geometries and particle tracking
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in structured or unstructured, arbitrary, polyhedral meshes.

The mesh used in dsmcFoam simulations can be constructed with OpenFOAM

utilities: blockMesh and snappyHexMesh [45]. In addition, the mesh can also be

imported into OpenFOAM from another software package, for example Gam-

bit [95]. The mesh and the final results can be post-processed using Paraview

and this is provided as an optional with the OpenFOAM installation.

Molecular collisions in dsmcFoam are simulated using the VHS model and

selected according to the NTC method, with the Larsen-Borgnakke phenomeno-

logical model governing the energy exchange between kinetic and internal modes.

dsmcFoam can solve steady and transient problems, using an arbitrary number of

gas species and an automatic eight sub-cell generator in each cell that has more

than one particle. In addition, dsmcFoam can simulate free-stream, symmetry

and periodic boundaries as well as surface models that are based on specular or

Maxwellian or a mix of both interactions. Furthermore, Scanlon et al. [96] are in

the process of including QK chemical reactions into dsmcFoam.

Once the computational mesh is constructed then to simulate steady-state gas

flows through this the following steps are required for dsmcFoam:

1. Define boundary conditions (including free-stream and wall), species molec-

ular properties and time-step size.

2. Initialise mesh with DSMC particles using dsmcInitialise.

3. Run the simulation using dsmcFoam.

4. Begin time averaging when the system is at steady-state.

5. Post-process macroscopic intensive properties3 from extensive properties4

using dsmcFieldsCalc.

3Intensive properties include temperature and velocity.
4Extensive properties are mass, momentum and energy.
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In the following chapter dsmcFoam is benchmarked with analytical solutions,

other established DSMC codes and experimental data. This is required as dsm-

cFoam is a new DSMC solver and the accuracy of the code is determined before

introducing the advances the author has implemented into dsmcFoam and these

are outlined in chapters 4 and 5. Also, the following sections discuss the efficiency

of dsmcFoam and presents a new domain decomposition method for parallel pro-

cessing that offers an improvement in efficiency for systems that encounter large

gradients of flow.

dsmcFoam efficiency

The efficiency is important in all parallel codes as it unveils how well the code

has been programmed. This investigation is performed for dsmcFoam using a

simple periodic box that contains one million cells. This is a suitable case for this

study as there are no flow gradients and the number of particles in each cell are

approximately the same. Each side of the box has a dimension of 0.05 m and the

temperature of the box is at 300 K. Nitrogen and Oxygen particles are simulated

with a number density of 0.777×1020 m−3 and 0.223×1020 m−3, respectively. The

simple decomposition method is used [45] to split up the domain and the parallel

scaling factor used to determine the efficiency of this investigation, is calculated

as

Parallel scaling factor =
Total execution time of a parallel run

Total execution time of a serial run
. (2.31)

Figure 2.3 compares the efficiency of dsmcFoam against the ideal efficiency for

many different parallel configurations, for dsmcFoam these configurations employ:

2, 4, 8, 24, 48, 96 and 192 processors. In addition, this study employs ten-

million DSMC particles, and a serial configuration is also run to determine the
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parallel scaling factor as in equation 2.31 and the starting point of the ideal

efficiencies. Figure 2.3 shows that dsmcFoam has very good efficiency up to

96 processors and although at 192 processors the efficiency is relatively low in

comparison to the ideal it is still better than 96 processors. This graph also

shows the efficiency starts to diverge from the ideal from 8 processors and this is

due to the communication time increasing between processors, therefore the more

the processors the larger the communication time between them hence the largest

difference in efficiency with the ideal is noticed at 192 processors. In addition,

all dsmcFoam efficiency tests considered in this section are run on ARCHIE-

WeSt [97], a high performance computer for the West of Scotland and based at the

University of Strathclyde. ARCHIE-WeSt has almost 3500 cores for distributed

parallel computing that provides almost 38 teraflops peak performance and it

also has eight 512GB random-access memory (RAM) large memory nodes, eight

GPU servers, two visualisation servers and 150TB of high performance storage.

ARCHIE-WeST is compared against the high performance computer available at

the Argonne National Laboratory (ANL) [11] using this test case as shown in

figure 2.4. This figure shows ARCHIE-WeSt is around 30% faster than ANL’s

machine and this is because ARCHIE-WeSt employs Intel Xeon X5650 processors

and these are better at multi-threaded tasks in comparison to ANL’s Intel Xeon

X5550 processors [98], also the X5650 processors have a greater cache size as a

result storing more instructions as opposed to fetching from the system RAM,

the latter process can be very slow.

Furthermore, this dsmcFoam efficiency test case is re-run but with one-hundred-

million DSMC particles and figure 2.5 compares the new efficiency of dsmcFoam

against the ideal values that are based on a serial run. An extra efficiency test

using 384 processors is also shown in this figure. The efficiency of this test case

is very good up to 192 processors and although at 384 processors the efficiency
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Figure 2.3: Parallel dsmcFoam efficiency test using ten-million particles in one-million
cells.
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Figure 2.4: Parallel dsmcFoam efficiency test using ten-million particles in one-million
cells and executed on both ARCHIE-WeST and the high performance computer at ANL.
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is low in comparison to the ideal it is still better than 192 processors. In addi-

tion, the efficiency of dsmcFoam with ten-million particles is very good up to 96

processors and for the test case with one-hundred-million particles the very good

efficiency has increased to 192 processors. Therefore, this suggests by increasing

the number of DSMC particles in the system the time consumed by moving the

particles and processing the collisions becomes larger than the time it takes to

move particles from one processor to another, thus by employing more DSMC

particles dsmcFoam can use more processors but still maintain good efficiency.
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Figure 2.5: Parallel dsmcFoam efficiency test using one-hundred-million particles in one-
million cells.

Further studies were carried out on the efficiency and they included the same
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test case as before but with ten million cells and using one and two billion par-

ticles, their execution times are shown in figure 2.6. Also, this figure illustrates

that dsmcFoam has achieved very good execution times using a large number of

processors however, for one-billion particles using 1536 processors the simulation

has become relatively inefficient and takes twice as long to execute than using

1000 processors.
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Figure 2.6: Parallel dsmcFoam efficiency tests using one-billion and two-billion particles
in ten-million cells.
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dsmcFoam domain decomposition for parallel processing

Effective computational domain decomposers, for parallel processing, are a vital

tool for the efficiency of any solver in particular for computationally demanding

techniques such as DSMC. In OpenFOAM [45] a domain decomposer splits up a

computational domain into smaller sections. Each section is dealt with a separate

processor and contains mesh cells and boundaries. The boundaries can either be

between different sections or physical boundaries e.g. wall.

Previous decomposition methods used for dsmcFoam were either the Simple or

Scotch techniques, available in OpenFOAM [45]. They are based on splitting the

computational domain into sections by direction or by automatic decomposition,

respectively. The Scotch technique splits the domain so that each processor has

the same number of cells to work with whilst minimising processor boundaries

and requires no geometric input.

In order to increase the computational efficiency of dsmcFoam, the author

has developed and tested an extension to the Scotch decomposer. This new

decomposer splits the domain so that each processor has the same number of

particles to work with, meaning that processors are concentrated in regions of

high number of particles, for example, in shock waves. To demonstrate this, the

hypersonic cylinder shown in figure 2.7 presents the non-dimensionalised number

density over the entire computational domain. This shows the number density

is concentrated upstream of the cylinder from the bow-shock to the stagnation

point, the new Scotch method can use information such as this to decompose

the domain. This figure also illustrates the standard Scotch decomposition of the

computational domain for eight processors, and this shows each processor has the

same number of cells to work with. Figure 2.8 illustrates the decomposition of the

domain with eight and sixteen processors using the new Scotch technique, and
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for both many of the processors are concentrated close to the stagnation point.

To assess the new Scotch technique, which is open-source and available from

the latest version of OpenFOAM [45], all three decomposers are tested on the

0◦ angle-of-attack planetary probe case discussed in the following chapter. The

efficiency of all three decomposers, shown on figure 2.9, shows that the new Scotch

technique has greatly increased the computational saving. Using the new Scotch

method with 64 processors the computational time is reduced by ∼28% and∼35%

in comparison with the standard Scotch and Simple techniques, respectively.

2.4 Summary

This chapter has provided an introduction to DSMC and the methodology behind

it. It has also briefly discussed the established DSMC codes used in the litera-

ture, and provided a description of the standard dsmcFoam code including its

efficiency in parallel setups up to two-billion DSMC particles and 1536 processors

- very good efficiency has been noticed. A new domain decomposition method for

parallel dsmcFoam simulations was also presented and it was compared against

the standard OpenFOAM Scotch and Simple decomposition techniques using the

0◦ angle-of-attack planetary probe case. The new decomposition technique re-

duced the computational time by at least ∼28% in comparison to the standard

techniques.



CHAPTER 2 THE DSMC TECHNIQUE 47

0.4 0.8

Number density/ Maximum number density

0.0182 1

Figure 2.7: Non-dimensionalised number density (top) over the hypersonic cylinder and
the domain decomposition (bottom) for eight processors using the standard Scotch tech-
nique, and each colour represents a different processor.
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Figure 2.8: Domain decomposition for sixteen (top) and eight (bottom) processors using
the new Scotch technique, and each colour represents a different processor.
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Figure 2.9: Parallel scaling factor comparisons of three decomposition techniques tested
on the 0◦ angle-of-attack planetary probe case.



Chapter 3

Benchmarking dsmcFoam

This chapter describes the benchmarking of dsmcFoam with another DSMC code

and experimental data available in the literature. Results of initial benchmark

trials [94] have produced excellent agreement, when good DSMC practice has

been followed, with both analytical solutions and other conventional DSMC codes.

Appendix A expands on part of these trials but this chapter primarily focusses

on benchmarking dsmcFoam against experimental data.

Most of the benchmark test cases in this chapter and Appendix A represent

a substantial challenge to numerical models as they must capture flow physics

including weak and diffuse shocks, boundary layer separation, flow recirculation,

rapid expansion and re-compression, and shear layers with steep gradients of

velocity, temperature and density. Moreover, numerical models for hypersonic,

rarefied gas flows must also have the capability to capture shock-shock and shock-

boundary layer interactions.

50
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3.1 Comparisons of dsmcFoam with non exper-

imental methods

In this section, dsmcFoam has been used to simulate the flow over the Apollo

Command Module, and the results have been compared against the data of Moss

et al. [1] that was produced using the DS3V program of Bird [99].

3.1.1 Hypersonic gas flow over the Apollo capsule

Simulations to investigate the effects of free-stream velocity on the aerodynamic

forces over the Apollo Command Module were carried out at an altitude of 105 km

and -25◦ angle-of-attack. Five free-stream velocities, ranging from 7.7 to 15 km/s

shown in table 3.1, are used in this study and the highest velocity corresponds

to the upper bounds of a Mars return mission. The Apollo capsule is built with

a truncated spherical section, followed by a toroidal section, and then a conical

section as shown in figure 3.1, while figure 3.2 shows the aerodynamic forces

in the pitch plane. The flow parameters at an altitude of 105 km, along with

numerical conditions used in the investigation are shown in tables 3.1 and 3.2,

and [100]. The wall temperatures in table 3.1 are calculated [1] based on the

minimum from either the heat transfer to the stagnation point based on free

molecular radiative equilibrium theory or the radiative equilibrium temperature

based on the stagnation point heating from the correlation of Sutton [101]. The

hard sphere body-length global Knudsen number is 0.081, where the length scale

is based on the maximum body diameter (Db).

dsmcFoam results presented in figures 3.3, 3.4 and 3.5, for the five free-stream

velocities, show that the aerodynamic coefficients change with increasing veloc-

ity. They change in a similar pattern to those subject to increasing rarefaction,
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Velocity Wall temperature

7680 871

8290 922

9600 1029

10759 1121

15000 1439

Table 3.1: Free-stream velocities and wall temperatures used in the simulations of the
Apollo capsule at an altitude of 105 km.

Figure 3.1: Apollo Command Module configuration [1]. The center of gravity is denoted
by cg.

presented by Moss et al. [1]. In other words, the coefficients of lift force and

lift-to-drag (L/D) ratio decrease with increasing free-stream velocity and the co-

efficients of drag, and axial force increase with increasing velocity. Also, presented

in figures 3.3, 3.4 and 3.5 are the Apollo capsule aerodynamic coefficients of Moss

et al. [1], for several free-stream velocities, using the DS3V program of Bird [99].

Between dsmcFoam and Moss et al. [1], the lift-to-drag ratio and coefficients of
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Figure 3.2: Pitch plane aerodynamic forces on the Apollo Command Module [1]. V∞

only here, in this figure, represents the free-stream velocity.

lift force are in good agreement. The drag and axial force coefficients are also in

good agreement, with a maximum difference of approximately four percent. The

dsmcFoam simulations employed a mesh cell size and time-step of approximately

a third of the mean free path and mean collision time, respectively. All dsm-

cFoam systems contained forty-seven million DSMC particles and the run-time

was approximately thirty hours using thirty-two processors.
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ρ∞ [kgm−3] n∞ [m−3] T∞ [K] O2 N2 O

2.364×10−7 5.0947×1018 208 0.15808 0.78319 0.05873

Table 3.2: Atmospheric composition and free-stream condition incurred by the Apollo
capsule at an altitude of 105 km.
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Figure 3.3: Comparison of dsmcFoam and DS3V calculations [1] of lift coefficients over
the Apollo Command Module.

3.2 Comparisons of dsmcFoam with experimen-

tal methods

The author benchmarked and extended the range of applications of dsmcFoam.

Some of the hypersonic test cases considered in the benchmarking were:
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Figure 3.4: Comparison of dsmcFoam and DS3V calculations [1] of lift to drag ratios
over the Apollo Command Module.

• Mach 20.2 Nitrogen flow over a planetary probe geometry,

• Mach 15.6 Nitrogen flow over a 25◦ and 55◦ bi-conic cylindrical object.

This section outlines these two test cases. For more information on the experi-

mental methods and facilities, the reader is referred to [102–106].

Both bi-conic cylindrical object and planetary probe cases were modelled as

three-dimensional quarter-section models whereas the Apollo capsule case is mod-

elled as a three-dimensional half-section model because it has a non-zero angle-

of-attack. All cases are run with symmetry boundary conditions, as dsmcFoam

does not currently have an axi-symmetric capability. The bi-conic case takes



CHAPTER 3 BENCHMARKING DSMCFOAM 56

1.46

1.48

1.5

1.52

1.54

1.56

1.58

1.6

7000 9000 11000 13000 15000

Velocity (m/s)

F
o

rc
e
 c

o
e
ff

ic
ie

n
ts

DS3V C

dsmcFoam C

DS3V C

dsmcFoam C

D

D

A

A

Figure 3.5: Comparison of dsmcFoam and DS3V calculations [1] of aerodynamic coeffi-
cients over the Apollo Command Module.

roughly ten times longer to resolve due to the complex nature of the flow physics,

involving a shock-shock interaction, in this instance compared with the planetary

probe. The bi-conic simulation took six days to resolve the flow features using

sixty-four processors. In addition, dsmcFoam for both tests employed a time-step

size of approximately a third of the mean collision time. The planetary probe

and bi-conic tests employed a cell size of approximately a third of the mean free

path and two times the mean free path, respectively. The system of the plane-

tary probe test contained approximately eighty million DSMC particles - twelve

million less than the bi-conic case.

3.2.1 Hypersonic gas flow over a planetary probe geome-

try

Allègre et al. [104–106] conducted experiments to observe density flowfields, sur-

face heat transfer and drag coefficients in the SR3 low-density wind tunnel of

the Centre National de la Recherche Scientifique, for Mach 20.2 flow of Nitrogen
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over a planetary probe geometry with the forebody structure identical to the

Mars Pathfinder probe. The planetary probe, considered as a test case model

by AGARD1, is a 70◦ spherically-blunted cone mounted on a cylindrical sting as

shown in figure 3.6. The free-stream flow conditions, along with numerical param-

eters used in the dsmcFoam simulation, are shown in tables 3.3 and 3.4, and [100].

Three simulations were completed for the planetary probe at 0◦ angle-of-attack,

as a different wall temperature was necessary for each study, as listed in table 3.4.

Further investigations, using dsmcFoam, were conducted on the planetary probe

at both positive and negative 10◦ angle-of-attacks, with the same free-stream

environment and wall temperature as in tables 3.3 and 3.4, respectively. The

body-length global Knudsen number of these three test cases is 0.067 - based on

a variable hard sphere mean free path and the length scale is the radius of the

forebody structure.

Nose Radius = 12.5

Radius = 2.08

Radius = 1.25

ϕ50

70
o

75

ϕ12.5

x

z

Figure 3.6: Planetary probe configuration. Dimensions are in millimetres. φ only here,
in this figure, represents the diameter.

1Advisory group for aerospace research and development (AGARD) fluid dynamics panel
and its working group 18.
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Condition Ma∞ T0 [K] p0 [bar] ρ∞ [gm−3]

Planetary probe case 20.2 1100 3.5 0.0173

Table 3.3: Free-stream flow conditions of the planetary probe test case.

Investigation Wall temperature [K]

Bi-conic case 297.2

Planetary probe case [104]: density flowfield 290

Planetary probe case [106]: drag coefficient 350

Planetary probe case [105]: heat transfer 300

Table 3.4: Surface temperatures of the planetary probe and bi-conic cylindrical object
test cases.

Dimensionless density flowfields from the experimental observations of Allègre

et al. [104] and results observed from dsmcFoam simulations are shown in fig-

ures 3.7, 3.8 and 3.9 for zero angle-of-attack, and both positive and negative 10◦

angle-of-attacks, respectively. The contour plots show a very good agreement

between experimental and dsmcFoam observations. Upstream of the forebody,

the bow shock structure has been particularly well captured and the maximum

density occurs in the stagnation region directly in front of the object. And in this

region, for the zero angle-of-attack planetary probe setup, the maximum relative

density is approximately sixteen. The principal area of disagreement appears in

the wake region immediately downstream of the forebody, adjacent to the sting.

This section is occupied with extremely rarefied flow so, in order to sufficiently

resolve the flowfield in this area, a coarser mesh is necessary to increase the num-

ber of collisions. Furthermore, if a coarser option is not possible, another method

to adequately resolve the flowfield is to increase the number of particles in those

regions, however this will increase the computational time.

Comparisons of surface heat transfer between experiment [105] and dsmcFoam

are shown in figure 3.10 and very good agreement is perceived at the different
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Figure 3.7: Planetary probe at zero angle-of-attack: comparison of experimental data
(top) and dsmcFoam calculations (bottom) of dimensionless density profiles.

thermocouple positions. However, some differences occur in the extremely rar-

efied region - thermocouple positions 5 and 6. Furthermore, Allègre et al. [105]

state that there is a degree of experimental uncertainty in this region due to the

difficulty in precisely quantifying such low heat fluxes. Therefore it is not possible

to establish the degree of numerical-experimental agreement in this region. The
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Figure 3.8: Planetary probe at 10◦ angle-of-attack: comparison of experimental data
(top) and dsmcFoam calculations (bottom) of dimensionless density profiles.

experimental [106] drag coefficient, for the 0◦ angle-of-attack planetary probe, is

1.657 and in contrast, dsmcFoam predicted 1.89. Although this is a reasonable

agreement, further grid, time-step and particle number sensitivity analyses are

essential to improve the DSMC results. Time limitations prevented this from

being included in the thesis and it is suggested as an area for future work.
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Figure 3.9: Planetary probe at -10◦ angle-of-attack: comparison of experimental data
(top) and dsmcFoam calculations (bottom) of dimensionless density profiles

3.2.2 Hypersonic gas flow over a bi-conic cylindrical ob-

ject

Experimental studies, to determine surface heating rates and pressure measure-

ments, were completed by Holden et al. [102, 103] for Ma 15.6 flow of Nitrogen over

a 25◦ and 55◦ bi-conic cylindrical configuration and this arrangement is shown in

figure 3.11. The free-stream flow conditions and other parameters are presented
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Figure 3.10: Comparison of experimental data and dsmcFoam calculations of surface
heat transfer over the planetary probe at zero angle-of-attack.

in tables 3.5 and 3.4, and [100]. The body-length global Knudsen number of this

test case is 0.005 - based on a variable hard sphere mean free path and the length

scale is the radius of the 25◦ section.

Condition Ma∞ T∞ [K] p∞ [Nm−2] ρ∞ [gm−3]

Bi-conic case 15.6 42.61 2.23 0.1757

Table 3.5: Free-stream flow conditions of the planetary probe and bi-conic cylindrical
object test cases.

Experimental investigations [102, 103] of surface pressure and heating rates on

the bi-conic cylindrical surface are compared, in figures 3.12 and 3.13, respectively

with the results acquired from dsmcFoam. The surface pressure results, obtained

from dsmcFoam, show a reasonable agreement with the experiment. The agree-

ment is less apparent for the heat flux on the 25◦ section of the bi-conic cylindrical
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Figure 3.11: 25◦ and 55◦ bi-conic cylindrical object configuration. Dimensions are in
inches.

body but greatly improves on the 55◦ section. At the approximate location in

between the two conical sections, around z ≈ 0.1 m, a shock-shock interaction

occurs which produces a relatively huge surface heating rate on the surface with

dsmcFoam in comparison to the experiment. To sufficiently determine the surface

heating rate in the shock-shock interaction a very refined mesh is mandatory in

this region. Further DSMC studies will reduce the noise in the surface heating

rate and pressure values by using more simulated particles and cells to pick up

the large gradients in flow accurately. Once more, time limitations prevented this

from being included in the thesis and it is suggested as an area for future work.
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Figure 3.12: Comparison of experimental data and dsmcFoam calculations of surface
pressure over the bi-conic cylindrical object.
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Figure 3.13: Comparison of experimental data and dsmcFoam calculations of surface
heat transfer over the bi-conic cylindrical object.
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3.3 Summary

This chapter has presented benchmark trials of an open-source DSMC code

called dsmcFoam that has the ability to easily handle arbitrary, complex three-

dimensional geometries. Results for initial benchmark trials [94] showed good

agreement with analytical solutions and other conventional DSMC codes. This

chapter and Appendix A presented dsmcFoam comparisons with analytical so-

lutions, other DSMC codes and experimental data. When good DSMC practice

was employed in dsmcFoam, the results were in excellent agreement with the

other sources mentioned before. The largest differences noticed was concerning

the surface heat transfer over the bi-conic cylindrical object, and it is believed

this will be resolved by considering energy exchange with the vibrational mode,

as well as the rotational mode in the simulation. Also, further work is required

to consider the influence that different numerical parameters (e.g. altering the

cell size, time step and molecules per particle) have on the simulations.



Chapter 4

Transient adaptive sub-cell

module

The DSMC technique can easily calculate poor microscopic phenomena if the

intrinsic constraints of the method are not followed and can lead into inaccurate

macroscopic data being determined. One of the main constraints is the cell

volume, as the collision pairs are constrained to this space. If the cell volume

is large this has a direct impact on the accuracy of the collisions as it can force

collisions between particles that have a very large separation distance. Good

DSMC practice [2] suggests the cell size has to be a fraction of the local mean

free path. In addition, it is recommended [2, 4] to set the time-step size to a

fraction of the mean collision time to ensure several collisions occur in a cell.

This chapter presents the importance of a cell volume in determining collision

pairs. It also presents a transient adaptive sub-cell (TASC) routine, implemented

in dsmcFoam, and an extension to the 8 sub-cell method for the purpose of

selecting collision partners in close proximity to each other. The 8 sub-cell method

splits up a sampling cell into 8 sections/ sub-cells and particles are only chosen

for collision if they are in the same sub-cell. And in the case if there is only

66
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one paricle in a sub-cell the collision partner is chosen from the entire sampling

cell. The TASC technique can produce more or less or equal to eight sub-cells

in a computational cell and the number of sub-cells produced by this method

is not restricted. However, it does not guarantee nearest-neighbour collisions as

particles close to each other but separated by cell boundaries cannot collide. This

is also a restriction in the conventional eight sub-cell method and other methods

such as the ‘virtual sub-cell’ method of LeBeau [47]. The ‘virtual sub-cell’ method

determines the distances between particles explicitly and the particles closest to

each other are only selected for collision, this method was introduced in the

DAC method [47, 107] and has since been included in DS2V [2]. Although this

procedure is not as expensive as it seems for around thirty particles or lower

in a cell it is more expensive than the conventional eight sub-cell method as it

determines the distances between all particles and the randomly chosen particle

in a cell to find the minimum distance. Macrossan [108] has recently improved

the computational efficiency of the ‘virtual sub-cell’ method by determining the

expected minimum distance (dn) for a particle in a cell to search within for its

nearest neighbour and it is termed the ‘pseudo sub-cell’ method. From statistical

trials of three-dimensional cells of various aspect ratios, Macrossan has found the

expected minimum distance to the nearest neighbour is

FV SCdn =
0.746

N0.383
pic

V
1
3
cell, (4.1)

where Npic is the number of particles in a cell and Vcell is the volume of the cell.

Macrossan also sets a factor FV SC to compromise between accuracy and speed

of the simulation, for example using FV SC = 1.1 [108] the accuracy might be

reduced and the simulation might run faster in comparison to a factor of 1 if

the particles are not within the expected minimum distance. In addtion, in the
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situation where the factor is set to 1 and the particles are not within the expected

minimum distance then an exhaustive search is conducted of all particles in the

cell to find the closest collision pair.

The TASC method discussed in this chapter allows the user to choose the

desired number of particles per sub-cell (PPSC) and therefore implicitly allows a

particle to collide with another close by but it may not be the immediate nearest.

Also, with the TASC routine the cell size can be greater than the recommended

third of the mean free path. One of the test cases considered in this chapter

has cell dimensions of approximately two mean free paths and the microscopic

accuracy is not affected as long as the TASC routine is used with the correct

criteria. For cell sizes larger than two mean free paths the ability to capture

steep macroscopic gradients may be reduced. One possible method to resolve the

macroscopic accuracy, in areas of interest, is discussed in section 4.1. Also, by

reducing the number of cells the computational run-time and memory is reduced

in addition, the memory is reduced for post-processing too as less sampling cells

are involved.

4.1 Introduction

As discussed in chapter 2, sub-cells are employed to promote nearest neighbour

collisions. However, it is important to emphasise that they do not guarantee it

as the separation distance between particles does not depend upon the selection

of collision pairs but solely on the volume of the cell and sub-cell. In addition,

particles that are close to each other, and those separated by cell or sub-cell

boundaries cannot be considered as collision pairs. Only particles in the same

sub-cell can be selected for collision. However, in the special case of only one

particle in a sub-cell, then this single particle may collide with any other particles
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in the entire cell according to the conventional eight sub-cell method. By using

sub-cells the time of computations is reduced in comparison to looping over all

particles and figuring out exactly what the closest particle to another is.

Furthermore, Bird’s code [4] uses a fixed number of particles per sampling cell

and in the latest version a transient mesh adaption is possible [109]. However this

was tested on structured grids and has recently been included [5] into a parallel

three-dimensional DSMC code called PDSC [110] to be utilised with unstructured

grids and has now been implemented into dsmcFoam by the author for structured

or unstructured two- or three-dimensional systems.

The use of a TASC module in DSMC ensures good quality collisions are en-

forced in the simulations. This applies even for coarse grids, where the cell dimen-

sions are larger than a third of the mean free path - a standard recommendation

of the cell size for good DSMC practice. However, the resolution of macroscopic

gradients may be adversely affected. Such effects may be reduced in specific areas

of interest by using the mesh refinement in OpenFOAM utilities such as snappy-

HexMesh [45]. Figure 4.1 shows a mesh created by snappyHexMesh of the Apollo

Command Module, benchmarked in section 3.1.1, and it shows an increased re-

finement level through the shock. This extra refinement is produced by initially

creating an iso-surface of a field property, such as the translational energy through

the shock, then exporting the surface as a triangulated mesh (.obj, .VTK, .stl)

and using the surface as a refinement zone in snappyHexMesh. In addition, this

refinement procedure is normally undertaken after a dsmcFoam simulation using

the conventional eight sub-cell method in order to refine the mesh according to

the local mean free path calculated from the dsmcFoam results. The simulation

is then re-run with the new mesh and this process is repeated until the mesh has

cells that meet good DSMC practice. However, this procedure has the potential

to be very computationally intensive and cumbersome.
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Figure 4.1: The iso-surface (left) of the shock, around the Apollo Command Module, is
used by snappyHexMesh to refine the mesh (right) to either meet good DSMC practice or
to resolve the macroscopic gradients.

Two TASC routines are presented in the following sections, the standard

and improved TASC techniques. The improved TASC routine inherits all of the

features of the standard TASC routine but with an extra feature that occurs

when there is only one particle in a sub-cell. The standard TASC technique looks

in the entire cell for a collision partner when there is only one particle in a sub-

cell, but the improved TASC technique does a search for collision partners close

by - it does this by increasing the volume of the sub-cells until there is one or

more possible collison partners. The standard and improved TASC techniques are

different to the literature [5]. The main difference is in the literature a collision

partner may be found in the adjacent sub-cells immediately next to the sub-cell

containing one particle. And if the collision partner can not be found in the

adjacent sub-cells it is then looked in the sampling cell. The other difference is
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in the literature the TASC framework is for two-dimensional problems, whereas

the standard and improved TASC techniques discussed in this thesis has been

built with a three-dimensional framework. In addition, the three-dimensioanal

framework works for two-dimensional problems too.

The dsmcFoam collision rates of both standard and improved TASC routines

for a range of PPSC are verified, based on the setup and some of the test con-

ditions in section A.1, with an analytical collision rate based on equation A.2.

The comparisons are in very good agreement and are illustrated in tables 4.1, 4.2

and 4.3 for Nitrogen at 200, 500 and 800 K, respectively. This provides verifica-

tion of the implementation of both TASC techniques.

PPSC Standard TASC Improved TASC Standard Improved

collision rate collision rate TASC TASC

[s−1m−3] [s−1m−3] difference [%] difference [%]

2 1.61761 × 1024 1.61890 × 1024 -0.05751 0.02178

3 1.61745 × 1024 1.61756 × 1024 -0.06735 -0.06101

4 1.61747 × 1024 1.61731 × 1024 -0.06670 -0.07635

5 1.61743 × 1024 1.61740 × 1024 -0.06898 -0.07101

6 1.61728 × 1024 1.61761 × 1024 -0.07804 -0.05752

7 1.61755 × 1024 1.61748 × 1024 -0.06170 -0.06579

8 1.61742 × 1024 1.61750 × 1024 -0.06937 -0.06435

9 1.61747 × 1024 1.61736 × 1024 -0.06658 -0.07298

10 1.61742 × 1024 1.61751 × 1024 -0.06921 -0.06395

15 1.61735 × 1024 1.61752 × 1024 -0.07377 -0.06313

20 1.61746 × 1024 1.61746 × 1024 -0.06716 -0.06716

30 1.61741 × 1024 1.61741 × 1024 -0.07001 -0.07001

40 1.61763 × 1024 1.61736 × 1024 -0.07322 -0.07322

Table 4.1: dsmcFoam collision rates of Nitrogen, in an adiabatic box at 200 K, using
the standard and improved TASC routines. The corresponding analytical collision rate
is 1.61854 × 1024 s−1m−3. The last two columns represent the percentage difference of
the standard and improved TASC routine collision rates with the analytical rate, and is
calculated using equation A.6.
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PPSC Standard TASC Improved TASC Standard Improved

collision rate collision rate TASC TASC

[s−1m−3] [s−1m−3] % error % error

2 2.05262 × 1024 2.05249 × 1024 -0.06465 -0.07081

3 2.05262 × 1024 2.05268 × 1024 -0.06456 -0.06188

4 2.05271 × 1024 2.05271 × 1024 -0.06021 -0.06024

5 2.05279 × 1024 2.05275 × 1024 -0.05620 -0.05809

6 2.05263 × 1024 2.05266 × 1024 -0.06403 -0.06267

7 2.05268 × 1024 2.05259 × 1024 -0.06181 -0.06618

8 2.05271 × 1024 2.05260 × 1024 -0.06002 -0.06559

9 2.05251 × 1024 2.05264 × 1024 -0.07013 -0.06360

10 2.05259 × 1024 2.05253 × 1024 -0.06593 -0.06915

15 2.05256 × 1024 2.05260 × 1024 -0.06763 -0.06559

20 2.05255 × 1024 2.05262 × 1024 -0.06783 -0.06450

30 2.05244 × 1024 2.05244 × 1024 -0.07353 -0.07353

40 2.05253 × 1024 2.05253 × 1024 -0.06879 -0.06879

Table 4.2: dsmcFoam collision rates of Nitrogen, in an adiabatic box at 500 K, using
the standard and improved TASC routines. The corresponding analytical collision rate
is 2.05395 × 1024 s−1m−3. The last two columns represent the percentage difference of
the standard and improved TASC routine collision rates with the analytical rate, and is
calculated using equation A.6.

4.2 Standard TASC routine

This section outlines the standard TASC routine implemented in dsmcFoam and

validates this method using the hypersonic cylinder test case, introduced by Loft-

house et al. [111] in 2006 and later used by Bird [2] for benchmark studies.

4.2.1 Standard TASC routine: background

Consider an arbitrary three-dimensional cell, from a typical DSMC computational

mesh, that is enclosed by a bound-box with sides parallel or perpendicular to

each direction of the global axis system as shown in figure 4.2. The length of

the bound-box is lx, ly and lz in the x-, y- and z-direction, respectively. The

bound-box is always cuboid and it can accommodate a cell which has either been
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PPSC Standard TASC Improved TASC Standard Improved

collision rate collision rate TASC TASC

[s−1m−3] [s−1m−3] % error % error

2 2.31946 ×1024 2.31931 × 1024 -0.06316 -0.06919

3 2.31955 ×1024 2.31958 × 1024 -0.05893 -0.05767

4 2.31953 ×1024 2.31931 × 1024 -0.06000 -0.06957

5 2.31949 ×1024 2.31943 × 1024 -0.06172 -0.06438

6 2.31950 ×1024 2.31949 × 1024 -0.06130 -0.06186

7 2.31960 ×1024 2.31949 × 1024 -0.05703 -0.06148

8 2.31965 ×1024 2.31962 × 1024 -0.05476 -0.05614

9 2.31949 ×1024 2.31953 × 1024 -0.06177 -0.06000

10 2.31938 ×1024 2.31958 × 1024 -0.06645 -0.05792

15 2.31946 ×1024 2.31937 × 1024 -0.06294 -0.06688

20 2.31933 ×1024 2.31933 × 1024 -0.06833 -0.06833

30 2.31965 ×1024 2.31965 × 1024 -0.05465 -0.05465

40 2.31951 ×1024 2.31951 × 1024 -0.06077 -0.06077

Table 4.3: dsmcFoam collision rates of Nitrogen, in an adiabatic box at 800 K, using
the standard and improved TASC routines. The corresponding analytical collision rate
is 2.32092 × 1024 s−1m−3. The last two columns represent the percentage difference of
the standard and improved TASC routine collision rates with the analytical rate, and is
calculated using equation A.6.

built up by blockMesh, snappyHexMesh or a mesh from another source that has

been transferred into the OpenFOAM style. The number of sub-cells (N sc) for

the bound-box of the cell is,

N sc =
nVbb
nPPSC

, (4.2)

where n is the number density, nPPSC is the desired number of PPSC specified

at the start of the simulation and the bound-box volume (Vbb) is,

Vbb = lx × ly × lz. (4.3)

The total number of sub-cells in the bound-box is then re-determined to form

cuboid sub-cells that have exactly the same volumes. To do this, an initial as-
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Figure 4.2: A typical mesh cell within a bound-box. The bound-box is represented by
the dotted black lines and the axis represents the global axis.

sumption is made of the bound-box being cubic and this is done to get a rough

estimate of the sub-cell lengths (∆l),

∆l =
3

√

V bb

N sc
. (4.4)

Then the number of sub-cells in each direction (N sc
i ), using the nearest integer

function, is roughly,

N sc
i = nint

(

li
∆l

)

, (4.5)

where Nsc
i is a natural number and i = x, y, z. The lengths of the sub-cells in

each direction are re-calculated as,

∆li =
li
N sc
i

, (4.6)
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and the total number of sub-cells as,

N sc =
lx
∆lx

× ly
∆ly

× lz
∆lz

. (4.7)

The sub-cells are generated, in the entire bounding box, with sides parallel or

perpendicular to each direction of the global axis system as shown in figure 4.3.

This figure also presents the problem in generating sub-cells, that is some sub-cells

may be generated outside of the sampling cell. This only applies to a sampling

cell that is not a cuboid, or a cuboid with sides not parallel or perpendicular

to each direction of the global axis system. Therefore, it is preferred but not

important, to use meshing techniques and generators such as snappyHexMesh

to develop a mesh for the TASC technique. An example of a preferred mesh

produced by snappyHexMesh is shown in figure 4.4 - the cells close to the surface

of this mesh can be improved by using the layers function in snappyHexMesh

without sacrificing majority of the cubic cells. In section 4.3.3 two different mesh

configurations are compared for one of the test cases used to benchmark the

adaptive sub-cell method in order to determine the effect of the mesh on the

results.

To deal with transient type systems, the sub-cells are constructed at every

user defined time-step - they can be constructed from every time-step to only

generated once throught the entire simulation. Although the construction of sub-

cells is not expensive, for steady-state type systems sub-cells do not have to be

generated every time-step. A suggested approach to determine the number of

time-steps in between constructing sub-cells is to calculate it based on how many

time-steps is required to reach steady-state from initial conditions. If it requires

many time-steps then the re-construction of sub-cells should be done frequently

as the system can reach steady-state sooner. Although it is not very important
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Figure 4.3: Mesh cell with 3375 sub-cells. The sub-cells are represented by the black
lines.

Figure 4.4: Preferred mesh for the TASC routine.

to re-construct it frequently as steady-state is independent of when the sub-cells

are re-constructed, it will just take longer to reach that state using sub-cells that

are re-constructed less often. However, the number of time-steps required to

reach steady-state for a certain system may be a challenge to determine before
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running the actual simulation. In particular, if the number of time-steps between

creating sub-cells is greater than one then it may take more time-steps to reach

steady-state as opposed to generating sub-cells every time-step. Also, the final

steady-state results, based on long sampling times, are independent of the time-

steps defined between the construction of sub-cells. During steady-state some

systems, at a microscopic level, will not change a great deal over time therefore

in those systems sub-cells do not have to be frequently generated.

Once the sub-cells have been generated, a particle is then assigned to a par-

ticular sub-cell using equations 4.8 and 4.9. The sub-cell index for an arbitrary

particle in a cell is,

j = jx + jyN
sc
x + jzN

sc
x N

sc
y , (4.8)

and ji with the use of the floor function represents the bin in each direction,

ji =

⌊

1

∆li
(rpp − rcpbb ) · êi

⌋

. (4.9)

Where rpp is the position of the particle, rcpbb is the minimum corner-point of the

bound-box, êi is the unit vector.

4.2.2 Standard TASC routine: validation study

The hypersonic cylinder test case introduced by Lofthouse et al. [111] was initially

used for comparative studies between DSMC and Navier-Stokes CFD calculations.

This has now become a popular benchmark test for DSMC implementations; it

has been used to test new DSMC techniques [5] and new DSMC codes [94].

Therefore, this test case is used to validate the TASC routine and the sub-cells

are re-constructed every one-thousand time-steps - this is a suitable amount since

steady-state does not take very long to reach. The free-stream conditions and
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dimensions for this test case are listed in table 4.4 and figure 4.5, respectively.

The simulation gas is Argon, the body-length global Knudsen number based on

the cylinder diameter is around 0.01 and the results are compared with Bird [2].

The dsmcFoam simulations employ a fixed time-step of 0.01 µs, have around

3.7 million DSMC particles in the system and the results have been sampled for

longer than one million time-steps. The computational domain is two-dimensional

with 7248 cells and each cell has a dimension of around two mean free paths in

all directions. The surface properties are sampled at the same resolution as the

computational mesh cells and a 2◦ interval is used between surface cell boundaries

as used by Bird [112]. Finally, an isothermal wall temperature of 500 K is used.

The variable hard sphere (VHS) method [4] is employed to process the collisions

and since the gas is monatomic the energy between the particles is exchanged in

the translational mode only and the gas is considered as non-reacting. The VHS

molecular properties at a reference temperature of 1000 K used for the test case

are shown in table 4.5 and were set by Lofthouse [39].

Mach number 10

n∞ 4.247 × 1020 m−3

T∞ 200 K

Table 4.4: Free-stream conditions used in the simulations of hypersonic rarefied gas flows
over a two-dimensional cylinder.

ω 0.734

d 3.595 × 10−10 m

m 66.3 × 10−27 kg

Table 4.5: Variable hard sphere model parameters for Argon, at a reference temperature
of 1000 K, used in the simulations of hypersonic rarefied gas flows over a two-dimensional
cylinder.

The heat transfer over the surface of the cylinder for the standard TASC
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Figure 4.5: Geometry and boundary dimensions used in the simulations of hypersonic
rarefied gas flows over a two-dimensional cylinder (drawing not to scale).

routine, conventional 8 sub-cell technique1 and Bird’s data [2] are shown in fig-

ure 4.6. For the standard TASC routine eight PPSC has been defined. The heat

transfer comparisons between the conventional 8 sub-cell method and Bird’s data

disagree by a great deal, as expected since the mean collision separation with the

8 sub-cell technique is very large. In other words, the particle collision pairs are

selected from larger sub-cell volumes. By increasing the number of sub-cells in

a cell, the volume of each sub-cell decreases therefore collision pairs are selected

within close vicinity only and as a result the accuracy of the solution is improved

as shown in the figure by the standard TASC routine. Similar trends in accuracy

are noticed for the shear stress over the surface of the cylinder as shown in fig-

ure 4.7. However, the surface pressure is not affected by the different techniques

as shown in figure 4.8.

Furthermore, a similar analogy was noticed in section 3.2.2, where the ex-

perimental data of the bi-conic cylindrical object was compared with dsmcFoam.

1The conventional 8 sub-cell technique is transformed into four sub-cells for two-dimensional
dsmcFoam systems.
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Figure 4.6: Surface heat transfer comparisons of the conventional 8 sub-cell method,
standard TASC method and Bird’s data [2] over the hypersonic cylinder.

The 8 sub-cell method was used for the simulation and the surface pressure was

predicted quite close to the experimental data however, the surface heat transfer

was predicted a lot higher than the experiment but followed a similar trend. By

using the TASC routine the surface heat transfer over the bi-conic cylindrical

object may be reduced and it will be tested in the future.

4.3 Improved TASC routine

In the previous section, the standard TASC routine managed to replicate the

results of Bird by using larger cells than the recommended size with a criteria of
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Figure 4.7: Surface shear stress comparisons of the conventional 8 sub-cell method,
standard TASC method and Bird’s data [2] over the hypersonic cylinder.

eight PPSC. Furthermore, the standard TASC routine was more efficient than the

conventional 8 sub-cell method as for each time-step an average of 5.5% saving

was noticed. However, this section outlines the problem of the TASC method and

demonstrates it on the hypersonic cylinder. This problem arises when the user

initially defines the number of PPSC to a value below eight. As this value reduces

from eight, the error in the simulation increases. To resolve this, an improvement

is also introduced to allow the number of PPSC to be defined to a value below

eight, without sacrificing a great deal of accuracy. Also the sensitivity of particles,

mesh and time-step on a system is investigated for the improved TASC routine.
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Figure 4.8: Surface pressure comparisons of the conventional 8 sub-cell method and
standard TASC method over the hypersonic cylinder.

4.3.1 Improved TASC routine: background

The standard TASC routine only produces high accuracy results when the PPSC

is defined as eight for the hypersonic cylinder test case considered in section 4.2.2.

Reducing this value affects the surface heat transfer and shear stress greatly, as

shown in figures 4.9 and 4.10, respectively. However, it has no affect on the

surface pressure. As noticed in these figures, the differences start to become

more apparent when the set number of PPSC decrease. As the number of PPSC

reduces the probability of repeat collisions increase, and if there is only one PPSC

then its collision partner is chosen from the entire cell, thus the degree of error
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elevates as the size of the cell increases. The improved TASC routine produces a

solution to this problem of one PPSC, it enforces the particle pairs to be chosen

within close vicinity. The term G, is added as a denominator to the right hand

side of equation 4.5 and this has a direct impact on the sub-cell volume, because

as the value of G increases the volume of each sub-cell increases and as a result

the number of sub-cells is reduced. The sub-cell volume is increased until the

particular particle is surrounded by one or more other particles. The process

of increasing the sub-cell volume is shown in figure 4.11 and an example of the

process stages in this figure are demonstrated in figure 4.12. Furthermore, if the

particle does not find another particle in the last transformation of the sub-cell

volume at stage (f), then it resorts to looking for a particle in the entire cell.

Also, this is rare and only occurs when there are a lot of sub-cells and is more

likely to arise when the number of PPSC, defined at the start, is very low.

4.3.2 Improved TASC routine: validation study

The improved TASC routine is validated using the same, hypersonic cylinder

test case as in section 4.2.2. The same mesh is used for all tests considered in

this section. Using the improved TASC method the minimum number of PPSC

is sought, and reduced from eight, that produces similar results as Bird. This

minimum is determined as six PPSC as shown for the surface heat transfer over

the cylinder in figure 4.13. Any value lower than six PPSC still produces a

peak surface heat transfer closer to Bird than the standard TASC routine, as

illustrated in table 4.6. A similar trend is found in the drag force calculations,

as in table 4.7, using both routines at different PPSC definitions. That is, as

the number of PPSC increase the drag force gets closer to Bird’s prediction of

39.95 N. For both routines the drag force is predicted closest to Bird at six PPSC,
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Figure 4.9: The effect of the number of PPSC using the standard TASC routine on the
heat transfer over the hypersonic cylinder.

and the difference for the seven and eight PPSC defined systems is no more than

0.15% from Bird. Furthermore, the shear stress is predicted very close to the

standard TASC routine at eight PPSC but it did not reduce to a value closer to

Bird.

Moreover, the results from some of the lower defined number of PPSC of both

routines are within the minimum and maximum values in table 4.8, and these

values are determined by various solvers in the literature [2]. The surface heat

transfer results of the improved TASC routine using eight PPSC are in better

agreement with Bird than PDSC (with TASC) [5]. These results produced by
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Figure 4.10: The effect of the number of PPSC using the standard TASC routine on the
shear stress over the hypersonic cylinder.

PPSC Standard TASC routine Improved TASC routine

8 38747.82 38337.97

7 39350.66 38668.19

6 39989.24 38942.83

5 41144.12 39620.71

4 42598.11 40202.06

3 45051.21 42047.70

2 48930.68 44843.14

1 54806.21 51053.99

Table 4.6: The peak surface heat transfer [Wm−2] predicted by dsmcFoam using the
standard and improved TASC routines at different defined PPSC. Bird’s [2] peak surface
heat transfer is 38300 Wm−2.
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(a)

G=1

(b)

G=2

(c)

G=3

(d)

G=4

Entire

cell

(f)

G=6

(e)

G=5

Figure 4.11: The procedure of the improved TASC routine, in alphabetical order, in
finding collision pairs in close vicinity when there is only one particle in the sub-cell of the
sub-cells initially generated at (a). G is defined in section 4.3.1.

PPSC Standard TASC routine Improved TASC routine

8 39.89 39.90

7 39.92 39.92

6 39.96 39.97

5 40.03 40.03

4 40.17 40.12

3 40.40 40.25

2 40.83 40.51

1 41.50 41.14

Table 4.7: The drag force [N] predicted by dsmcFoam using the standard and improved
TASC routines at different defined PPSC. Bird’s [2] drag force is 39.95 N.

PDSC were based on a criteria of 2 PPSC and had a larger number of PPSC

been defined then the results may have been closer to Bird. Table 4.8 also shows

results of dsmcFoam with standard and improved TASC and without TASC.
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(a) (b)

(c)

(e)

(d)

(f)

Figure 4.12: Example of the improved TASC routine in finding collision pairs in close
vicinity when there is only one particle in the sub-cell of the sub-cells initially generated at
(a). This is an example for a two-dimensional cell, but it is similar to a three-dimensional
approach. In this figure, each stage is assigned a letter and they are processed in alpha-
betical order.
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Figure 4.13: Surface heat transfer comparisons over the hypersonic cylinder between the
improved TASC method and Bird’s data [2].

Solver Peak heat flux [Wm−2] Total drag [N]

MONACO 39319 40.00

SMILE 39000 39.76

DAC 38500 39.71

DS2V 38400 39.76

PDSC (without TASC) 44813 41.90

PDSC (with TASC) 40888 39.16

dsmcFoam (without TASC) 48547.52 40.80

dsmcFoam (standard TASC) 38747.82 39.89

dsmcFoam (improved TASC) 38337.97 39.90

Table 4.8: The peak heat flux and total drag predicted by dsmcFoam and various other
DSMC solvers over the hypersonic cylinder [5].
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4.3.3 Improved TASC routine: Particle, time-step and

mesh sensitivity investigation

To further validate the improved TASC routine a thorough particle and time-

step study is undertaken in this section using the hypersonic cylinder test case,

investigated previously. Following this, a particle and mesh sensitivity study

is undertaken using a steady driven cavity flow of Su et al. [5] that compares

benchmark results against the improved TASC, standard and no sub-cell routines.

Hypersonic cylinder: sensitivity study

Firstly, a particle sensitivity study on the hypersonic cylinder is considered and

table 4.9 illustrates the number of particles used in each system. For each system

of particles two scenarios are simulated, one with a defined PPSC of seven and

the other eight, and these two definitions are used since they produce results that

are in excellent agreement with Bird in section 4.3.2. The same mesh over the

cylinder, considered in all test cases previously in this chapter, is adopted for

the simulations and between each test there is a difference of at least a million

particles. For all tests the heat transfer over the surface of the cylinder is com-

pared in figure 4.14 against Bird’s predictions. Also, this figure only shows the

surface heat transfers of the first 0.12 m along the surface. And beyond 0.12

m all results are in very good agreement and beyond 0.14 m all results are in

excellent agreement. The comparisons in figure 4.14 and the comparisons of drag

forces in table 4.9 are in good agreement with Bird and the agreement becomes

closer as the number of particles increase in the system. Also, as the number of

particles increase from 2.83 million to 5.82 million the drag force becomes lower

than Bird’s prediction but the difference is no more than 0.2% for both PPSC

definitions. In addition, DAC and SMILE predicted [2] lower drag forces than
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Bird and the standard and improved TASC routines using seven or eight PPSC

with 3.7 million particles in the system, as shown in section 4.3.2, also predicted

lower drag forces than Bird. Increasing the number of particles in the simulation

requires more computational resources, but one possible method to reduce the

computational run-time is to employ a larger time-step, but not too large such

that it reduces the accuracy of the simulation.

Test case Particles PPSC Total drag [N]

A.1 5.82 million 7 39.89

A.2 5.82 million 8 39.87

B.1 2.83 million 7 39.95

B.2 2.83 million 8 39.93

C.1 1.42 million 7 40.03

C.2 1.42 million 8 40.01

D.1 0.37 million 7 40.31

D.2 0.37 million 8 40.30

Table 4.9: The number of particles used for the particle sensitivity study on the hypersonic
cylinder. The total drag force predicted is also illustrated for each test.

Furthermore, figure 4.15 shows the heat transfer over the cylinder using a time-

step of 0.01 µs, used in previous cylinder test cases in this chapter, and a time-step

of 0.2 µs. In addition, the same number of particles and number of PPSC are

employed in these two cases as in test case B.2 and the latter time-step is the

same as one of the benchmark test cases of Bird [2]. The figure shows the results

are not significantly affected by the larger time-step and identical drag forces

are predicted by both scenarios. Although, the larger time-step has predicted a

slightly larger heat transfer at the stagnation region the computational run-time

has been reduced by around 90%. Increasing the time-step further will reduce

the accuracy of the properties as figure 4.16 shows the maximum time-steps that
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Figure 4.14: The sensitivity of the particles on the surface heat transfer over the hyper-
sonic cylinder.

can be used throughout the domain. These time-steps are represented as,

T ime− step =

⌊

0.3λlocV HS
Ump

⌋

, (4.10)

where λlocV HS and Ump represent the variable hard sphere local mean free path and

most probable velocity, respectively. The time-steps are normally a fraction of

the calculation in equation 4.10, so that particles remain in a cell for a number

of time-steps to aid the averaging process. The time-steps in the figure do not

include an extra fraction of a third for good DSMC practice, but with the fraction

some of the time-steps become lower than 0.2 µs but are still larger than 0.01 µs.
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Therefore good DSMC practice is not fulfilled throughout all of the domain with

the larger time-step, but the results are still in good agreement.
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Figure 4.15: The sensitivity of the time-step size on the surface heat transfer over the
hypersonic cylinder.

Steady driven cavity flow: sensitivity study

The final validation study for the improved TASC routine involves a steady driven

cavity flow that is two-dimensional. The computational domain consists of walls

that are diffusely reflecting the particles away at a temperature of 300 K. The

upper wall has a velocity of 354.2 ms−1 (Mach 1.1) and all other walls are station-

ary as shown in figure 4.17. The cavity is initialised with stationary Argon gas at
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Figure 4.16: The maximum time-step size, based on equation 4.10, that can be used
throughout the computational domain of the hypersonic cylinder.

300 K and the body length global Knudsen number is 0.01 where the length scale

is based on the cavity dimensions. Five simulations, illustrated in table 4.10, are

initially undertaken and they include two benchmark tests and three simulations

that have approximately one mean free path long cell dimensions.

Firstly, both benchmark test cases A and B have cell sizes that are a quarter

of the mean free path therefore their results should be the same. The contours of

overall temperature and a profile of the overall temperature through the vertical

centreline of the cavity domain are shown in figures 4.18 and 4.19, respectively.

Both benchmark test cases are compared in these two figures and the results are

in very good agreement, thus the benchmark does not require sub-cells. The

sub-cell parameter is now compared for the remaining three tests, as shown in

table 4.10, against the benchmark run in figure 4.20. Test case B and E, are in
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Figure 4.17: Steady driven cavity flow configuration.

Test Sub-cells Cells Total Execution time

case particles per time-step (s)

A Standard 400 x 400 4 million 10.30*

B No 400 x 400 4 million 10.19*

C Standard 100 x 100 0.25 million 0.378*

D No 100 x 100 0.25 million 0.271

E TASC 100 x 100 0.25 million 0.275

Table 4.10: Test cases for the steady driven cavity flow. Tests A and B are considered
as benchmark cases and test E employs the improved TASC routine using 8 PPSC. The
standard sub-cells employ 4 sub-cells for two-dimensional cells. The execution times are
based on one processor and the * denotes parallel simulations.

good agreement but some differences are noticed in the peak values but this may

be due to the macroscopic data not been picked up very well due to the larger

cells in test E. Test C is in very good agreement with test E, as by chance test C

has roughly the same number of PPSC as test C. This is because test C employs
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standard sub-cells in all cells that have more than one particle and the average

number of particles per cell in the entire domain is 25. When no sub-cells are

employed for the test case with large cell sizes (test D), the results are far from

the benchmark as the mean collision separation is large.

Figure 4.18: Contours of overall temperature of the steady driven cavity flow. The black
and white lines represent the benchmark test cases with standard sub-cells and no sub-cells,
respectively.

The influence of the number of PPSC on the cavity is shown in figure 4.21

using the improved TASC routine. The results show that all PPSC calculations

are in very good agreement, apart from 1, 9 and 10 PPSC and their corresponding
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Figure 4.19: Comparisons of temperature profiles through the vertical centreline of the
computational domain for the steady driven cavity flow. Test cases A and B represent the
benchmark run with standard sub-cells and no sub-cells, respectively.

profiles are further away from the benchmark. However, 1, 9 and 10 PPSC

have a difference of no more than 0.5% in comparison to the remaining tests in

figure 4.21. The differences by 9 and 10 PPSC might be caused by the large mean

collision separation as the cell size is larger in comparison to the lower PPSC and

in the case of 1 PPSC, there may have been more repeat collisions.

Finally, the cavity sensitivity study has produced a different phenomenon to

the hypersonic cylinder sensitivity study, considered in the previous section, and

related to the influence the number of PPSC has on the macroscopic properties.

The cavity properties are not affected as much, by the different number of PPSC,
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Figure 4.20: Comparisons of temperature profiles through the vertical centreline of the
computational domain for the steady driven cavity flow. Test case B represents the bench-
mark run with no sub-cells. Test cases C, D and E represent the runs with larger cell sizes
using standard and no sub-cells and the improved TASC routine (8 PPSC), respectively.

as the hypersonic cylinder properties. This is because the cavity case has cell

sizes that are roughly one mean free path long, therefore with the use of sub-cells

good DSMC practice is met throughout the domain.

4.4 Summary

This chapter presented the importance of a cell volume in determining collision

pairs. It also presented a new TASC routine, implemented in dsmcFoam, and an

extension to the 8 sub-cell method for the purpose of selecting collision partners
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Figure 4.21: The effect of varying the number of PPSC, using the improved TASC
routine, on the temperature profile through the vertical centreline of the computational
domain for the steady driven cavity flow.

in close proximity to each other. The standard TASC method proved to be a

reliable tool in predicting accurate properties of systems that have a large cell

size, as shown in figures 4.6 and 4.7 for the cylinder test case. The size of the cells

in this case were approximately two mean free paths long, this is relatively large

in comparison to the recommended size of one third of the mean free path. In the

same graph it is evident that the results using the conventional 8 sub-cell method

do not agree well with Bird’s results as good DSMC practice was not followed.

The TASC method requires a smaller number of computational mesh cells in the

system in comparison to the conventional method for a similar accuracy, therefore
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the TASC method uses less memory and as a result has a faster solution time.

Also, less computer random-access memory is required for post-processing.

The TASC method was then improved for sub-cells that contain only one

particle. In this scenario, the standard TASC method looks for a collision partner

in the entire cell whereas the improved TASC algorithm looks for a collision

partner in close proximity - it does this by increasing the volume of the sub-cells

until there is one or more possible collison partners.



Chapter 5

Dynamic Wall Temperature

Model

This chapter outlines the issues concerning surface temperatures in DSMC simu-

lations. The surface temperature may have a direct influence on the farfield and

surface properties, therefore it is important to define it in a robust manner. In

practice, the wall temperature is assumed to be isothermal and fixed to a value

ranging between 500 and 2000 K over the entire surface. However, this is not valid

in most systems that involve hypersonic gas flow streams as the wall temperature

is closely related to the heat flux. This will be discussed in more detail later in

this chapter, also a dynamic wall temperature model (DWTM) for dsmcFoam

is introduced as an alternative boundary condition. Verification and validation

studies of this DWTM are also investigated in this chapter.

5.1 Introduction

The treatment of particles impinging on the surface is of the utmost importance

in DSMC simulations, especially when dealing with the surfaces of hypersonic re-

100
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entry vehicles. Particles hitting and leaving the surface introduce a momentum

and energy transfer which in particular affects the aerodynamic properties (i.e.

forces and moments) and heating rates, respectively and are essential to the design

process of any planetary vehicle. These properties, as well as far-field properties,

may be sensitive to the surface condition therefore the surface has to be treated

accurately in DSMC but this can be a challenge. In addition, the effect of wall

temperature on the properties are discussed in sections 5.2.1 and 5.2.2. The most

common DSMC boundary model reflects the particles away from the surface

in a completely diffuse manner. These particles leave the surface with a new

velocity sampled from a biased Maxwellian distribution based on an isothermal

wall temperature. This wall temperature is normally between 500 and 2000 K

but there is not a particular definition set in stone.

5.2 Limitation of an isothermal wall tempera-

ture model

Diffuse, or a mix of both diffuse and specular wall boundary models require a

temperature definition, commonly set to an isothermal condition between 500

and 2000 K for hypersonic DSMC simulations:

• Vashchenkov and Ivanov [113] studied the re-entry aerothermodynamics of

the European experimental re-entry testbed space capsule using a constant

wall temperature of 1400 K,

• Sampaio and Santos [114] investigated the re-entry aerothermodynamics of

a small ballistic re-entry Brazilian vehicle using a constant wall temperature

of 800 K,
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• Ahmad et al. [8, 9] examined the re-entry aerothermodynamics of a re-usable

single-stage to orbit vehicle (Skylon spaceplane) using a wall temperature

of 1000 K,

• Moss et al. [1] performed simulations for aerodynamic forces and moments

acting on the Apollo capsule throughout the hypersonic low-density tran-

sitional flow regime. A number of different wall temperatures were used in

the DSMC simulations and they ranged from 234 to 1598 K for altitudes

from 200 to 85 km, respectively.

• Bányai et al. [90] investigated the behaviour of the Intermediate eXperimen-

tal Vehicle in the upper layer of the atmosphere using a wall temperature

of 900 K.

The isothermal wall temperature may be determined by assuming the inci-

dent free-stream kinetic energy is fully radiated at the surface using the Stefan-

Boltzmann law [115]:

1

2
ρ∞U

3

∞ = ǫσT 4

W , (5.1)

where ρ∞ and U∞ represent the free-stream density and velocity, respectively and

ǫ, σ and TW are the emissivity, Stefan-Boltzmann constant and wall temperature,

respectively. Another method to define the wall temperature is to set the wall as

the arithmetic average between the free-stream and stagnation temperature [7].

For the Apollo capsule, Moss et al. defined the surface temperature at each alti-

tude as the smallest isothermal value from either the radiative equilibrium value

fixed from the heating, at the stagnation point, that is based on the correla-

tion of Sutton [101] or the free-molecular radiative equilibrium heat flux at the

stagnation point.
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In most DSMC simulations, the isothermal wall assumption is not valid as

the temperature of the surface is closely related to the heat flux. The most

common DSMC simulation, presented by Bird [2], for code benchmarking is the

hypersonic flow over a cylinder. Since this case was for benchmarking purposes

only it is acceptable to set an isothermal wall condition but due to the nature of

this problem a high temperature bow shock is created upstream of the cylinder,

therefore the heat flux is higher on the forebody than the afterbody as a result

the temperature should be greater on the forebody than the afterbody, this may

influence the aerodynamic forces, surface pressure and shear stress as they are

closely related to the pre- and post-momentum of a particle impinging on the

wall. The same applies to the surface heat transfer, but it is related to the energy

of the particle instead of the momentum. The energy of the particle leaving the

surface is sampled from a distribution function based on the wall temperature.

Furthermore, sampled properties are investigated for hypersonic gas flows over

two geometries to demonstrate the inconsistencies associated with using one tem-

perature value over the entire surface. The two set-ups used in the investigation

are,

1. hypersonic gas flow over a cylinder and

2. hypersonic gas flow over a step.

Both cases represent a significant challenge to numerical codes as they must

capture flow physics including weak or diffuse shocks, boundary layer separation,

flow recirculation, rapid expansion and re-compression and shear layers with steep

gradients of velocity, temperature and density. Therefore these test cases are be-

lieved to be suitable for this investigation as they represent some of the conditions

planetary vehicles experience through the atmospheric re-entry stage.
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5.2.1 Hypersonic gas flow over a cylinder

The hypersonic cylinder benchmark test case used in sections 4.2.2 and 4.3.2 to

validate the standard and improved TASC algorithms is used in this section to

investigate the effect of different isothermal wall temperature definitions on the

surface of the cylinder. The reader is referred to section 4.2.2 for the dimensions

and conditions, including the molecular parameters, of the hypersonic cylinder

test case. Four tests are carried out using the wall temperature definitions listed

in table 5.1. For each test the improved TASC algorithm, discussed in section 4.3,

is applied. The condition set for the desired number of particles per sub-cell, in

the improved TASC algorithm, is eight. Using this criteria the TASC method,

for both standard and improved algorithms, has produced excellent comparisons

with Bird [2] in the previous chapter. To differentiate between all four test

Test TW [K]

Test A (benchmark test) 500

Test B 1000

Test C 1500

Test D 2000

Table 5.1: Surface temperatures used in the simulations of hypersonic gas flow over a
two-dimensional cylinder.

cases the surface heat transfers of tests B, C and D are analysed as a percentage

difference from the benchmark case and is determined by,

(Test case− Test A)% =

(

Test case− Test A

Test A

)

× 100, (5.2)

where Test case represents the surface property of test B, C or D and Test A rep-

resents the surface property of test A. The comparison of surface heat transfers,

calculated using the above equation, are plotted as absolute values in figure 5.1.

Significant difference are noticed for tests B, C and D in comparison to the bench-
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mark, with approximately 8% difference at the stagnation point for test B and

rising up to approximately 24% for test D. Also, the largest differences are no-

ticed at the afterbody and as the temperature of the wall increases the surface

heat transfer at each surface element decreases. Furthermore, the shock stand-off

distance becomes larger as the wall temperature increases as shown in figure 5.2

and this is caused by the particles reflecting of the wall with greater energies that

are based on the higher surface temperatures, as a result pushing back the shock.
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Figure 5.1: Comparison of the difference in heat transfers over the surface of the hyper-
sonic cylinder.

Although, significant differences are noticed with the previous two properties,
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Figure 5.2: Comparison of kinetic energy along the stagnation line of the hypersonic
cylinder.

the drag force increases very slightly as the temperature of the wall becomes

larger. This is illustrated for tests B, C and D as a percentage difference from

the benchmark test case, calculated using equation 5.2, in table 5.2. In addition,

the plot of surface pressure over the cylinder in figure 5.3 calculated using equa-

tion 5.2, shows that the surface pressure has not been affected a great deal by

the surface temperature apart from the cylinder afterbody. The cylinder after-

body has the largest differences but the pressures at those surface elements are

very small in comparison to the cylinder forebody as shown by Test A difference

(%) in the plot and this is determined by taking the percentage of a particular
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pressure point on the surface divided by the surface pressure at the stagnation

point. Since there is a small effect of surface pressure over the cylinder with dif-

ferent surface temperatures and especially at the forebody therefore this is what

influences the small differences in drag force.

(Test B - Test A)% 0.73

(Test C - Test A)% 1.36

(Test D - Test A)% 1.94

Table 5.2: The percentage differences in drag force experienced by the hypersonic cylinder
at different surface temperatures.
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Figure 5.3: Comparison of pressure over the surface of the hypersonic cylinder.
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5.2.2 Hypersonic gas flow over a blunt-body

The previous section investigated the effect of the surface temperature of the hy-

personic cylinder on the aerothermodynamic properties, and it was found that

the surface heat transfer reduced as the shock distance moved further away from

the cylinder caused by the increase in surface temperature. In addition, as the

surface temperature increased the drag increased too due to the increase in pres-

sure at the forebody. As the hypersonic cylinder was tested at one atmospheric

condition, therefore in this section the effect of the altitude is primarily investi-

gated on the aerothermodynamic properties using different surface temperatures.

Two altitudes are considered in this investigation and are based on the altitudes

considered by Rault [50] to investigate the Shuttle Orbiter aerodynamics. To

reduce computational costs the test case used in this investigation is a hypersonic

blunt-body.

The dimensions of the hypersonic blunt-body test case are shown in figure 5.4

and is constructed in two dimensions only, this arrangement is employed for all

blunt-body tests considered in this section. Figure 5.5 outlines the face definitions

of each mesh cell touching the surface of the step, these definitions are used to por-

tray the surface properties later in this section. Four tests are carried out at each

free-stream condition in table 5.3 based on Rault [50] and for each test a different

surface temperature is employed, the surface temperature definitions are shown

in table 5.4. For all hypersonic blunt-body tests, the free-stream velocity is set to

7500 ms−1 and the KnBLG fixed to 0.5 - based on the length of the blunt-body.

The surface properties are sampled at the same resolution as the computational

domain mesh cells and the conventional eight sub-cell approach is applied at

each cell for selecting possible collision pairs. The variable hard sphere model [4]

is used to process the collisions while the Larsen-Borgnakke phenomenological
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model [4] is used to determine the energetics of the intermolecular collisions; en-

ergy is exchanged between the translational, rotational and vibrational modes

and the gas is considered as non-reacting. The gas composition and molecular

properties, at a reference temperature of 273 K used for all of these tests are

shown in tables 5.5 and 5.6. The system parameters and computational effort are

illustrated in table 5.7.

Free-stream

flow direction

2λ

2λ

Symmetry boundaries

Free-stream boundaries

Step surface

15λ15λ

20λ

Figure 5.4: Geometry and boundary dimensions used in the simulations of hypersonic
gas flows over a blunt-body (drawing not to scale).

Tests Altitude [km] n∞ [m−3] T∞ [K]

A.1, A.2, A.3 and A.4 100 1.20 × 1019 193.7

B.1, B.2, B.3 and B.4 170 2.06 × 1016 790.4

Table 5.3: Free-stream conditions used in the simulations of hypersonic gas flows over a
blunt-body.

Surface heat transfers over the surface of the hypersonic blunt-body at 100 and

170 km are compared in figures 5.6 and 5.7, respectively. The largest differences

are also plotted based on,

(max−min)% =

(

testmax − testmin
testmin

)

× 100, (5.3)
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Figure 5.5: Cell face definitions on the surface of the hypersonic blunt-body. The grid
represents the computational mesh.

Tests TW [K]

A.1 and B.1 500

A.2 and B.2 1000

A.3 and B.3 1500

A.4 and B.4 2000

Table 5.4: Surface temperatures used in the simulations of hypersonic gas flows over a
blunt-body.

Altitude [km] N2 O2 O

100 0.78 0.18 0.04

170 0.523 0.04 0.437

Table 5.5: Molecular compositions used in the simulations of hypersonic gas flows over a
blunt-body.

Parameter N2 O2 O

ω 0.74 0.77 0.8

d [m] 4.17 × 10−10 4.07 × 10−10 3 × 10−10

m [kg] 46.5 × 10−27 53.12 × 10−27 26.56 × 10−27

Table 5.6: Variable hard sphere model parameters, at a reference temperature of 273 K,
used in the simulations of hypersonic gas flows over a blunt-body.

where testmax and testmin represent the maximum and minimum surface proper-

ties, respectively. The largest differences are noticed between the tests that con-
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Tests No. of Time-step [s] Average execution time

particles per time-step [s]

A.1, A.2, ≈700000 7 × 10−7 1.2

A.3 and A.4

B.1, B.2, ≈700000 3.5 × 10−4 1.2

B.3 and B.4

Table 5.7: The system parameters and computational effort for simulating hypersonic gas
flows over a blunt-body. The execution time is based on a simulation using one processor.

sidered the surface temperatures of 500 and 2000 K. For both altitudes, a similar

trend is observed and the heat transfer decreases as the altitude increases. The

heat transfer to the wall is reduced due to the decrease in free-stream density

at the higher altitude. Furthermore, the difference between the maximum and

minimum surface heat transfers at different surface temperatures is smaller at

the front and top of the blunt-body in comparison to the forebody of the cylin-

der. The afterbody of the blunt-body has a larger heat transfer difference at

the wall than the cylinder afterbody and this may be explained by the influence

of the large expansion region created behind the blunt-body. Since the particle

velocities in this region are very small the surface temperature will have a greater

influence on the energy of the particles reflecting off the surface.

Furthermore, a similar trend in differences are also noticed with the surface

pressures on the blunt-body but the magnitudes are smaller in comparison. In

particular the front side has a maximum difference of less than 1%, except for

face nine in both tests - the difference at this face rises to approximately 1.6%.

As a result of the small surface pressure differences the drag forces of all tests at

each altitude are in close agreement, as illustrated in table 5.8. The main rea-

son for the small differences in the properties at different surface temperatures is

due to the large free-stream velocity. Therefore the incident energy to the sur-

face in particular at the front of the blunt-body is very large in comparison to
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Figure 5.6: Comparison of heat transfer over the surface of the hypersonic blunt-body at
100 km.

the reflected energy. This is investigated further by considering the blunt-body

at 100 km, as used in the above tests, but with a free-stream velocity of 500

Test Drag force [N] Test Drag force [N]

A.1 1806.77 B.1 1486.76

A.2 1806.95 B.2 1487.57

A.3 1806.55 B.3 1487.04

A.4 1806.97 B.4 1486.82

Table 5.8: Drag forces of blunt-body investigations.

ms−1. For this study, surface temperatures of 500 and 2000 K are considered.

Figure 5.8 shows the non-dimensionalised number density of both tests and the
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Figure 5.7: Comparison of heat transfers over the surface of the hypersonic blunt-body
at 170 km.

leading shock appears further away from the blunt-body at 2000 K than at 500

K surface temperature - a similar phenomenon noticed previously with the hy-

personic cylinder. As a result the drag force is greater by 12% at 2000 K than

500 K.

5.3 Verification and validation of the DWTM

The previous section suggests that a fixed temperature over the entire surface

is inadequate for re-entry problems as the properties, in certain cases, are de-

pendent upon the wall temperature. Therefore, this section outlines a DWTM
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Figure 5.8: Comparison of non-dimensionalised number density over the blunt-body. The
figure at the top represents the surface at a wall temperature of 500 K and the bottom at
2000 K.

implemented in dsmcFoam to predict a temperature distribution over the surface

of an object. The results in this study are all based on particles reflecting off the

surface in a fully diffuse fashion, however the dynamic wall model may also work

for walls that reflect particles in a mixed specular and diffuse fashion.

.
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5.3.1 Dynamic wall temperature model

The DWTM of dsmcFoam is applicable for walls that experience convection,

radiation and no conduction and is based on the theory of thin walls where

the surface temperature is formulated by the energy of the particles hitting and

reflecting off the surface. This energy may include the translational, rotational

and vibrational modes and the particles are reflected according to the biased

Maxwellian distribution based on the new updated wall temperature.

Furthermore, for the surface of thin walls, built up by individual planar facets

and each facet modelled with a thermal node i, Haas [116] describes the energy

balance as,

q̇i (t)− ǫiσ
(

T 4

i − T 4

DS

)

−
∑

j

(kt)i,j (Ti − Tj) = hi
dTi
dt
, (5.4)

where each node has a temperature Ti (t), heat capacity hi, radiating emissivity

ǫi, heat flux q̇i (t) and a thermal conductivity (kt)i,j that connects nodes i and j.

TDS is the deep-space temperature, t is the time and σ is the Stefan-Boltzmann

constant.

By considering the front (f) and back (b) sides of the thin wall, and assuming

that both sides have one facet each and neglecting k laterally along the thin wall

surface, the energy balance for face f and b become,

q̇netf (t)− ǫfσ
(

T 4

f − T 4

DS

)

− kt (Tf − Tb) = hf
dTf
dt

(5.5)

and

q̇netb (t)− ǫbσ
(

T 4

b − T 4

DS

)

+ kt (Tf − Tb) = hb
dTb
dt

(5.6)

respectively. The coefficients h and kt also account for the thickness and density

of the material. q̇netf (t) and q̇netb (t) are the convective heat fluxes incident to

the front and back sides of the wall, respectively. Under hypersonic conditions
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q̇netb (t) may be neglected. The heat flux on the back surface is neglected because

it negligible in comparison to the front surface, as the back surface is in the wake

and therefore has lower density than the front surface. The lower density coupled

with particles having lower energy results in a much lower heat flux on the back

than the front. For the DWTM of dsmcFoam the conduction term is negated and

the above two equations condense to,

q̇netc−f (t)− ǫc−fσ
(

T 4

c−f − T 4

DS

)

= hc−f
dTc−f
dt

(5.7)

at each cell-face (c-f) on the surface. The conduction heating is very important

to the thermal response of the material and therefore will be looked into in future

work. For all studies in this chapter TDS is set to 0 K and the transient term on

the right hand side of the above equation will have no effect on the simulations as

they all reach steady-state. Therefore, properties such as the thermal mass that

is accounted for in the heat capacity can be ignored.

A step-by-step procedure, for using the dynamic wall temperature model ef-

ficiently, is shown in figure 5.9. Step 1 in this procedure is setting the wall

temperature based on equation 5.1, this temperature is similar to the stagnation

point of high speed bodies under large Kn flow regimes. It is important to note

that this procedure is only efficient in certain simulations, mostly when the sur-

face temperature is close to the initial guess. Also, the converged temperature in

step 3 is dependent on the rarefaction, if in the case that a very small number

of particles hit the surface or even in the case that no particles hit the surface

during a time-step then this step can be costly in time.
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Figure 5.9: Step-by-step procedure for steady-state simulations using the DWTM.

5.3.2 Analytical solution

The analytical solutions used in the next section to verify the DWTM using

free-molecular theory are,

q̇inc = ǫσ (TW )4AS1 (5.8)

and

q̇net = ǫσ (TW )4AS2 , (5.9)

where q̇inc and q̇net are calculated from equations B.26 and B.33, respectively.

Equations 5.8 and 5.9 are termed analytical solution 1 (AS1) and analytical so-

lution 2 (AS2), respectively. Free-molecular theory is derived in Appendix B and
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the resulting equations can be derived directly from the boundary condition that

is implemented in dsmcFoam.

5.3.3 Verification of the DWTM with free-molecular the-

ory

The analytical solutions derived in the previous section are used to verify the

DWTM of dsmcFoam in this section. AS1 is used in this study as it represents

one of the techniques in defining wall temperatures in DSMC calculations as

discussed in section 5.2. And AS2 is used as it represents both the incident and

reflected energies, in addition the incident energy accounts for both the thermal

and kinetic forms.

The verification study involves several dsmcFoam simulations of free-molecular

gas flows towards a flat plate of no thickness and length 0.01λ, as shown in fig-

ure 5.10. Also shown in this figure are the dimensions of the computational

domain. Velocities in tables 5.9, 5.10 and 5.11 are considered in the study and

these are simulated at three altitudes. These altitudes are 100, 170 and 250 km.

The free-stream number densities and temperatures for the three altitudes are

illustrated in tables 5.12 and 5.13, respectively, and are obtained from the U.S.

standard atmosphere [117]. Some of the dsmcFoam parameters are also illus-

trated in the latter table. The molecular properties for Nitrogen, Oxygen and

atomic Oxygen are illustrated in table 5.6 and the remaining properties are il-

lustrated in table 5.14. The KnBLG is fixed to one hundred for each test, as the

results from the dsmcFoam calculations are compared against analytical solutions

derived from free-molecular theory. The emissivity is set to 0.83 and is similar to

the value defined for re-entry vehicles [118, 119].

The results from the verification study at altitudes of 100, 170 and 250 km are



CHAPTER 5 DYNAMIC WALL TEMPERATURE MODEL 119

Free-stream 

flow direction

Cell 

boundaries

Free-stream

boundaries

Dynamic

wall
0.01λ

0.03λ

0.03λ

Figure 5.10: Geometry and boundary dimensions used in the simulations of free-
molecular gas flows towards a two-dimensional flat plate (drawing not to scale).

U∞ [ms−1] ζ U∞ [ms−1] ζ

0.155 4.586 × 10−4 2500 7.396

0.5 1.479 × 10−3 3000 8.875

1 2.958 × 10−3 3750 11.094

3.75 1.109 × 10−2 4500 13.313

7.5 2.219 × 10−2 5250 15.532

18.75 5.547 × 10−2 6000 17.751

37.5 0.111 6750 19.970

75 0.222 7500 22.189

200 0.592 8250 24.407

375 1.109 9000 26.626

1500 4.438 9750 28.845

2000 5.917 10500 31.064

2250 6.657 15000 44.377

Table 5.9: Free-stream velocities and corresponding speed ratios used in the simulations
of free-molecular gas flows towards a two-dimensional flat plate at 100 km.

in figures 5.11, 5.12 and 5.13, respectively. The differences are plotted as absolute
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U∞ [ms−1] ζ U∞ [ms−1] ζ

0.155 2.104 × 10−4 2500 3.393

0.5 6.786 × 10−4 3000 4.072

1 1.357 × 10−3 3750 5.090

3.75 5.090 × 10−3 4500 6.107

7.5 1.018 × 10−2 5250 7.125

18.75 2.545 × 10−2 6000 8.143

37.5 5.090 × 10−2 6750 9.161

75 0.102 7500 10.179

200 0.271 8250 11.197

375 0.509 9000 12.215

1500 2.036 9750 13.233

2000 2.714 10500 14.251

2250 3.054 15000 20.358

Table 5.10: Free-stream velocities and corresponding speed ratios used in the simulations
of free-molecular gas flows towards a two-dimensional flat plate at 170 km.

U∞ [ms−1] ζ U∞ [ms−1] ζ

0.155 1.716 × 10−4 2500 2.768

0.5 5.537 × 10−4 3000 3.322

1 1.107 × 10−3 3750 4.153

3.75 4.153 × 10−3 4500 4.983

7.5 8.305 × 10−3 5250 5.814

18.75 2.076 × 10−2 6000 6.644

37.5 4.153 × 10−2 6750 7.475

75 8.305 × 10−2 7500 8.305

200 0.221 8250 9.136

375 0.415 9000 9.966

1500 1.661 9750 10.797

2000 2.215 10500 11.627

2250 2.492 15000 16.610

Table 5.11: Free-stream velocities and corresponding speed ratios used in the simulations
of free-molecular gas flows towards a two-dimensional flat plate at 250 km.

values in all 3 figures using the definition,

(dsmcFoam− AS1 or AS2)% =
(dsmcFoam−AS1 or AS2)

dsmcFoam
× 100. (5.10)
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Altitude [km] N2 O O2 Ar He H

100 92100 4298 21510 950.1 1.133 0

170 107 89.96 8.277 0.1163 0.1676 0.002386

250 4.826 13.88 0.2482 0.001546 0.0969 0.00121

Table 5.12: Free-stream number densities used in the simulations of free-molecular gas
flows towards a two-dimensional flat plate. The number densities in this table are presented
in individual forms and as n×10−14 [m−3].

Altitude [km] T∞ [K] Time-step [s] Average no. of DSMC particles

100 193.7 1× 10−8 385000

170 790.4 1× 10−5 630000

250 941.33 1× 10−4 700000

Table 5.13: Free-stream temperature and dsmcFoam parameters used in the simulations
of free-molecular gas flows towards a two-dimensional flat plate.

Parameter Ar He H

ω 0.81 0.66 0.8

d [m] 4.17 × 10−10 2.33 × 10−10 2.5 × 10−10

m [kg] 66.3 × 10−27 6.65 × 10−27 1.67 × 10−27

Table 5.14: Variable hard sphere model parameters, at a reference temperature of 273 K,
used in the simulations of free-molecular gas flows towards a two-dimensional flat plate.

The comparisons are in excellent agreement between dsmcFoam and AS1 at hy-

personic velocities. However, as the velocity decreases to supersonic and subsonic

large differences between the analytical solutions and dsmcFoam start to appear.

At these velocities the differences are much greater between AS1 and dsmcFoam.

The differences are larger because the thermal component of the particles is more

significant at the lower velocities and this is not accounted for in AS1. Although

AS2 accounts for the thermal component differences with dsmcFoam still exist

but the differences are a great deal less than AS1, and the largest differences

decrease as the altitude increases. The differences between AS2 and dsmcFoam

are 9.293, 6.281 and 3.433% at 100, 170 and 250 km, respectively.
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Figure 5.11: Verification of surface temperatures from the dsmcFoam simulations of free-
molecular gas flows towards a two-dimensional flat plate using analytical definitions, at
100 km.

5.3.4 Further investigations into the verification of the

DWTM

The previous section compared the analytical solutions derived in section B with

the DWTM of dsmcFoam. Excellent agreement was found with both these meth-

ods at high velocities, but large differences started to exist at the lower velocities.

This section investigates these by looking at the surface heat transfers in individ-

ual and complete forms, i.e. incident, reflected and net, and compares these to

free-molecular theory. It also outlines a possible remedy to the dsmcFoam simu-
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Figure 5.12: Verification of surface temperatures from the dsmcFoam simulations of free-
molecular gas flows towards a two-dimensional flat plate using analytical definitions, at
170 km.

lations at low velocities by extending the distance of the boundaries. In addition,

all tests carried out in the previous section experienced collisions but the number

of collisions was very small. The effect of the collisions is also investigated in this

section.

Firstly, the analytical reflected heat transfer becomes more significant at lower

velocities as shown in figure 5.14 for 170 and 250 km, therefore it is initially

thought that the differences between AS2 and dsmcFoam at these velocities is

caused by the reflected flux and as a result requires an analytical definition rather

than partly taken from the dsmcFoam calculations. To determine the root cause
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Figure 5.13: Verification of surface temperatures from the dsmcFoam simulations of free-
molecular gas flows towards a two-dimensional flat plate using analytical definitions, at
250 km.

of the differences, the surface heat transfers are computed in individual and com-

plete forms for 100 and 250 km of the test cases considered in the previous section

as shown in figures 5.15 and 5.16, respectively. However, this shows the incident

surface heat transfers from the dsmcFoam calculations are greater than the ana-

lytical solution but the differences reduce as the temperature increases, and the

same phenomenon is noticed for the reflected and net heat transfers. This sug-

gests that it is not only the reflected temperature that is the cause of the surface

temperature differences with AS2 and dsmcFoam in the previous section. By re-

solving the incident fluxes the reflected fluxes will be similar to the corresponding
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analytical definitions as the reflected energy of the particles is based on the wall

temperature, and this wall temperature is based on the net heat transfer.
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Figure 5.14: The significance of the reflected heat transfer at 170 and 250 km.

The effect of the collisions, in the dsmcFoam simulations, are also investigated.

Two tests from the previous section at 100 km are used for the investigation;

the velocities considered are 200 and 1500 ms−1. The differences between the

wall temperatures of both tests with collisions and no collisions are within 0.2%.

Therefore, this is not the cause of the differences between dsmcFoam and AS2.

Finally, the boundaries are investigated. Table 5.15 illustrates the effect of the

computational boundaries on the surface temperatures obtained by the DWTM

of dsmcFoam. As the computational domain increases the wall temperature ob-
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Figure 5.15: Surface heat transfers in individual and complete forms obtained from
dsmcFoam and analytical solutions, at 100 km.

tained from the simulations become closer to AS2. Therefore, this suggests the

computational boundaries have to be further away from the wall, in comparison

to the setup in the previous section, to resolve the inflow boundaries correctly.

Further studies of this will be necessary to resolve this issue.

5.3.5 Particle sensitivity investigation on the DWTM

The investigation on the sensitivity of the number particles in the system is

necessary to determine the influence this has on the DWTM. For each of the

simulations carried out under the validation study of the DWTM at 100 km, in
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Figure 5.16: Surface heat transfers in individual and complete forms obtained from
dsmcFoam and analytical solutions, at 250 km.

Test Boundary dsmcFoam (dsmcFoam - AS2)%

dimensions TW [K]

100 km, 1500 ms−1 0.03×0.03λ 365.159 1.439

100 km, 1500 ms−1 1×2λ 365.874 1.231

100 km, 1500 ms−1 2×4λ 366.755 0.975

100 km, 9000 ms−1 0.03×0.03λ 1429.908 0.507

100 km, 9000 ms−1 10×20λ 1437.270 0.042

Table 5.15: The effect of the boundary dimensions on the wall temperature obtained
from the DWTM of dsmcFoam.

section 5.3.3, on average 385000 DSMC particles were used. For this section the

number of particles in the system range from 1313 to 662146 and this is tested
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using one of the test conditions considered in section 5.3.3. This test condition

has a free-stream velocity of 10500 ms−1 at an atmosphere of 100 km. The wall

temperatures are obtained, from dsmcFoam, after:

• 1000,

• 5000,

• 10000,

• 100000, and

• 300000 sampling time-steps after steady-state,

and are compared in figure 5.17. This figure increases the confidence in the

DWTM implementation as it shows the wall temperature resolves to approxi-

mately the same value using a range of particles in the system. The resolved

solution is also shown in this graph and is based on 662146 particles after 300000

sampling time-steps and is approximately 0.35% smaller than AS2. In addition

and as expected, the number of time-steps required by dsmcFoam to resolve the

wall temperature increases as the number of particles assigned to the system de-

creases. Table 5.16 illustrates the differences reduce for all systems as the number

of sampling time-steps increase, and figure 5.18 shows the results that have the

largest differences. The differences are calculated as,

Difference (%) =
(Test−Resolved solution)

Resolved solution
× 100, (5.11)

where Test represents each system of particles. The differences for all systems

are very small and it becomes less than roughly 0.1% after 5000 time-steps. In

addition, the systems with 2611 particles and above produce a difference less

than 0.075% after 1000 sampling time-steps. Furthermore, it is more efficient
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Figure 5.17: Wall temperature based on the number of DSMC particles and sampling
time-steps.

to run with 2611 particles for 1000 sampling time-steps than 1313 particles for

5000 sampling time-steps to achieve a difference of 0.0884 or less and the total

execution times are 0.8403 and 7.151 s, respectively. In addition, the average

execution times per sampling time-step for all systems are presented in figure 5.17.
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No. of particles 1000 5000 10000 100000 300000

1313 -0.1905 -0.0884 -0.0431 -1.681×10−3 -1.600×10−2

2611 0.0344 0.0429 0.0071 -5.071×10−3 4.697×10−3

5219 0.0036 0.0244 0.0074 8.188×10−3 -1.688×10−3

10327 -0.0712 -0.0319 -0.0301 5.843×10−3 2.969×10−3

20761 0.0110 0.0005 0.0013 3.088×10−4 -1.903×10−3

41308 0.0284 0.0114 0.0064 3.080×10−3 1.524×10−3

82928 0.0138 -0.0045 -0.0056 -3.134×10−3 5.280×10−4

165372 0.0025 -0.0019 0.0023 -4.894×10−4 -4.250×10−4

330838 -0.0035 0.0052 0.0041 2.660×10−3 -1.097×10−3

662146 0.0073 0.0091 0.0056 8.989×10−5 0

Table 5.16: Differences based on the number of DSMC particles and sampling time-steps
for all systems.

5.3.6 Validation of the DWTM with Stardust aerother-

modynamics

The DWTM of dsmcFoam is validated using the Stardust aerothermodynamic

calculations, based on non-reacting and non-ablation flows, performed by Zhong

et al. [3] using a modified DSMC SMILE technique [120] with a radiative wall

boundary model similar to the DWTM. Zhong et al.’s approach is not built into

the solver and they have to initially run a DSMC simulation using a defined wall

temperature to obtain a surface heat transfer distribution, this distribution is then

equated to the right hand side of equation 5.9 to calculate the new surface tem-

perature distribution. Using the new surface temperature distribution a second

DSMC simulation is run to determine a new surface heat transfer distribution.

This procedure is repeated until the surface temperature has converged.

The Stardust configuration and test conditions are shown in figure 5.19 and

table 5.17, respectively. Although the conditions in this table are often consid-

ered to be very expensive for re-entry vehicles to be simulated with good DSMC
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Figure 5.18: Differences based on the number of DSMC particles and sampling time-steps
for four systems containing the smallest number of particles.

practice, the Stardust computational domain used by dsmcFoam is built up by

mesh cells that have sizes roughly one mean free path long but they adopt the

conventional eight sub-cell algorithm and therefore the particle collision pairs are

chosen within dimensions smaller than the free-stream mean free path. Further-

more, dsmcFoam employs a quarter geometry system with symmetry boundary

conditions and Zhong et al. employed an axi-symmetric configuration. In ad-

dition and as considered by Zhong et al., a diffuse wall boundary condition is

assumed and the VHS and Larsen-Borgnakke models are used to simulate the

collisions and distribute post-collision energy between kinetic, rotational and vi-
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brational modes, respectively. Also, high temperature VHS parameters [121] are

used in the system. The emissivity is set to 0.9 as considered by Zhong et al.

and recommended by Covington et al. [118]. Further information on the system

setup for both dsmcFoam and Zhong et al. is illustrated in table 5.18.

0.557 m

0
.1
9
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.4
0
6
m

R = 0.23 m

R = 0.02 m

60

60

Free Stream

S

Figure 5.19: Stardust configuration [3]. Note that S represents the distance along the
surface starting from the forebody stagnation point and R refers to the radius.

Velocity 12.391 kms−1

Mach number 41.87

Temperature 217.60

Number density 2.6388×1020

N2 mole fraction 76.23%

O2 mole fraction 23.77%

Kn 1.28×10−2

Table 5.17: Free-stream conditions experienced by the Stardust at 81 km [3]. The mole
fraction of O2 is increased to 23.77% from 23.72%, the latter percentage is presented by
Zhong et al. and is thought to be a typographical error.

Figures 5.20 and 5.21 shows the wall temperature and heat transfer compar-

isons, respectively of the results obtained from Zhong et al. and dsmcFoam using
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Parameter

DSMC code
Zhong et al. dsmcFoam

Time-step [s] 1×10−7 1×10−7

Total particles 5.4×106 6.6×106

Fnum 2×1012 8×1013

Sampled time-steps 80000 500000

Table 5.18: DSMC simulation parameters for the Stardust re-entry at 81 km.

the DWTM. Both comparisons are in very good agreement. Although there is

scatter apparent in the dsmcFoam results, sampling the properties for a longer

time will reduce this noise. The total CPU time consumed by dsmcFoam was

3192 hours. And although the total number of sampling time-steps was greater

for dsmcFoam than required by Zhong et al. as shown in table 5.18, decreasing

the number of real molecules each DSMC particle represents in the dsmcFoam

calculations would have ensured a more converged solution after a lower number

of time-steps in the sampling stage.

5.4 Summary

This chapter has conveyed the importance of wall temperature definitions and

although setting an isothermal wall temperature may be applied to benchmark

test cases, in real engineering applications this may have a significant impact to

the flow phenomena and surface properties, especially during the re-entry stage

of spacecraft. The hypersonic cylinder test case, in section 5.2.1, had shown that

by setting different isothermal temperature definitions between 500 and 2000 K

the results were heavily dependent upon them. Major differences such as surface

heat transfer and shock stand-off distances were noticed. Although in much

simpler systems, such as the hypersonic blunt-body outlined in section 5.2.2,

minor differences were noticed between the surface properties. However, as the
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Figure 5.20: Stardust surface temperature distributions calculated by Zhong et al. and
dsmcFoam using the DWTM.

velocity of the blunt-body decreased the temperature of the wall became more

important on the properties.

Furthermore, a wall temperature model was implemented in dsmcFoam to

define the wall temperature based on equation 5.4, by negating the conduction

term it was reduced to equation 5.7 and therefore was used to verify the radiative

part due to convection against free-molecular theory. The free-molecular theory

was used to derive two analytical solutions, AS1 and AS2, and excellent agreement

was found between these and dsmcFoam at high free-stream velocities. It also

helped show that at low free-stream velocities the thermal energy becomes more
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Figure 5.21: Stardust surface heat transfer distributions calculated by Zhong et al. and
dsmcFoam using the DWTM.

significant in comparison to the kinetic energy and the thermal component is not

accounted for in AS1. In addition, small differences between AS2 and dsmcFoam

were apparent at the lower velocities but these will be resolved as part of a future

study by extending the free-stream boundaries as investigated for some of the

velocities in section 5.3.4.

Finally, the DWTM of dsmcFoam was validated with Stardust aerothermody-

namics determined by Zhong et al.. Very good agreement was observed for both

surface temperature and heat transfer.



Chapter 6

Conclusions and future work

6.1 Conclusions

The open source DSMC code, called dsmcFoam, has been recently written within

the framework of the open source computational fluid dynamics (CFD) toolbox

OpenFOAM [45] using the underlying principles of the open source molecular

dynamics solver created by Macpherson [46]. This thesis focussed on the bench-

marking of dsmcFoam and outlined techniques introduced by the author in dsm-

cFoam to improve the efficiency and accuracy of simulations. The results of the

benchmark investigations were compared with analytical solutions, other DSMC

codes and experimental data available in the literature and excellent agreement

was found when good DSMC practice was adopted.

Furthermore, this thesis presented an introduction to the DSMC method and

briefly discussed some of the established DSMC codes in the literature and out-

lined the main features of dsmcFoam. In addition, parallel efficiency studies were

presented of dsmcFoam and they were carried out on high performance computers

at the University of Strathclyde and Argonne National Laboratory (U.S.) [11].

Up to two-billion DSMC particles and 1536 processors were used in these studies

136
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and dsmcFoam was found to be a very efficient solver. A new domain decompo-

sition method for parallel dsmcFoam simulations was also presented and it was

compared against the standard OpenFOAM Scotch and Simple decomposition

techniques using the 0◦ angle-of-attack planetary probe case. The new decompo-

sition technique reduced the computational time by at least 28% in comparison

to the standard techniques.

The main advances of dsmcFoam discussed in this thesis were a routine for

selecting collision pairs called the transient adaptive sub-cell (TASC) method and

a dynamic wall temperature model (DWTM) that relates the wall temperature to

the heat flux. In addition, verification and validation studies were undertaken of

the DWTM with free-molecular theory and the Stardust aerothermodynamics [3],

respectively and very good agreement was found.

The widely used conventional 8 sub-cell method used to select possible colli-

sion pairs has been shown to be relatively cumbersome to employ properly as a lot

of mesh refinement stages are required in order to obtain accurate data. Instead

of mesh refinement the TASC technique automatically employs more sub-cells,

and these sub-cells are based on the number of particles in a cell. The TASC

method is an extension to the 8 sub-cell method for the purpose of selecting col-

lision partners in close proximity to each other. The standard TASC method has

been shown to be a reliable tool in predicting accurate properties of systems that

have a large cell size. The size of the cells in this case were approximately two

mean free paths long, this is very large in comparison to the recommended size of

one third of the mean free path. In the same graph and as expected the results

using the conventional 8 sub-cell method did not agree well with Bird’s results as

good DSMC practice was not followed. The TASC method was then improved

for sub-cells that contain only one particle. In this scenario, the standard TASC

method looks for a collision partner in the entire cell, whereas the improved TASC
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algorithm looks for a collision partner in close proximity or adjacent sub-cells.

Finally, the author has investigated the aerothermodynamics over re-usable

single-stage to orbit space-planes, called Skylon and CFASTT-1. The latter space-

plane has been developed by the author and others from the research group

called Centre for Future Air-Space Transportation Technology at the University

of Strathclyde. Due to the length requirements the Skylon and CFASTT-1 inves-

tigations have not been considered in this thesis, however for more information

on those studies the reader is referred to References [7–9].

6.2 Future work

The work presented in this theses will be carried forward and briefly explained

in this section.

Firstly the parallel efficiency studies were presented of dsmcFoam in this

theses. These studies were carried out on high performance computers at the

University of Strathclyde and Argonne National Laboratory (U.S.) [11]. Up to

two-billion DSMC particles and 1536 processors were used. In future work the

number of particles will be increased and tested at the limits of processing capa-

bility at the Argonne National Laboratory (U.S.) [11]. The computing capability

at Argonne National Laboratory is chosen for these studies because it is one of

the most advanced computing power in the world.

A new domain decomposition method for parallel dsmcFoam simulations was

presented in this theses and large savings in computational power was noticed.

This new decomposition method for dsmcFoam was based on splitting the com-

putational domain up in to sections such that all sections contained the same

number of particles. And each section would then be processed by a computer

processor. This work will be carried forward to accommodate for the mesh cells
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of the computational domain. Therefore, there will be a weighting factor be-

tween the number of particles and mesh cells for each processor to deal with.

This weighting factor will be investigated for even more savings in computational

power.

Finally, the transient adaptive sub-cells and the dynamic wall temperature

model will be used on large scale simulations such as investigating the aerother-

modynamics of re-usable single-stage to orbit space-planes, mentioned in the

previous section, at many different Knudsen numbers.
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Sitzung Berichte Kaiserl. Akad. der Wissenschaften, 66:275–370, 1872.
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Appendix A

Benchmarking dsmcFoam with

an analytical solution and

DSMC3

This appendix presents comparisons of dsmcFoam collision rates with an analyti-

cal solution of Bird [4]. Also in this appendix, dsmcFoam has been used to model

the supersonic flow across two flat plates joined together which form a corner.

The results are then compared against Bird’s data [4] that was produced using

the DSMC3 program - a three-dimensional DSMC program developed by Bird.

A.1 Verification of dsmcFoam collision rates

It is important to investigate the implementation of the collision sampling routine

to determine if the DSMC code returns the correct collision rates. Predicting

accurate collision rates is vital to any DSMC simulation, and the most common

technique used is the no-time-counter (NTC) method as discussed in chapter 2.

This section verifies the NTC method, used in dsmcFoam, against an analyt-

154
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ical solution. The test case considered for this investigation is a simple three-

dimensional adiabatic box containing only one cell at an equilibrium state with

no gradients of density, temperature and velocity. The volume of the test case

is 1×10−9 m3 and contains one million DSMC particles. Three setups are con-

sidered as outlined in table A.1 and their corresponding molecular properties are

in table A.2. For each setup, a different wall temperature is used as outlined in

table A.3. The collision rates are averaged over ten thousand time-steps and the

time-step for each setup is fixed to 1×10−6 s.

Test case nAr nN2

A 1 × 1020 0

B 0 1 × 1020

C 0.5 × 1020 0.5 × 1020

Table A.1: Number densities of each test case used in determining the collision rates.

Parameter Argon Nitrogen

ω 0.81 0.74

d [m] 4.17 × 10−10 4.17 × 10−10

m [kg] 66.3 × 10−27 46.5 × 10−27

Table A.2: Variable hard sphere molecular properties, at a reference temperature of
273K, used in determining the collision rates. ω, d and m is the viscosity index, molecular
diameter and mass, respectively.

Temperature [K]

100 200 300

400 500 600

700 800 900

1000 2000 3500

5000 7500 10000

Table A.3: Gas temperatures used in each test case for determining the collision rates.

The number of collisions determined by dsmcFoam are modified to form the
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number of collisions per unit time per unit volume (NCTV ) as

NCTV =
NRMDPNcoll

tsV
, (A.1)

where NRMDP is the number of real molecules that one DSMC particle represents

and Ncoll is the number of collisions. ts is the time-step and V is the volume.

Equation A.1 is compared against the analytical solution, derived by [4] for the

number of collisions per unit time per unit volume between molecules p and q in

an equilibrium state,

((NCTV )pq)es = 2π
1
2 (dref)

2

pq npnq

{

T

(Tref)pq

}1−ωpq
{

2k (Tref)pq
mr

}
1
2

. (A.2)

Where p and q represent different species and the subscript es indicates an equi-

librium state. The macroscopic gas conditions, n and T represent the number

density and temperature, respectively. Variable hard sphere parameters: dref ,

Tref and ω represent the reference molecular diameter, reference temperature

and the viscosity index, respectively. mr is reduced mass and k is the Boltzmann

constant. Note that equation A.2 counts all collision twice as it determines the

number of collisions between p and q, and q and p. Therefore, it is necessary

to add a symmetry factor of a half in order to recover the correct collision rate

for a gas with only one species. In the case of two species, the total number of

collisions per unit time per unit volume is,

((NCTV )pq,pp,qq)es = ((NCTV )pq)es + ((NCTV )pp)es + ((NCTV )qq)es. (A.3)

The first term, ((NCTV )pq)es, from the right hand side of equation A.3 is calculated
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using equation A.2 and the remaining second and third terms are calculated as,

((NCTV )pp)es = π
1
2 (dref)

2

pp n
2

p

{

T

(Tref)pp

}1−ωpp
{

2k (Tref)pp
mr

}
1
2

(A.4)

and

((NCTV )qq)es = π
1
2 (dref)

2

qq n
2

q

{

T

(Tref)qq

}1−ωqq
{

2k (Tref)qq
mr

}
1
2

, (A.5)

respectively.
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Figure A.1: Comparisons of the number of collisions per unit time per unit volume be-
tween dsmcFoam and the analytical solution of test case A at the temperatures in table A.3.
The analytical solution is based on equation A.2 with a symmetry factor of a half.
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Figure A.2: Comparisons of the number of collisions per unit time per unit volume be-
tween dsmcFoam and the analytical solution of test case B at the temperatures in table A.3.
The analytical solution is based on equation A.2 with a symmetry factor of a half.

Figures A.1, A.2 and A.3 show the comparisons between dsmcFoam and the

appropriate analytical solutions of test case A, B and C, respectively. The com-

parisons are in excellent agreement and the percentage differences of test case A,

B and C with the analytical solutions are illustrated in tables A.4, A.5 and A.6,

respectively. The percentage difference is calculated as,

Difference (%) =

(

dsmcFoam rate

analytical rate
− 1

)

× 100, (A.6)

where the dsmcFoam rate represents the number of collisions per unit time per
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Figure A.3: Comparisons of the number of collisions per unit time per unit volume be-
tween dsmcFoam and the analytical solution of test case C at the temperatures in table A.3.
The analytical solution is based on equation A.3.

unit volume of the simulation. The maximum difference of all three test cases is

0.06989% thus validating the dsmcFoam collision rates..

A.2 Supersonic gas flow over a corner

In this section, gas flow over a supersonic corner is investigated using dsmcFoam.

The results from dsmcFoam are compared against Bird’s results [4] at a body-

length global Knudsen number of 0.0534 - based on the variable hard sphere mean

free path and length (l) of the plate. The supersonic corner is constructed by two
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Temperature [K] Difference (%)

100 0.00795

200 0.00549

300 0.00088

400 0.00616

500 0.01118

600 0.00485

700 0.00716

800 0.00554

900 0.00585

1000 0.00533

2000 0.00691

3500 0.00397

5000 0.00243

7500 0.00438

10000 0.00855

Table A.4: Percentage differences between dsmcFoam and the analytical solution of test
case A at the temperatures in table A.3. The analytical solution is based on equation A.2
with a symmetry factor of a half and the percentage differences are absolute values.

flat plates, perpendicular to each other as shown in figure A.4. The computational

grid consists of 30×18×18 cells, where 30 cells are present in the x-direction, and

each cell has dimensions of 0.01×0.01×0.01 m and contains no sub-cells. Also the

leading edge of the two plates is five cells from the free-stream boundary, in the

x-direction. The two flat plates are considered as fully diffuse at a temperature of

1000 K. The free-stream conditions consist of a Mach 6 Argon gas flow parallel to

the x-axis with a temperature of 300 K and number density of 1×1020 m−3. The

simulation run-time was eighteen hours on a single processor and the results were

sampled over 3×105 time-steps for a total number of particles of approximately

1.2×105. Contours of pressure coefficient (Cp), determined by dsmcFoam and

Bird [4], on the surface of the flat plates are compared in figure A.5. The pressure



APPENDIX A 161

Temperature [K] Difference (%)

100 0.06346

200 0.06920

300 0.06232

400 0.06295

500 0.06342

600 0.05967

700 0.06989

800 0.06316

900 0.06203

1000 0.06318

2000 0.06382

3500 0.06075

5000 0.06519

7500 0.06334

10000 0.06333

Table A.5: Percentage differences between dsmcFoam and the analytical solution of test
case B at the temperatures in table A.3. The analytical solution is based on equation A.2
with a symmetry factor of a half and the percentage differences are absolute values.

coefficient is calculated as,

Cp =
p− p∞
1

2
ρ∞U2

∞

, (A.7)

where p is the surface pressure, and p∞, ρ∞ and U∞ is the free-stream pressure,

density and velocity, respectively. In theory, the contours should be matching

on both plates as the flow is symmetrical with reference to an imaginary plane

bisecting the angle between the two plates, and this is noticed in the figure.

Furthermore, the contours of pressure coefficient determined by the two codes

are in excellent agreement.

Contours of heat transfer coefficient (Ch), determined by dsmcFoam and

Bird [4], on the surface of the flat plates are compared in figure A.6. The heat
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Temperature [K] Difference (%)

100 0.00319

200 0.01249

300 0.00530

400 0.00018

500 0.00689

600 0.00095

700 0.00152

800 0.00635

900 0.00222

1000 0.00095

2000 0.00301

3500 0.00511

5000 0.00274

7500 0.00325

10000 0.00024

Table A.6: Percentage differences between dsmcFoam and the analytical solution of test
case C at the temperatures in table A.3. The analytical solution is based on equation A.3
and the percentage differences are absolute values.

transfer coefficient is calculated as,

Ch =
q

1

2
ρ∞U3

∞

, (A.8)

where q is the surface heat transfer. The contours of heat transfer coefficient

determined by the two codes are in excellent agreement. Also, the figure shows

the supersonic corner is subject to large heat transfers close to the leading edge

and intersection of the plates. However, close to the leading edge the heat transfer

reduces as the distance from the plate’s intersection increases and behaves in an

opposite fashion to this close to the trailing edge. Furthermore, the heat transfer

reduces considerably at the trailing edge to less than 15% of the maximum heat

transfer at the plate’s intersection.

Contours of stream-wise (x-direction) skin friction coefficient ((Cf)x), deter-
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x
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z

Figure A.4: The supersonic corner configuration. The gridlines represent the mesh.

mined by dsmcFoam and Bird [4], on the surface of the flat plates are compared

in figure A.7. The stream-wise skin friction coefficient is calculated as,

(Cf)x =
τx

1

2
ρ∞U2

∞

, (A.9)

where τx is the shear stress in the stream-wise direction. The contours of surface

friction coefficient determined by the two codes are in excellent agreement.

The previous results focused on surface properties over the two plates, fig-

ures A.8 and A.9 illustrate the contours of normalised temperature and normalised

density, respectively, throughout the field. These figures are presented as slices

from the supersonic corner’s cuboid domain for both dsmcFoam and Bird [4].

The results between the two codes are in excellent agreement.
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Figure A.5: Contours of pressure coefficient, determined by dsmcFoam (top) and Bird [4]
(bottom), on the surface of the flat plates. The Cp key (bottom) is for the contours obtained
from both codes and the pressure [Pa] key (top) is for the colour contours produced by
dsmcFoam.



APPENDIX A 165

Figure A.6: Contours of heat transfer coefficient, determined by dsmcFoam (top) and
Bird [4] (bottom), on the surface of the flat plates. The Ch key (bottom) is for the contours
obtained from both codes and the heat transfer [Wm−2] key (top) is for the colour contours
produced by dsmcFoam.
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Figure A.7: Contours of stream-wise skin friction coefficient, determined by dsmcFoam
(top) and Bird [4] (bottom), on the surface of the flat plates. The (Cf )x key (bottom) is
for the contours obtained from both codes and the shear stress [Nm−2] key (top) is for the
colour contours produced by dsmcFoam.
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Figure A.8: Contours of non-dimensional temperature, determined by dsmcFoam (top)
and Bird [4] (bottom), in planes normal to the plates. The bottom key is for the contours
obtained from both codes and the top key is for the colour contours produced by dsmcFoam.
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Figure A.9: Contours of non-dimensional density, determined by dsmcFoam (top) and
Bird [4] (bottom), in planes normal to the plates. The bottom key is for the contours
obtained from both codes and the top key is for the colour contours produced by dsmcFoam.
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Free-molecular theory

Analytical solutions from free-molecular theory [122], discussed in this Appendix,

are used to verify the dynamic wall temperature model of dsmcFoam in sec-

tion 5.3.3. The analytical solutions are derived from equilibrium kinetic theory

and they are commonly used to investigate spacecraft aerothermodynamics in

free molecular, collisionless gas dynamics.

X

X

X

1

2

3

Surface in (X , X ) plane1 2

T, n, U

Figure B.1: Direction of the particle fluxes.
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In order to derive the models, consider a gas flow with free molecular charac-

teristics incident on an arbitrary surface section of area δA in the (X1, X2) plane

as shown in figure B.1. The gas flow incident on the section is defined by an

equilibrium velocity distribution function in the Maxwellian form with criteria:

Ti, ni, Ui = (U1, U2, U3). Each particle has a velocity vector,

c = U+ c
′ , (B.1)

where U is the free-stream velocity and c
′ is the thermal velocity and thus,

finc (c) dc =

(

m

2kTincπ

)
3
2

exp

[

− m

2kTinc

(

c−Uinc

)2

]

dc, (B.2)

where m, k and Tinc are the mass, Boltzmann constant and incident temperature,

respectively. The incident flux of a particle property ψ = ψ(c) to the surface is

given by,

Γψinc =

∫ ∞

c1=−∞

∫ ∞

c2=−∞

∫ ∞

c3=0

nincc3ψ (c) finc (c) dc, (B.3)

where ninc is the incident number density and if ψ = ψ(c3),

Γψinc = ninc

(

m

2kTincπ

)
1
2
∫ ∞

c
′

3=−U3

(

U3 + c
′

3

)

ψ
(

U3 + c
′

3

)

exp

(

− mc
′2

3

2kTinc

)

dc
′

3
.

(B.4)

Therefore, particles with velocities greater than -U3 only reach the surface. The

mass flux from the gas to the surface,

φinc = mninc

(

m

2kTincπ

)
1
2
∫ ∞

−U3

(

U3 + c
′

3

)

exp

(

− mc
′2

3

2kTincπ

)

dc
′

3
, (B.5)

is solved by considering the integral in two components, I1 which accounts for
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the U3 term,

I1 =

∫ ∞

−U3

U3exp

(

− mc
′
2

3

2kTinc

)

dc
′

3
(B.6)

⇒ I1 =

∫ ∞

0

U3exp

(

− mc
′2

3

2kTinc

)

dc
′

3
+

∫ U3

0

U3exp

(

− mc
′2

3

2kTinc

)

dc
′

3
. (B.7)

And I2 which accounts for the c
′

3
term as,

I2 =

∫ ∞

−U3

c
′

3
exp

(

− mc
′
2

3

2kTinc

)

dc
′

3
(B.8)

⇒ I2 =

∫ ∞

0

c
′

3
exp

(

− mc
′
2

3

2kTinc

)

dc
′

3
+

∫

0

−U3

c
′

3
exp

(

− mc
′
2

3

2kTinc

)

dc
′

3
. (B.9)

By solving the first term of Equation B.7 using a standard integral and substi-

tuting

η2 =
mc

′
2

3

2kTinc
, (B.10)

equation B.7 becomes,

I1 = U3

1

2

(

2kTincπ

m

)
1
2

+ U3

∫ U3

(

m
2kTinc

) 1
2

0

exp
(

−η2
)

(

2kTinc
m

)
1
2

dη. (B.11)

Using the speed ratio (ζ),

ζ3 ≡
U3

√

2kTinc

m

, (B.12)

and applying the error function, equation B.11 becomes,

I1 = ζ3

√
π

2

2kTinc
m

[1 + erf (ζ3)] . (B.13)

Equation B.9 is solved using a standard integral for the first term and substituting

ι =
mc2

3

2kTinc
(B.14)
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into the second term, thus,

I2 =
2kTinc
2m

+
kTinc
m

∫

0

mU2
3

2kTinc

exp (−ι) dι = kTinc
m

exp
(

−ζ2
3

)

. (B.15)

Using equations B.13 and B.15 the mass flux from the gas to the surface becomes,

φinc =
1

4
mninc

(

8kTinc
mπ

)
1
2
[

exp
(

−ζ2
3

)

+
√
πζ3 {erf (ζ3) + 1}

]

, (B.16)

with 2 bounds:

φinc =
1

4
mninc < cinc > (B.17)

and

φi =
1

4
mninc

(

8kTinc
mπ

)
1
2 √

π
U3

√

2kTinc

m

2 = mnincU3 = ρincU3, (B.18)

where ρinc is the incident gas density. Equation B.17 represents the mass flux

when no free-stream velocity exits (ζ3 = 0) and the mass flux is caused by the

thermal motion of the particles, and < cinc > defines the average velocity of a

particle at the free-stream (incident) temperature,

< cinc >=

√

8kTinc
mπ

, (B.19)

derived from the Maxwell-Boltzmann distribution. The upper bound, equa-

tion B.18, represents mass flux when the free-stream velocity is hypersonic (ζ3 →

∞). By setting the energy flux (θ),

θ =
1

2
mc2 =

1

2
m

(

c2
1
+ c2

2
+ c2

3

)

, (B.20)
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the incident heat transfer (q̇inc) is determined,

q̇inc = ΩΥ, (B.21)

where,

Ω =
1

2
mninc

(

m

2kTincπ

)
3
2

and (B.22)

Υ =
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−∞
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1
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dc
′
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∫∞

−∞
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′2
2

2kTinc

)

dc
′

2
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0
c3exp
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− mc
′2
3

2kTinc

)

dc
′

3

+
∫∞

−∞
exp

(

− mc
′2
1

2kTinc

)

dc
′

1

∫∞

−∞
c2
2
exp

(

− mc
′2
2

2kTinc

)

dc
′

2

∫∞

0
c3exp

(

− mc
′2
3

2kTinc

)

dc
′

3

+
∫∞

−∞
exp

(

− mc
′2
1

2kTinc

)

dc
′

1

∫∞

−∞
exp

(

− mc
′2
2
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dc
′

2

∫∞

0
c3
3
exp
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′2
3
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3























(B.23)

⇒ q̇inc =
φinc
m

{

1

2
mU2 +

5

2
kTinc

}

− 1

8
ninc < cinc > kTincexp

(

−ζ2
3

)

. (B.24)

Equation B.24 has two bounds, the lower bound represents the heat transfer when

no free-stream velocity exits (ζ3 = 0),

q̇inc =
1

4
ninc < cinc >

{

1

2
mU2 + 2kTinc

}

, (B.25)

where the first term in the braces represents the kinetic energy of the free-steam

flow and the second term the thermal energy. The upper bound represents the

heat transfer when the free-stream velocity is hypersonic (ζ3 → ∞),

q̇inc =
ρincU3

m

{

1

2
mU2

}

=
1

2
ρincU3U

2, (B.26)

and the energy from the thermal motion is negligible relative to the kinetic energy.

Furthermore, the above derivations were for the incident fluxes to the surface

but to determine the net fluxes of mass and energy the reflected fluxes have to

be evaluated first. The reflected fluxes off the wall are assumed to originate from

a hypothetical reservoir of gas beneath the surface of the wall. The reservoir of
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U  =0
T , nrfl rfl,

rfl

Figure B.2: Definition of incident and reflected surface fluxes.

gas is assumed to be in equilibrium and a representation of the reflected fluxes

along with the incident fluxes are shown in figure B.2. The reflected portion is

represented as

Γψrfl =

∫ ∞

c1=−∞

∫ ∞

c2=−∞

∫ ∞

c3=0

nrflc3ψ (c) frfl (c) dc, (B.27)

and the reflected mass flux as,

φrfl =
1

4
mnrfl

(

8kTrfl
πm

)
1
2

. (B.28)

Equation B.28 is derived from equation B.16 with (ζ3)rfl equal to zero. In the

case where no surface chemistry exists, the net mass flux to the surface is zero,

φnet = φrfl − φinc = 0, (B.29)
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therefore,

nrfl = ninc

(

Tinc
Trfl

)
1
2
{

exp
(

−ζ2
3

)

+
√
πζ3 [1 + erf (ζ3)]

}

, (B.30)

where nrfl is the number density of the hypothetical reservoir of gas beneath the

surface of the wall. The reflected heat transfer is,

q̇rfl = 2kTrfl
φrfl
m

, (B.31)

this is based on equation B.24 but with the incident terms replaced with the

reflected ones and the speed ratio equal to zero as the reflected U is zero. Since

the net mass flux to the surface is zero, equation B.31 becomes,

q̇rfl = 2kTrfl
φinc
m

. (B.32)

Finally, the net heat transfer is determined as,

q̇net = q̇inc − q̇rfl, (B.33)

where q̇inc and q̇ref are calculated from equations B.24 and B.32, respectively.


	Abstract
	Acknowledgements
	Contents
	List of Figures
	List of Tables
	Nomenclature
	Introduction
	Thesis structure
	Rarefied gas dynamics
	Brief history of rarefied gas dynamics
	The kinetic theory
	The Boltzmann equation
	The Knudsen number

	Project objectives and key developments
	Published papers

	The DSMC technique
	Introduction
	Methodology
	Established DSMC codes
	Bird's DSMC codes
	SMILE
	MONACO
	dsmcFoam background

	Summary

	Benchmarking dsmcFoam
	Comparisons of dsmcFoam with non experimental methods
	Hypersonic gas flow over the Apollo capsule

	Comparisons of dsmcFoam with experimental methods
	Hypersonic gas flow over a planetary probe geometry
	Hypersonic gas flow over a bi-conic cylindrical object

	Summary

	Transient adaptive sub-cell module
	Introduction
	Standard TASC routine
	Standard TASC routine: background
	Standard TASC routine: validation study

	Improved TASC routine
	Improved TASC routine: background
	Improved TASC routine: validation study
	Improved TASC routine: Particle, time-step and mesh sensitivity investigation

	Summary

	Dynamic Wall Temperature Model
	Introduction
	Limitation of an isothermal wall temperature model
	Hypersonic gas flow over a cylinder
	Hypersonic gas flow over a blunt-body

	Verification and validation of the DWTM
	Dynamic wall temperature model
	Analytical solution
	Verification of the DWTM with free-molecular theory
	Further investigations into the verification of the DWTM
	Particle sensitivity investigation on the DWTM
	Validation of the DWTM with Stardust aerothermodynamics

	Summary

	Conclusions and future work
	Conclusions
	Future work

	References
	Appendices
	Benchmarking dsmcFoam with an analytical solution and DSMC3
	Verification of dsmcFoam collision rates
	Supersonic gas flow over a corner

	Free-molecular theory

