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#### Abstract

In recent years, online audio streaming services (e.g., Amazon Music and Spotify) have witnessed an increase in popularity due to content digitisation. These platforms, now offering on-demand music, personalised playlists, and recently, podcasts, have significantly transformed users' behaviour and their interactions with these platforms [1]. Podcasts, defined as spoken documents that can be represented by their transcriptions [2,3], are swiftly becoming a central medium for online information seeking activities. Due to their considerable demand, streaming services have expanded their catalogues to include podcasts alongside music $[4,5]$. Thus, there is an important research need for effective, cross-domain, and multi-modal, information access tools and methods that can guide users through these vast content libraries by aligning with their preferences and needs.

However, despite the research relevance, understanding, modelling, and predicting how users interact with content on such streaming services remains under-researched $[3,6]$. This thesis aims to address this gap by delving into the nuances of users' behaviour in order to improve our overall understanding. This is motivated by the invaluable stream of information that an accurate representation of the users' behaviour can provide to the underlying recommendation process. In particular, the focus of this thesis is the intricate relationship between understanding users' behaviours, predicting these, and developing novel user-centric interfaces that are informed by these findings. This research is performed across both the music and podcast domains, aiming to unravel new facets of users' behaviour and thus inform novel user modelling and recommendation techniques.

The first part of the thesis focuses on understanding and predicting users' behaviour


in the music domain. In particular, it presents extensive investigations into users' skipping behavior during listening sessions. Chapter 3 introduces a novel approach to identify fine-grained session skipping behaviors. Four major session skipping patterns are identified through extensive evaluation, namely the listener, listen-then-skip, skip-then-listen, and skipper. A subsequent analysis of the differences among these patterns under varying listening contexts is also presented. With a deeper understanding of the users' music skipping behaviour, Chapter 4 investigates the utility of users' historical data for the task of sequentially predicting users' skipping behaviour. To this end, the applicability and effectiveness of Deep Reinforcement Learning (DRL) for this task is demonstrated. An in-depth post-hoc and ablation analysis indicates that users' behaviour features are the most discriminative of how the proposed DRL model predicts music skips. Content and contextual features are reported to have a lesser effect.

The second part of the thesis delves into the podcast domain. Chapter 5 introduces Podify, the first web-based podcast streaming platform specifically designed for academic research. Resembling existing streaming services, Podify supports academic research in the podcast domain, specifically in the under-researched areas of search and user behavioural analysis. Chapter 6 and Chapter 7 present, respectively, the methodology of a user study conducted through Podify and a discussion on the impact of text-based components, such as captions and full-text transcriptions, on how users assess the relevance of podcast content to their information needs. This is motivated by their well-established multidimensional role for improved information accessibility $[7,8]$, and the alignment with the principles of Universal Design $[9,10]$, which support the ability to cater to diverse audiences and learning styles [11, 12]. By combining qualitative (i.e., the participants' reported relevance judgements of podcasts) and quantitative (i.e., listening activity) data, the importance of these textual components in enabling users to better assess the relevance of podcast content is shown.
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## Part I

## Introduction and Background

## Chapter 1

## Introduction

This chapter introduces the context and underlying motivations for the research conducted in this thesis (Section 1.1). This is followed by the thesis statement in Section 1.2. Subsequently, the contributions to knowledge of this research are outlined (Section 1.3). Finally, the chapter presents the outline and structure for the rest of the thesis (Section 1.4), along with a list of publications derived from this research (Section 1.5).

### 1.1 Motivation

In the dynamic and continually evolving digital landscape, online audio streaming platforms such as Apple Music, Amazon Music, Pandora, and Spotify are witnessing an unprecedented surge in popularity. This is due to content digitisation and, for example, the introduction of on-demand music and the automatic generation of personalised playlists. Recently, we have also observed the integration of the high-demanded media of podcasts into such platforms. Overall, this has fundamentally revolutionised the ways users engage and interact with these digital platforms [1]. Podcasts are spoken documents that are representable through transcriptions of their content $[2,3]$, and they are experiencing increasing attention as a valuable medium for online information seeking activities. Recognising this increasing demand, audio streaming platforms have started to extend their catalogues to include podcasts, thereby offering both the music and podcast mediums $[4,5]$.

In the current digital age, music and podcasts are integral components of audio streaming platforms, each offering distinct, yet interconnected, user experiences. Typically, podcasts demand focused listening (i.e., listeners pay close attention to the content) and are primarily consumed during specific times, such as weekday mornings. On the other, music is frequently consumed in the background $[3,5]$. Compared to music, with an average duration of typically a few minutes, the duration of podcast episodes can range from a few minutes to several hours. This necessitates a more considerable investment of time. Despite these differences, both mediums consist of audio content and exhibit some similarities. This includes a popularity bias problem, which permeates across existing streaming platforms [3]. Furthermore, they have an overlapping functional use for numerous people [5] and with entertainment being a key consumption goal within podcasts, partly similar to other multimedia items such as music and movies [3].

This significant growth in content availability prompts the necessity for more advanced, cross-domain, and multi-modal information access tools and methods. These are vital to aid users in navigating the vast amount of streaming content that is available. Thus, they play a pivotal role in helping users discover content tailored and aligned to their preferences and information needs (INs). However, despite the significance and relevance of this research area, comprehensively understanding, modelling, and predicting users' interactions and their behaviour within these platforms still remain significantly under-researched $[3,6]$. Overall, these facets underscore the challenges in designing interfaces and recommendation systems that cater effectively to the nuances of user interaction with each medium. This PhD thesis aims to address this research gap by delving into the nuances of users' behaviour. The insights presented in this thesis can be leveraged to create more user-centric and fine-grained understandings of users' behaviour. This is an important step towards improving our understanding of how users interact with the streamed content. This is motivated by the invaluable stream of information that an accurate representation of the users' behaviour can provide to the underlying streaming platform (e.g., to the recommendation process). Specifically, the focus of this thesis is on the intricate relationship between
understanding users' behaviours, predicting these, and developing novel user-centric interfaces that are informed by these findings. An investigation of their interplay and resulting impact is performed in the music and podcast domains. In particular, in this thesis, I present comprehensive explorations into the patterns of users' behaviour on streaming platforms.

The first part of the thesis revolves around the music domain as it investigates the users' skipping behaviour from a large real world dataset of music streaming listening sessions (i.e., Spotify). Understanding users' skipping behaviour is an under-explored domain $[6,13,14]$. It is a challenging problem due to its noisy nature: a skip may suggest a negative interaction, but a user may also skip a song that they like because they recently heard it elsewhere. Previous work that analysed such skipping behaviour revealed universal behaviours in skipping across songs, with geography, audio fluctuations or musical events affecting how people skip music [15-17]. Recently, the effectiveness of deep learning models has also been explored for the task of predicting the users' sequential skipping behaviour in song listening sessions [18-24]. While they made a significant contribution towards this direction, their process is usually seen as an independent and static procedure. They may not account for the dynamic nature of the users' behaviour, and do not intuitively optimise for the long-term potential of user satisfaction and engagement [25-30]. The users' shifting interests and behaviour make it hard to learn a generalisable model to tailor to a user's specific needs at any given time; it is a case where Deep Reinforcement Learning (DRL) is required due to its capabilities for continuous learning and adaption [29-31]. Therefore, in this thesis, I tackle the task of identifying and categorising different behaviours during entire listening sessions with regards to the users' session-based skipping activity. To this end, I propose an effective data transformation and clustering-based approach. With a richer and more in-depth understanding of how people skip music, I then aim to understand how a DRL-based model predicts music skips. By comprehensively analysing the utility of users' historical data, I analyse the impact and effect of various factors in the classification task of predicting the users' music skipping behaviour. These factors include the users' behaviour (e.g., the user action that leads to the current playback to start),
listening content (i.e., the listened song), and contextual (e.g., the hour of the day) features. I propose a novel approach that leverages and adapts DRL for this classification task. This is to most closely reflect how a DRL-based Music Recommender System (MRS) could learn to detect music skips.

In the latter part of this thesis, I shift the focus to the podcast domain. Despite the significant growth and widespread recognition of this medium, this domain remains largely under-explored [3]. Unified platforms, incorporating both music and podcasts, present challenges and opportunities, requiring robust search systems to aggregate diverse content into a user-friendly interface (UI) [4, 32]. The coexistence of diverse media within a single platform raises questions about the optimal design of audio-focused information access systems. Specifically, there is a need for dedicated research to understand user behaviour and optimise podcast streaming platforms. This can be achieved by considering the unique characteristics of podcasts and the concept of relevance in this context $[4,33]$. A critical challenge in podcast information retrieval (IR) is finding specific information within episodes. This issue was the focus of the 2020 and 2021 Text REtrieval Conference (TREC) Podcast Track ${ }^{1}$, which attracted numerous submissions to its tasks of retrieval of fixed two-minute segments and episode summarisation [34]. The track was also associated with the Spotify Podcast Dataset, comprising over 100,000 episodes with audio files, transcriptions, metadata, and Really Simple Syndication (RSS) feeds [35]. These transcriptions, auto-generated through Automatic Speech Recognition (ASR) systems, allow content-based search and user navigation but pose challenges to standard IR methods because of their length and errors $[36,37]$. Therefore, there is a need to segment podcast episodes into, for example, fixed two-minute chunks (i.e. segments) [34]. Further, transcriptions serve as a powerful tool for bridging gaps and enhancing understanding across diverse audiences and domains. They facilitate access to content for the hearing-impaired community, aligning with principles of Universal Design [9, 10], and enhancing language learning and comprehension through theories such as Dual Coding [38-40] and the Cognitive Theory of Multimedia Learning [41]. This multi-modal approach caters to diverse learning

[^0]styles and aids in the retention of complex information [11,12]. In the realms of research and data analysis, transcriptions enable effective pattern recognition, thematic analysis, and support grounded theory methodologies [42, 43]. Searchable text enhances IR capabilities and aligns with the Information Foraging Theory, aiding in navigation and helping users to find information efficiently $[7,8]$. These facets and issues motivate my investigation into the impact of incorporating text-based components, such as captions and full-text transcripts, into the UI of a podcast streaming platform. To this end, I release the first web-based podcast streaming platform (Podify) that is specifically designed to support academic research, with an emphasis on the under-researched areas of search and user behavioural analysis. Designed to closely resemblance existing streaming services, Podify offers a high-level of familiarity to users. By incorporating these textual components into the UI of Podify, my user study aims to determine whether this incorporation improves the user experience and whether it affects how users assess the relevance of podcast segments (i.e., a two-minute snippet of a podcast episode, with this concept originating from the TREC segment retrieval task).

Through its comprehensive exploration of users' behaviour, this thesis aims to provide valuable insights that can inform future development and design of more effective recommendation procedures in the rapidly evolving landscape of online audio streaming services.

### 1.2 Thesis Statement

The surge in popularity of both online music and podcasts, and their co-existence on the same streaming platforms, necessitates a deeper understanding of users' behaviours in order to be able to optimise their engagement with the streamed content. This PhD thesis delves into the intricacies of users' behaviour in these domains. It aims to unravel new facets of users' behaviour that could be leveraged to enhance the level of user engagement (UE). Specifically, UE will be measured through the analysis of the users' interaction patterns such as skipping behaviour in music streaming sessions, the integration of textual components in podcast platforms, and their respective impacts on
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content relevance assessment. Success will be gauged by the ability to accurately predict music skips using DRL, the exploration of differences in skipping behaviours based on contextual factors (e.g., time of day, type of playlist, account type), and improved user experience and engagement metrics in podcast consumption by including captions and full-text transcriptions. The statement that this thesis aims to investigate, given the convergence and co-existence of music and podcast content on shared platforms, is: "can I uncover and comprehend behavioural patterns that might enhance UE within music and podcast streaming?". This investigation will be structured around key research questions focusing on session-level skipping behaviours, the effect of contextual variables on these behaviours, and the role of captions and transcripts in enhancing podcast user experience and relevance assessment.

### 1.3 Contributions

This section outlines the main contributions of this PhD thesis. This research delves into the nuances of users' behaviour in the music and podcast domains. Specifically, I focus on the intricate relationships between understanding and predicting users' behaviour and developing novel user-centric interfaces. The aim is to collect findings that can inform the development of user modelling, recommendation, and personalisation techniques. I believe these findings can improve the level of UE with the streamed content. The key contributions of this thesis are:

- Music Domain:
- I conducted an extensive investigation into the users' music skipping behavior during listening sessions, which led to the identification and categorisation of four types of session skipping behaviour: the listener, listen-then-skip, skip-then-listen, and skipper.
- I comprehensively analysed the utility of users' historical data in the classification task of predicting the users' music skipping behaviour. To this end, I proposed a novel approach that leverages and adapts DRL for this task.
- Podcast Domain:
- I designed a methodology that integrates a user study with the development and release of Podify. Developed to closely resemble existing streaming services, this web-based platform is specifically designed for academic research. Podify automatically logs all user interactions, which can be easily exported for subsequent analysis. It reduces the overhead researchers face when conducting user studies in the podcast domain.
- I investigated the effects of incorporating textual components, such as captions and full-text transcripts, into the Podify's UI. The findings highlight the positive influence of these components on the users' process of accurately identifying the relevance of podcast content to their IN.


### 1.4 Thesis Layout

This thesis is organised into the following parts and corresponding chapters.

## PART I: Introduction and Background

Chapter 1 sets the context for the thesis, detailing its outline, aims, and contributions to the field.

Chapter 2 provides a comprehensive foundation for the thesis, starting with a review of online audio streaming. Then, it delves into the music medium, the importance of user behaviour, and an analysis of music skipping behaviour. Finally, it reports an in-depth and comprehensive exploration of the podcast medium. This includes its recent integration into music streaming services and its distinctive characteristics and properties.

## PART II: The Music Skipping Behaviour

Chapter 3 aims to analyse and provide a deeper understanding of how users skip
music. The users' music skipping behaviour is investigated during entire listening sessions. A data transformation and clustering-based approach to identify and categorise skipping types is proposed.

Chapter 4 delves deeper into understanding the music skipping behaviour. This chapter focuses on the task of predicting users' skipping behavior during music streaming sessions. Further, an analysis of the impact and effect of users' behaviour (e.g., the user action that leads to the current playback to start), listening content (i.e., the listened song), and contextual (e.g., the hour of the day) features in this task is proposed.

## PART III: The Podcast

Chapter 5 presents Podify, the web-based platform that serves as the foundation for the methodology and study described in the subsequent chapters. This chapter delves into the platform's features, UI, search functionality, catalogue creation procedure, user behaviour collection mechanisms, and technical implementation details.

Chapter 6 outlines the methodology underpinning the analyses detailed in Chapter 7. It discusses the experimental design, procedure, and the participants' recruitment.

Chapter 7 aims to evaluate the benefits of incorporating textual components, such as captions and full-text transcripts, into the Podify's UI. It investigates their impact on user experience and the users' process of assessing the relevance of podcast content. Further, it examines the participants' engagement levels and the multi-faceted values added by these textual features.

## PART IV: Conclusions and Future Work

Chapter 8 concludes the thesis, highlighting the achieved objectives and limitations. It also discusses future research directions.

APPENDIX. The thesis includes two appendices. Appendix A complements the analysis conducted in Chapter 4. Appendix B includes the participant overview and information sheets, consent forms, task execution sheets, and questionnaires for the methodology described in Chapter 6 and the corresponding analyses of Chapter 7.

### 1.5 Publications

The research material presented in this thesis has been submitted and published to various peer-reviewed venues during the course of this PhD programme:

- Meggetto, F., Moshfeghi, Y. and Jones, R., 2021, September. On Building a Podcast Collection with User Interactions. In Workshop on Podcast Recommendations, part of the 15th ACM Conference on Recommender Systems (RecSys) (PodRecs '21) [44].

The content of this paper is discussed in Chapter 2.

- Francesco Meggetto, Crawford Revie, John Levine, and Yashar Moshfeghi. 2021. On Skipping Behaviour Types in Music Streaming Sessions. In Proceedings of the 30th ACM International Conference on Information ${ }^{8}$ Knowledge Management (CIKM '21). Association for Computing Machinery, New York, NY, USA, 3333-3337. https://doi.org/10.1145/3459637.3482123 [14].

The content of this paper is discussed in Chapter 3.

- Francesco Meggetto, Crawford Revie, John Levine, and Yashar Moshfeghi. 2023. Why People Skip Music? On Predicting Music Skips using Deep Reinforcement Learning. In Proceedings of the 2023 Conference on Human Information Interaction and Retrieval (CHIIR '23). Association for Computing Machinery, New York, NY, USA, 95-106. https://doi.org/10.1145/3576840.3578312 [45]. The content of this paper is discussed in Chapter 4.
- Francesco Meggetto and Yashar Moshfeghi. 2023. Podify: A Podcast Streaming Platform with Automatic Logging of User Behaviour for Academic Research. In
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Proceedings of the 46 th International ACM SIGIR Conference on Research and Development in Information Retrieval (SIGIR '23). Association for Computing Machinery, New York, NY, USA, 3215-3219. https://doi.org/10.1145/ 3539618.3591824 [2].

The content of this paper is discussed in Chapter 5.

## Chapter 2

## Background and Motivation

### 2.1 Introduction

This chapter provides the background knowledge for the various concepts and methodologies utilised throughout this thesis. It describes both the research and application context that underpins the work presented in Part II and III.

An introduction to online audio streaming services is provided in Section 2.2. Then, a detailed exploration of the music medium and the critical role of user behaviour is discussed in Section 2.3. In Section 2.4, I delve into the specific user behaviour of music skipping, by discussing its relevance, previous analyses, and state-of-the-art approaches for its prediction. Last, Section 2.5 introduces the domain of podcasts. This section offers a comprehensive overview of this medium, its inherent characteristics, the 2020 and 2021 TREC Podcast Track, and the latest studies on user consumption and behaviour. Further, I also delve into complex domains of podcast recommendation, the multi-modal nature of this medium, and the UE aspect.

### 2.2 Online Audio Streaming Services

Online audio streaming services are platforms that offer users vast libraries of music tracks, albums, playlists, and most recently, podcasts [4, 46]. These platforms have started a transformative shift from the traditional media consumption methods, which primarily relied on physical copies such as CDs, to digital access [47]. Nowadays, these

Chapter 2. Background and Motivation
streaming platforms ensure that users have seamless access to their preferred music and podcasts at any time, and within a few clicks.

Emerging towards the end of the 20th century, these platforms have significantly redefined the music accessibility landscape. Precursors such as Napster started the digitisation of music in the late 1990s and early 2000s, albeit with multiple concerns, especially those related to copyright [48-51]. Notwithstanding this, they laid the foundation for a pivotal evolution in the music sector $[51,52]$. By the latter part of the 2000s, revolutionary platforms such as Spotify, Apple Music, and SoundCloud were created [53]. From being digital music repositories, these platforms started revolutionising consumption behaviours. This resulted in a transition from traditional music ownership to a more adaptable, subscription-driven model [54]. Instead of buying individual tracks, users could browse vast libraries and stream any song (or podcast episode), either by paying a periodic fee (i.e., monthly or yearly) or freely with the insertion of ads [55].

There are several factors that contributed to the success of these streaming platforms. First, their ubiquitous accessibility allowed users to no longer be restricted from device storage limits (such as in MP3 players) and the need to purchase individual tracks in, for example, CDs. Additionally, these platforms feature catalogues that are continuously updated, promptly featuring the latest releases. Finally, these platforms introduced personalised user experiences. These are distinguishing features that most significantly impacted how users listen to music [56]. For example, Spotify's "Discover Weekly" [57] leverages advanced algorithms to suggest new music tailored to individual listening preferences and needs [58]. Overall, all these factors contributed to the global success of these platforms.

Besides hosting music, audio streaming platforms have also recently started integrating the podcast medium in their catalogues [4,5]. Podcasts have expanded the user base and global impact of these platforms with their potential for attracting diverse audience groups [59]. The success of these streaming platforms is primarily because of their sophisticated recommendation procedures, commonly referred to as Recommender Systems (RSs) [60]. RSs aspire to tackle the problem of providing the users the
support they need to access these large collections of items and find songs or podcasts that match their interests and needs [61,62]. These systems, by closely analysing user interactions (such as track skips or time spent on a song), curate personalised playlists and suggest content to users [63]. While traditional approaches such as collaborative filtering (where content is recommended based on similar user tastes) and contentbased filtering (based on a user's historical interactions) remain relevant [61, 64, 65], recent research has also seen a significant effort towards integrating black-box based approaches such as Deep Learning [66] and DRL [67,68]. This is because they overcome the obstacles of conventional models (i.e., they can effectively capture non-linear and non-trivial user-item relationships) and achieve higher recommendation quality [66].

Overall, the past years have witnessed online music streaming services (e.g., Spotify) to achieve substantial growth [50]. Their rise in popularity, paired with the rise of digital music distribution and the ubiquitous availability of music, led to the emergence of new listening paradigms. Nowadays, these streaming platforms offer a listening ecosystem that is characterised by personal and tailored user experiences [69].

### 2.3 The Role of User Behaviour

Music recommender systems (MRSs) have information filtering algorithms at their core [63]. These algorithms are designed to curate relevant music content for users from extensive catalogs $[63,70]$. Crucial to their effectiveness is the system's ability to leverage and understand user interactions, since they provide insights into the users' multifaceted behaviours [65, 71]. These interactions, often categorised as implicit and explicit feedback, offer unique perspectives on users' preferences [71-73].

Explicit Feedback. A manifestation of direct user input and interest in items, explicit feedback encompasses actions such as ratings, reviews, and expressive signals such as like or dislike [74-76]. Such feedback captures a user's intent, such as adding an album to favourites or liking a song [77]. Despite explicit feedback provides invaluable and accurate insights into user's preferences, by capturing both positive and negative preferences, it is usually scarce and rare. Thus, it is difficult to obtain sufficient and representative feedback from a population of users. This can be partially explained by
the considerable cognitive effort in its collection [74,78].
Implicit Feedback. Explicit rating data, and especially in the music domain, is relatively scarce in today's systems. Even when available, it tends to be sparse. Therefore, modelling implicit feedback is becoming of acquired importance. This type of feedback is not provided directly by the user [79]. Instead, it is inferred from user actions and behaviours such as playback frequency, listening duration, or song skips [63, 74, 80-82]. Therefore, an implicit feedback system must rely on the application of domain-dependent tools and methodologies for capturing and interpreting this type of feedback. While abundant and domain-specific, implicit feedback only captures positive interactions, and it is prone to noise $[83,84]$. This makes the analysis of such signals a challenging task. For instance, a track replayed multiple times might indicate a positive user's preference, but a skipped song does not necessarily imply a negative preference [73, 84].

Explicit and implicit feedback provide different degrees of expressivity of the user's preferences. In order to build effective RSs, an integration and comprehensive understanding of both feedback types is required. However, such systems face inherent challenges, including data sparsity and the cold-start problem (recommendations for items with no prior interactions) [63,85]. In the realm of audio streaming, user behaviours such as song skipping hold the potential to offer profound understanding into the user's interests, preferences, and needs [14, 45, 84]. Its modelling and understanding during music listening sessions plays a crucial role in understanding users' behaviour [14]. The skips are often the only information available to the underlying MRS, and therefore they are used as a proxy to infer music preference [84]. By understanding the depth of these behavioural patterns and their nuances, MRSs can refine their algorithms and thus yield higher personalisation and UE.

Overall, integrating implicit and explicit feedback provides a way for MRSs to elicit user preferences. This is achieved by leveraging multiple facets of user behaviours, ranging from direct ratings to nuanced song skips. By accurately leveraging these patterns, MRSs can offer a more personalised and user-centric listening experience.

### 2.4 The Music Skipping Behaviour

A successful MRS needs to meet the users' various requirements at any given time [86-88]. Thus, user modelling is a key element. A line of research has tried to untangle the relationship between personality and the users' musical preferences [89-91]. Volokhin and Agichtein [92] introduced the concept of music listening intents and showed that intent is distinct from context (user's activity). A different, and arguably complementary, research direction is trying to understand and model how users interact with the underlying platform. With explicit rating data relatively scarce and rare in today's systems, modelling implicit feedback is becoming of acquired importance. This is a long-standing and under-researched problem of online streaming services [6]. An example of these interactions is the skips between songs. The skipping is a signal that can measure users' satisfaction, dissatisfaction or lack of interest, and engagement with the platform [14, 45]. Its modelling and understanding during music listening sessions plays a crucial role in understanding users' behaviour [14]. The skips are often the only information available to the underlying MRS, and therefore they are used as a proxy to infer music preference [84]. For example, in a lean-back formulation, the case of automatic playlists or radio streaming, the user interaction is minimised. Users are presented with a single song at a time. The MRS needs to rely almost entirely on implicit feedback signals such as the skipping or scrubbing (i.e., seeking forward and backward by moving the cursor [93]) to predict satisfaction and engagement [29, 30].

Recent research in music skipping behaviour can be categorised as belonging to one of three main categories: its relevance as an implicit feedback signal (Section 2.4.1), the analyses aimed at providing a deeper understanding of this behaviour (Section 2.4.2), and finally its prediction (Section 2.4.3).

### 2.4.1 Research Relevance

Research revolving around skipping behaviour on online platforms spans mainly across ads on social media platforms [94-96] and music [13,15-17,97]. The latter, however, has been largely under-researched. Modelling and, most importantly, understanding this
skipping behaviour in music listening sessions arguably play a crucial role in better understanding and defining user behaviour in modern streaming services. For instance, the skipping signal has already been used as a measure in heuristic-based playlist generation systems [98,99], user satisfaction [87,88,100], relevance [101], and as counterfactual estimators in RSs [102]. However, despite being abundant in quantity, they are noisy in nature [83]. A skipped track does not necessarily imply a negative preference. Implicit feedback is notoriously difficult to interpret as absolute relevance judgements due to multiple biases such as first impression and trust [76,103]. Their interpretation is made difficult due to the prevailing presence of false-positive interactions, which may not reflect the true user satisfaction [88], therefore they are a noisy measure of user's preferences. Finally, implicit feedback typically also consists of only the "positive-data", meaning that the negative feedback is missing in the available data collections $[104,105]$.

### 2.4.2 Analysis

In a preliminary analysis of skip profiles [13], at an individual song level, it was noted that a quarter of all streamed songs are skipped within the first couple of seconds, and only half of all songs are listened to in their entirety. Montecchio et al. [15] identified a connection between skip behaviour and musical structure. They show that users are more likely to skip a song directly after a change of musical sections. The skip identity of a song is both very specific to the song as well as stable across time and geographical region. Such skip profile also follows a universal U-shaped pattern, with spikes in skipping rate at the beginning and end of the playback. In subsequent work by Donier [16], the idea of skips being, for the most part, reactions to salient musical events is further reinforced and confirmed. Wen et al. [88] show that post-click feedback (such as skips) is pervasive across domains. In their analysis, they show that more than half of all clicks in music and short videos lead to potential user dissatisfaction. Moreover, they note how the skipping behaviour manifests different patterns for music and short videos. Ng and Mehrotra [17] demonstrate that fluctuations in audio features are common in music streaming sessions and relate to the skipping behaviour of users. These fluctuations are also later studied in the work by Heggli et al. [106], where they
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further identify that the users' musical preferences vary in terms of time of the day and day type. Fazelnia et al. [107] recently proposed a variational autoencoder-based model to process slow-moving and fast-moving features. In their analysis, they found a high pairwise correlation between total plays and skips, meaning that the skipping behaviour is found to be correlated with more plays overall. This finding strongly suggests that the skipping behaviour is a measure of UE with the streaming music, and further validates its usefulness to better understand the users' current preferences. In a controlled user study, Taylor and Dean [97] find that people who usually listen to songs in their entirety (users were asked in advance for this information), show higher listening duration than those who do not.

In contrast to prior works, in Chapter 3 I propose an in-depth analysis on users' skipping behaviour during entire listening sessions, with the aim of finding and characterising different types of session skipping behaviour. To this end, I propose an effective data transformation and clustering based-approach in order to identify different behaviours during entire listening sessions. This analysis is performed on the entire training set of the real-world Music Streaming Sessions Dataset (MSSD) [6].

### 2.4.3 Prediction

While numerous datasets have advanced music information retrieval and recommendation research, such as the Yahoo! Music Dataset [82], Million Playlist Dataset [108], and LFM-1b [109], they have not specifically focused on the intricacies of user behaviour, particularly in the context of music skipping. In 2019, Spotify identified music skip prediction as an important challenge. To encourage research in this under-developed field and to explore approaches that could alleviate this problem, they released the MSSD [6] and the Sequential Skip Prediction Challenge ${ }^{1}$. The challenge focused on predicting whether individual tracks encountered in a listening session will be skipped or not. To respond to this challenge, several deep-neural networks [18-24] and supervised learning [110] models were proposed. Afchar and Hennequin [111] proposed using interpretable deep neural networks for skip interpretation via feature attribution.

[^1]Whilst neural networks, and in particular Recurrent Neural Networks (RNNs), have been shown to effectively model sequential data, they consider the procedure as a static process. They do not intuitively provide a mechanism for the long-term optimisation of user satisfaction and engagement, continuous learning, and the modelling of the dynamic nature of the user's behaviour [25-27,29,30]. Therefore, it is a case where DRL is required, an investigation and application of which has never been explored before. A research gap that Chapter 4 aims to address.

## DRL for Classification

The Sequential Skip Prediction Challenge is a binary classification task. Despite receiving limited attention to date, DRL has been shown to be suitable and effective in classification tasks. It can assist classifiers in learning advantageous features [112, 113] and select high-quality instances from noisy data [114]. Wiering et al. [115] demonstrate that Reinforcement Learning (RL) is indeed suitable for classification. Their model slightly outperforms existing classifiers, but training time and extra computational requirements are major drawbacks. With the recent advances in the field, a body of research is showing the superiority of DRL-based approaches in general classification tasks $[113,114,116-118]$. In particular, the authors in $[113,116]$ show that a Vanilla Deep Q-Network (DQN) [119] approach is superior and more robust to state-of-the-art algorithms.

In particular, I explore, for the first time, the applicability of DRL in the task of sequentially predicting users' music skipping behaviour. This is motivated by the limitations of existing approaches and the advantages of DRL. By comprehensively analysing users' historical data, I study its utility and effect in my approach to this task. The work presented in Chapter 4 is the first step in understanding how people skip music from a DRL-based model perspective.
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### 2.5 The Rise of Podcasts

Podcasts have seen an unprecedented rise in popularity in recent years. Initially referred to as "audioblogs" [120], these spoken documents, representable via their speech transcripts [2], have become a popular medium for online information seeking activities. Originating from the combination of the word "iPod" and "broadcast", podcasts are an online episodic series of digital audio files. From 2014 to 2020, the average monthly podcast listeners increased three-fold, reaching 15 million per month [121, 122]. With music streaming services such as Amazon Music, Apple Music, and Spotify, this has resulted in including both music and podcasts on a unified platform [4, 5]. Given their rise in popularity, they have become an integral part of people's listening habits. For example, as of 2023 , the number of active podcasts has exceeded one million, with over 30 million episodes in over 100 languages [123]. The soaring popularity of podcasts is clear, with $75 \%$ of the United States population recognising the term "podcasting", $55 \%$ having listened to a podcast at least once, and $37 \%$ being monthly listeners [123]. Despite their long history and availability, they have only recently attracted significant research interest.

Traditional speech datasets have primarily focused on clean, structured audio from formal settings (e.g., TIMIT [124] or broadcast news corpora [125-127]), lacking the spontaneous, diverse nature of podcasts. In 2020, Spotify identified the podcast as an important research domain and released the Spotify Podcast Dataset [35]. This dataset uniquely fills this gap by offering a comprehensive collection of unscripted, conversational podcast content not represented in prior available datasets (e.g., the Stuttering Events in Podcasts (SEP-28k) [128], a podcast dataset dedicated to detecting stuttering events in speech). The Spotify Podcast Dataset is a large corpus of over 100,000 episodes, each comprising an audio file, automatically transcribed text via Google's Cloud Speech-to-Text Application Programming Interfaces (APIs), and associated metadata. Although the dataset's great applicability to various tasks in fields such as speech and audio processing, natural language processing (NLP), IR, and computational linguistics, it is unsuitable for those where logged user behaviour is re-
quired [44]. This is the case of analyses of user INs, their characteristics and behaviour, relevance, search, recommendation, and personalisation systems.

Recent research in podcasts is multifaceted, and it can be categorised as follows. Section 2.5.1 outlines the properties of podcasts. Sections 2.5.2 and 2.5.3 outline the TREC Podcast Track and previous research on user consumption and behaviour, respectively. Section 2.5.4 elaborates on previous work related to podcast recommendations, while Section 2.5.5 discusses the multi-modal nature of this medium. Finally, Section 2.5.6 concludes with a discussion on UE in the context of podcasts.

### 2.5.1 Properties

Podcasts are typically distributed as audio streams or files, commonly through RSS feeds. The RSS standard for podcasts includes various metadata fields [129]. However, this metadata often suffers from noise, making it inadequate and ill-defined. For instance, the quality and breadth of episode descriptions differ significantly, and category labels frequently prove unreliable because of incentives for creators to over-categorise to achieve higher exposure $[3,130,131]$. Contrary to other spoken documents (e.g., news [132] or TED Talks [133,134]), podcasts exhibit distinctive characteristics. Their typical duration (averaging between half an hour to an hour), conversational style (unscripted or impromptu discourse), speaker count, format (e.g., interviews, monologues, debates), and extra content such as advertisements [135] contribute to the complexity of their analysis [3, 136].

To enable content-based search and indexing through conventional IR techniques, a valuable approach is to adopt a complete textual representation in the form of a transcript [3, 36, 137]. ASR systems are used to derive textual representations from audio streams. Nonetheless, these systems pose significant challenges due to the extended lengths of podcasts [37] (and thus necessitating segmentation), and the errors introduced by the ASR system (an $18 \%$ error was reported for the Spotify Podcast Dataset) [35]. Moreover, transcripts ignore the paralinguistic features of spoken language [138]. Martikainen et al. [138] proposed a clustering-based approach to group podcast episodes by their audio-based stylistic content.
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To overcome the limitations of transcripts, representations of podcasts could be augmented with acoustic features such as Mel-frequency cepstral coefficients (MFCCs) [139], Perceptual Linear Predictions (PLPs) [140], and Adversarial Learning-based Podcast Representation (ALPRs) [141]. While these methods prove effective and can utilise unlabelled data, they are not interpretable with regard to downstream applications [3].

### 2.5.2 TREC Podcast Track

To foster research in this domain, Spotify released the English Podcast Dataset [35] in 2020. This dataset was later expanded to include the Portuguese language [142] and precomputed audio features [143] such as the Geneva Minimalistic Acoustic Parameter Set (GeMAPS) and the Yet Another MobileNet (YAMNet) features. The dataset release coincided with the TREC Podcast Track [34], which was held in 2020 and 2021. The track focused on two shared tasks: segment retrieval and summarisation.

## Search: Spoken Passage Retrieval

High-quality search of topical content of podcast episodes is challenging. Existing search engines primarily rely on indexing available metadata and textual descriptions of shows and episodes [35,144]. However, these descriptions often fail to capture the full breadth of content within the episodes. The segment retrieval task addresses this gap by aiming to identify relevant segments, from podcast episodes, based on a variety of search queries, ranging from specific phrases to broader topics. To facilitate this, text transcripts were automatically generated using Google's Cloud Speech-to-Text APIs from the complete audio files, which are part of the dataset. These transcripts provide detailed word-level time alignments, speaker diarisation, casing, and punctuation. This enhances the granularity at which content can be searched and retrieved. Additionally, the dataset encompasses metadata such as episode names, descriptions, publisher details, duration, and RSS headers, enriching the context for search and retrieval tasks. A segment was defined as a two-minute chunk starting at the minute mark (e.g., 120 139.9), allowing retrieval systems to index content with precise time offsets. Finally, a curated set of search information needs, called topics, was also released. These topics,
created following those used by the TREC [145], encompass keyword queries and descriptions of the user information needs. The needs can be one of three types, namely topical (general information about the topic), refinding (searching for a specific episode the user heard before), and known-item (finding something that is known to exist but under an unknown name) [137]. The evaluation of segment relevant to these topics is based on human judgements, with a gold standard data for assessing the performance.

## Summarisation

Conversely, the summarisation task involved the generation of a concise text snippet that accurately conveys the content of a podcast episode by considering its audio and transcription. Automated document summarisation is the task of condensing an input text into a shorter form that preserves most of the salient information. This task underscores the complexities inherent in processing automatically transcribed documents, which may contain speech recognition errors, conversational nuances, and significant longer length compared to typical summarisation inputs [35].

While creator-generated episode descriptions offer a starting point for summary generation, their variability in quality and intent poses additional challenges, reflecting the diverse motivations and genres present in podcast content [3,130,131]. Therefore, in training summarisation models, these descriptions could be considered as reference summaries. To derive a set of gold labelled data, a subset of episodes were manually annotated based on the outputs of different baseline systems. The annotators were asked to assess a summary's quality on a Perfect/Excellent/Good/Fair/Bad (PEGFB) scale, after reading the full transcript and/or listening to some of the audio if needed [35].

In response to these tasks, various approaches were proposed for both segment retrieval [146-149] and summarisation [33,150-159]. A recent analysis of the podcast summaries conducted by Rezapour et al. [160] suggested that high-quality summaries tend to incorporate proper nouns, determiners, and adverbs. This is by limiting the use of verbs. Additionally, these summaries often contain more segments that are repeated from the input information.
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### 2.5.3 User Consumption and Behaviour

Despite recent investigations into podcast consumption and listener behaviour, this research area remains largely under-explored. Tsagkias et al. [161-163] suggested four indicators, namely podcast content, creator, context, and technical execution, to characterise the quality, credibility, and prediction of podcast preferences. With the medium's rising popularity, and the ever-growing number of shows and episodes, it is crucial to devise novel approaches that can leverage this vast amount of podcast content and understand how users interact with this medium.

Despite some recent research efforts [5,164-170], the absence of podcast streaming platforms for research and datasets containing logged user behaviour [44] has hindered progress in this field. This limitation is also relevant to the Spotify Podcast Dataset [44]. To address this challenge, in Chapter 5 I release Podify, a podcast streaming platform that automatically logs all user behaviour, and that is specifically designed for academic research. In particular, it aims to reduce the overhead that researchers face when conducting user studies in this domain.

Previous work aimed at understanding podcast usage patterns revealed motivations akin to those found in music consumption, such as relaxation and entertainment [164, 165], and for education purposes [166, 167]. A user study by Edison Research [170] endorsed this, reporting that over $70 \%$ of participants listen to podcasts for either entertainment or educational purposes. Furthermore, music is one of the most popular topics among podcast listeners. Integrating podcast listening into music streaming platforms could potentially influence and change the original way users engage with music in terms of listening time, duration, and frequency [5]. Li et al. [5] revealed that users tend to listen to podcasts during weekday mornings, with music listening happening during the evenings, nights or weekends. Hashemi et al. [171] conducted a comprehensive log analysis study contrasting podcast and music search behaviour. In their study, they found that the search effort for podcast retrieval is relatively higher than for music, with distinct differences in user consumption behaviours across these two mediums

Podcasts have also been identified as effective educational tools, improving students'
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performance [166] and offering easier access to knowledge and intellectually challenging content [167]. However, much of the prior research has focused on podcast usage in higher education, where students were required to use podcasts as part of their curriculum [168,169]. In addition, podcasts appear to be more favoured by technologically inclined demographics, such as men and young adults with a high income [164]. Chadha et al. [164] suggest that this difference may stem from men's presumed higher propensity to adopt new technologies. In line with this, Edison Research [170] also revealed that men represented the larger share of the podcast audience ( $54 \%$ ). In Chapter 7, I extend the current understanding of podcast consumption by being the first to explore the concept of relevance in this domain. By analysing both explicit and implicit feedback, and by leveraging the recently proposed Podify streaming platform (see Chapter 5), I investigate the users' process of assessing the relevance of podcast content (i.e., segments). To this end, I consider factors such as search intent, task complexity, and system variations, including the integration of the text modality in the Podify's UI.

### 2.5.4 Podcast Recommendation

RSs have become indispensable in predicting and offering personalised content that aligns with users' taste and preferences [62, 172, 173]. By modeling users' previous behavioural data, these systems generate tailored and personalised recommendations [122,174]. Although there is an established interest in developing RSs specific for podcasts, methodologies and approaches addressing the unique challenges and opportunities in this area remain limited [175].

Classified as speech recommenders, podcast recommender systems (PRSs) have distinctive characteristics [176]. Friends and family recommendations remain among the top three methods for discovering podcasts [170]. While research in podcast recommendations is relatively scarce, there have been some recent works in this direction. Benton et al. [177] introduced trajectory-based podcast recommendation, and they recognised the sequential nature of podcast consumption. Aziz et al. [178] focused on the underserving issue of existing PRSs, proposing the use of semantic information through knowledge graphs to enhance podcast discovery. Yang et al. [179] examined the impact
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of recommendations on user content choices when related to intentions (such as subscriptions and listening). They highlight the importance of these systems, but also how they implicitly alter the users' online behaviour. Finally, McDonald et al. [180] recently explored the content exploration problem and optimising podcast recommendations for the long-term of UE.

Other recent approaches aimed to exploit textual information extracted from the audio or through conversational interfaces [181,182]. Yang et al. [182] identified distinct user interaction patterns when recommendations are delivered via voice interfaces. They observed users tend to explore less and prefer higher-ranked items. This underscores the importance of offering diverse, personalised, and dynamically evolving top-ranked recommendations. Incorporating multiple engagement signals and of various relevance degrees is essential for enhancing PRSs [183]. Each podcast recommendation should align with specific user goals and needs. However, the problem of effectively matching new users with relevant content (i.e., the cold-start problem) remains a substantial challenge and in need of further exploration. Nazari et al. [172] delved into the efficacy of cross-domain recommendations for cold-start users using their music preferences. In [122], goal-focused consumption in RSs is examined, with the identification of low-involvement (i.e., alleviating boredom) and high-involvement (e.g., learning something new) goals. Huber et al. [184] tackled the demand for explainable recommendations. They found that highlighting content differences in podcasts through labels and summaries allows listeners to better differentiate between episodes, increasing their awareness of podcast diversity and improving the overall experience.

Current podcast information access tools, including RSs, do not adequately leverage user preferences. This gap results in listeners struggling to discover suitable podcasts for their needs [3]. In Chapter 6, I introduce a top@10 recommendation experimental design. By systematically controlling the ranking and relevance within these recommendations (i.e., "good" or "bad" recommendations), I examine the complexity of the task and how they are perceived by the participants in Chapter 7. My approach represents the first exploration of how users' assessment of podcast content relevance varies based on the recommendation's alignment with their INs.

### 2.5.5 The Multi-Modal Nature

Information access tools such as search engines and RSs play an integral role in podcast discovery and engagement [3]. However, effectively capturing the multi-modal nature of podcasts presents a significant challenge for the existing approaches [3]. Podcasts introduce unique challenges within the spoken domain due to their distinctive properties (see Section 2.5.1), such as noisy speech transcription and sentence segmentation [185]. Directly leveraging the audio signal to circumvent transcription errors is thus of considerable importance [3]. Additionally, research has also investigated the video modality of podcasts, by examining its impact on education [186, 187], and peer learning and project quality [188].

Incorporating podcasts into existing platforms has introduced new challenges for online audio streaming services, including those related to UI design [5]. A significant open research question (RQ) is determining the type and amount of information needed to guide informed decisions by users in selecting podcasts to listen to [4]. Captions, a representation of the podcast's textual modality, have emerged as an effective modality for enhancing understanding across diverse audiences [189]. Transcriptions, for instance, serve as a bridge, facilitating access to content for the hearing-impaired community and aligning with principles of Universal Design [9,10]. They also support diverse learning styles and aid retention through theories such as Dual Coding [38, 39] and the Cognitive Theory of Multimedia Learning [41]. Further, transcriptions enable effective pattern recognition and enhance IR capabilities, aligning with the Information Foraging Theory $[7,8]$. This is in line with a recent study on the TikTok platform by Mudra and Kitsa [189]. They found that videos with subtitles, akin to podcast captions, enhance information perception, attracting a broader audience and accommodating various accessibility needs [190].

Therefore, in Chapter 7, I perform an extensive investigation of the effects of incorporating the textual modality into the Podify's UI. Specifically, I explore the captions and full-text transcriptions components. This analysis aims to investigate the influence of these text-based components on the users' capability to accurately identify the relevance of podcast content to their IN.

### 2.5.6 User Engagement (UE) in Podcasts

UE refers to the quality of a user's experience with an online application, encompassing the positive aspects and the inclination to use the application more frequently and for longer durations [191]. It is a multifaceted concept that includes the users' emotional, cognitive, and behavioural experiences with a technological resource, both in the short and long term [191-194]. O'Brien and Toms [195] proposed a model characterising key dimensions of UE: focused attention, aesthetics, perceived usability, endurability, novelty, and involvement. These dimensions provide a comprehensive and holistic understanding of UE across the emotional, cognitive, and behavioural facets [196]. Given its multifaceted nature, UE is usually quantified using both subjective measures (e.g., a user's self-reported perception) and objective measures (e.g., the number of mouse clicks required to complete a task) measures [192].

In the context of podcasts, Holtz et al. [197] identified an "engagement-diversity trade-off". While personalised recommendations enhance the UE, they also affect the diversity of the consumed content. Nazari et al. [183] noted the dependency of podcast types on UE patterns and the potential to tailor each podcast to specific user goals and needs. Chan-Olmsted and Wang [198], in their study of United States podcast users from the perspectives of motivation and usage, found that affective and entertainmentrelated motives significantly influence consumption, whereas cognitive and informationrelated motives lead to higher engagement with the podcast content and host (i.e. subscriptions). Additionally, an in-depth study by García-Marín [199] using semistructured interviews identified 13 factors that determine UE. These factors can be classified into three groups, namely medium-centered (e.g., genres and formats), usercentered (e.g., perceived relevance of their participation), and podcaster-centered (e.g., tone).

In Chapter 7, I employ the subjective measures proposed by O'Brien and Toms [195] to evaluate the influence of incorporating text-based components into the Podify's UI on the perceived levels of UE. Additionally, I analyse objective measures such as navigation (e.g., page changes) and listening interactions (i.e., play/pause actions and scrubbing) to provide a comprehensive assessment of UE within the Podify platform.

### 2.6 Chapter Summary

This chapter presented a comprehensive overview of the background knowledge, key research themes, and methodologies within the context of this thesis.

First, Section 2.2 presented an overview of online streaming services by discussing their development and current prominence. Section 2.3 then delved into an extensive exploration of the music medium, emphasising the pivotal role of user behaviour in the evolution and current research conducted within modern streaming services. In Section 2.4, we provided an extensive examination and review of music skipping behaviour. The relevance of this behaviour, previous studies conducted on the topic, and the state-of-the-art approaches employed for its prediction were discussed to provide a deeper understanding of this behaviour. Finally, Section 2.5 offered an in-depth overview of the podcast domain, recognising its growing popularity and subsequent integration into the offerings of existing music streaming services. This section also presented a comprehensive overview of podcasts' distinctive and unique characteristics, the TREC Podcast Track, and relevant recent studies on user consumption and behaviour. This also includes the intricate aspects of recommendation, multi-modal nature of this medium, and the importance of UE.

Overall, this chapter establishes the foundation for the research conducted in this thesis. Through an exploration of online audio streaming services, music behaviour, and the podcast domain, it provides the background knowledge and context to understand the subsequent discussions and findings presented in the later chapters. By highlighting the key connections between these areas and their complexities, this chapter provided an understanding of the complex landscape of online audio streaming services and the research relevance of understanding users' behaviour.

## Part II

The Music Skipping Behaviour

## Chapter 3

## On Skipping Behaviour Types in Music Streaming Sessions

### 3.1 Introduction

As discussed in Chapter 2, Section 2.3, the ability to skip songs is a core feature in modern online audio streaming services. Its introduction has led to a new music listening paradigm and has changed the way users interact with the underlying services. Listening behaviours such as skipping and scrubbing (i.e. seeking forward and backward by moving the cursor) have recently gained research significance [13, 93]. This is because they are implicit feedback signals that can be considered as measures of users' satisfaction (dissatisfaction or lack of interest), in turn affecting the users' engagement with the platforms [14, 29,30]. However, the modelling and understanding of these behaviours, in particular the skipping signal, in music listening sessions remain an under-researched domain [ $6,13,14,45]$. Gaining a deeper and more comprehensive understanding of this behavior is crucial as it provides valuable insights for enhancing user modeling techniques and improving the performance of underlying recommendation models.

Existing prior research has primarily focused on analysing the skip patterns as a function of the time at which this takes place within a song (skip profile) $[15,16]$. In contrast to prior works, this chapter presents a comprehensive analysis of users'
skipping behaviour during entire listening sessions. The aim of this work is to obtain deeper insights and understanding into how users skip music.

In this chapter, I propose an effective data transformation and clustering-based approach to identify and categorise different types of skipping behaviour. This analysis is conducted by considering various listening contextual factors such as day type, time of the day, playlist type, account type (premium or free subscription plan), and shuffle listening mode. Additionally, I provide a thorough evaluation of the clustering performance and the skipping type identification process.

### 3.1.1 Research Motivation

Investigating music skipping behaviour provides insights into users' satisfaction and engagement with online streaming services [15]. While the users' interactions are associated with patterns which suggest preferences, disinterest, or the desire for variety, they are also considered being multifaceted, dynamic, complex and context-dependent (e.g., [200]). Previous research has acknowledged contextual information such as the day of the week [200] or playlist type [201] affect user's behaviour. However, given the rapid evolution of music streaming platforms, most of the current research considering contextual variables is outdated [98]. Additionally, the existing studies often fall short of examining the specific influence of context on music skipping behaviour. This work, therefore, seeks to fill this research gap by offering a more comprehensive understanding of how listeners skip music depending on their context. To provide contemporary insight, this research will include contextual features available in the recently released real-word MSSD [6] provided by Spotify.

### 3.1.2 Research Questions

To better understand the variations in the distribution of skipping types and the interplay with listening context information, I investigate the following five RQs:

- RQ-3.1: What are the main types of skipping behaviour that we can identify at a session level?
- RQ-3.2: For those types, how does weekday/weekend affect their overall distribution?
- RQ-3.3: Furthermore, do different times of the day, i.e. morning, afternoon, evening, and night, affect users' skipping interaction with the streaming service?
- RQ-3.4: In what ways do playlist types (e.g., personalised playlist, radio, etc.) affect users' skipping behaviour?
- RQ-3.5: Finally, how is the users' skipping behaviour influenced by account type (premium or free subscription plan) and when listening is performed in a shuffle mode?

I investigate my RQs by analysing a large real-world music streaming dataset (i.e., Spotify) and on sessions of varying length, thereby providing generalisation to my findings.

### 3.1.3 Contributions

The contributions of this chapter are four-fold:

- I perform an extensive investigation on users' skipping behaviour during entire listening sessions.
- I propose an approach that can identify any number of fine-grained session skipping behaviours.
- By extensive evaluation, I identify four to be the optimal number of main session skipping behaviours.
- Finally, I investigate the influence that various listening contexts have on the distribution of these four patterns.

This chapter is organised as follows. First, I provide an overview of my approach in Section 3.2. Then, the settings of the analysis are outlined in Section 3.3. The results are presented in Section 3.4, followed by a summary and discussion of the chapter's main findings in Section 3.5.

### 3.2 Approach

In this section, I present my approach to analyse the users' skipping activity and identify the music skipping types in listening sessions.

### 3.2.1 Session Skipping Pattern Extraction

In order to analyse and identify skipping types, I first need to extract the skipping activity across entire listening sessions. I refer to such patterns as the session skipping patterns. The skip features available in the selected dataset are skip_1, skip_2, skip_3, and not_skipped. They are predefined features provided as part of the dataset's original feature set and they represent defined thresholds that respectively indicate whether the track has been played very briefly, briefly, mostly, or in full. In Table 3.1, a summary of the interplay among these features at record-level is presented, together with an integer transformation (ID) for every observed pattern. This is motivated by the easing of result reporting in later sections. It is important to note that a rarely occurring pattern, namely "False, True, False, False", is disregarded in my analysis since I believe it to be a logging error. Additionally, sessions with missing values are also excluded from my analysis. The exclusion of these sessions is motivated by the abundance of complete listening sessions (i.e., without missing values) that are available for analysis. Therefore, to avoid the introduction of potential noise in my analysis through imputation of missing data, these sessions are excluded.

With a scalar representation of the skipping activity for every record of a session, I can now construct a session-level vector representation. This is the ordered sequence by session position of all individual song skipping activities that form a session. Thus, for a session of length 20 , a vector of 20 elements captures the session skipping pattern. For example, " $1,1,2,1,5,3,1,1,1,2,1,1,2,1,1,1,2,5,3,5 "$, indicates that in this session a user played very very briefly the first two songs, followed by very briefly and very very briefly for the 3 rd and 4 th songs respectively, before the 5 th song was played in full.
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Table 3.1: Summary of skip patterns and their corresponding translation in terms of for how long the current track was played. ID is an integer value associated with each pattern, used in the construction of session skipping patterns.

| skip_1 | skip_2 | skip_3 | not_skipped | Listening Length | ID |
| :---: | :---: | :---: | :---: | :--- | :---: |
| True | True | True | False | Very Very Briefly | 1 |
| False | True | True | False | Very Briefly | 2 |
| False | False | True | False | Briefly | 3 |
| False | False | False | False | Most | 4 |
| False | False | False | True | All | 5 |

### 3.2.2 Session Skipping Type Identification

Given a set of session skipping patterns, I apply Principal Component Analysis (PCA) [202] to their vector representations. This is motivated by the fact that the input space contains noisy patterns as well as that by reducing the dimensionality of such large sets I decrease the computational requirements. Subsequently, the transformed data, i.e. the PCA components, are used as the input space for k -means clustering [203], which uses Euclidean distance to define cluster centroids. In evaluating the clustering algorithms for these large sets, alternatives, such as hierarchical clustering [204] and DBSCAN [205], were also explored. However, based on a local evaluation, the k-means was identified as the most suitable clustering algorithm, given its computational efficiency and effectiveness in identifying skipping patterns. I also adopted the k-means++ initialisation scheme, known to augment speed and quality of the clusters [206].

In this section, my proposed approach to identify skipping types is presented. The skip features in the selected dataset are analysed, and the skipping activity is transformed to a session-level vector representation (i.e., session skipping pattern). To reduce the noise and dimensionality of the large number of session skipping patterns, PCA is applied, followed by k-means clustering, to identify the skipping types.

### 3.3 Analytical Settings

In this section, I describe the settings of the analysis that support my proposed approach for the identification of different behaviours during entire listening sessions with regards to users' session-based skipping activity.

### 3.3.1 Dataset

The analyses are conducted using the publicly available MSSD [6] provided by Spotify. The MSSD comprises of approximately 150 million logged streaming sessions, spanning a period of 66 days from July 15th to September 18th 2018. Each day comprises of ten logs, where each log includes streaming listening sessions uniformly sampled at random throughout the day. Sessions are defined as sequences of songs or tracks that users have listened to, ranging from 10 to 20 records per session (one record per song). The dataset encompasses various types of contextual information about the stream (e.g., the playlist type) and interaction history with the platform (e.g., scrubbing, which is the number of seek forward/back within the track). Additionally, despite track titles not being available, descriptive audio features and metadata are provided to describe the tracks (e.g., acousticness, valence, and year of release). The available implicit feedback is captured through actions such as song skipping, pauses during playback, and userinitiated actions that lead to the start or end of a particular track. It is important to note that the MSSD does not include user identification, demographic information, or geographical data. Therefore, it is not possible to determine if two sessions belong to the same user or different users. Finally, I perform my analysis on the complete training set. The testing set is not used since most of the metadata as well as the skipping attributes, are missing.

### 3.3.2 Conditions of Interest

After removal of sessions with unrecognised skipping activity, as described in Section 3.2.1, of the resulting 125 million listening sessions, the majority ( $47.7 \%$ ) corresponds to sessions of length 20. The remainder are distributed in decreasing order from sessions of
length $10(8.8 \%)$ to those of length 19 (2.8\%). Given this, I perform my primary analysis on long sessions (length 20). However, to show the adaptability and extendibility of my approach to sessions of varying length, I also generalise my results by including data from medium (length 15) and short (length 10) sessions. Finally, further analysis is also performed on all session lengths, to further validate the validity and generalisability of my results.

To answer my RQs, the following contextual scenarios are formulated:

- Weekdays and Weekends. The 66 days of training data can be grouped into 9 full weeks, hence 45 weekdays and 18 weekend days. The 10th Week is only partially available, with only 3 available days, i.e. 16 th, 17 th, and 18 th of September. For a fair comparison those dates are therefore ignored when answering RQ-3.2.
- Time of The Day. I define five time windows, where numbers in brackets correspond to the hour range: night (0-5), morning (6-11), afternoon (12-17), evening (18-23), all (0-23). If a session spans across two hours, I round and consider the whole session as either part of start or end hour.
- Playlist Type. The playlist type is defined as the type of playlist that the playback occurred within. It includes editorial playlist, user collection, catalog, radio, charts, and personalized playlist. As this can be subject to change throughout a session (playlist switch), for the scope of this condition (RQ-3.4) I restrict my analysis only to sessions with a single playlist type.
- Account Type. The account type refers to the type of subscription plan that the current user is currently subscribed to. It distinguishes between the premium and free subscription plans.
- Shuffle Mode. The use of shuffle listening mode can vary throughout a session, as users may enable or disable it at any time. For the purposes of this study, a session is considered being a high-shuffle session if at least $80 \%$ of its tracks were played in shuffle mode. Conversely, a session is considered being a low-shuffle session if at most $20 \%$ of its tracks were played in shuffle mode.
- All. This final scenario refers to an analysis that is performed on all available days and their corresponding listening sessions. In this scenario, all listening sessions are considered, with no exclusions, such as the ones based on weekdays and weekends, time of the day, playlist type, account type, or shuffle mode.


### 3.3.3 Procedure

## PCA Components Selection

A common, but subjective, cut-off point of the total explained variability by PCA is $70 \%$ [207]. In order to find the optimal variance to retain, I performed local evaluation on the number of PCA components. Increasing the retained variance and/or applying clustering on the raw data yields similar results. By decreasing the variance, only the outliers are less represented in the PC space. Since my goal is to find the main behavioural types, the difference is minimal given that the highly relevant patterns are well described in the Principal Component (PC) space. In order to retain $70 \%$ of the explained variance, the results in this chapter are based on using 5 PCA components for sessions with a length in the range $[10-12], 6$ for the range $[13-17]$, and 7 for [18-20].

## Clustering Performance Evaluation

The overall aim of clustering is to find a partitioning scheme that best fits the underlying data. One of the most important issues related to evaluating the performance of the resulting clusters is cluster analysis and validity. An "optimal" clustering scheme is defined as delivering an outcome by running a clustering algorithm that best fits the inherent partitions of the dataset [208].

Cluster Validity Indices (CVIs) are used for both estimating the quality of a clustering algorithm and for determining the optimal number of clusters in the data [209]. However, existing measures can be affected by various data characteristics. In the work by Liu et al. [210], it is noted that the optimal number of clusters can be greatly affected by various factors. For example, the noise in the data is shown to affect the Calinski-Harabasz (CH) Index [211], with the clusters' proximity affecting the Davies-

Bouldin (DB) Index [212]. Each individual CVI is designed to capture a specific aspect of the partitioning scheme that attempts to indicate how adequate it is. On the other hand, this inevitably results in other aspects to be inadequately represented or ignored altogether [213]. Thus, no CVI can a-priori be assumed to be better than its alternatives [214]. Despite being an active research domain for many years and for a variety of disciplines, several important RQs remain open as to how best to assess the quality and validity of a clustering procedure [208].

In this work, I adopt the CH and DB indexes, together with the traditional Elbow Method on the Inertia (INE) values (i.e., the sum of squared distances of samples to their closest cluster centre) and self-judgement to arbitrarily decide on the optimal number of clusters for the MSSD dataset. The Silhouette Coefficient [215], although recognised as one of the most widely adopted CVIs, is not used in this work due to the large population size of the clusters and related computation impracticability.

CH Index, also known as the Variance Ration Criterion, is the ratio of the sum of between cluster scatter matrix (BCSM) and of within cluster scatter matrix (WCSM) for all clusters. This index is highly dependent on a separation measure between clusters and a measure for compactness of clusters based on distance. By maximising the BCSM and minimising the WCSM, I obtain well separated and compact clusters. For a dataset $E$ of size $n_{E}$ and $k$ clusters, the $C H$ score (where a higher score indicates better defined clusters) is defined as:

$$
\begin{equation*}
C H_{k}=\frac{B C S M}{k-1} \times \frac{n_{E}-k}{W C S M} \tag{3.1}
\end{equation*}
$$

The BCSM is based on the distance between clusters and is defined as:

$$
\begin{equation*}
B C S M=\sum_{i=1}^{k} n_{i} \times d\left(z_{i}, z_{\text {tot }}\right)^{2} \tag{3.2}
\end{equation*}
$$

where $z_{i}$ and $n_{i}$ are respectively the center and number of points in $c_{i}$. The WCSM is defined as:

$$
\begin{equation*}
W C S M=\sum_{i=1}^{k} \sum_{x \in c_{i}} d\left(x, z_{i}\right)^{2} \tag{3.3}
\end{equation*}
$$

where $x$ is a data point belonging to cluster $c_{i}$.

DB Index can be used to evaluate a partitioning scheme by computing the similarity between clusters. It is a measure that compares the distance between clusters with their respective sizes. The index identifies clusters which are far from each other and compact, and is defined as (with a value closer to zero indicating a better partition):

$$
\begin{equation*}
D B_{k}=\frac{1}{k} \sum_{i=1}^{k} \max _{j=1, \ldots, k, i \neq j}\left\{\frac{\operatorname{diam}\left(c_{i}\right)+\operatorname{diam}\left(c_{j}\right)}{d\left(z_{i}, z_{j}\right)}\right\} \tag{3.4}
\end{equation*}
$$

with the diameter of a cluster defined as:

$$
\begin{equation*}
\operatorname{diam}\left(c_{i}\right)=\sqrt{\frac{1}{n_{i}} \sum_{x \in c_{i}} d\left(x, z_{i}\right)^{2}} \tag{3.5}
\end{equation*}
$$

where $z_{i}$ and $n_{i}$ are respectively the centroid and the number of points in $c_{i}$.
INE Index is another measure that can be used to evaluate the quality of a partitioning scheme by how internally coherent the clusters are. It is oftentimes used in conjunction with the Elbow method in order to find the optimal number of clusters to partition a population. The inertia, or within-cluster sum-of-squares criterion (WCSS), is defined as:

$$
\begin{equation*}
W C S S_{k}=\sum_{i=0}^{n} \min _{z_{j} \in C}\left(\left\|x_{i}-z_{j}\right\|^{2}\right) \tag{3.6}
\end{equation*}
$$

where $z_{j}$ is the centroid of the cluster.

## Comparison of Identified Types

To allow comparison of the identified types for specific session length and different conditions, I perform cluster matching so as to pair highly similar clusters from one analysis (e.g. morning) to another (e.g. afternoon). For every cluster, I group all of its session skipping patterns and produce a single averaged vector representation. That is, every position in the session is the average for that position of all session skipping patterns. I call this single averaged vector representation the average skipping session for that cluster. Clusters matching is then performed via pairwise Euclidean distance. Each average skipping session from one analysis is matched to its closest cluster in another analysis. I find Euclidean distance to be the most suitable metric for this task.
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Other metrics, such as cosine similarity, generated inconsistencies and mismatches when applied on the average skipping sessions, even when the averages were computed on the PCA components rather than session positions.

Local evaluation on the number of clusters (in the range 2 to 40) and on different runs suggested high similarity and stability of the results. Hence, the reporting of results is for seed number 0 . For long, medium, and short sessions, the highest observed Euclidean distances among seeds for all reported results are of $0.2259,0.2363$, and 1.1756 respectively. For complete implementation details and for reproducibility of my work, I refer the readers to the publicly available code at https://github.com/ NeuraSearch/Spotify-Session-Skipping-Behaviour.

### 3.4 Results

In this section, I first provide an empirical analysis on the clustering performance and how I empirically found four to be the optimal number of clusters. To explore my RQ-3.1 further, I then investigate the properties of these four dominant skipping types at a session level and for long, medium, and short sessions. Finally, an analysis and discussion on the effect that various listening context information have on their distributions (RQ-3.2-5) is reported.

### 3.4.1 Analysis on Clustering Performance

In order to identify the optimal number of clusters to partition the population, which depends on the selected condition of interest (Section 3.3.2), I perform an empirical study on the clustering process from a CVIs perspective.

In Figure 3.1 I report the $\mathrm{CH}, \mathrm{DB}$, and INE values for the "All" analysis and on all available session lengths. Notwithstanding an order of magnitude higher in the CH and INE values for sessions of length 20, I observe similar patterns across all indices, session lengths, and number of clusters. This suggests high stability and similarity of the clustering process, which is independent of session length and number of clusters. As reported in Section 3.3.2, the majority of listening sessions, $47.7 \%$, correspond to
sessions of length 20. Therefore, I note the order of magnitude higher in the CH and INE scores for sessions of length 20 to be due to the differences in size of the individual sets of session skipping patterns.

In a closer investigation, we observe the CH index suggests an optimal solution to be achieved with a low number of clusters. A $k$ of 2 yields the highest score, hence the most well separated and compact clusters. A value of 4 also yields a relatively high score, with all subsequent values that are considered being sub-optimal solutions. In the case of the DB index, where a value closer to zero indicates a better partitioning, We note how again 2 or 4 appear to be optimal. Interestingly, we can observe a common intersection point among most session lengths at $k=4$. It is the point of lowest variance on the index values, and this further proves the stability of my proposed approach. Finally, a traditional elbow method on the IN values would suggest an optimal partitioning scheme to be achieved with $k<8$.

Overall, these empirical results on clustering performance strongly suggest that an optimal partitioning scheme is to be achieved with a small number of clusters. All indices seem to agree on $k=4$ to be among the best options. In the next section, I discuss the identification and classification of these four clusters (skipping types), and then further evaluate the performance from a human self-judgement point of view.

### 3.4.2 Types Identification

In Figure 3.2, the average skipping sessions and their corresponding type name (i.e., listener, listen-then-skip, skip-then-listen, skipper) for a "All" analysis is reported. As can be observed, the four identified types appear to be consistent across sessions of different length. This suggests that such dominant behaviours have no strong relation to the absolute length of a session and are thus generalisable. Additionally, a closer examination reveals that in fact there are two main distinctive behaviours: listener and listen-then-skip. The remaining two types, i.e. skipper and skip-then-listen, can be seen as their respective complimentary behaviour (addressing RQ-3.1).

Intuitively, categorising all listening sessions in four types yields a high variance, as shown in Figure 3.2. This is because each type agglomerates sessions that are
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Figure 3.1: CH (3.1a), DB (3.1b), and INE (3.1c) values for a "All" analysis (see Section 3.3 .2 ) and all available session lengths. The x-axis is the number of clusters ([2..40] with a step size of 2 ). The y -axis represents the value for each index, with the CH and INE indexes being transformed using the $\log _{2}$ to ease the presentation.
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Figure 3.2: Box plots of the identified skipping types for different lengths and for a "All" analysis (see Section 3.3.2). The x -axis is the range of session positions [1..n], where $n$ is 20,15 , or 10 , depending on the selected length. The y-axis represents the skipping patterns (ID 1-5 in Table 3.1). The red line indicates the average skipping session.
considered similar but yet contain a noisy sequence of session skipping patterns. For a skipper type, an example is a pattern that contains all ID1s except for a middle ID5. These listening sessions can arguably be a different, more refined and fine-grained, behaviour and not necessarily a member of skipper. Those branches of sub-behaviours with lower variance emerge with a higher number of clusters. This phenomenon can be clearly observed in Figure 3.3 , which reports an "All" analysis conducted with a partitioning scheme of 20 clusters. We can note how some of these refined types are the transposed representation of other types. That is, the ID5 shift of the previous example can happen in any of the 20 positions. This shifting on the x-axis can be clearly observed in the sequence of clusters $\# 2, \# 8, \# 6, \# 15, \# 16, \# 10$, and $\# 13$. Therefore, this can result in a likewise number of different behaviours, where the resulting bell shape is shifted along the session's position. Ultimately, however, they can arguably represent a single type of skipping behaviour which is position-independent. This is represented by cluster $\# 13$, in the case of $k=20$ of Figure 3.3 , or by the skipper type in $k=4$ of Figure 3.2. The former has inherently a lower variance than the latter. This is because, as $k$ increases, the noisy sequences of session skipping patterns that have been included in the main dominant skipping types are extracted and filtered out. These sessions are grouped together to then form new and more refined skipping behaviours, hence the total variance of all individual types is decreased as $k$ increases. Finally, by refining types, there also emerges the behaviour type that consists of the continuous alternation of skipping and no skipping. This yields an average skipping session similar to a cosine function ( $\# 5$ and $\# 12$ ), which is believed to be capturing the noisy sequences of the middle skipping patterns (ID2-4).

However, as I perform refining, I note divergence in common behaviour across analyses. Whereas with a low number of types, the clusters matching has high accuracy, with a higher number, the comparisons might be performed on different behaviours. This is due to the identification of ungeneralisable behaviours that tend to differ across analyses. Since the goal of this chapter, as stated in RQ-3.1, is to identify the main generalisable behaviours and their variations under different listening context information rather than their dissimilarities, in the next section I report results for the analysis
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Figure 3.3: Box plots of the skipping types for a "All" analysis (see Section 3.3.2), on long sessions, and with 20 clusters. The x-axis is the range of session positions [1..20]. The y-axis represents the skipping patterns (ID 1-5 in Table 3.1). The red line indicates the average skipping session.
on the four types previously outlined.

### 3.4.3 Distribution Differences

## Proportions on Individual Session Lengths

We observe from Figure 3.4 that there are no marked differences in distribution across weekdays and weekends (addressing RQ-3.2). However, given Spotify's global user distribution and cultural differences around the definition of the "weekend", it may be unsurprising that no differences were observed. Further inclusion of geographical and time-of-day variables may be required to properly evaluate any "weekend" effect.

Differences emerge when I narrow down my analysis to the different time of the day. Morning users have the lowest skipper activity. In contrast, such behaviour is always at its highest in the evening. This suggests that the amount of skipper activity increases as we progress through the day. I hypothesise this to be due to morning users paying higher attention to their daily tasks rather than the songs currently playing. In contrast, evening users may have more spare time, thus allowing them to pay closer attention to the streamed content (addressing RQ-3.3).

To address RQ-3.4, we can immediately note how the skipper activity is consistently lower for catalog and personalised playlists. This steep decrease in comparison with other types is highly prevalent in long and medium sessions but less pronounced for short sessions. It would also appear to be the case that the user collection, radio, and charts categories are associated with the highest degree of skipping activity regardless of session length. These findings partially meet my expectations. Catalog users have higher control over music selection than charts. Surprisingly, charts have consistently been one of the highest skipper activity, despite being a collection of the most popular titles of the moment. This suggests that music popularity impacts skipping behaviour. Last, for the two under-represented types, namely listen-then-skip and skip-then-listen, we note how the former has always a higher activity, independently of the absolute session length. This suggests that it is more likely for users to listen to the first half and skip the second rather than the opposite. In the case of the radio, such under-represented types are the lowest of all playlist types. This suggests that radio
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Figure 3.4: Distribution of types under the different analytical settings described in Section 3.3.2 and for long (top), medium (centre), and short (bottom) sessions. The x -axis represents the membership distribution in percentage value for each type.
users vary less their skipping patterns, thus consistently be a listener or skipper type.
Finally, how does account type and shuffle mode affect users' skipping behaviour (RQ-3.5)? With regards to the account type, we can observe how there is an inverse trend by session length in the distribution of the main types between premium and free account type. In long sessions, premium users have a higher listener activity, with free users being more of a skipper type. As sessions become shorter, we observe how the free users are now associated with the highest degree of listeners in medium and eventually also the lowest degree of skippers in short sessions. In the short sessions, free users are associated with the highest listeners and least skippers activity. These findings partially meet my expectations. It is intuitive to think that premium users should have high listening rates because of their enhanced ability to browse and instantly play any song on-demand. With unlimited skips, we should also expect relatively balanced skipper ratios across session lengths. On the other hand, since free users have a limited number of skips per hour, their use may be more sporadic and controlled. In 2018, when the data was collected, the Spotify Free Plan had different limitations depending on the platform used by the user (e.g., desktop, tablet, or mobile device). Furthermore, users may also select playlists more accurately to avoid unwanted recommendations and unnecessary "spending" of the skips. All in all, we should expect high listener and low skipper rates for free users. However, it is clear from my analysis that we observe contrasting results. The proportion of skippers in long sessions is higher for free users, and the proportions among the four types for premium users substantially differ. My analysis suggests that free users, despite the limitations of their subscription plan, highly interact with the skipping functionality of the platform, and that a premium subscription plan has no strong correlation to the users' session-based skipping activity.

Regarding the shuffle listening mode, it may be unsurprising to see that it consistently leads to higher skipping rates. We can immediately note how there is a notably higher skipper activity when the shuffle levels are high. This listening mode appears to be negatively affecting the overall listening activity by leading users to skip more frequently, which in turn could impact on the UE and satisfaction. This is also usually reflected in lower listener activity compared to when there is low shuffle activity.

However, although it being the case for long and medium sessions, we observe that in short sessions a high shuffle level is instead, and perhaps surprisingly, associated with an overall higher listener activity. In particular, higher proportions can be seen on listener and skipper, with a consequent decrease in the listen-then-skip and skip-thenlisten types. High shuffle users are reported with less varied skipping patterns, thus consistently be a listener or skipper type. This may suggest that the shuffle mode may or may not be enjoyed by the users.

## Proportions For Different Session Lengths

Major differences can also be seen when looking at the distribution proportions for different session lengths. In the example of the "Weekday" analysis, we note how that the proportion of skippers drops from a $41.1 \%$ in long sessions, to $31.4 \%$ in medium, and $25.1 \%$ in short. Conversely, the proportion associated with listener type increases from $21.2 \%$ to $26 \%$, eventually reaching $27.6 \%$ in short sessions. Overall, as sessions become shorter, we see a decrease in skipper type behaviour and an increase of the other three types. If the skipper type prevails in long and medium sessions, we note how, for short sessions, the gaps are reduced, with listener becoming the highest representative behaviour. In other words, under my analytical settings and with the provided data, we observe that, in comparison with long listening sessions, in short sessions, users increase their listening activity and thus skip less frequently.

This finding can also be observed and further validated by Figure 3.5, which reports the types distribution for the "Time of The Day" analysis and on all available session lengths (i.e., [20..10]). The proportion of skippers always decreases as sessions become shorter. This suggests that users tend to be more of a skipper type as a streaming sessions gets prolonged over time. Conversely, when the listening sessions become shorter, the listener type prevails, with users increasing their listening activity and thus skip less frequently. On average, we observe an overall mean increase in the range of sessions from long to short of $2.8 \%, 1.9 \%, 3.1 \%$, and $-5 \%$ for listener, listen-thenskip, skip-then-listen, and skipper types, respectively. Across all the "Time of The Day" listening contexts, we note how the mean average difference between listener and
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Figure 3.5: Distribution of types under a "Time of the Day" (see Section 3.3.2) analysis and for all session lengths. The x-axis represents the various session lengths ([20..10]), with the $y$-axis representing the membership distribution in percentage value for each type.
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skipper increases from a $-47.3 \%$ for long sessions to $14.9 \%$ for short sessions.
Overall, I note how the users' listening activity differs between long and short sessions. This could be associated with various factors, including the recommendation procedure, which may have failed to correctly estimate the users' true intentions and musical preferences. This is reflected in a higher skipper activity as sessions become longer. With these being initial hypotheses as to why we observe such large differences in the users' session-based skipping behaviour, more in-depth analysis is required in order to better understand and explain the factors that lead to such differences in users' behaviour. This is left as future work and further consideration.

### 3.5 Chapter Summary

Music skipping behaviour provides implicit feedback that can measure users' satisfaction and, therefore, the engagement of users with a streaming platform. An accurate representation of this behaviour would allow us to model the users' degree of interest and engagement with the platform. Thus, understanding session skipping patterns may play an important role in today's systems. Prior work toward understanding and modelling users' skipping behaviour in music listening sessions has mainly focused on analysing the skipping activity at an individual song level $[15,16]$.

Inspired by the research relevance around the music skipping behaviour, in this chapter I tackled the task of identifying different behaviours during entire listening sessions with regards to the users' session-based skipping activity. This analysis is performed on a large real-world dataset of music streaming listening sessions (MSSD). By adopting an effective data transformation and clustering-based approach (see Section 3.2), I identified four main skipping types, namely listener, listen-then-skip, skip-thenlisten, and skipper (see Section 3.4.2 and Figure 3.2). Further analysis at both clustering performance level, using Cluster Validity Indices (CVIs) (see Section 3.4.1 and Figure 3.1 ), and on the partitioning schemes when varying the number of clusters (Section 3.4.2) indicates four to be the optimal number. These four main skipping types provide a generalised form of all the refined and fine-grained behaviours that emerge as
the number of clusters increases. Hence, they can be defined as the main and dominant skipping types. This is because they represent, despite having an inherently higher variance, the different facets and properties of users' session-based skipping behaviour that a music streaming platform can observe.

In my analysis, I observed the following key findings:

- The four types are consistent across sessions of varying length. Thus, they represent a generalisable and common behaviour that has no strong relation with the absolute length of a session (see Section 3.4.2).
- A closer examination of these types reveals that these four types exhibit two pairs of complementary behaviours: listener and skipper, as well as listen-then-skip and skip-then-listen. This is because, the behaviours of, for example, a listener and a skipper can be seen as contrasting or opposing, making them complementary to each other (see Section 3.4.2).
- The distribution of skipping types varies under different listening context information. With the exception of "Day Type" (i.e., weekday and weekend), which I note as being caused by the Spotify's global user distribution, cultural differences around the definition of the "weekend", and lack of available demographic information in the data, I observe marked differences in all the other scenarios (see Section 3.4.3).
- Finally, notable distributional differences can also be seen when varying the session lengths. I observe that, as sessions become shorter, users tend to increase their listening activity and thus skip less frequently (see Section 3.4.3).

In particular, I observe how the users' listening activity differs when varying the length of the sessions. I hypothesise this phenomenon could be explained and associated by how users interact with the streaming platform. When engaging for a relatively short amount of time (i.e., short sessions), users may have a more active involvement with the streaming platform. Songs may be individually picked and more accurately selected. Therefore, the UE and related satisfaction with the platform is higher. For
example, the streamed media may not be used as a background activity. Instead, the streaming process is highly controlled and interacted with by the user. Users and the underlying RS optimise the selection criteria for the users' current needs in order to achieve instant satisfaction. This is commonly referred to as the short-term optimisation of user satisfaction. On the other hand, as sessions become longer, I observe an inverse trend, with the skippers activity consistently increasing and with the listener type consequently decreasing. This could be justified by the total length of the listening session. A session of length 20 corresponds to at least an hour of continuous listening (if I assume full listening and no skipping). It is common in such cases that users listen to music in the background. Thus, they may be less inclined to accurately select songs of their liking. Rather, they may select large, and possibly mixed, playlists since their main attentional focus may not be on the music but rather on other tasks, such as driving or working. In this case, users may engage with a large playlist that contains a vast collection of songs. Such playlists, however, may have too much diversity in, for example, the music genres. In the case of RSs, a suboptimal procedure may be associated with a misjudgement of the users' needs. This is commonly referred to as the long-term optimisation of user satisfaction, which is an open and current research direction.

The relevance of the extracted skipping types for potential downstream tasks is evident. A better understanding, and thus modelling, of this feedback signal could help in devising new recommendation and search processes. By better representing the user and their preferences, we can consequently observe an improved personalisation and tailoring of the results to a given user. In Chapter 4, I delve deeper into the dynamics of music skipping behaviour by studying the utility of users' historical data for the task of sequentially predicting users' skipping behaviour.

## Chapter 4

## On Predicting and

## Understanding Music Skipping

## using Deep Reinforcement

## Learning

### 4.1 Introduction

MRSs aspire to tackle the problem of providing the users the support they need to access the large available collections of music items and find songs that match their interests and needs. Recent research has seen a significant effort around black-box recommender approaches such as $\operatorname{DRL}[67,216]$. This is motivated by the possible radical changes of behaviour from one song to another, or even within the same song, but at different points in time. Users' behaviour is influenced by external (trends) and internal (individual changes of personal interests) factors. The users' shifting interests and behaviour make it hard to learn a generalisable model to tailor the user's specific needs at any given time; it is a case where DRL is required due to continuous learning and adaption [29-31]. These advances have led, together with the increasing concerns around users' data collection and privacy, to a strong interest in building responsible RSs [217]. Constraints should be put in place when considering what data is collected
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and then presented to a model to measure user behaviours. This is due to the potential hazard of introducing errors and biases. Therefore, minimising and selecting highquality data features is of important consideration.

With explicit rating data relatively scarce and rare in today's systems, modelling implicit feedback is becoming of acquired importance. For example, in a lean-back formulation, the case of automatic playlists or radio streaming, the user interaction is minimised. Users are presented with a single song at a time. The MRS needs to rely almost entirely on implicit feedback signals such as the skipping or scrubbing (i.e., seeking forward and backward by moving the cursor [93]) to predict satisfaction and engagement $[29,30]$. By first understanding these interactions, insights can be drawn to enable the construction of more transparent and responsible systems. The skipping is a signal that can measure users' satisfaction, dissatisfaction or lack of interest, and engagement with the platform [14]. For example, in a lean-back formulation, the MRSs are often designed to be more conservative, prioritising exploitation over exploration to minimise negative feedback (in this context, skips) [84]. Thus, one of their goals may be determined as recommending songs that yield the highest listening activity (i.e. no skip). However, understanding the users' skipping behaviour is still an under-explored domain $[6,13,14]$. It is a challenging problem due to its noisy nature: a skip may suggest a negative interaction, but a user may skip a song that they like because they recently heard it elsewhere.

Existing prior research in analysing the skipping behaviour revealed an universal behaviour in skipping across songs, with geography, audio fluctuations or musical events [15-17], and contextual listening information affecting how people skip music (Chapter 3). Recently, the effectiveness of deep learning models has also been explored for the task of predicting the users' sequential skipping behaviour in song listening sessions [18-24]. While they made a significant contribution towards this direction, their process is usually seen as an independent and static procedure. They may not account for the dynamic nature of the users' behaviour, and do not intuitively optimise for the longterm potential of user satisfaction and engagement [25-30]. Overall, this motivates the investigation of the DRL's applicability in predicting music skips and a comprehensive
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investigation on the relation of the skipping signal with users' behaviour, listening context, and content.

In this chapter, I aim to understand how a DRL-based model predicts music skips by comprehensively analysing the utility of users' historical data. In particular, I analyse the impact and effect of the users' behaviour (e.g., the user action that leads to the current playback to start), listening content (i.e., the listened song), and contextual (e.g., the hour of the day) features in the classification task of predicting the users' music skipping behaviour. I propose a novel approach that leverages and adapts DRL for this classification task. This is to most closely reflect how a DRL-based MRS could learn to detect music skips.

### 4.1.1 Research Questions

This chapter aims to investigate the following two important RQs, which are investigated through an extensive study on the real-world MSSD:

- RQ-4.1: Can DRL be applied to the users' music skipping behaviour prediction task, and if so, would it be more effective in the music skip prediction task than deep learning state-of-the-art models?
- RQ-4.2: What historical information is considered discriminative and serves as a high-quality indicator for the model in predicting music skipping behaviour?


### 4.1.2 Contributions

The main contributions of this chapter are:

- I demonstrate the applicability and effectiveness of DRL in predicting users' skipping behaviour from listening sessions. A framework is devised to extend the DRL's applicability to perform this classification and offline learning. This is the first time that DRL has been explored in this task. The effectiveness of my approach is empirically shown on a real-world music streaming dataset (MSSD). My proposed approach outperforms state-of-the-art models in terms of Mean Average and First Prediction Accuracy metrics.
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- I perform a comprehensive post-hoc (SHAP) and ablation analysis of my approach to study the utility of users' historical data in detecting music skips. I reveal a temporal data leakage problem in the historical data. Further, my results indicate that overall users' behaviour features are the most prominent and discriminative in how the proposed DRL model predicts music skips. The listening content and context features are reported to have a lesser effect.

This chapter is organised as follows. Section 4.2 introduces RL, the Deep Q-Network (DQN) algorithm, its advances, and the differences between online and offline learning. In Section 4.3 my approach is outlined. Sections 4.4 and 4.5 present, respectively, the experimental settings and results. Finally, Section 4.6 concludes the chapter.

### 4.2 Preliminaries

### 4.2.1 Reinforcement Learning (RL)

RL [216] is a computational goal-oriented framework where an agent learns how to perform sequential decision tasks via interactions with the system environment. It is usually formulated as a Markov Decision Process (MDP) to define the interaction process. An MDP, a model for sequential stochastic decision problems, is defined by a tuple $\langle S, A, p, R, \gamma\rangle$, where S is the set of states, $A$ the set of actions, $p$ the transition probability function $p: S \times A \times S \rightarrow[0,1], R$ the reward function $R: S \times A \times S \rightarrow R$, and $\gamma \in[0,1]$ is a discount factor which is used to balance the importance of the immediate and future rewards. The agent, at each discrete time step $t \in\{0,1,2, \ldots\}$ and at a particular state $s_{t} \in S$, moves to the next state $s_{t+1}$ by performing action $a_{t}$ via a transition function $p\left(s_{t}, a_{t}\right)$. The agent receives a numerical reward $r_{t}$ from the environment as internally defined by the reward function $R\left(s_{t}, a_{t}, s_{t+1}\right)$. The action that yields the highest reward is selected by the policy $\pi(s)$, a mapping from states to probabilities of selecting each possible action. The ultimate goal is to find the optimal policy $\pi_{*}$ that maximises the expected discounted cumulative return $G_{t}$, defined as:

$$
\begin{equation*}
G_{t}=\sum_{k=0}^{\infty} \gamma^{k} R_{t+k+1} \tag{4.1}
\end{equation*}
$$

Chapter 4. On Predicting and Understanding Music Skipping using Deep Reinforcement Learning

The value function serves as a measure for an agent to assess the goodness of a state. This concept is central to almost all algorithms, especially value-function-based methods such as Q-learning [218]. The state-value function for a policy $\pi$ of a state $s$ under policy $\pi$, denoted $V_{\pi}(s)$, is the expected return when starting in state $s$ and following $\pi$ :

$$
\begin{equation*}
V_{\pi}(s)=\mathbb{E}_{\pi}\left[G_{t} \mid s_{t}=s\right]=\mathbb{E}_{\pi}\left[\sum_{k=0}^{\infty} \gamma^{k} R_{t+k+1} \mid s_{t}=s\right] \tag{4.2}
\end{equation*}
$$

The action-value function for policy $\pi$ of taking action $a$ in state $s$ under a policy $\pi$, denoted $Q_{\pi}(s, a)$, is the expected return starting from $s$, taking the action $a$, and following policy $\pi$ :

$$
\begin{equation*}
Q_{\pi}(s, a)=\mathbb{E}_{\pi}\left[G_{t} \mid s_{t}=s, a_{t}=a\right]=\mathbb{E}_{\pi}\left[\sum_{k=0}^{\infty} \gamma^{k} R_{t+k+1} \mid s_{t}=s, a_{t}=a\right] \tag{4.3}
\end{equation*}
$$

The goal is to find an optimal policy $\pi_{*}$ that achieves the maximum expected return from all states for $V_{*}$ and $Q_{*}$ :

$$
\begin{gather*}
V_{*}(s)=\max _{\pi} V_{\pi}(s)  \tag{4.4}\\
Q_{*}(s, a)=\max _{\pi} Q_{\pi}(s, a)=\mathbb{E}\left[R_{t^{\prime}}+\gamma \max _{a_{t^{\prime}}} Q_{*}\left(s_{t^{\prime}}, a_{t^{\prime}}\right) \mid s_{t}=s, a_{t}=a\right] \tag{4.5}
\end{gather*}
$$

Despite tabular RL methods being successful in a multitude of domains, they suffer from the curse of dimensionality. Estimating the action-value function $Q_{*}(s, a)$ for each state-action pair with large state and action spaces, as is the case of real-world systems, is infeasible due to memory and computational constraints. Neural networks (NNs) have been proposed as a nonlinear method to generalise across states and/or actions to estimate the action-value function, i.e. $Q_{*}(s, a) \approx Q(s, a ; \theta)$, with $\theta$ representing the neural network parameters. The combination of RL and NNs defines DRL.
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## Deep Q-Network (DQN)

DQN [119] is an off-policy DRL algorithm. In DQN, the neural network's weights approximate the Q-values, making it applicable to large real-world problems. The $Q(s, a)$ function is thus modelled as a deep neural network that predicts the value of all possible actions given the input state. Moreover, to increase sample efficiency, transitions are stored in a replay memory, namely experience replay. The loss function minimises the Mean Squared Error between the Q-network and its target network at each iteration $i$ :

$$
\begin{equation*}
L_{i}\left(\theta_{i}\right)=\mathbb{E}_{s, a, r, s^{\prime} \sim D_{i}}\left[\left(r+\gamma \max _{a^{\prime}} Q\left(s^{\prime}, a^{\prime} ; \theta_{i}^{-}\right)-Q\left(s, a ; \theta_{i}\right)\right)^{2}\right] \tag{4.6}
\end{equation*}
$$

where $D$ is the replay memory, and parameters from the previous iteration $\theta_{i}^{-}$are fixed when optimising the loss function $L_{i}\left(\theta_{i}\right)$. That is to mitigate episodes of catastrophic forgetting. Finally, the loss function is optimised and updated by stochastic gradient descent.

## Advances to Vanilla DQN

In the past years, numerous architectural advances have been proposed to the original DQN algorithm. They have been demonstrated to improve training, stability, convergence, and achieve state-of-the-art performance on various benchmarks (although not in a classification context). Double DQN (DDQN) [219], Dueling DQN [220], and n-step DQN [221] are some examples. Vanilla DQN suffers from an overestimation and thus maximisation of the bias of the Q -values, which deteriorates the performance and may lead to a sub-optimal policy. DDQN proposes a means to alleviate this problem via the use of a target network with periodical step-wise updates. On top of that, in Dueling DQN, the Q-value function is explicitly split in the network's architecture into the value of the state and the advantage of performing an action at that state. This can lead to better performance with enhanced training stability and convergence. Lastly, n-step DQN improves the propagation speed of values, in turn improving convergence and therefore speeding up learning. In a typical DQN, the action-value function is learned
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with one-step Temporal Difference (TD) learning. By varying the rollout length $n$, we can transition from pure TD to Monte Carlo (MC) updates, with the return estimated by bootstrapping after $n$ steps. TD methods have a lower variance of the target value but higher bias in comparison with MC. In practice, lower values are usually preferable. This is because the off-policyness assumption breaks for larger values, making it turn towards on-policy learning.

Finally, partial observability in DRL, and in particular for DQN, is a challenging problem. Observations (frames) stacking [119] is a well-established method where a history of observations is stacked into the observation of the agent; sequences of a fixed number of frames are stacked together and given as input to the agent at each step. Recurrent Neural Networks (RNNs) are a viable alternative that is increasingly adopted in the literature but at the cost of greater computational requirements. Although it holds great potential, especially in sequential learning, major questions still remain open in their adaptability to RL-based methods. For example, how to properly train an RNN from replay memory, on whole trajectories, and by adhering to DQN's random sampling policy is not obvious and creates various practical, computational, and algorithmic issues [222].

### 4.2.2 Online and Offline Learning

On-policy and off-policy learning are the two main approaches to train a DRL agent. It also serves as the main classification criteria for its algorithms. Despite name similarities, on-policy and online as well as off-policy and offline are not the same. On-policy methods are those that attempt to evaluate or improve the policy that is used to make decisions. The agent works with "fresh" data that is obtained and sampled from interactions with the environment following the current policy. On the other hand, off-policy methods evaluate or improve a policy different from the one used to generate the data. It enables learning from logged data since the agent's policy improves upon the behavioural policy that was used to generate the data. The difference between online and offline lie in how training is performed, i.e. from live interactions or from a static dataset. The DQN's standard training procedure is entirely online. It is also an off-
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policy algorithm, with its "off-policyness" originating from the greedy max operation in the TD update.

## Online Learning

Online learning is the standard formulation when adopting RL. It is an iterative process where the agent collects new experiences by interacting with the environment (or simulator of user experiences), typically with its latest learned policy. That experience is then used to improve the agent's policy. It is able to explore the environment by performing any action $a$ from its current state $s$ and observing the goodness of the new state $s^{\prime}$. The trade-off between exploration and exploitation is essential in order to avoid the agent becoming stuck in a local optimum by encouraging active exploration of unknown, potentially high-reward areas of the environment. However, in many settings, this system of live interactions is impractical because data collection is either expensive or dangerous. Furthermore, if the domain is complex and with a vast array of logged data, exploiting such previously collected information may be helpful and informative for the agent as a form of (pre)training.

## Offline Learning

Offline learning, also known as Batch RL [223], is a prominent research area where the agent's task is instead defined as learning from a static dataset. In other words, policies are learnt from logged data. No interactions with the underlying environment are required, effectively removing the ability to explore. It has great potential in pretraining a DRL agent to some level of optimality before being deployed online, given the increased stability and greater learning speed compared to standard RL. Despite this ambition, challenges remain, most notably, the distribution mismatch between the current policy and the offline data policy [224]. Since learning is based on fixed transitions, an action selected by the agent that is different from the one reported in the dataset may lead to misestimated trajectories in the agent's internal learning mechanisms. It is fundamentally impossible to explore the effect that those actions would have in the real setting since we do not know the reward that this state-action
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pair should be provided with. The untruthful state trajectory being generated is a wrongly estimated sequence of experiences that may hamper performance by leading to instability and/or ineffective learning (i.e., extrapolation error) $[225,226]$.

### 4.3 Approach

In this section, I present my framework to facilitate the application of DRL to the problem of sequentially predicting users' skipping behaviour from listening sessions. To do so, I model this problem as a MDP and a mechanism is introduced in the RL problem formulation to correctly exploit logged interactions and thus perform offline learning. The details of this framework are as follows:

- State: it is the record-level representation of a listening session at a discrete time step (i.e., position in the session). The state, i.e. a record in a listening session, includes various user's contextual information about the stream, their interaction history with the platform, and information about the track that the user listened to. An episode is the entire listening session, with sessions containing from 10 up to at most 20 records.
- Actions: it is a discrete action space which is a binary indicator of whether the current track is going to be skipped or not by the corresponding user. Effectively, the problem formulation can also be thought of as a binary classification problem $A=\{0,1\}$, where 0 represents a no skip operation and 1 represents a skip.
- Reward: a positive reward of 1 is given for a correctly predicted skip classification, 0 reward (i.e., no penalty) otherwise.

Motivated by the discrete action space and off-policy requirements of the music skip prediction task, I leverage DQN. These requirements preclude the use of algorithms such as Deep Deterministic Policy Gradient [227] (continuous action space) and Proximal Policy Optimization [228] (on-policy learning). Whilst the problem is formulated as an MDP, it is partially observable (POMDP) by definition. This is because only partial information about the listening context and of the user is available [229]. Hence, in my
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problem formulation, I consider MDP and POMDP to be equivalent. This means that I do not perform any further processing of the state representation (e.g., masking of some features).

This classification formulation can be seen as a guessing game, where a positive reward is given for a correct guess, and no penalty is given for an incorrect one. Longterm optimisation via discount factor $\gamma$ can be thought of as a way to correctly guess as many records in an episode as possible. Since there is a sequential correlation among records within an episode (i.e., a music listening session), a high $\gamma$ value should be used. This corresponds to optimisation on the total number of correct guesses in an episode (long-term) rather than optimisation on the immediate ones (short-term). By taking into account previous points in time and the past interactions with the environment, the DRL agent makes fully informed decisions.

### 4.3.1 Offline Mechanism

The DQN's standard training procedure is entirely online (see Section 4.2.2). Online learning is an iterative process where the agent collects new experiences by interacting with the environment, typically with its latest learned policy. That experience is then used to improve the agent's policy. However, exploiting logged data may be helpful and informative for the agent as a form of (pre)training. In offline learning, the agent's task is instead defined as learning from a static dataset. Policies are learnt from logged data, and no interactions with the underlying environment are required. Whilst my prior formulation would work in an online learning setting, it presents a major problem when performing offline learning. A misclassification would cause a transition to a new state, which is, however, not part of the original trajectory and thus not represented in the dataset as well. The agent will generate and associate a (discounted) cumulative reward to a wrongly generated trajectory that is substantially different from the original. Thus, a pure offline algorithm has to exclusively rely on the transitions that are stored in the dataset provided in the input. From my initial formulation, I need to account for those out-of-distribution actions.

Within the definition of the reward function itself, the out-of-distribution, untruth-
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ful action is marked as invalid and, if sampled by the agent throughout learning, it causes the current episode to be terminated. In other words, an incorrect guess ( 0 reward) leads to a terminal state. This simple constraint forces a minimisation of estimation errors and, therefore, it avoids the creation of potential estimation mismatches. As such, the untruthful action that causes the current episode to terminate avoids the future propagation of incorrect bootstrapped return estimations in the TD target. This is to minimise the distributional shift issues due to differences between the agent's policy and the behaviour policy. More specifically, it explicitly ensures that regardless of the next sampled action, the current policy $\pi\left(a^{\prime} \mid s^{\prime}\right)$ is as close as possible to the behaviour distribution $\pi_{\beta}\left(a^{\prime} \mid s^{\prime}\right)$. The Q-function is queried as little as possible on out-of-distribution and unseen actions, since this will eventually increase errors in the estimations.

This error, i.e. "extrapolation error" [225], is introduced when an unrealistic and erroneous estimation is given to state-action pairs. This is caused when action $a^{\prime}$ from estimate $Q(s, a)$ is selected, and the consequent state-action pair $\left(s^{\prime}, a^{\prime}\right)$ is inconsistent with the dataset due to the pair being unavailable. It provides a source of noise that can induce a persistent overestimation bias and that cannot be corrected in an offpolicy setting, due to the inability to collect new data [225, 226]. Directly utilising DQN in an offline setting may result in poorer performance and a resemblance to overfitting [224]. My proposed mechanism minimises these errors. It is important to note that the "correct" action is not forcefully fed to the agent, as in Behaviour Cloning based approaches. I let the agent deterministically decide as if it were a live interaction with the environment, thus keeping the general workflow of the original algorithm intact. This provides a single interface to easily transition from offline to online learning and vice versa.

Finally, it is important to note that the aim of this work is to enhance our understanding of how a DRL-based model predicts music skips and to identify the highquality features for its detection. To this end, I analyse the applicability of DRL in predicting this behaviour. I leave further tailoring of the approach to the music skip prediction task and an evaluation with recently proposed offline model-free al-
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gorithms [230-233] for future work. Nevertheless, my proposed approach requires no architectural or algorithmic modifications. It offers the potential for a swift transitioning from online to offline learning and vice versa. It can be also be considered as a swift pre-training of an agent that can later be deployed online for continual learning.

### 4.4 Experimental Settings

### 4.4.1 Dataset

I conduct my experiments on the real-world MSSD provided by Spotify [6]. The publicly available training set consists of approximately 150 million logged streaming sessions, collected over 66 days from July 15th and September 18th 2018. Each day comprises ten logs, where each log includes streaming listening sessions uniformly sampled at random throughout the entire day. Sessions contain from 10 up to at most 20 records and are defined as sequences of songs/tracks that a user has listened to (one record per song). Each record includes various user's contextual information about the stream (e.g., the playlist type) and interaction history with the platform (e.g., scrubbing, which is the number of seek forward/back within the track). Although the track titles are not available, descriptive audio features and metadata are provided for them (e.g., acousticness, valence, and year of release). It is important to note that there is no user identification, nor access to demographic or geographical information. Hence, by not knowing whether two sessions have been played by the same user or by two different users, this study revolves around the modeling and understanding of the users' skipping behaviour.

## Temporal Correlation

There is no temporal correlation among listening sessions, i.e. the sessions are not presented in historical order, which is reflected in the chance of consecutive sessions having a considerably different hour of the day (e.g., morning and evening). Also, there is no order to the ten logs within a given day (i.e., the 1 st log of the first day does not necessarily occur before the 2 nd of the same day). This does not preclude the potential
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Table 4.1: Summary of datasets used for experiments after pre-processing. $\log (\mathrm{s})$ \# indicate which $\log (\mathrm{s})$ are selected out of the available ten. skip (\%) refers to the ratio between True and False values.

| Dataset | Date | $\log (\mathrm{s}) \#$ | \# of records | \# of sessions | skip (\%) |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Training Set | $15 / 07 / 2018$ | $[0,3]$ | $11,927,861$ | 711,838 | $51.20 \%$ |
| Test Set (T1) | $15 / 07 / 2018$ | 4 | $2,991,438$ | 178,419 | $51.21 \%$ |
| Test Set (T2) | $19 / 07 / 2018$ | 8 | $3,395,883$ | 204,145 | $50.53 \%$ |
| Test Set (T3) | $27 / 07 / 2018$ | 0 | $3,447,209$ | 207,060 | $50.76 \%$ |
| Test Set (T4) | $10 / 08 / 2018$ | 6 | $3,407,685$ | 205,267 | $50.42 \%$ |
| Test Set (T5) | $09 / 09 / 2018$ | 1 | $2,588,711$ | 155,617 | $51.48 \%$ |

applicability of DRL for the skip prediction task since the hour of the day in which a song was played is provided. Thus, it allows for the modelling of skipping behaviour dependent on the hour of the day.

## Creation of Training and Test Sets

In this work, I only leverage the training set since, in the test set, most of the metadata and the skipping attributes used as ground truth in my evaluation are not provided. By selecting logs from the original training set, statistics for my training and test datasets are presented in Table 4.1. As it can be seen from the statistics, the ratio of skip values for all sets is balanced between True and False values. This balanced distribution is an intrinsic property of the dataset and of any of the available logs. Due to the large amount of data, and therefore computational and execution time requirements, the first four logs of the first available day are used for training. Testing is performed on various logs in order to test the models' generalisability for different days. Except for T1, which is the 5th and next immediate consecutive log after the training set collection, all the other logs are of a random index, day and/or month. This random selection approach is justified by the fact that there is no temporal correlation among logs of the same day. This is to show the generalisation capabilities of my proposed approach and to allow for the comprehensive analysis of the importance of the users' historical data.

## Chapter 4. On Predicting and Understanding Music Skipping using Deep Reinforcement Learning

## Data Preprocessing

All available features, with a full description available in [6], are included in the state representation, except for the skip features, session and song identifiers. Categorical features, such as the playlist type and the user's actions that lead to the current track being played or ended, are one-hot encoded. All the audio features are standardised to have a distribution with a mean value of 0 and a standard deviation of 1 . Overall, this results in a state representation consisting of 70 features. For ease of discussion, they are grouped as follows:

- User Behaviour (UB)
- Reason End (RE) is the cause of the current playback to end. This is a one-hot encoded feature that thus groups various encoded features such as Trackdone, Backbtn, Fwdbtn, and Endplay.
- Reason Start (RS). Similar to Reason End, it is the type of actions that cause the current playback to start.
- Pauses (PA) is the length of the pause in between playbacks. It consists of No, Short, and Long Pause.
- Scrubbing (SC) is the number of seeking forward or backward during playback. They correspond respectively to Num Seekfwd and Num Seekback.
- Playlist Switch (PS) indicates whether the user changed playlist for the current playback.


## - Context (CX)

- Session Length (SL) is the length of the listening session.
- Session Position (SP) is the position of the track within the session.
- Hour of Day (HD) is the hour of the day in which the playback occurred ([0..23]).
- Playlist Type (PT) is the type of the playlist that the playback occurred within. Examples are User Collection, Personalized Playlist, and Radio.
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- Premium (PR) indicates whether the user was on premium or not.
- Shuffle (SH) indicates whether the track was played with shuffle mode activated.
- Content (CN). This third and final category groups all the Track (TR) metadata and features, as they constitute the only content-based information in the MSSD. It includes 28 features such as Beat Strength, Key, Duration, and the eight Acoustic Vectors ([0..7]).


### 4.4.2 Evaluation Metrics

To perform an evaluation of my proposed approach, I adopt the evaluation metrics from the Spotify Sequential Skip Prediction Challenge. This is also to provide a fair comparison with the selected baselines, since they were proposed on this challenge and for the following task: given a listening session, predict whether the individual tracks encountered in the second half of the session will be skipped by a particular user. Therefore, every second half of a session in the selected test set is used for prediction. If a session has an odd number of records, the mid-value is rounded up. This is motivated by the fact that an accurate representation of the user's immediately preceding interactions can inform future recommendations generated by the music streaming service. Hence, it is important to infer whether the current track is going to be skipped as well as subsequent tracks in the session. First Prediction Accuracy and Mean Average Accuracy are adopted as metrics.

- First Prediction Accuracy (FPA) is the accuracy at predicting the first interaction for the second half of each session.
- Mean Average Accuracy (MAA) is defined as:

$$
\begin{equation*}
M A A=\frac{\sum_{i=1}^{T} A(i) L(i)}{T} \tag{4.7}
\end{equation*}
$$

where $T$ is the number of tracks to be predicted within the given session, $A(i)$ is the
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accuracy up to position $i$ of the sequence, and $L(i)$ indicates whether the $i^{t h}$ prediction is correct or not. Intuitively, in these evaluation metrics, higher importance is given to early predictions. In my setting, however, I do not exploit this specification in the problem formulation. Instead, the agent is instructed to optimise the total number of correct predictions in the session. This is to keep the system's specifications simple and easily adaptable to different metrics and/or tasks. In the dataset schema, prediction is based on the skip_2 feature. It indicates a threshold on whether the user played the track only briefly (no precise threshold is provided) before skipping to the next song in their session.

### 4.4.3 Models

## Baselines

To identify state-of-the-art baselines on the music skip prediction task, I performed an extensive search on prior works that utilise the MSSD dataset. I identified the following 4 of the top-5 ranked submissions to the Spotify Sequential Skip Prediction Challenge and presented at the WSDM Cup 2019 Workshop:

- Multi-task RNN: RNN-based approach that predicts multiple implicit feedbacks (multi-task) [18].
- Multi-RNN: Multi-RNN with two distinct stacked RNNs where the second makes the skip predictions based on the first, which acts as an encoder [19].
- Temporal Meta-learning: A sequence learning, meta-learning, approach consisting of dilated convolutional layers and highway-activations [20].
- Weighted RNN: RNN architecture with doubly stacked Long Short Term Memory (LSTM) trained with a weighted loss function [21].

They respectively reported the 1st, 2nd, 3rd, and 5 th best overall performance on the Spotify Challenge, with Multi-task RNN being the strongest and Weighted RNN being the weakest baselines. The exclusion of the 4 th overall best model on the challenge in my evaluation is because no manuscript and code repository were
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found. For the selected baselines, I use the code accompanying the papers (GitHub links available in cited manuscripts). I then reproduced their results locally by running their provided public code locally, to the best of my abilities and with an optimised set of parameters. However, despite my best efforts, I reported consistently worse results than the ones in the Spotify Challenge public leaderboard and/or accompanying papers. These discrepancies in replicating the public results could be attributed due to differences in the parameter tuning, the selection of test sets, and the randomness introduced in the initialisation of weights in the neural networks. Despite utilising the provided parameters for local replication and performing optimisation, the model configurations used for the challenge could have differed. Additionally, the test set used in challenge is not fully released. No ground truth is available, thereby not allowing for a local evaluation. However, given my procedure for the creation of the train and test sets (Section 4.4.1), i.e. the training is performed on the first available day and the evaluation is for different days/months, I make the strong assumption that the overall data distribution of my selected test sets and the one used in the public challenge are similar. These factors, along with the inherent variability introduced by neural network initialisation, underscore the difficulties in achieving a direct comparison with the challenge results. For a fair comparison, I thus report the results from the public leaderboard as well as the ones from my local evaluation.

## DQN Architecture

For this work, I explored nine state-of-the-art DQN architectures. By adhering to my proposed framework, they have been thoroughly investigated in the users' music skipping behaviour prediction task. They are the Vanilla [119], Double [219], Dueling [220], and their respective $n$-step learning variants [221]. Partially observable architectures have also been explored, with observations stacking [119] and Gated Recurrent Units (GRU) and LSTM based architectures [234].

A comparison among all these architectural variants is reported in Appendix A.1. I note that Vanilla DQN achieves the best performance. This is given its comparable performance and the advantage of a significantly simpler architecture with lower
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complexity. The superiority of the Vanilla DQN architecture in this context can be attributed to the unique characteristics of the proposed training paradigm (see Section 4.3). The intuition behind this can be found in the nature of the task at hand. In the early training stages, an agent would normally explore low-reward regions of the environment. Actions have a strong effect on what the next states are, and divergence may happen if there are no stability guarantees. This is most especially true with the maximisation bias, where wrong high estimates are given to bad regions, leading the agent to a local optimum. Whilst being the case for live interactions with the environment, this is not an explicit property in a "data-driven", supervised-like training scenario where exploration is not present and only an already truthful sequence of state-action pairs has to be experienced. A classification that would deviate from this sequence is immediately truncated by the environment's specifications. This is reflected in lower improvements of the more advanced DQN architectural advances than would otherwise be expected. Therefore, the reported results are only for the Vanilla DQN architecture (hereafter referred to as "DQN").

### 4.4.4 Experimental Procedure

I trained my DQN using the following set of parameters: experience replay memory is 10000, batch size and frequency of updates are set as 256 , the learning rate is 0.001 , and the discount factor $\gamma$ is 0.9 . The policy network consists of three fully-connected layers (of size 128) and a final action-value linear output layer of size 2. This final layer computes the Q-values for each action. Hyperparameters were selected by random and Tree-structured Parzen Estimator search, with the best set selected for evaluation on the test collections. The implementation of the DQN agent is provided by the Tensorforce [235] library. For complete reproducibility of my work, the code for this work is available at https://github.com/NeuraSearch/Spotify-XRL-Skipping-Prediction

To explore the potential instabilities and divergences during training, the proposed DQN approach is run five times per test set. The reported results represent the mean across all test sets. Lastly, during the training phase, learning is constrained with out-of-distribution actions, and therefore, some state-value pairs in the dataset are
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not experienced by the agent due to early termination. During the testing phase, all episodic records are sequentially retrieved, and the agent acts deterministically on the complete episodes for its evaluation.

## Post-Hoc Analysis

In order to carry out an analysis on the importance and validity of the users' historical data in predicting music skipping behaviour, I first leverage the Shapley Additive Explanations framework (SHAP) [236]. It is a game-theory based approach that explains the predictions of machine learning models. In particular, I adopt the Kernel Explainer, which is a model agnostic method to estimate the SHAP values. This is because there exists no DRL specific explainers. However, since the Kernel Explainer makes no assumptions about the model to explain the predictions of, it is a highly expensive computational approach. This means that it is slower than the other model type specific algorithms. By considering these extensive computational requirements, for each test set, I estimate the feature importance values for the first 50 episodes (i.e., listening sessions) and with 200 perturbation samples per record. Given the high similarity across all test sets, I only report the results for T 1 .

## Ablation Analysis

To validate the SHAP results, I perform an ablation analysis on the input state representation. I study the effect that the category (e.g., $U B$ ) and type (e.g. $R S$ ) features have on the DQN's performance. To this end, I train and evaluate (following the same above-mentioned experimental procedure) the proposed approach on a state representation that does not include the selected features' type. This iterative approach, whereby only a single type is removed for each evaluation, is repeated until all types that comprise the input state representation are evaluated.

## Temporal Data Leakage

A closer investigation of the MSSD dataset, and validated by the post-hoc and ablation analysis, reveals a temporal data leakage of some features. These features have been
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left unnoticed and they have inadvertently affected the Spotify Challenge and thus the baselines. These features correspond to the length of session $(S L)$ and the user actions that lead the current playback to end $(R E)$. This is because they provide to the model information from the future that should not be available in a live predictive system. Although I recognise and acknowledge this to be a problem, the reported results on the comparison with the selected baselines are without the removal of such features. This is to provide a fair comparison with the selected baselines, since they include these features in their input representation. These features are removed from the state when I investigate the reasons for people skipping music from the model's perspective, and it is referred to as the "corrected" state.

### 4.5 Experimental Results

First, the validity of my approach to predict users' music skipping behaviour is demonstrated against the state-of-the-art deep learning based models. My analysis of the music skipping prediction task and of the MSSD dataset reveals a temporal data leakage problem (Section 4.4.4). With a "correction" of the state representation by removal of such features, I report the comprehensive investigation on how the skipping behaviour can be detected by analysing the importance of UB, CX, and CN.

### 4.5.1 Applicability of DRL to Music Skip Prediction

On my local evaluation, Multi-RNN and Temporal Meta-learning, despite outperforming Weighted RNN in the challenge submissions, perform consistently worse on my selected test sets. Multi-Task RNN, the best performing baseline on the public challenge, achieves slightly inferior performance compared to Weighted RNN. In Table 4.2, it can be observed how the ranking of the reproduced baselines differs from that of the public leaderboard. Notably, Weighted RNN, which was ranked the lowest on the public leaderboard, appears to be the best performing baseline on my local evaluation. Overall, I note that all the baselines perform consistently worse on my local evaluation
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Table 4.2: MAA and FPA results for my proposed DQN approach and baselines. The reported results are the averages across all test sets for DQN (with $95 \%$ Confidence Interval (CI)). For the baselines, I report the publicly available results from the Spotify Challenge ${ }^{1}$ and of their local evaluation. For the former, this is to provide a fair comparison, since they are better than those obtained from my local evaluation. No CIs are reported for the baselines' public results due to their unavailability. The best performing model is highlighted in bold.

|  |  | MAA |  | FPA |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | Mean | 95\% CI | Mean | 95\% CI |
|  | DQN | 0.820 | [0.818-0.822] | 0.881 | [0.880-0.882] |
|  | Multi-task RNN | 0.651 | - | 0.812 | - |
|  | Multi-RNN | 0.641 | - | 0.807 | - |
|  | Temporal Meta-learning | 0.637 | - | 0.804 | - |
|  | Weighted RNN | 0.613 | - | 0.794 | - |
|  | Multi-task RNN | 0.602 | [0.596-0.608] | 0.788 | [0.782-0.794] |
|  | Multi-RNN | 0.479 | [0.475-0.483] | 0.725 | [0.721-0.729] |
|  | Temporal Meta-learning | 0.588 | [0.585-0.591] | 0.782 | [0.779-0.785] |
|  | Weighted RNN | 0.605 | [0.599-0.611] | 0.790 | [0.784-0.796] |

than in the public challenge. I observe decreases in performance of 4.9, 16.2, 4.9, 0.8 (\%) and 2.4, 8.2, 2.2, 0.4 (\%) in MAA and FPA and for Multi-task RNN, Multi-RNN, Temporal Meta-learning, and Weighted RNN respectively. Therefore, in Table 4.2, I report results in terms of MAA and FPA metrics for my proposed DQN approach with the baselines' public results from the Spotify Challenge. This is because they are better than those that I obtained from my local evaluation and to provide an as fair as possible comparison. My proposed approach exhibits improvements over all baselines on both MAA and FPA metrics. My proposed DQN registers an increase of performance for both MAA and FPA of $17 \%$ and $7 \%$ respectively with regards to Multi-task RNN, the best performing baseline from the public challenge.

Overall, my results demonstrate the validity and applicability of DRL to predict users' music skipping behaviour (addressing RQ-4.1). A Vanilla DQN architecture can outperform the more complex deep learning based state-of-the-art models. Furthermore, the results and a thorough analysis (see Appendix A.2) also indicate that convergence is achieved using a considerably lower number of episodes, at around $2 \times 10^{5}$
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( $\sim 1 / 4$ of the episodes in the training set). This suggests sample efficiency and swift convergence of my proposed approach. Thus, it also addresses the well-known problem of DRL, which is its computationally intensive and slow learning. My approach converges swiftly and, in contrast to the selected baselines, it does not require Graphics Processing Unit (GPU) access. The low variability in performance across multiple runs and during the learning process also indicates stable and effective learning.

### 4.5.2 Identification of Temporal Data Leakage

In the previous section, I compared my proposed DQN against the selected baselines in order to demonstrate the validity of my proposed DQN. By performing an as fair as possible comparison, empirical results indicate the superiority of my approach. However, this benchmarking introduced errors into the model. This is because, as described in Section 4.4.4, I recognise that there are data leaking features in MSSD. The $S L$ informs the model of how many songs a given user will listen to. This should not be made available because it is impossible to know how many songs a user will listen to in their current listening session. Further, the $R E$ features provide information about how the current stream ends. This information should also not be exposed to the model. However, to provide a fair comparison with the baselines, since they are included in their input representation, these features were not removed despite my acknowledgement

The temporal data leakage problem is validated by Figure 4.1, which reports the analysis of the average impact on model output (SHAP) of all features in the input state representation. It can be noted how the most discriminative feature to detect music skips is $R E$ Trackdone, followed by $R S$ Trackdone, $R S$ Fwdbtn, and Short PA. $S L$ is also found to have a relative impact (19th). It is clear that the proposed DQN considers these features to be of high quality and prominent importance for predicting the users' music skipping behaviour. However, they introduce a data leaking problem. By their removal from the input state representation, I observe a decrease in performance for my proposed DQN of $16 \%$ and $11 \%$ in MAA and FPA respectively. Further, I observe decreases in performance of $5.2,26.2,7.6,0.6$ (\%) and 3.5, 28.4, 6.0, 1.3 (\%) in MAA and FPA for Multi-task RNN, Multi-RNN, Temporal Meta-learning,


Figure 4.1: SHAP features importance analysis of the proposed DQN. The categorisation of the features and an explanation of the used acronyms are described in Section 4.4.1. Features are ranked in order of importance and they are reported as "[Name] [Category] - [Type]".
and Weighted RNN respectively (differences calculated from the results obtained in my local evaluation after removal of the features with those reported in the public challenge). This higher decrease in performance of the proposed DQN compared to the baselines, upon correcting the temporal data leakage, can be attributed to the inherent reliance of DRL on user behaviour data to make predictions. Thus, the removal of such behavioural features (i.e., $R E$ ) had a more considerable impact on the proposed DQN than on the selected baselines. This could be attributed to the baselines not leveraging user behaviour to the same extent. This observation underscores the importance of DRL models in analysing nuanced user interactions. Overall, these results validate my initial intuition and demonstrate the data leakage problem. This finding provides a strong implication for a future outlook on creating attentive data collection procedures for transparent measurements of user behaviours. Offline benchmarks should be an as truthfully as possible reflection of real-world (online) tasks.
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### 4.5.3 The Role of User Behaviour, Context, and Content in Detecting Music Skips

In this final section, I aim to address my main RQ: how does the proposed DRL model predicts music skips? (RQ-4.2). To this end, I acknowledge and thus remove the leaking features from the state representation to enable for a correct modelling of the users' music skipping behaviour.

## User Behaviour (UB)

Figure 4.2 reports the SHAP features importance analysis of the proposed DQN on the "corrected" state representation. It can be observed that how the user interacted with the underlying platform to start the current playback (i.e., the $R S$ type) is considered being the most discriminative feature to detect music skips. Trackdone and Fwdbtn are the highest negatively and positively correlated features in predicting a skip. They correspond to the user starting the current playback having listened in full or having pressed the forward button (i.e., skip) on the previous playback. These findings validate the observations of Chapter 3. By considering the listener and skipper user types, I hypothesise that the user behaviour that can inform the membership of a user to one of these two types is $R S$ Trackdone or Fwdbtn. From my results, it is clear that how a person interacted with the previous song appears to greatly affect the DRL's ability to detect how they will interact next. Another UB that appears to have a prominent effect is the pause in between playbacks. A Short $P A$ and a No $P A$ are shown to highly and weakly suggest a music skip respectively. In the case of a $\operatorname{Long} P A$, my results strongly indicate that the user will not skip their current song. This finding validates my initial hypothesis. It may correspond to a person searching the catalogue for a song they would like to listen, and hence a long pause. Therefore, it is intuitive that it may not be skipped. However, the effect of a short pause in detecting music skips is of surprising effect. This may be justified by a user's exploratory state, where they browse the catalogue and briefly listen to multiple songs until they find a match for their needs.
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```
            Trackdone | UB | RS
            Fwdbtn | UB | RS
                Short | UB | PA
                Long | UB | PA
            Backbtn | UB | RS
            Clickrow | UB | RS
                    No | UB | PA
                Shuffle|CX|SH
Beat Strength | CN | TR
Num Seekfwd | UB | SC
User Collection | CX | PT
Num Seekback | UB | SC
                    Premium | CX | PR
                Key | CN | TR
Playlist Switch | UB | PS
Session Position | CX | SP
                    Duration | CN | TR
Acoustic Vector 4| CN | TR
Personalized Playlist | CX | PT
        Radio | CX | PT
```



Figure 4.2: SHAP features importance analysis with positive (skip) and negative (no skip) impact values of the proposed DQN on a "corrected" state representation (i.e., after addressing temporal data leakage). The Feature Value axis refers to high or low observational values. For Boolean features (e.g., RS Trackdone), high/red is a True value, and low/blue is False. The categorisation of the features and an explanation of the used acronyms is described in Section 4.4.1. Features are ranked in order of importance and they are reported as "[Name] - [Category] - [Type]".
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## Context (CX)

I observe that users that listening in Shuffle mode and/or with a Premium account are associated with less skipping activity. Listening with a User Collection PT is associated with a higher skipping rate. It is also shown that listening under a Personalised Playlist or Radio is subject to more listening and thus less skipping activity. This finding could suggest that they have a higher users' engagement. However, this is not possible to quantify, and further evaluation is required in order to understand this phenomenon. This could be explained by the noisy nature of the skipping activity and the possibility, as in the example of radio listening, of passive (background) consumption of the music. Although the $P T$ findings appear to partially validate prior work [14], in my ablation analysis I see that their removal from the state representation registers no significant effect on the DRL's ability to predict music skips.

## Content (CN)

The only content-based features in the MSSD are related to the track being listened by the user $(T R)$. The correlation between skipping activity and the $T R$ features is less obvious since they appear to be less discriminative and promiment in detecting music skips. Beat Strength and Key, although mostly centred around a zero impact, suggest that a high beat strength is associated with more listening, and a high-pitched song (Key) with higher chances of skipping. Further, longer songs (Duration) are usually associated with higher listening activity, although they may also correspond to skips. However, in my ablation analysis, I observe the no effect on the DQN's performance by the removal of all $T R$ features. I find this to be of surprising effect, since it appears to contradict prior research suggesting that audio characteristics influence how people skip music $[16,17]$.

## Ablation Analysis

In order to validate my findings and to demonstrate the impact, whether statistically significant or not, that these features have on the DQN's performance, in Table 4.3 I report the results for the ablation analysis. I performed paired t-tests on the prediction
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Table 4.3: MAA and FPA results for my ablation analysis of the proposed DQN on the corrected state representation. The reported results are the average across all test sets and the $95 \%$ CIs. $\left(^{*}\right)$ and $\left({ }^{* *}\right)$ indicate that the selected type of features had a statistically significant effect in performance in the proposed DQN (on a "corrected state") on MAA or FPA. This is based on confidence levels $(p<.05)$ and ( $p<.001$ ) respectively.

accuracy of the proposed DQN (on the "corrected" input state representation) with each of the selected type of features (e.g., $R S$ ). I use $\left(^{*}\right)$ and $\left(*^{*}\right)$ to denote the fact that the removal of the selected type of features had a statistically significant effect in performance in the proposed DQN on MAA and FPA. This is based on confidence levels ( $p<.05$ ) and ( $p<.001$ ) respectively. I note how the $R S$ features type, as previously shown in Figure 4.2, is the highest quality estimator to detect music skips. Its removal registers a decrease in performance of $28 \%$ and $29 \%$ in MAA and FPA respectively. The $P A$ s also register a significant impact. All the remaining features, including the CX and CN categories, do not appear to show a statistically significant effect on the DQN's performance. These results, therefore, suggest that a limited amount of users' data can be indeed leveraged to predict the users' music skipping behaviour, with only the $R S$ and $P A$ user behaviours showing a statistically significant effect.
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### 4.6 Chapter Summary

In Chapter 3, I demonstrated that different and distinct skipping types can be successfully identified and categorised. This comprehensive analysis was performed on the users' session-based skipping behaviour. The analysis was conducted by considering various listening contextual factors, including day type, time of the day, playlist type, account type, and shuffle mode. Overall, it improved our overall understanding of how people skip music and how listening contextual factors affect such behaviour. However, the main limitation of this work lies in its focus on a limited set of features and, most importantly, it does not delve into the underlying reasons behind why people skip music.

In this chapter, I aim to understand how people skip music from a DRL-based model perspective. To perform such an analysis, I first proposed to leverage DRL to the task of sequentially predicting users' skipping behaviour in song listening sessions. By first understanding how a DRL model learns individual user behaviours, we can then help the process of explaining recommendations of a DRL-based MRS. To this end, I extended the DRL's applicability to this classification task (see Section 4.3). Results on a real-world music streaming dataset (Spotify) indicate the validity of my approach by outperforming state-of-the-art deep learning based models in terms of MAA and FPA metrics (RQ-4.1; see Section 4.5.1 and Table 4.2). By empirically showing the effectiveness of my proposed approach, my main post-hoc (see Section 4.5.2 and 4.5.3) and ablation analysis (see Section 4.5.3) revolves around a comprehensive study of the utility and effect of users' historical data in how the proposed DRL detects music skips (addressing RQ-4.2).

In my analysis, I observed the following key findings:

- The most discriminative indicator for an accurate detection of skips is how users interact with the platform (i.e., $R S$ and $P A$; see Figure 4.2).
- Surprisingly, the listening CX and CN features explored in this work do not appear to have an effect on the DRL model for the prediction of music skips (see Section 4.5.3 and Table 4.3).
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- My analysis also reveals a temporal data leakage problem derived from some features in the dataset and used in the public challenge, since they provide information from the future that should not be made available to a live predictive system (see Section 4.5.2 and Figure 4.1).

Overall, this work shows that an accurate representation of the users' skipping behaviour can be achieved by leveraging a limited amount of user data. This offers strong implications for the design of novel user-centred MRSs with a minimisation and selection of high-quality data features to avoid introducing errors and biases. The results and a thorough analysis of my proposed approach indicate sample efficiency, swift convergence, and long-term stability of my proposed approach (see Appendix A). With convergence reached using a considerably lower number of episodes, training time can be greatly reduced by early termination. With no GPU access required (in contrast to the state-of-the-art deep learning based models), my approach also clearly addresses the well-known limitation of DRL being a computationally extensive approach. These findings and the consistent performance with no signs of instability make this work of great interest for future research

Given the importance of modelling and understanding the users' skipping behaviour, I consider Chapter 3 and 4 to be important advancements in enhancing user modelling techniques. This is because they provide a more precise understanding of the patterns and motivations behind music skipping. This knowledge can be leveraged to enhance the user modelling techniques, thus leading to considerable improvements in the building of novel user-centred MRSs.

## Part III

## The Podcast

Recognising podcasts' growing importance as a significant medium for online information seeking, as outlined in Chapter 2, Section 2.5, this part of the thesis delves into the relatively under-explored domain of podcast research. The rise of podcasts on unified platforms alongside music content introduces new research challenges, particularly in understanding user behaviour, optimise podcast streaming platforms, and exploring the concept of relevance in the context of podcasts $[3,4]$.

Therefore, a key research direction in optimising podcast platforms is understanding user behaviour and exploring the concept of relevance within a podcast streaming experience. This necessity forms the basis of this user study, inspired by the challenges and datasets presented by the TREC Podcast Track and the Spotify Podcast Dataset [34] (see Chapter 2, Section 2.5.2).

Part III aims to investigate the following two important RQs, which relate to the impact of integrating textual components in the UI of podcast streaming platforms:

- RQ-7.1: Can captions and full-text transcripts enhance user experience and engagement on podcast platforms?
- RQ-7.2: How do these textual features influence users' ability to determine the relevance of podcast content?

These RQs are investigated through a user study on the Podify platform, detailed in the upcoming chapters. Chapter 5 introduces the platform, Chapter 6 outlines the study's methodology, and Chapter 7 presents the findings.

## Chapter 5

## Podify: A Podcast Streaming Platform with Automatic

 Logging of User Behaviour for Academic Research
### 5.1 Introduction

As previously discussed in Chapter 2, online audio streaming services have a longlasting connection with the music industry, which has been their main pivotal point for decades. In recent years, more and more streaming services are now expanding their catalogues to support both music and podcasts on the same platform (e.g., Amazon Music and Spotify). This poses a UI challenge on what and how much information has to be presented to the user [4]. Podcasts are spoken documents (they can be represented by their transcripts of their spoken content) that have gained significant interest and widespread popularity in recent years. They have recently started a rapidly growing process and have swiftly become, although under-researched [3], an essential part of listening habits.

In 2020, Spotify identified the podcast as an important research domain and released the Spotify Podcast Dataset [35]. It is a large corpus of over 100,000 episodes, each
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comprising an audio file, automatically transcribed text via Google's Cloud Speech-to-Text APIs, and associated metadata. Although the dataset's great applicability to various tasks in fields such as speech and audio processing, natural language processing, information retrieval, and computational linguistics, it is unsuitable for those where logged user behaviour is required [44]. This is the case of analyses of user information needs, their characteristics and behaviour, relevance, search, recommendation, and personalisation systems. Further, there are currently no platforms available to the academic community to conduct experiments and user studies, thereby significantly hindering the advances in the field. Despite the growing research interest in this domain, conducting user studies remains challenging due to the lack of datasets that include user behaviour. In particular, there is a need for a podcast streaming platform that reduces the overhead of conducting user studies.

To address these needs, and given the considerable growing importance of conducting research in podcasts, in this chapter, I propose and release a new web-based platform named Podify. It is the first podcast streaming service specifically designed for academic research. The platform highly resembles existing streaming systems to provide users with a high level of familiarity on both desktop and mobile. A catalogue of podcast episodes can be easily created via RSS feeds. The platform also offers Elasticsearch-based indexing and search that is highly customisable, allowing research and experimentation in podcast search. With a scalable design to accommodate largescale user studies, it implements manual playlist creation and curation, podcast listening, and explicit (i.e., liking and disliking behaviour) and implicit feedback (i.e., user interactions) collection mechanisms. With all user interactions automatically logged by the platform and easily exportable in a readable format for subsequent analysis, Podify aims to reduce the overhead researchers face when conducting user studies. A demonstration of the platform is available at https://youtu.be/k9Z5w_KKHr8, with the code and documentation available at https://github.com/NeuraSearch/Podify.

Chapter 5. Podify: A Podcast Streaming Platform with Automatic Logging of User Behaviour for Academic Research

### 5.1.1 Motivation

To foster research in the podcast domain, an online streaming service with a catalogue search for academic purposes is required. This is due to the rapidly increasing notoriety of podcasts and the ever-increasing worldwide consumption of this medium. However, the lack of such a platform poses a significant challenge, and it hinders progressive research. The Podify platform aims to address this problem. It is a podcast web-based streaming platform that resembles existing streaming services. The search is powered by Elasticsearch, and it can be easily adapted according to the researchers' needs to conduct research in this domain.

### 5.1.2 Contributions

This contribution of this chapter is the creation, development, and release of Podify. It is the first web-based podcast streaming platform explicitly designed for academic research. This platform allows researchers to conduct user studies in the podcast domain to alleviate the lack of user interactions in the Spotify Podcast Dataset [44]. This work can foster academic research toward podcast consumption patterns and listening activities and thus elicit research in novel personalisation techniques.

### 5.2 System Architecture

In this section I describe the Podify's UI, search and catalogue creation functionalities, the user behaviour that is collected, and the implementation details.

### 5.2.1 User Interface (UI)

Podify is optimised for both desktop and mobile use. It features a user authentication process that requires users to sign up with their username (which could be Subject IDs or Worker IDs in the case of crowdsourcing studies on Amazon MTurk) for crossreferencing their behavioural data. Upon successful registration, users are redirected to the homepage (Figure 5.1), which includes a sidebar (A) with links to liked episodes, disliked episodes, and playlists (with an option to create, delete, or rename). An empty
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Figure 5.1: Podify's UI with an example of catalogue search. Top@50 results for the query "a podcast about Christmas".
playlist for the user is generated by default. The homepage also features a search bar (B) for catalogue browsing. When a user performs a search, the results are displayed to them as shown in Figure 5.1 (C). They can be inspected by clicking on individual episodes to view their metadata (Figure 5.2). Users can also provide explicit feedback (like, dislike, or textual feedback with a 1-5 rating) and add them to their playlists.

To listen to podcast episodes, a user must first populate a playlist with episodes of their choice and then select it for consumption. Figure 5.3 shows an example of a playlist. The episodes are played sequentially, allowing the user to perform jump-ins, re-arrange the sequence order, provide explicit feedback, or remove episodes from the playlist. During playback, the user has access to various controls at the bottom of the screen (Figure $5.3(\mathrm{D})$ ). The controls include: skip to the previous episode, seek back (for 30 seconds), play/pause, seek forward (for 30 seconds), and skip to the next episode.

Podify also includes an admin dashboard ${ }^{1}$, providing:

1. A visual representation of the underlying Podify's database. The dashboard allows for the creation, editing, and deletion of database records (i.e., experiments,
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Figure 5.2: Episode's page with metadata (e.g., publication date), like, add to a playlist, dislike, and textual explicit feedback.


Figure 5.3: Podify's UI with an example of a manually curated playlist (i.e., "Nostrum") and episode consumption.
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systems, episodes, playlists, users and their logged interactions).
2. All the collected users' behavioural data can be inspected and easily exported in a readable Comma-Separated Values (CSV) format.
3. Creation of different variations (systems) of the platform for conducting user studies. At the moment, systems can be set to have different catalogues. The systems can be changed for a user through specific URLs provided during, for example, surveys. I expect future versions to extend this functionality to include more control variables (e.g., search intents or recommendation procedures).

### 5.2.2 Search Functionality

Searching for episodes in the Podify catalogue requires a running Elasticsearch instance. This can be achieved through (i) a local Docker container or (ii) by connecting to a Bonsai Elasticsearch cluster on, for example, Heroku.

With an a priori running Elasticsearch instance, the catalogue can be created. The instance indexes the catalogue and makes it searchable, as demonstrated in Figure 5.1 (B). The search functionality uses the Okapi BM25 with default values as the ranking model and a Snowball-generated stemmer for word stemming for the indexing. The indexed fields include a transcript (double weight), episode name, episode description, show name, and show description. The inclusion of the ASR transcript is motivated by prior works $[36,137]$ suggesting that its inclusion significantly increases the search quality compared to a metadata-only based search. This also motivates the need for a double weight. Finally, the top@50 results are presented. It is important to note that such search functionality (including, for example, the ranking model) is highly customisable.

Elasticsearch was selected as the backbone system for indexing and retrieval because of its scalability, robustness, and speed, which are essential for managing large datasets. However, despite its strengths, it may not fully meet all specific research needs because of its inherent constraints (e.g., ranking models). This is a limitation I aim to mitigate through ongoing customisation and optimisation. For example, by considering a "plug-
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and-play" approach, it would be possible to integrate a variety of engines and algorithms into Podify to provide additional options for user study customisation. Given the flexibility of the platform, this adaptability ensures that Podify can evolve in response to the changing needs of academic research, enabling more tailored and effective studies in the podcast domain.

### 5.2.3 Catalogue Creation Procedure

The procedure to create the Podify's catalogue of podcast episodes is straightforward and based on the RSS feeds. A JavaScript Object Notation (JSON) array containing a set of RSS feeds (one for each episode that is to be added to the catalogue) has to be created. It is then asynchronously processed by the backend, and the catalogue is thus created and automatically indexed as described in Section 5.2.2. It is important to note that although all the metadata is obtained from the RSS feeds, the audio and transcript files of each episode have to be made available to the creation procedure via Amazon Web Services (AWS) S3 buckets. The creation procedure leverages the unique episode filename field of each episode in the RSS feed to fetch the audio and transcript files remotely. Podify has a scalable architectural design, allowing for any catalogue size to be efficiently served by the backend.

Since Podify expects RSS feeds, it does not restrict its usage to only, for example, the Spotify Podcast Dataset [35]. However, the RSS feeds originating from the Spotify Podcast Dataset were used for this demonstration. In particular, I selected the first 1,000 episodes that have a valid RSS feed.

### 5.2.4 User Behaviour

All user interactions with Podify are automatically logged, and they are easily exportable in a readable format (CSV). Each interaction is also associated with a username, experiment, system, and timestamp. When there is a new visit to the platform, a visit record is also created. It contains information (General Data Protection Regulation (GDPR) compliant) about the traffic source (referrer, referring domain, landing page), country-level geocoding, and technology (browser, operating system,
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device type). Internet Protocol (IP) addresses are masked, and cookies are switched to anonymity sets. The user interactions that Podify collects are:

- Navigation. page changes; catalogue search query; rank of the clicked item from the search results.
- Episode. explicit feedback (like, dislike, unvote, textual comment with rating); update selection (due to end of streaming or manual change); current time in playback (a new entry is logged every three seconds to monitor listening activity or when listening actions are performed)
- Playlist: create; delete; add or remove of episodes; update episodes' order; selection of playlist for playback.
- System: update of user's current system.
- Listening. play; pause; seek forward (30s or manual); seek back (30s or manual); volume (up, down, manual).

It is important to note that more interactions can be easily integrated into the logging system in future versions.

### 5.2.5 Implementation

Podify is built with Ruby on Rails (7.0.2), a modern and notorious server-side web application framework. With a PostgreSQL relational database management system, the front end is implemented with the Hotwire Stimulus JavaScript and the Tailwind CSS frameworks. I provide background asynchronous job processing to (i) accommodate the generation of podcast catalogues irrespective of length and (ii) for automatic backups (to an AWS S3 Bucket) of the collected user behaviour with a cron schedule of every 15 minutes. Although user behaviour can be manually downloaded via the admin dashboard (Section 5.2.1), this cron schedule is also implemented to avoid any potential data loss. Given Podify's modern and state-of-the-art architectural implementation, I expect its integration into modern pipelines for scaling and swift content delivery to conduct large-scale user studies.
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### 5.3 Chapter Summary

Podcasts, being spoken documents and a medium for online information seeking activities, have seen a significant surge in interest and popularity in recent years. Despite being an under-researched area [3], they have swiftly become an essential part of listening habits. However, the lack of datasets that include user behaviour has made conducting research studies in this domain a challenging task. This highlights the need for a dedicated podcast streaming platform for research purposes.

To address these challenges, and given the considerable growing importance of conducting research in this domain, in this chapter, I proposed Podify. It is a web-based platform for podcast streaming and consumption. With high resemblances to existing podcast streaming services, it is specifically designed to support academic research in this domain, especially in the under-explored areas of search and user behavioural analysis.

Podify is the first available research-purpose podcast streaming service that also features a highly customisable search functionality (Section 5.2.2) and an easy-to-create catalogue of podcast episodes (Section 5.2.3) that facilitates large-scale user studies (Section 5.2.5). Episodes can be organised in manually curated playlists and then played by users for consumption. All users' interactions with Podify are automatically logged, and they can be easily exported in a readable format for successive experimental analysis (Section 5.2.4). Mechanisms to collect explicit feedback (i.e., liking and disliking of an episode) are also provided.

As we progress to Chapter 6, I will leverage this platform and its functionalities to design a user study. The analysis and findings of such study will then inform the analyses presented in Chapter 7.

## Chapter 6

## Research Methodology

### 6.1 Introduction

In this chapter, I outline the methodology for the analyses conducted in Chapter 7. This study evaluates the impact of incorporating text-based components, such as captions and full-text transcripts, into the Podify's UI, on the users' ability to accurately determining the relevance of podcast content in relation to their INs. This chapter is organised as follows. Section 6.2 presents the study's design, and Section 6.3 the apparatus employed. In Section 6.4, the chosen topics and corpus are outlined, with Section 6.5 discussing the questionnaires used in the study. Section 6.6 and Section 6.7 present, respectively, the qualitative and quantitative measures and the procedure. Finally, Section 6.8 concludes the chapter.

### 6.2 Experimental Design

To address the RQs presented in Chapter 7, Section 7.1.1, and to create a realistic podcast information access scenario, I conducted a within-subjects experiment with three factors: search intent, system, and task complexity. For the search intent, I used the Topical (TO) and Known-Item (KI) search intents introduced in the 2020 and 2021 TREC Podcast Track [34]. The TO search intent refers to the finding of general information about the topic. On the other hand, $K I$ refers to finding something that is known to exist but under an unknown name [35,137]. For the system factor, my baseline
$(B A)$ is based on the originally proposed UI of Podify [2], while the enriched (EN) system incorporated captions and full-text transcriptions. Finally, the complexity of the task was controlled and determined by the grading and relevance within the top@10 recommendations, resulting in easy (Ea) and difficult (Di) tasks. This design allowed us to simulate a realistic IN and recommendation scenario as closely as possible. This combination of factors results in a $2 x 2 x 2$ factorial design. Each participant completed eight unique tasks across the eight different conditions, as outlined below:

- (TO.BA.Ea) Topical IN, on the baseline system, and easy.
- ( $\boldsymbol{T} \boldsymbol{O} \cdot \boldsymbol{B A} \boldsymbol{A} \boldsymbol{D i})$ Topical IN, on the baseline system, and difficult.
- (TO.EN.Ea) Topical IN, on the enriched system, and easy.
- (TO.EN.Di) Topical IN, on the enriched system, and difficult.
- (KI.BA.Ea) Known-Item IN, on the baseline system, and easy.
- (KI.BA.Di) Known-Item IN, on the baseline system, and difficult.
- (KI.EN.Ea) Known-Item IN, on the enriched system, and easy.
- (KI.EN.Di) Known-Item IN, on the enriched system, and difficult.

To mitigate any potential bias (e.g. the effect of task or fatigue), the tasks were evenly split (by search intent) between the morning and afternoon sessions. The allocation was randomised. This approach was taken to divide the first level of independent variables between the two sessions. Thus, this ensured that participants completed the four tasks related to one search intent in the morning, and the other four in the afternoon. The order sequence of the four tasks within a search intent (e.g., TO.BA.Ea, TO.BA.Di, TO.EN.Ea, and TO.EN.Di) was also randomised. Conditions were assigned using a Latin square rotation to mitigate potential ordering effects. The dependent variables comprised the qualitative (questionnaires) and quantitative (user interactions) data.

Last, it is important to highlight that participants were briefed on the search intent for each session. However, they were not provided with the information regarding the
system being used (although they could observe the differences in the UI when starting the task) or the complexity of the task.

### 6.3 Apparatus

For my experiment, I employed a custom web-based survey platform developed at the NeuraSearch Laboratory (Computer \& Information Sciences Department (CIS), University of Strathclyde), along with a specially customised version of the Podify podcast streaming platform (Chapter 5). The entire experiment was conducted remotely, with participants using their personal computers to engage in the two sessions of the study. Upon recruitment, participants were redirected to the survey platform, where both sessions of my study occurred.

The interface of Podify was changed to include two key system variations, namely $B A$ (based on the original Podify interface) and $E N$ (enhanced to incorporate the textual components of captions and full-text transcripts). Figure 6.1 presents the captions (A) and full-text access (B) components. Figure 6.2 depicts how participants could access a complete segment's transcript. This also includes an exact word-match search feature (component (C)).

Thorough testing was conducted across various browsers, operating systems, and screen resolutions to ensure a consistent experience among participants. This approach ensured that the experiment could be performed without technical difficulties, irrespective of the diverse hardware and software environments that individual participants may have employed.

### 6.4 Topics \& Corpus

My experiment utilised the train and test collections from the segment retrieval task of the 2020 TREC Podcasts Track. These collections included three search intents, namely $T O, K I$, and refinding $(R E)$, with 41,8 , and 9 topics for each intent, respectively. Each topic was accompanied by a set of relevance assessments (qrels), specifying a segment's relevance score in relation to a two-minute of a podcast episode.
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Figure 6.1: The Podify's version used in this study ( $E N$ system). The $B A$ system does not include the captions (A) and the access to the full-text transcript (B) textual components. The auto-generated playlist shows the segments for the topic "social media marketing".


Figure 6.2: The Podify's interface with full-text transcript inspection. It is accessed by clicking component (B) of Figure 6.1. The captions (component (A)) change from a sentence-level to a word-level granularity. (C) is the exact word-match search functionality.

For the scope of this study, I considered the 2020 data (as the qrels for the 2021 version of the task were not available) and two search intents, $T O$ and $K I$, as detailed in Section 6.2. I excluded the $R E$ search intent due to its overlap with $K I$ and the subsequent merge into a single type in the 2021 collection [143]. This approach supported the generalisation of my findings and compatibility with future work using the 2021 collection.

### 6.4.1 The Relevance Assessments (Grades)

Relevance assessments (qrels) of the segments (two-minute snippets) were conducted by the National Institute of Standards and Technology (NIST). These assessments served as the gold standard for comparison with the participants' judgements on Podify during their experimental tasks. The qrel assessments were made on the PEGFB graded scale (Perfect, Excellent, Good, Fair, Bad) and as follows ${ }^{1}$ :

- Perfect (4): the earliest entry point into the episode that fulfils the user's IN.
- Excellent (3): highly relevant information.
- Good (2): highly-to-somewhat relevant information.
- Fair (1): somewhat relevant information.
- Bad (0): no relevance.


### 6.4.2 Segments Ranking

For each task, participants were presented with a playlist of ten segments retrieved from the 2020 TREC Podcasts Track. I controlled the complexity of the task by manipulating the ordering of these segments based on their relevance. By controlling the ordering of these top@10 segments, I controlled the complexity of the task and created a realistic scenario where recommendations were more $(E a)$ or less $(D i)$ relevant to the participant's IN. It is important to note that I did not disclose the task's complexity

[^4]to the participants. The top@10 segments had the following assessments (where 444 indicate three segments with agrade of four):

- Ea Task: 444-333-2222
- Di Task: 22-11-000000

Hence, with my experimental design, a $D i$ task contained little to no relevant information. On the other hand, an $E a$ task contained highly relevant information that can be effectively leveraged to complete the task.

I also introduced an additional layer of realism in my design and to closely mimic a typical recommendation scenario (where least relevant items may appear in the early ranks due to, for example, diversity control measures). From the aforementioned assessments list, I employed arbitrary normalized discounted cumulative gain (nDCG) values of 0.9 and 0.5 for the $E a$ and $D i$ tasks, respectively. This resulted in the two ordering schemes used during the experimental tasks:

- Ea Task: 4224224333
- Di Task: 0010221000


### 6.4.3 Topics

In my experiment, I selected eight topics, as presented in Table 6.1. These were equally divided between the two search intents: four topics related to the $T O$ intent, while the remaining four to the $K I$. The selection process began with a candidate pool comprising $41 T O$ and $8 K I$ topics ${ }^{2}$. From this pool, I first excluded segments linked to episodes without valid RSS feeds.

Following this, I analysed the remaining topics and the corresponding segments based on the distribution of their grades. For the Ea topics, I randomly selected two topics that fulfilled the requirement of having at least three grades of 4 , three grades of 3 , and four grades of 2 in their qrels, as described in Section 6.4.2. Conversely, for
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|  | Compl. | Topic | Task Description |
| :---: | :---: | :---: | :---: |
| $0$ | $E a$ | social media marketing | I'm looking for tips and suggestions for creating a social media marketing strategy. What kinds of things do I need to think about? How can $I$ reach the most people online? Are there companies that can help? |
|  | $E a$ | hvac industry environmentalism | What is the HVAC industry doing to promote sustainability and "green" technology? Has it been effective? What is the effect on people working in the industry? |
|  | $D i$ | how to cook turkey | I'm looking for podcasts that talk about how to cook turkey well, in particular podcasts that have some information on how I can make my turkey juicier. |
|  | Di | causes and prevention of wildfires | 2019 saw a large number of wildfires, in Australia, California, and the Amazon. What were people saying about them? What caused them? How could they be prevented? I am interested in news reports but also speculation, rumor, and unverified information. |
| 公 | $E a$ | malcolm x biography | I heard about a podcast biography of Malcolm X and I would like to listen to it. |
|  | $E a$ | nefertiti | I want to hear a podcast I know about that is about Nefertiti. |
|  | Di | recommended books for entrepreneurs | I was told about a podcast that recommended good books for entrepreneurs. I'm trying to find that episode. |
|  | Di | bias in college admissions | I read an article that mentioned a podcast about bias in college admissions. I would like to listen to it but I don't know the name of the show. |

the $D i$ topics, I randomly selected two topics from the candidate set (excluding the already selected $E a$ topics) that met the requirement of having at least two grades of 2 , two grades of 1 , and six grades of 0 in their qrels. This approach ensured that each chosen topic contained enough qrels to comply with the top@10 ranking specifications outlined in Section 6.4.2.

To mitigate potential topic bias in system selection, two topics were allocated to each combination of search intent and complexity. The assignment of topics was done randomly. As an example, both "social media marketing" and "hvac industry environmentalism" topics were available for assignment to (TO.BA.Ea) and (TO.EN.Ea). While some participants completed TO.BA.Ea with the former topic, others completed the same task as the latter topic. This randomised distribution minimised any risk of topic assignment bias, reinforcing the validity of my responses to the RQs.

### 6.4.4 Playlist Generation

To create the playlists for your experiment, I devised the following procedure. For each identified topic, I randomly selected ten segments from the TREC qrels, in line with the grades described in Section 6.4.2. For instance, for the "social media marketing" topic in the Ea category, I sampled three segments of grade 4, three of grade 3, and four of grade 2 .

These selected segments were then used as input for the catalogue creation procedure of Podify (see Chapter 5, Section 5.2.3). By leveraging the functionality of Podify, I generated the catalogue, incorporating all the identified segments. Subsequently, I used Podify's "systems" to create different platform variations based on the search intent $(T O$ or $K I)$, system ( $B A$ or $E N$ ), and complexity ( $E a$ or $D i$ ). In total, I created 16 unique "systems", representing the different combinations of search intents, system, complexity, and topic (i.e., 2 search intents $x 2$ systems $x 2$ complexities $x 2$ topics per task).

During session execution via the survey platform, changing a participant's platform "system" with the provided URLs auto-generated a default playlist for the user. This playlist followed the top@10 recommendation procedure, with the segments arranged
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as specified by the task's complexity and detailed in Section 6.4.2.
To ensure the necessary RSS metadata's availability, I used the Spotify Podcast Dataset [35] to complement my retrieved segments with the required information. Finally, it is important to note that only the two-minute segments (and not the entire podcast episode) were made accessible for listening to the participants.

### 6.5 Questionnaires

The participants encountered three different questionnaires at various stages of the experiment, designed to collect insights into their backgrounds, experiences, and perceptions.

At the beginning of the experiment, participants were introduced to an entry questionnaire (see Appendix B.4). This questionnaire comprised three distinct sections. The first section delved into standard background and demographic details. The next section explored the participants' prior engagement with streaming services, their weekly podcast consumption estimates, concurrent activities while listening, main reasons for listening, and the factors that they consider important when considering a new podcast. The third and concluding section evaluated their familiarity and past interactions with existing podcast streaming platforms. This information was collected to estimate their level of familiarity with such services and the experiment's tasks. To minimise any bias, the order of the questions in the second and third sections was randomised. Finally, to reduce attrition, the demographic questions were placed at the beginning of the experimental procedure [237].

After each task, participants were asked to complete a post-task questionnaire (see Appendix B.6). In this questionnaire, I elicited their opinions on diverse facets of the procedure, including all the UE dimensions. The first section focused on the participants' perception of the task they had just undertaken.

Subsequently, their thoughts on the playlist's segments and their influence on task completion were collected. The third and final section covered the UE aspects related to the podcast system experience. All questions in these questionnaires were of a forced-choice type, with their order randomised to mitigate ordering effects.

Finally, an exit questionnaire was introduced at the end of the study (see Appendix B.7). This questionnaire aimed to gather information regarding the user study, tasks, and systems. For example, participants were asked whether they found some tasks more challenging than others and which system they preferred. They were also given the opportunity to provide general comments and feedback about the user study.

### 6.6 Qualitative and Quantitative Measures

To evaluate UE, I considered the six dimensions introduced by O'Brien and Toms [195]: perceived usability, aesthetics, novelty, felt involvement, focused attention, and endurability. The post-task questionnaire, comprising a series of forced-choice questions, served as the tool to measure these dimensions.

The questionnaire was structured into 12 questions: (i) " The task that I performed was: [difficult / easy to perform / enjoyable / interesting / involving / tiring]", and (ii) "The podcast system that I used was: [annoying / attractive / confusing / enjoyable / frustrating / visually appealing]". The participants were instructed to respond on a 5-point Likert scale (1: "Strongly Disagree", 2: "Disagree", 3: "Neither Agree Nor Disagree", 4: "Agree", 5: "Strongly Agree").

To mitigate biases and fatigue effects, the order of the questions was randomised. Besides these qualitative measures, I employed quantitative measures to evaluate the impact of the textual components (i.e., the $E N$ system). The analysis encompassed participant listening activities, their access to, and interactions with, the full-text transcript (evidenced by the click of component (B) in Figure 6.1 and Figure 6.2), and an evaluation of the accuracy of their relevance judgements compared to the TREC gold set. These quantitative data were collected by tracking the participants' interactions with the platform, offering a robust and comprehensive assessment of both qualitative and quantitative aspects of the study.
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### 6.7 Experimental Procedure

### 6.7.1 Ethics

Ethical permission (no. 2077) to conduct this study was obtained from the CIS Ethics Committee at the University of Strathclyde, and the experiment was conducted in accordance with the ethical guidelines.

All participants were assigned a unique ID number to ensure participation anonymity. Answers in the questionnaires were automatically collected by the survey platform. Participants were not asked for any personal details, such as name, address, and location. The current study did not involve any invasive procedure for data collection. Each participant signed up to Podify using their randomly assigned ID. This was consequently used for all the data accumulated during the experiment, and to identify the participants in the data analysis stage. The data was kept confidential and only the results of the analysis were included in this thesis and considered for publication. If an individual's response is published, they cannot be identified since no identifiable information was collected (e.g., name). Furthermore, any material that can be potentially identify a participant (i.e., their assigned ID) was permanently replaced and destroyed after the data was collected and validated. Thereby, this guarantees the anonymisation and confidentiality of the collected data. Only data that is adequate and sufficient to fulfil my research purpose was collected. Limited or no personal data was collected as a result.

During the experiment, a log of interactions was recorded (e.g., browsing activity, search queries, listening activity by play/pause, seek forward/backward, and volume adjustments). This collection procedure is GDPR compliant ${ }^{3}$ : IP addresses were masked, anonymity sets were used instead of cookies, and there was no link between page visits and participants. Collected data were processed with strict adherence to the Code of Practice and with the GDPR. Answers to the questionnaires and logged behavioural data in CSV format were securely stored in an encrypted network hard drive within the department of CIS at the University of Strathclyde, and under the management of CIS

[^6]Systems Support. Finally, as per UK Research and Innovation (UKRI)'s requirements, the data will be kept for ten years, after which it will be securely disposed.

### 6.7.2 Procedure Outline

Participants were briefed about the two-session structure of the experiment and it would take approximately 240 minutes to complete. The first session was to be completed in the morning, and the second in the afternoon (as detailed in Section 6.2). Each participant was required to complete eight tasks, one for each level of independent variable (search intent, system, and complexity), and as outlined in Section 6.2. Participants received a payment of $£ 15$ upon completion. The total cost of the experiment was $£ 360$.

The session started with a general overview of the study (see Appendix B.1), including its purpose, duration, and an information sheet (see Appendix B.2). This sheet provided an in-depth presentation of the study, informing participants that looking at the information sheet did not impose any obligation, and without negative consequences, should they choose not to participate. After reviewing the information sheet, participants were directed to a consent form (see Appendix B.3). By agreeing to all the conditions stated in the form, they started the session with the entry questionnaire (see Appendix B.4).

After completing the entry questionnaire, the participants proceeded to the assigned tasks (see Appendix B.5). Each task consisted of a distinct topic and task description (as outlined in Table 6.1). Detailed instructions on how to complete the task were also provided. In particular, the participants were instructed to learn more about the provided segments by clicking on them and inspecting their episode's metadata, such as description. They were asked to listen to as many segments as necessary to complete the task, in any order, and by making use of the features provided by the podcast streaming platform (e.g., the listening controls). Further, they were also asked to use the thumbs up/down feature to show relevance and provide feedback for the segments they listened to. The task was preceded by a brief training video, designed for the system (i.e., $B A$ or $E N$ ), highlighting the most important UI features using an
example task. Participants were subsequently redirected to Podify for task execution. On Podify, the participants were presented with an automatically generated playlist of ten podcast segments that were relevant (to different degrees) to the task. This was based on the task's system ( $B A$ or $E N$ ) and complexity (Ea or Di). This approach aimed to simulate a realistic scenario of podcast consumption and recommendation.

After completing each task, participants were redirected back to the survey platform, where they were asked to fill in a post-task questionnaire (see Appendix B.6). To mitigate the impact of fatigue, the order of the questions in the post-task questionnaire was randomised. Once all tasks in the session were completed, participants were then asked to fill in an exit questionnaire to conclude the session (see Appendix B.7).

### 6.7.3 Participants

To conduct this user study, 24 participants were recruited. In the information sheet, the participants were informed about the importance of accurately assessing the relevance of the segments they listened to (see Section 6.7.2). Their judgements were then compared with the TREC 2020 relevance gold set qrels for performance evaluation.

All the recruited participants completed the experimental tasks by following the instructions and thus successfully completing the experiment. $54.2 \%$ identified as males and $45.8 \%$ as females. The age distribution of participants indicated all participants were under the age of 41 , with the largest age group between the ages of 24-29 (70.8\%), followed by the group between $30-35$ ( $16.7 \%$ ). In terms of educational background, participants had a bachelor's degree (45.8\%), master's degree (25\%), PhD (20.8\%), or a high school diploma or equivalent (8.3\%) The majority of the participants were employed by a company or organisation ( $66.7 \%$ ) or students ( $29.2 \%$ ), with the remaining identifying as not employed. Last, $54.2 \%$ of the participants reported having a native speaker level of English. The remaining $45.8 \%$ described themselves as fluent.

### 6.7.4 Pilot Studies

Prior to conducting the main study, I ran two pilot studies using a total of eight participants. The purpose of the pilot studies was to gather detailed feedback from
the participants. This feedback was then used to adjust the study's presentation and design. Based on the feedback received, changes consisted of moving the full-text transcript access button (component (B) in Figure 6.1) closer to the listening controls. After the second pilot study, it was determined that the participants could complete the user study with no difficulties and that the platform accurately logged all the required interaction data. The data from these pilot studies were not included in the analyses presented in Chapter 7.

### 6.8 Chapter Summary

Chapter 6 provided information regarding the methodology used in this thesis, specifically for the analyses presented in Chapter 7. In particular, this chapter outlined:

- Study Design (Section 6.2): introduced the study's design that revolves around three main independent variables: search intent, system, and task complexity. This design allowed us to simulate realistic IN and recommendation scenarios as closely as possible.
- Apparatus (Section 6.3): detailed the technical setup and apparatus, including the specially customised version of the Podify podcast streaming platform, which were central to the experiment's design and execution.
- Topics \& Corpus (Section 6.4): presented the study's topics and their respective podcast segments, including details on grading, ranking and playlist generation for the experimental tasks.
- Questionnaires (Section 6.5): provided an overview of the questionnaires' design, deployment, and objectives.
- Qualitative and Quantitative Measures (Section 6.6): delved into the diverse measures adopted to assess UE.
- Procedure (Section 6.7): outlined the procedural steps, encompassing ethical considerations, pilot studies, and participants' recruitment.


## Chapter 7

## Influence of Text for Assessing <br> Content Relevance in Podcast <br> Information Access

### 7.1 Introduction

Podcasts have recently emerged as a significant medium for online information-seeking, a trend noted in Chapter 2, Section 2.5 [3]. Despite their increasing popularity and widespread recognition, the podcast domain remains a relatively under-researched domain [3]. For example, their recent incorporation into unified platforms with the music media has created numerous challenges and research opportunities. In particular, these platforms require robust and effective search systems to aggregate diverse content into user-friendly UIs [4, 32]. The coexistence of diverse media within a single platform raises questions about the optimal design of audio-focused information access systems. Specifically, there is a need for dedicated research to understand user behaviour and optimise podcast streaming platforms. This can be achieved by considering the unique characteristics of podcasts and the concept of relevance in this context [4, 33]. Another key unexplored area is the concept of "relevance" in the context of podcasts [3,36]. In this chapter, we seek to investigate the concept of podcast relevance by exploring its relationship with user context (i.e., search intent and task complexity) and observed
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implicit feedback (i.e., listening activity).
One of the main challenges in podcast IR lies in identifying specific, relevant information within podcast episodes. This issue was the focus of the 2020 and 2021 TREC Podcast Track, which attracted numerous submissions to its tasks of retrieval of fixed two-minute segments and episode summarisation [34]. The track utilised the Spotify Podcast Dataset, which contains over 100,000 episodes featuring audio files, transcriptions, metadata, and RSS feeds [35]. These auto-generated transcriptions through ASR systems allow content-based search and user navigation. However, they pose challenges to standard IR methods because of their length and errors [36,37]. Therefore, there is a need to segment podcast episodes into, for example, fixed two-minute chunks [34]. These chunks, referred to as segments, are two-minute snippets of a podcast episode.

Transcriptions hold the potential to transform podcast accessibility and engagement across diverse audiences and domains. They facilitate access to content for the hearingimpaired community, aligning with principles of Universal Design [9,10], which support the ability to cater to various learning and comprehension styles through theories such as Dual Coding [38-40] and the Cognitive Theory of Multimedia Learning [41]. This multi-modal approach also aids in the retention of complex information [11, 12]. They also serve as a useful tool in conducting research, since they enable effective pattern recognition, thematic analysis, and support grounded theory methodologies [42, 43]. Searchable text enhances IR capabilities and aligns with the Information Foraging Theory. It aids in navigation and helps users to find information efficiently $[7,8]$. These facets motivate my investigation into incorporating captions and full-text transcripts into the UI of the Podify podcast streaming platform (Chapter 5).

This chapter focuses on examining the impact of incorporating textual components, specifically captions and full-text transcripts, on user experience and engagement. In particular, I comprehensively analyse their impact on the users' process of assessing the relevance of podcast segments to their INs. By combining qualitative (the participants' reported relevance judgements of podcasts) and quantitative (listening activity) data, I investigate the importance of these textual components in enabling users to better assess the relevance of podcast content.
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### 7.1.1 Research Questions

This chapter aims to investigate the following two important RQs:

- RQ-7.1: Does the inclusion of captions and full-text transcripts improve the user experience and engagement in podcast information access?
- RQ-7.2: How do these textual components affect the users' ability to accurately assess the relevance of podcast content?

I investigated my RQs by conducting a user study on the Podify streaming platform (see Chapter 5, conducted in alignment with the methodology outlined in Chapter 6).

### 7.1.2 Contributions

The contributions of this chapter are two-fold:

- I demonstrate the novel approach of incorporating text-based components, specifically captions and full-text transcripts, in the UI design of the Podify podcast streaming platform. My comprehensive evaluation considers multiple measures of user experience and engagement, providing insights into the potential for improved content comprehension, effective IR, and enhanced navigation. This exploration advances the understanding of how text-based components can enrich the users' experience in a podcast information access context.
- I present the first work that rigorously analyses the users' relevance assessment process in the podcast context. By examining the participants' accuracy, I highlight the positive influence of text-based components in enhancing their abilities to accurately judge the relevance of podcasts. This investigation reveals new insights into the users' behaviour and interaction with podcasts, crucial for the development of novel user-centric interfaces.

This chapter is organised as follows. Section 7.2 details the experimental settings. The experimental results are reported in Section 7.3, followed by a summary and discussion in Section 7.4.
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### 7.2 Experimental Settings

This section outlines the experimental settings, focusing on how the relevance judgements were collected and assessed, the accuracy measure employed, and a description of the specific textual components integrated into the Podify platform and investigated in this study.

### 7.2.1 Relevance Judgements: Relevant and Non-Relevant

The process of collecting relevance feedback in this study consisted of diverse interaction methodologies within the Podify platform, as illustrated in Chapter 6, Figure 6.1 and outlined in Chapter 6, Section 6.7.2. Participants' judgements were collected via thumbs up/down and textual feedback that used a star rating scale that ranged from 1 to 5 . This interaction data was subsequently compared with the TREC gold standard grades that are described in Chapter 6, Section 6.4.1 for a performance evaluation of how the user performed in the task. Relevance, inherently subjective, is influenced by a user's perception of information pertinent to their current IN [238]. The binary relevance scale (relevant vs. non-relevant) has been the prevalent approach in the IR field due to its guarantees in stability during measurement [238-240]. Therefore, in this work, we investigate the concept of podcast relevance under a binary scale.

In my analysis, I considered segments that received thumbs up by the participants as relevant, and those with a thumbs down as non-relevant. Similarly, star ratings greater than or equal to three were deemed relevant, with lower scores classified as non-relevant. It is important to note, however, that by analysing the logged behaviour of participants, I had to account for the case of participants providing multiple feedback for the same segment, such as a sequence of "relevant, non-relevant, relevant, non-relevant". To address this, and ensure consistency, my analysis focused solely on the final feedback given and also by excluding any judgements made before the segment was played. This is to remove any potential noise in my analysis. Thus, in the sequence mentioned above, I consider the judgement provided by the participant to that specific segment as being a non-relevant judgement.
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Participants could also remove prior assessments. Such "feedback removal" process was considered in my analysis. If the last feedback was a removal, I considered that the participant deemed the segment as unassessed in terms of relevance. This may correspond to accidental feedback, later rectified by the participant.

The final stage of the process involved aligning these judgements with the TREC grades. Segments with associated qrel grades of 4,3 , or 2 (representing perfect, excellent, and good) were classified as relevant, whereas those with grades of 1 or 0 (fair and bad) were categorised as non-relevant.

### 7.2.2 Evaluation Metric

A participant's accuracy in the context of relevance judgements is determined by the mutual agreement between their assessments and the TREC gold set. In other words, their provided relevance judgements for specific segments are compared to the gold set provided by TREC. A judgement is accurate when both the participant and the TREC gold set align in their assessment of a segment's relevance (e.g., both the participant and the gold set describe a segment as relevant). On the other hand, an inaccurate judgement by the participant is with a misalignment (e.g., the participant deemed a segment to be relevant, but the TREC gold set described the segment as non relevant). The results presented in this study reflect the mean and standard deviation of accuracies across all individual participants, providing a statistical summary of how well the participants' judgements matched the established TREC standards.

### 7.2.3 The Textual Modality Components

In this study, the textual components that have been investigated were the captions and the full-text transcripts. The textual data for this study was sourced from the Spotify Podcast dataset, which included both the captions and the full-text transcripts. The latter were utilised as provided. However, the former required specific processing to align with the study's needs. This processing involved segmenting the full-text transcripts into five-second intervals to generate captions that accurately represented the spoken content within these time frames. Each caption was thus created to provide
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the dialogue over these brief periods, ensuring that they provided a clear and concise textual snapshot of the podcast content. I aim to understand the role of these components in how participants provide relevance judgements and interact within the Podify platform. Each of these components, detailed below, was systematically categorised and analysed.

Captions. They are the brief textual descriptions that accompany podcast segments (component (A) in Chapter 6, Figure 6.1). They provide a textual representation of the current spoken content, offering participants a snapshot of the current discourse. Within the $E N$ system, any judgements made by participants were automatically categorised as being related to the role of captions.
Full-Text Transcript. They provide a more comprehensive textual representation of the podcast segments. While the captions offer glimpses of the current spoken material, the full-text transcripts encapsulate the entire dialogue and content of the segment. Within the $E N$ system, logged behaviour was analysed to detect access and utilisation of this component on the assessment of segments. These judgements were then categorised as being related to the role of full-text transcripts.

### 7.3 Experimental Results

In this section, I present the results of my study. I begin by exploring the data gathered by in the questionnaires, and the participants' overall perception of the user study. Then, I evaluate the two observed systems ( $B A$ and $E N$ ), examining aspects such as participants' preferences, engagement, and task perception within each system. Importantly, I provide evidence that the users' perception of the $E N$ system remains unaltered, affirming that it does not pose a UI challenge. This allows us to focus on the additional value that these textual components bring to task completion. This investigation delves into the relevance assessments process, providing insights on how the textual modality aids participants in more accurately assessing the relevance of podcast segments.
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### 7.3.1 Participant Questionnaires

The findings presented in this section are informed from a targeted entry questionnaire (refer to Appendix B.4). This questionnaire was formulated to gather data on the participants' experiences with streaming platforms, their podcast consumption patterns, the activities they undertake during listening, the primary motivations for listening, and the factors they consider important when choosing new podcasts. Additionally, I collected their familiarity with, and the nature of, their previous engagements with existing podcast streaming platforms. Details on participant demographics, such as age and education, have been previously presented in Chapter 6, Section 6.7.3.

## Consumption Estimates and Utilisation of Podcast Streaming Services

The participants' habits surrounding podcast consumption varied, particularly regarding the time of day and their estimated weekly listening duration. When queried about their preferred podcast listening time, $50 \%$ indicated the evening hours (18-23), with the morning (6-11) and afternoon (12-17) were equally preferred ( $25 \%$ each) by the participants. In terms of weekly consumption duration, $29.2 \%$ of participants primarily listened for two hours, and $20.8 \%$ for one hour. The rest had a diverse range, with several participants committing over four hours weekly; notably, three participants indicated listening for over ten hours.

Considering previous utilisation of podcast streaming platforms, Spotify was the most popular, having been used by $75.0 \%$ of the participants. It was closely followed by YouTube and Apple Podcasts at $62.5 \%$ and $41.7 \%$, respectively. Audible had been used by $16.7 \%$ of participants, with Google Podcasts being the least used (4.2\%).

## Activities and Reasons while Listening to Podcasts

Figure 7.1 shows the distributions of activities participants undertake while listening to podcasts. $79.2 \%$ of the participants indicated they listen to podcasts during housework or chores, which includes activities such as cooking. Utilising podcasts as a travel medium is popular, with $66.7 \%$ listening while riding public transportation. Leisure time is also an important activity, as reported by $62.5 \%$ of the participants. Podcasts
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are also utilised during physical activities: $41.7 \%$ of the participants use this medium while walking or riding a bike, with $37.5 \%$ during outdoor activities such as walking, running, or walking dogs. Additionally, $37.5 \%$ find podcasts ideal for relaxing before going to sleep. $33.3 \%$ listen to podcasts while studying or working. Finally, $25 \%$ incorporate podcasts into meal times or driving sessions, and a $12.5 \%$ choose to only focus on listening.

In terms of the motivations behind podcast listening, Figure 7.2 highlights that hobbies and interests are the most common motivations ( $87.5 \%$ ). The desire to learn and explore new topics is indicated by the participants as another important reason $(79.2 \%)$. Furthermore, $45.8 \%$ exploit podcasts as a tool to gain practical knowledge and skills. The entertainment and relaxation motivates are reported by $62.5 \%$ of the participants. $29.2 \%$ listen to podcasts because of the hosts or guests involved. Finally, emotional companionship via podcasts is a less prevalent motive (8.3\%).

## Important Factors when Considering a new Podcast

Participants were asked about the important factors when considering a new podcast. My results show that the episode description was the most predominant factor, with $83.3 \%$ of the participants deeming it crucial when considering a new podcast. This was closely followed by the episode title, which was considered important by $79.2 \%$ of the participants. The interviewed guest was also deemed important, as $41.7 \%$ reported it was important that they had previously heard of them. Similarly, $33.3 \%$ of participants would consider a new podcast based on their familiarity with the presenter. Other factors, such as the podcast's ratings and reviews, and the frequency of new episode releases were deemed less important ( $25.0 \%$ and $16.7 \%$ of the participants, respectively).

## Familiarity and Experience with Existing Streaming Platforms

Figure 7.3 shows the participants' responses to how they rated their experiences across various aspects in existing podcast streaming platforms. Responses were gathered using a 5-point Likert scale, as described in Chapter 6, Section 6.6.

On the topic of finding general information (i.e., TO search), participants reported
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Figure 7.1: Distribution of the participants' activities usually performed while listening to podcasts and based on the responses collected through the entry questionnaire.
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Figure 7.2: Distribution of the reasons for listening to podcasts and based on the responses collected through the entry questionnaire.
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Figure 7.3: Box plot of the participants' overall experience and based on the responses collected through the entry questionnaire. The higher the value on the x-axis, the higher the level of user agreement. The diamond represents the mean value.
a high satisfaction level $(\mathrm{M}=4 ; \mathrm{SD}=0.7)$. However, finding something that is known to exist, but under an unknown name (i.e., $K I$ search), participants indicated a lower satisfaction rate $(M=3.1 ; S D=0.9)$ with existing streaming services. Searching for podcasts is reported having a slightly better experience $(M=3.6 ; S D=0.8)$. Accessing specific information within a podcast episode also received a comparable satisfaction level ( $\mathrm{M}=3.5 ; \mathrm{SD}=0.9$ ). Last, when navigating through the platforms' catalogues, my results indicate the participants find the existing search functionalities not to be accurate. This is indicated by a lower satisfaction level $(\mathrm{M}=3.3 ; \mathrm{SD}=0.9)$.

### 7.3.2 Study Perception

Before analysing the main results, I examine the participants' perception of the study and their overall experience during the experiment. To assess this, in the exit questionnaire, the participants were asked to rate their agreement to the following questions: "I feel that, during the study, I was: [at ease with the procedure / bored / comfortable / given clear instructions / given enough time / interested / motivated / tired / under pressure]". Responses were gathered using a 5-point Likert scale, as described in
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Study Perception


Figure 7.4: Box plot of the participants' perception of the study and based on the responses collected through the exit questionnaire. The higher the value on the x -axis, the higher the level of user agreement. The diamond represents the mean value.

Chapter 6, Section 6.6.
Figure 7.4 reveals a positive overall perception of the study by the participants. They expressed having had enough time to complete the tasks (mean score, $\mathrm{M}=4.46$; standard deviation, $\mathrm{SD}=0.77$ ), feeling comfortable $(\mathrm{M}=4.19 ; \mathrm{SD}=0.64)$, and at ease with the procedure $(\mathrm{M}=4.02 ; \mathrm{SD}=0.86)$. These results show the clarity of the study and instructions $(\mathrm{M}=3.83 ; \mathrm{SD}=1.12)$. Additionally, participants reported being interested $(\mathrm{M}=3.69 ; \mathrm{SD}=0.9)$ and motivated $(\mathrm{M}=3.42 ; \mathrm{SD}=1.13)$ in completing the study. This positive experience was not hindered by excessive feelings of pressure (M) $=2.02 ; \mathrm{SD}=0.96)$ or fatigue $(\mathrm{M}=2.73 ; \mathrm{SD}=1.16)$, despite these results reporting a minor level of tiredness. While there is a slight overall agreement towards feeling bored $(\mathrm{M}=3.06 ; \mathrm{SD}=1.04)$, it appears to not affect the overall engagement or investment in the study.

In summary, these findings suggest that the experimental design was well-received,
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and the participants were largely engaged and invested in their participation.

### 7.3.3 System Evaluation

In this section, I aim to address my first RQ: how does incorporating captions and fulltext transcripts enhance the user experience in a podcast information access context? (RQ-7.1). To this end, I evaluate the $B A$ and $E N$ systems, examining the participants' preferences, engagement, and task perception within each system.

## System Preferences

The exit questionnaire asked participants to indicate their preferred system by answering the question "Which system did you prefer?" (answer options: 1: Baseline, 2: Enriched). Overall, $75 \%$ of the participants preferred the $E N$ system over the $B A$ system. The participants also elaborated on their choices through comments on their preference.

Participants highlighted the advantages of incorporating the textual components alongside the audio modality. This integration facilitated greater concentration on the content, aiding comprehension when speech was unclear because of accents or other factors. As one participant noted, "I preferred enriched, as I could focus on the transcripts and I also felt the system transitioned better between segments". The presence of text was also reported to be a useful aid to more swiftly assess the relevance of segments. One participant reported that " the enriched system made it faster to complete the task, [since] I could skim the transcript to see if the segment was relevant to the question at hand". The $E N$ system was also valued for its ability to enhance engagement with the podcast content. Participants detailed how the presence of transcripts aided them in following the speech, finding specific words, and focusing on relevant details. Integrating text alongside the audio modality enabled them for a more efficient processing of information. This was noted by a participant as follows: "I process information quicker in visual form rather than audio form, so the transcripts were helpful". Finally, some participants also reported concerns about the accuracy of the transcriptions. Whilst this is recognised and attributed to the errors introduced by the ASR system (18\%
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error was reported for the Spotify Podcast Dataset [35]), participants acknowledged that they were still able to infer what was being said. This was noted by the following comment from a participant: "the transcript may be useful for finding out specific words, but it must also be remembered that it was far from $100 \%$ accurate".

A further analysis, shown in Figure 7.5, delves into the participants' perception of the text-based components on the Podify's UI (and thus their addition to the $B A$ system), as informed by their agreement to the following questions in the exit questionnaire. "With regards to completing the task, having the transcript was: [informative / unhelpful / easier / useful / irrelevant / engaging / undesirable]". Responses were gathered using a 5 -point Likert scale, as described in Chapter 6, Section 6.6.

The results reveal that the text components were perceived to be useful $(\mathrm{M}=4.23$; $\mathrm{SD}=0.88)$, informative $(\mathrm{M}=4.08 ; \mathrm{SD}=0.87)$, and they facilitated the completion of the tasks $(M=4.06 ; \mathrm{SD}=0.86)$. Additionally, they were reported to make the UI more engaging $(\mathrm{M}=3.69 ; \mathrm{SD}=0.99)$ with regards to task completion. Moreover, there is a strong indication that participants did not perceive the text modality as irrelevant (M) $=1.98 ; \mathrm{SD}=1.08)$, undesirable $(\mathrm{M}=1.85 ; \mathrm{SD}=0.87)$, or unhelpful $(\mathrm{M}=1.79 ; \mathrm{SD}$ $=0.87)$. These results further reinforce the positive role and perception of integrating the text modality on the $B A$ 's UI (i.e., the $E N$ system) for improved task completion.

Overall, my analyses reveal a strong users' preference towards the $E N$ system. The integration of the textual components with the audio content are reported to have improved the users' comprehension and engagement, and they were desirable with regards to task completion. This is despite the minor concerns about transcription accuracy, which is an intrinsic property of the Spotify Podcast Dataset and ASR systems. The insights from the exit questionnaire and the detailed analysis further corroborate the potential of the text modality in augmenting the user experience with the podcast content.

## Engagement Perception within Systems

To assess the UE levels with both the $B A$ and $E N$ systems, I analysed the responses to the following question from the post-task questionnaire: " the podcast system that I used
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Figure 7.5: Box plot of the participants' perception of having access to text-based components on the Podify's UI and based on the responses collected through the exit questionnaire. The higher the value on the x-axis, the higher the level of user agreement. The diamond represents the mean value.
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was: [annoying / attractive / confusing / enjoyable / frustrating / visually appealing]". Figure 7.6 presents the box plot for the UE analysis of the two systems, employing the Likert rating scheme outlined in Chapter 6, Section 6.6.

The results indicate that participants perceived the $E N$ system to be less annoying and more attractive, enjoyable, and visually appealing than the $B A$ system. Interestingly, while $E N$ was perceived as more confusing, it was found to be less frustrating than the $B A$ system. This positive perception of the $E N$ system's attractiveness, enjoyment, and visual appeal seem to indicate a positive response towards its UI design. The increased confusion reported by the participants may be attributable to the novelty of the text-based components explored in this work. This is because existing podcast streaming platforms do not include such features. Therefore, this may have initially caused some disorientation. Despite this, the overall perception of the $E N$ system is positive and favourable over the $B A$ system. The higher confusion is not reported to hinder the user experience, with the textual components contributing positively to the overall engagement with the podcast content.

However, it is important to note that my analysis did not reveal any statistically significant differences between the perceptions of the two systems. Although the inclusion of the textual modality did not significantly enhance UE under the examined measures, it also importantly did not have a negative impact on the Podify's UI. Thus, the findings suggest that the impact of the textual modality on task completion, such as assessing podcast relevance, is solely related to the unique value that the textual components provide. This is without negatively affecting the overall user experience.

## Task Perception within Systems

Last, I conducted an analysis of the participants' perception of the experimental tasks. This analysis is conducted on the responses from the post-task questionnaire. Figure 7.7 shows the results for the question: "The task that I performed was: [difficult / easy to perform / enjoyable / interesting / involving / tiring]". This analysis reveals clear differences in how the participants perceived the tasks between the $B A$ and $E N$ systems.
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Figure 7.6: Box plot of the UE measures for system perception ( $E N$ and $B A$ ) based on the responses collected through the post-task questionnaire. The higher the value on the x-axis, the higher the level of user agreement. The diamond represents the mean value.
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Figure 7.7: Box plot of the UE measures for task perception by system ( $E N$ and $B A$ ). This is based on the responses collected through the post-task questionnaire. The higher the value on the x -axis, the higher the level of user agreement. The diamond represents the mean value.
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The tasks performed on the $E N$ system were perceived as less difficult and tiring, yet more involving, interesting, enjoyable, and easier to perform than those on the $B A$ system. These findings suggest that the $E N$ system may facilitate a more engaging experience. Such positive feedback reinforces the hypothesis that incorporating textual components in the UI of podcast streaming platforms can enhance UE, without adding complexity or fatigue.

Nevertheless, it is important to note that these perceptual differences also did not translate into statistically significant differences between the two systems. This consistency with the prior findings of Section 7.3.3 further validating my claim that including of the textual modality in podcast streaming platform does not pose a UI challenge. Importantly, the enhancements attributed to the $E N$ system do not negatively affect the user's experience.

### 7.3.4 Relevance Assessment Analysis

In the previous sections, I analysed the participants' study perceptions, engagement levels, and the positive impact of integrating the textual components in the Podify's UI. This section delves into exploring the value these components add to task completion, specifically in how the participants assess podcast content relevance (addressing RQ7.2).

Figure 7.8 shows the participants' reported performance in assessing the podcast segments, classified by search intent, system, and task complexity (see Chapter 6, Section 6.2). The participants' accuracy, classified by the three experimental independent variables, was determined by comparing their relevance judgements to the TREC gold set (see Section 7.2.1). I further categorise the assessments by the system employed: "BA", "(Captions) EN", and " (Full-Text) EN" (see Section 7.2.3). This enables us to investigate the particular role of captions (i.e., the $E N$ system) as well as how the fulltext transcripts variation of the $E N$ system further influences the participants' accuracy of their assessment process.
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Figure 7.8: Box plot of the participants' accuracy of their relevance assessments, categorised by the three experimental independent variables: search intent ( $T O$ and $K I$ ), system ( $B A$ and $E N$, with the latter further categorised as captions or full-text transcripts), and task complexity ( $E a$ and $D i$ ). The x-axis represents the membership distribution as a percentage value. The diamond represents the mean value.
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## Task Complexity

Using the textual components revealed contrasting impacts on the relevance assessment process across the different task complexities (i.e., $E a$ and $D i$ ).

In Ea tasks, and with a $K I$ search intent, including the textual components leads to increases in the accuracy levels. I observe increases from $88.1 \%$ in the $B A$ system (KI.BA.Ea), to $93.6 \%$ and $100 \%$ in (Captions) KI.EN.Ea and (Full-Text) KI.EN.Ea, respectively. Conversely, the TO search intent registers a decrease in the overall accuracy and with higher variance (from $79.4 \% \pm 22$ in TO.BA.Ea to $56.4 \% \pm 42.3$ in (Full-Text) TO.EN.Ea). These two inverse trends may be because of an IO problem that is introduced by the $T O$ search intent. The users misjudge the relevance by swiftly skimming the content and by searching for specific keywords. However, such keywords may not translate to a relevance of the segment's content to their IN. Thus, the textual components enhanced the completion of Ea tasks for the KI intent, but caused decreased accuracy and greater variance for the $T O$ search intent.

In contrast, including the textual components in $D i$ tasks has a positive impact. Within these $D i$ tasks, the $T O$ search intent initially appeared to be performed better than $K I$ by the participants with an accuracy of $66.7 \%$ and $64.1 \%$ for TO.BA.Di and $K I . B A . D i$, respectively. However, the addition of full-text transcripts led the $K I$ tasks to outperform the TO ones ( $74.8 \%$ and $73.3 \%$ for (Full-Text) KI.EN.Di and (FullText) TO.EN.Di, respectively). Further, despite captions are shown to improve the participants' accuracy for the $T O$ search intent, it is noted how this component slightly reduced their performance in the $K I$ tasks. Overall, this highlights the crucial role that text plays in search contexts, whereby full-text access is reported to achieve the highest accuracy in comparison to both captions and the $B A$ system.

The contributions of the text components are clear, since they aid participants in better assessing the relevance of podcast segments. This is particularly important since a $D i$ task corresponds to a case where the recommendations process is not optimal and the resulting recommendations are mostly not relevant to the participant's IN. Therefore, the text modality appears to be able to mitigate the issues of misjudging the content's relevance in the complex domain of podcast recommendations. This
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improvement in relevance assessment can be attributed to the Dual Coding Theory [3840], which posits that information is more effectively processed when presented through both verbal and visual channels. This dual modality approach reduces cognitive load [241, 242], allowing users to make more accurate relevance judgements.

## Search Intents: Perception vs Performance

Finally, my results reveal an interesting finding when comparing the participants' performance with their self-reported experiences (see Section 7.3.1). This self-reporting data was collected through the entry questionnaire and for the questions "How would you rate your experience in finding general information about a topic?" and "How would you rate your experience in finding something that you know exists but under an unknown name (i.e., known-item)?" [Very Easy / Easy / Neither Easy Nor Difficult / Difficult / Very Difficult]. These correspond to the TO and KI search experiences, respectively.

The participants' overall performance, as shown by Figure 7.8 and the analysis conducted in Section 7.3.4, show that, expect for the single case of captions in Di tasks, the $K I$ tasks were overall performed better by the participants when the textual components have been integrated into the Podify's UI. However, their responses from the entry questionnaire reveal that they find performing $K I$ tasks on existing podcast streaming services more challenging than the $T O$ ones $(3.1 \pm 0.9$ and $4 \pm 0.7$ for $K I$ and TO, respectively. The higher the value, the easier the experience [Very Easy: 5Very Difficult: 1]). However, my analysis of their performance in relevance assessments suggests they overall better judge the relevance of content when with a $K I I N$. Therefore, I report a misalignment between the participants' perceived difficulty and their actual performance. I leave an exploration of this phenomenon for future work.

Overall, this analysis provides a more in-depth and nuanced understanding of the users' relevance assessment process in the context of podcast information access. The textual components in Podify aid the users in correctly judging the relevance of the podcast content, with their impact varying and depending on task complexity and search intent. The positive influence on the $D i$ tasks, in particular, advocates for

Chapter 7. Influence of Text for Assessing Content Relevance in Podcast Information Access
integrating the textual components. This is despite a decrease in performance for the $E a$ tasks conducted with a $T O$ search intent.

### 7.4 Chapter Summary

A pervasive challenge in podcast IR centers on finding specific information within episodes. This topic has been thoroughly covered in the 2020 and 2021 TREC Podcast Track, which was released with the Spotify Podcast Dataset [35]. This track highlighted the challenges of retrieval of fixed two-minute segments and episode summarisation [34], by outlining the importance of leveraging the transcriptions of the spoken content. Despite their utility in content-based search and user navigation, automatically generated transcriptions via ASR systems present challenges, particularly because of their length and error rates. This poses significant challenges to standard IR methods [36, 37]. However, transcriptions hold broad implications for enhancing inclusivity and content comprehension [7-12, 38-41]. Further, inferring the relationship between context, relevance, and observed implicit feedback in podcasts is challenging and requires further investigation [3]. These are research gaps that this work aims to address.

This chapter delves into the effects of incorporating the text modality, specifically captions and full-text transcripts, into the UI of Podify (see Chapter 5), and on the users' process of assessing the relevance of podcast content. To this end, I designed a user study (see Chapter 6), where participants were asked to perform various information-seeking tasks that included different search intents ( $T O$ and $K I$ ) as well as complexities ( $E a$ and $D i$ ). Further, these tasks were performed using two system variations: the $B A$ interface, embodying the original UI of Podify and existing podcast streaming services and an $E N$ version that seamlessly integrates both captions and full-text transcripts. The experiment was designed to simulate real-world INs and recommendation scenarios as closely as possible.

An analysis of the questionnaires' responses (see Chapter 6 , Section 6.5 ) shows that the experimental design was well-received by the participants (see Section 7.3.2 and Figure 7.4). They were largely engaged and invested in their participation (see Section 7.3.3), with my analysis showing the positive value of incorporating the textual modality
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within the design of the Podify podcast streaming platform. While the EN system improved the participants' perception of the platform (see Figure 7.6) and tasks under the explored UE measures (see Figure 7.7), no statistically significant differences in their overall engagement were observed. This is despite a consensus of the participants preferring the $E N$ system over the $B A$ (addressing RQ-7.1; see Figure 7.5). A more indepth analysis of the participants' responses revealed several benefits associated with the text-based components. Participants found these textual components useful for following podcast content, locating specific information, understanding content in case of audio misunderstandings, facilitating easier skimming of content, and conducting keyword searches. These findings suggest that incorporating text-based components in a podcast streaming platform has the potential to enhance user perception, preference, and task experience, without significantly impacting their overall engagement. This also suggests that the impact of the textual modality on task completion is solely related to the unique value that the textual components provide.

An investigation of how users assess the relevance of podcast content (RQ-7.2; Section 7.3.4 and Figure 7.8) shows that the textual components add unique value to their assessment process. My results show varying impacts, based on the independent variable factors explored in this work, that are task complexity and search intent. For the $E a$ tasks, their accuracy in providing relevance assessments increased with the $K I$ intent, but showed decreased accuracy with the $T O$ intent. This might be because of an IO problem that is introduced by adding this modality to this specific experimental scenario. For the $D i$ tasks, including the textual components had an unequivocally positive impact, particularly when full-text transcripts were utilised. Finally, my comprehensive analysis also revealed an interesting misalignment between the participants' perceived difficulty of the tasks (see Section 7.3.1) and their actual performance. In particular, my results show that performing $K I$ tasks, despite the participants' perception of finding them harder in existing streaming services, is easier than the TO ones.

In my analysis, I observed the following key findings:

- Participants show a preference for the $E N$ system, finding the textual components
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beneficial for enhancing concentration, comprehension, engagement, and efficient IR (e.g., through keyword-based search and swift skimming through the content).

- Incorporating the textual components into the Podify's UI positively impacts the participants' perception of the platform, without significantly altering their overall engagement.
- The assessment of podcast content relevance is uniquely influenced by the textual components, with varied effects based on task complexity and search intent. For the Ea tasks, the participants' accuracy of relevance assessments increased with the KI intent, but showed decreased accuracy with the TO intent. This might be because of an IO problem that is introduced by adding this modality in this specific experimental scenario. For the $D i$ tasks, including the textual components had an unequivocally positive impact, particularly when full-text transcripts were utilised.
- A misalignment is observed between the participants' perceived difficulty of tasks and their actual performance. In particular, my results show that performing $K I$ tasks, despite the participants' perception of finding them harder in existing streaming services, is easier than the $T O$ ones. This is with regards to how accurately they assess the relevance of content.

Overall, these findings highlight the importance and potential for integrating the textual modality into the UI of podcast streaming services. Further, it provides insights into the concept of podcast relevance, particularly on the users' process of assessing the relevance of podcast content. By analysing the users' behaviour based on context and task, the insights of this work may inform future UI design and recommendation procedures.

## Part IV

## Conclusions

## Chapter 8

## Conclusions \& Future Work

After laying the foundations to understand the various concepts and methodologies utilised throughout this thesis in Chapter 2, followed by the identification of significant research gaps and subsequent investigation to related RQs (Part II - Chapter 3 and 4 and Part III - Chapter 5, 6 and 7), this thesis now reaches its conclusive chapter. The remainder of this chapter is organized as follows. Section 8.1 presents a summary of the work presented in this thesis. Subsequently, Section 8.2 outlines the main key contributions and findings. Next, the limitations of the presented research, as well as directions for future work, are presented in Section 8.3. Finally, Section 8.4 concludes this thesis.

### 8.1 Thesis Summary

The ability to understand, model, and predict users' interactions on audio streaming services is of paramount importance for enhancing the underlying recommendation procedures. Despite its clear importance, this area remains largely under-researched in the existing literature $[3,6]$. In response to the thesis statement posed in Chapter 1, Section 1.2 - "can I uncover and comprehend users' behavioural patterns that may potentially improve their engagement within the music and podcast streaming content?" - the empirical works presented in this thesis aimed to address this research gap.

Throughout this thesis, I rigorously tackled the challenge of unravelling users' be-
havioural patterns in both the music and podcast domains. By proposing novel approaches and methodologies, I expanded upon the existing literature and provided novel perspectives on users' behaviour. The results presented in this thesis showed distinct behavioural patterns, enabling us to accurately predict and model their interactions. In turn, these insights have the potential to inform the devising of novel user modelling, recommendation, and personalisation techniques. Overall, this thesis addresses the gap between theoretical knowledge and practical applications by setting a foundation for future user-centric research in the music and podcast domains.

### 8.2 Contributions \& Findings

The main contributions of this thesis are as follows:

- In Chapter 2, I summarised of the current research in the music, specifically the skipping behaviour, and podcast domains, identifying research gaps and emphasising the need to understand users' behaviour in contemporary audio streaming platforms.
- In Chapter 3, I conducted an extensive investigation into users' music skipping behavior, focusing on identifying and categorising behaviours during entire music listening sessions with regards to the users' session-based skipping activity. This involved an effective data transformation and clustering-based approach. This analysis was performed on a large real-world dataset of music streaming listening sessions (MSSD).
- In Chapter 4, I demonstrated the applicability and effectiveness of DRL in predicting users' music skipping behaviour from listening sessions. A framework was devised to extend the DRL's applicability to perform this classification and offline learning. This is the first time that DRL has been explored in this task. The effectiveness of my approach was empirically shown on the MSSD. Furthermore, I performed a comprehensive post-hoc (SHAP) and ablation analysis of my approach to study the utility of users' historical data in detecting music skips.
- In Chapter 5, I introduced Podify, the first web-based podcast streaming platform specifically designed for academic research. This platform allows researchers to conduct large-scale user studies in the podcast domain to alleviate the lack of user interactions in the Spotify Podcast Dataset. Through logging and exporting of all user interactions for subsequent analysis, Podify reduces the overhead researchers face when conducting user studies in the podcast domain.
- In Chapter 6, I detailed a user study that simulates realistic IN and recommendation scenarios by focusing on three independent variables: search intent, system, and task complexity. This study involved a specially customised version of the Podify platform and a curated selection of topics and podcast segments. Comprehensive questionnaires were utilised to gauge the users' experience and engagement, with a systematic method to collect and categorise the participants' relevance judgements.
- In Chapter 7, the effects of incorporating text-based components, such as captions and full-text transcripts, into the Podify's UI were explored. The effectiveness and positive influence of these components on the users' process of determining the relevance of podcast content was shown empirically. An in-depth analysis was also conducted on the users' behaviour dependent on the task's complexity (i.e., $E a$ and $D i$ ) and their search intent (i.e., $T O$ and $K I$ ).

In the rest of this section, I elaborate on each of the findings in details.

### 8.2.1 On Skipping Behaviour Types in Music Streaming Sessions

Chapter 3 investigated users' skipping behaviour during entire listening sessions. In contrast with prior works which focused on analysing the skip patterns as a function of the time at which this occurs within a song $[15,16]$, this work aimed to obtain a broader insight into how users skip music.

To achieve this, I formulated the following RQs (see Section 3.1.2):

- RQ-3.1: What are the main types of skipping behaviour that we can identify at a session level?
- RQ-3.2: For those types, how does weekday/weekend affect their overall distribution?
- RQ-3.3: Furthermore, do different times of the day, i.e. morning, afternoon, evening, and night, affect users' skipping interaction with the streaming service?
- RQ-3.4: In what ways do playlist types (e.g., personalised playlist, radio, etc.) affect users' skipping behaviour?
- RQ-3.5: Finally, how is the users' skipping behaviour influenced by account type (premium or free subscription plan) and when listening is performed in a shuffle mode?

In order to answer these RQs, I proposed an effective data transformation and clusteringbased approach to identify and categorise different types of skipping behaviour during entire listening sessions (Section 3.2). This analysis, conducted on the real-world MSSD, was performed by considering various listening contextual factors. This included the day type, time of the day, playlist, account type (premium or free subscription plan), and shuffle listening mode (see Section 3.3).

The first outcome of my analyses, reported in Section 3.4.1 and 3.4.2, provided an empirical analysis on the clustering performance level (CVIs) and on the partitioning schemes when varying the number of clusters, and how I empirically found four to be the optimal number of clusters (Figure 3.1). By addressing RQ-3.1, I reported how the four identified types appear to be consistent across sessions of different length. This suggests that such dominant behaviours have no strong relation to the absolute length of a session and are thus generalisable. Additionally, a closer examination reveals that in fact I observe two main distinctive behaviours: listener and listen-then-skip. The remaining two types, i.e. skipper and skip-then-listen, can be seen as their respective complimentary behaviour (see Figure 3.2 and 3.3).

Following the previous finding, I then answered RQ-3.[2-5] in Section 3.4.3. I performed an analysis and discussed on the effect that various listening context information have on the distribution of the skipping types and how the users' listening activity differs when varying the length of the sessions (see Figure 3.4 and 3.5).

Overall, the main observed findings in this chapter are:

- (Section 3.4.2) The four identified types, namely listener, listen-then-skip, skip-then-listen, and skipper, are consistent across sessions of varying length. Thus, they represent a generalisable and common behaviour that has no strong relation with the absolute length of a session.
- (Section 3.4.2) A closer examination of these types reveals that these four types exhibit two pairs of complementary behaviours: listener and skipper, as well as listen-then-skip and skip-then-listen. This is because, the behaviours of, for example, a listener and a skipper can be seen as contrasting or opposing, making them complementary to each other.
- (Section 3.4.3) The distribution of skipping types varies under different listening context information. With the exception of "Day Type" (i.e., weekday and weekend), which I note as being caused by the Spotify's global user distribution, cultural differences around the definition of the "weekend", and lack of available demographic information in the data, I observe significant differences in all the other scenarios.
- (Section 3.4.3) Significant distributional differences can also be seen when varying the session lengths. I observe that, as sessions become shorter, users tend to increase their listening activity and thus skip less frequently.


### 8.2.2 On Predicting and Understanding Music Skipping using Deep Reinforcement Learning

While prior research has identified universal skipping behaviours across various contexts [15-17], other works have explored deep learning based approaches to predict the sequential skipping behaviour in music listening sessions $[18,19]$. However, these models, with their static and independent processes, overlook the evolving nature of user behaviour and do not intuitively optimise for the long-term potential of UE [25-30]. To address this research gap, in Chapter 4, my focus was on understanding how people skip music from a model's perspective. I analysed the utility of the users' historical
data and explored the applicability of DRL in predicting this behaviour. Specifically, I analysed the impact and effect of the users' behaviour (e.g., the user action that leads to the current playback to start), listening content (i.e., the listened song), and contextual (e.g., the hour of the day) features in the classification task of predicting users' music skipping behaviour. My proposed approach leverages and adapts DRL for this classification task (see Section 4.3). This is to most closely reflect how a DRL-based MRS could learn to detect music skips.

To achieve this, I formulated the following RQs (see Section 4.1.1):

- RQ-4.1: Can DRL be applied to the users' music skipping behaviour prediction task, and if so, would it be more effective in the music skip prediction task than deep learning state-of-the-art models?
- RQ-4.2: What historical information is considered discriminative and serves as a high-quality indicator for the model in predicting music skipping behaviour?

To investigate my RQs, I conducted an extensive study on the MSSD. My experimental results indicated the validity of my approach by outperforming state-of-the-art deep learning based models in terms of MAA and FPA metrics (RQ-4.1; see Section 4.5.1 and Table 4.2). By empirically showing the effectiveness of my proposed approach, my main post-hoc (see Section 4.5.2 and 4.5.3) and ablation analysis (see Section 4.5.3) revolved around a comprehensive study of the utility and effect of users' historical data in how the proposed DRL detects music skips (addressing RQ-4.2). This analysis revealed a temporal data leakage problem in the historical data (Section 4.5.2 and Figure 4.1) and that the most discriminative features in predicting music skips are some users' behaviour features (Section 4.5.3). The content and contextual features were reported having a lesser effect (Table 4.3 and Figure 4.2). This points towards the potential for more focused and responsible data collection procedures in constructing user-centred MRSs.

Overall, the main observed findings in this chapter are:

- (Section 4.5.3) The most discriminative indicator for an accurate detection of skips is how users interact with the platform (i.e., $R S$ and $P A$ ).
- (Section 4.5.3) Surprisingly, the listening CX and CN features explored in this work do not appear to have an effect on the DRL model for the prediction of music skips.
- (Section 4.5.2) My analysis also reveals a temporal data leakage problem derived from some features in the MSSD and used in the public Spotify Sequential Skip Prediction Challenge, since they provide information from the future that should not be made available to a live predictive system.


### 8.2.3 Influence of Text for Assessing Content Relevance in Podcast Information Access

A critical challenge in podcast IR is finding specific information within episodes. This issue was the focus of the 2020 and 2021 TREC Podcast Track, which was released with the Spotify Podcast Dataset [35]. This track highlighted the challenges of retrieval of fixed two-minute segments and episode summarisation [34], by outlining the importance of leveraging the transcriptions of the spoken content. These transcriptions, auto-generated through ASR systems, allow content-based search and user navigation. However, they pose challenges to standard IR methods because of their length and errors $[36,37]$. Despite these challenges, transcriptions have broad implications for inclusivity and comprehension [7-12, 38-41]. Hence, in Chapter 7, I investigated the impact of incorporating the text modality, specifically captions and full-text transcripts, into the UI of the Podify podcast streaming platform (see Chapter 5). The aim of this work was to provide insights into the influence of these textual components on the users' perception of the platform and the podcast content relevance process.

To achieve this, I formulated the following RQs (see Section 7.1.1):

- RQ-7.1: How does incorporating captions and full-text transcripts enhance the user experience in a podcast information access context?
- RQ-7.2: How do these components impact the users' ability to assess the relevance of podcast content?

To explore these RQs, I designed a user study. The participants were asked to perform various information-seeking tasks, encompassing varying search intents ( $T O$ and $K I)$ and complexities ( $E a$ and $D i$ ). These tasks were performed on two system variations: the $B A$ interface, embodying the original UI of Podify and existing podcast streaming services and an $E N$ version that seamlessly integrates both captions and full-text transcripts. This experimental design aimed to simulate a real-world IN and recommendation scenario as closely as possible (see Chapter 6, Section 6.2).

Questionnaire results showed that the experimental design was well-received (see Section 7.3.2 and Figure 7.4). The participants were largely engaged and invested in their participation (see Section 7.3.3). My analysis also highlighted that there is a strong participants' preference and positive perception towards including the textual modality (RQ-7.1; see Figure 7.5, 7.6, and 7.7). This inclusion did not impose challenges on the Podify's UI. Moreover, my in-depth analysis of the users' relevance assessment process further reinforced the overall positive effects of integrating the textual components (see Section 7.3.4 and Figure 7.8). Overall, the text modality was shown to aid users is better assessing the relevance of the podcast content, in a swifter and more effective way (RQ-7.2).

Overall, the main observed findings in this chapter are:

- (Section 7.3.3) Participants showed a preference for the $E N$ system, finding the textual components beneficial for enhancing concentration, comprehension, engagement, and efficient IR (e.g., through keyword-based search and swift skimming through the content).
- (Section 7.3.3) Incorporating the textual components into the Podify's UI positively impacted the participants' perception of the platform, without significantly altering their overall engagement.
- (Section 7.3.4) The assessment of podcast content relevance was uniquely influenced by the textual components, with varied effects based on task complexity and search intent. For the Ea tasks, the accuracy of relevance assessments increased with the $K I$ intent, but showed decreased accuracy with the $T O$ intent.

This might be because of an IO problem that is introduced by adding this modality to this specific experimental scenario. For the $D i$ tasks, including the textual components had an unequivocally positive impact, particularly when full-text transcripts were utilised.

- (Section 7.3.4) A misalignment was observed between the participants' perceived difficulty of tasks and their actual performance. In particular, my results showed that performing $K I$ tasks, despite the participants' perception of finding them harder in existing streaming services (see Section 7.3.1 and Figure 7.3), is easier than the $T O$ ones. This is with regards to how accurately they assess the relevance of content


### 8.3 Limitations \& Future Work

The research presented in this thesis significantly deepens our understanding of users' behaviour in the music and podcast domains. However, there are limitations that need to be noted.

Chapter 3. While the work presented in this chapter deepens our understanding of how people skip music, the main limitation of this chapter lies in its scope and the dependence on the MSSD (see Section 3.3.1). It does not extensively explore the reasons (i.e., why) of users skipping. Instead, it focuses on identifying behavioural patterns, rather than identifying the motivations behind skipping music. This limitation serves as the foundation for Chapter 4 , which explores the reasons for skipping from a DRL model perspective. Another significant limitation pertains to the contextual factors. While my study considered certain contextual aspects, such as day type and time of the day, there are external factors that have not been considered. This includes user mood, weather, user activities while listening (such as exercising or commuting to work), or even global events that can influence the skipping behaviour. This potentially limits the granularity and applicability of my findings, which are, however, inherent to the constraints posed by the MSSD.

I believe this work to be a valuable step towards understanding users' skipping be-
haviour. With my results showing a clear ability to detect four dominant skipping types, this work also lays the foundation for further analysis and future work. With regards to my findings, by identifying in real-time the user's skipping type, the recommendation procedure can adapt and devise a new strategy. This result can to be particularly useful in tasks aimed at content personalisation and optimisation of users' satisfaction and engagement. With the demonstrated stability of my approach, I hope my work will inspire future work in the tasks of modelling, predicting, and, most importantly, understanding the users' music skipping behaviour.

Chapter 4. Similar to the limitations noted for Chapter 3, the dependence on the MSSD in this chapter constrained the broader applicability of these experimental results. The users' behaviour is influenced by external (trends) and internal (individual changes of personal interests) factors. The users' shifting interests and behaviour make it hard to learn a generalisable model to tailor the user's specific needs at any given time. While DRL is suitable for tackling these challenges, the MSSD does not capture all these multi-faceted dimensions. The potential biases, such as user demographics or geographical locations, further restrict my findings (as discussed in Section 4.4.1). A more granular dataset, featuring richer behavioural data and non-anonymised sessions, would allow for deeper insights into the interplay between the skip signal and individual user's preferences, thus allowing for the investigation of situation-aware MRSs.

With the importance of modelling and understanding users' skipping behaviour, I believe this work to be an important step towards improving user modelling techniques. An accurate representation of the skipping behaviour can provide an invaluable stream of information to the underlying recommendation process. For example, I expect my findings, e.g. the $R S$ type, to be highly relevant in the downstream task of capturing, in real-time, a user's skipping type (Chapter 3). By extending my approach to predict and understand other users' behaviours, I can create a holistic representation of the listeners' preferences, interests, and needs. I also advocate for thoughtful considerations when collecting and then presenting data to a model for measuring user behaviours. With increasingly rising concerns around users' data collection and privacy, the need for minimal data collection is paramount. My proposed approach can be extended in future
works to predict when the song is likely to be skipped. This level of information could allow to predict moments in a song where skips are most likely to occur, which could be of great value for the underlying platform. Considering how user's emotions or current psychological state affect their skipping behaviour is also an interesting venue for further research. With access to richer behavioural data and non-anonymised listening sessions, another line of research can investigate the relation between skipping signal and the individual user's preferences (e.g., situation-aware MRS). Finally, although not the aim of this work, performance improvements are to be expected by further tailoring my approach to the music skip prediction task. Given the user-based exploratory nature of this work, I leave further experimentation and evaluations with emerging DRL model-free offline algorithms and architectures (e.g., extending my analysis to transformer-based DRL models [243]) for future investigation.

Chapter 5. Podify is a significant advancement in podcast research, addressing a longstanding need in the academic community. One of its main features, the search functionality, leverages Elasticsearch. This ensures a modern and robust approach. However, despite the Elasticsearch's capabilities, this search functionality might not accommodate every nuanced requirement or experimental design that researchers envision. This limitation originates from the inherent constraints of Elasticsearch and the ranking models it provides. Beyond search, while Podify's feedback mechanisms are user-centric, they might not fully capture the array of emotional responses and intricate nuances of the listeners' experience. Additionally, the Podify's logging tools can be further refined. Delving deeper, tracking sequences of user actions with higher granularity could lead to insights into the users' behaviour. Integrating advanced behavioral tracking tools, such as eye-tracking, could further enhance the platform's capability, offering deep insights into user behaviors and thus enriching podcast research.

There are several avenues for improving Podify in future work. Building on the previously discussed advanced logging tools, incorporating eye-tracking could yield deeper insights into users' interactions and their behaviours, offering invaluable data for usercentric studies. Another promising direction involves the development of adaptive UIs for Podify. These UIs, specifically tailored to change based on the user's activity or
goals, have the potential to revolutionise the user experience. Moreover, by integrating Podify with established survey platforms and analytical tools, the platform could become a central hub for podcast research. Exploring beyond the current scope of Elasticsearch, the platform could benefit from a "plug-and-play" approach to various search algorithms, further enhancing its adaptability and thus catering to various research needs. By leveraging NLP techniques, the platform can delve deeper into user feedback, allowing for a nuanced understanding of the listener's sentiments. In addition, integrating state-of-the-art recommendation and personalisation systems, coupled with a show-level search and browsing experience, is another direction for future work. Chapter 6 \& 7 . While the study detailed in these chapters provides invaluable insights into integrating textual components in podcast streaming services, there are limitations to be acknowledged. First and foremost, my findings are predominantly contextualised within the Podify platform. While Podify resemblances existing streaming platforms, its unique design elements and functionalities may influence user behaviour, potentially limiting the generalisability or introducing biases to my results. Additionally, the design of my user study primarily simulates specific real-world IN and recommendation scenarios, suggesting that the observed effects might vary under different experimental setups. Another consideration is the potential influence of my participant pool's size and diversity on the outcomes. Despite my recruitment process targeting a diverse range of participants, there might exist unaccounted biases or patterns that have not been captured. Last, while the textual modality introduced in Podify showed significant potential in short-term usage, its long-term implications and adaptability over extended duration remain to be explored. As users continuously engage and interact with these features, their experiences and perceptions may evolve, leading to potentially different outcomes as they familiarise with the interface and its functions.

My results highlight the advantages of incorporating the textual modality within the UI of podcast streaming services, as reported by my findings on Podify. Through a nuanced analysis of users' behaviour within various contexts and experimental tasks, this study offers invaluable insights that can inform future UI designs and novel content recommendation procedures. One primary concern emerging from my findings is
the potential IO problem that might arise from incorporating the textual modality. Understanding this phenomenon provides a future outlook, where streaming services provide textual aids to users in scenarios that are fruitful to enhance their overall experience. These adaptive systems, therefore, would dynamically adjust the amount and type of textual content, leveraging the users' current intentions and past interactions, thus creating an optimal user-centric experience. Of particular interest is the observed misalignment between the users' perceived task difficulty and their actual performance. Delving into this misalignment can offer crucial insights into user cognition and the decision-making processes they employ while interacting with podcast content. This, in turn, could be pivotal in devising more tailored, user-centric systems. Such systems, by leveraging the unique characteristics of podcasts, might bolster users' satisfaction and engagement. Additionally, considering Podify's high resemblance to existing streaming services, future research could examine the generalibility of my findings across diverse platforms. Such cross-platform explorations could help establish more universal design and interaction guidelines.

### 8.4 Chapter Summary

In this concluding chapter, I revisited the primary objectives outlined at the beginning of this thesis, comparing them with my research findings. The broader implications and relevance of my results in the evolving landscape of audio streaming services were comprehensively discussed. Alongside my findings, I also acknowledged the inherent limitations of my research, emphasising areas of future work.

My empirical results underscore the paramount importance of comprehensively understanding, modelling, and predicting users' interactions and behaviors on audio streaming platforms. The insights of this work provide perspectives on how this can be achieved. Thus, in the future, I expect subsequent research to further refine my proposed approaches, ensuring that audio streaming services are effectively aligned with the users' multifaceted needs and preferences.
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## Appendix A

## Evaluation of the Proposed DQNs

This appendix contains supplementary evaluation results for the demonstration of the applicability and effectiveness of DRL in predicting user's music skipping behaviour from listening sessions (Chapter 4).

## A. 1 Comparison of DQN Architectures

Table A. 1 provides a comparison of the nine state-of-the-art DQN architectures that have been explored in the corresponding chapter. This analysis is carried out with the same evaluation process reported in Section 4.5.1 and Table 4.2. DQN6 corresponds to the observations stacking architecture, where six corresponds to the number of stacked observations. For RNN-based architectures, I explore Deep Recurrent Q-Network with Gated Recurrent Units (DRQN_GRU) and Long Short Term Memory (DRQN_LSTM) layers. To reflect the architecture proposed in [234], I employ a zero start, tabula rasa, state initialisation for the training procedure.

## A. 2 Convergence Analysis of the DQNs

Figure A. 1 provides the training curves for the fully and partially observable architectures. The sample standard deviation of the mean episode reward is not provided due

Table A.1: MAA and FPA results for the nine state-of-the-art proposed DQN architectures, categorised as fully ("FU.Obs") and partially observable ("PA.Obs"). The reported results are the averages across all test sets (with $95 \%$ CI). The best performing model is highlighted in bold.

to the high number of architectures simultaneously explored and to ease the presentation of the results. With similar training curves, only the learning performance for architectures used for evaluation in test set T1 is reported.

Training for T1


Figure A.1: Learning performance for the state-of-the-art DQN architectures used for evaluation in test set T1. The x-axis reports episodes (listening sessions) in the order of $10^{5}$ and the y-axis is the average reward per episode. The mean of each episode for the 5 randomly-seeded runs is selected for plotting.

## Appendix B

## Participant Overview and <br> Information Sheet, Consent

## Form, Task Execution Sheet, and Questionnaires

This appendix contains supplementary material for Chapter 6. It includes the overview sheet for the study (B.1), information sheets (B.2), consent form (B.3), entry questionnaires (B.4), task execution sheet (B.5), post-task questionnaires (B.6), and exit questionnaires (B.7).

## B. 1 Overview Sheet for The Study

Appendix B. Participant Overview and Information Sheet, Consent Form, Task Execution Sheet, and Questionnaires

## B.1.1 Topical Session

## [Topical] Online Segment Retrieval Podcast User Study

We aim to investigate the influence of different modalities, in the context of podcast topical segment retrieval, for multi-modality podcast information access. In particular, the present study focuses on understanding users' behaviour during podcast listening and the level of relevance of the retrieved podcast segments. A segment is defined as a two-minute snippet of a podcast episode. The experiment will last approximately 120 minutes.

You are warmly invited to take part in the study. If you are interested in participating, please click on the "Information Sheet" button below. You will be presented with a participant information sheet which will provide all the required information about the study and it will give you time to consider your involvement and participation in the study. Clicking on "Information Sheet" does not impose any obligation. Therefore, you are not obliged to perform the study if you wish not to do so. It is also important to remember that you can withdraw from the study at any point of time. You can also have your data erased, and this will be done without giving a reason and without such decision having any adverse effects.

Thank you for your interest. Please feel free to contact us if you have any questions:

## Francesco Meggetto

PhD Candidate
NeuraSearch Laboratory
Department of Computer \& Information Sciences
University of Strathclyde
Livingston Tower
16 Richmond Street
Glasgow, G1 1XQ
francesco.meggetto@strath.ac.uk

Dr Yashar Moshfeghi
Senior Lecturer
NeuraSearch Laboratory
Department of Computer \& Information Sciences
University of Strathclyde
Livingstone Tower
16 Richmond Street
Glasgow, G1 1XQ
yashar.moshfeghi@strath.ac.uk
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## B.1.2 Known-Item Session

## [Known-Item] Online Segment Retrieval Podcast User Study

We aim to investigate the influence of different modalities, in the context of podcast known-item segment retrieval, for multi-modality podcast information access. In particular, the present study focuses on understanding users' behaviour during podcast listening and the level of relevance of the retrieved podcast segments. A segment is defined as a two-minute snippet of a podcast episode. The experiment will last approximately 120 minutes.

You are warmly invited to take part in the study. If you are interested in participating, please click on the "Information Sheet" button below. You will be presented with a participant information sheet which will provide all the required information about the study and it will give you time to consider your involvement and participation in the study. Clicking on "Information Sheet" does not impose any obligation. Therefore, you are not obliged to perform the study if you wish not to do so. It is also important to remember that you can withdraw from the study at any point of time. You can also have your data erased, and this will be done without giving a reason and without such decision having any adverse effects.

Thank you for your interest. Please feel free to contact us if you have any questions:

## Francesco Meggetto

PhD Candidate
NeuraSearch Laboratory
Department of Computer \& Information Sciences
University of Strathclyde
Livingston Tower
16 Richmond Street
Glasgow, G1 1XQ
francesco.meggetto@strath.ac.uk

Dr Yashar Moshfeghi
Senior Lecturer
NeuraSearch Laboratory
Department of Computer \& Information Sciences
University of Strathclyde
Livingstone Tower
16 Richmond Street
Glasgow, G1 1XQ
yashar.moshfeghi@strath.ac.uk
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## B. 2 Information Sheet for The Study

# Appendix B. Participant Overview and Information Sheet, Consent Form, Task Execution Sheet, and Questionnaires 

## B.2.1 Topical Session

## Information Sheet

Name of department: Computer \& Information Sciences, University of Strathclyde
Title of the study: Online Segment Retrieval Podcast User Study

## Introduction

Our research revolves around investigating the influence of different modalities, in the context of podcast segment retrieval, for multimodality podcast information access. We are also interested in understanding users' behaviour during podcast listening and the level of relevance of the retrieved podcast segments. A segment is defined as a two-minute snippet of a podcast episode.

The experiment is entirely conducted through a questionnaire that will start after completion of a consent form in the next step. You are being invited to take part in the study. Before you decide to participate, it is important for you to understand why the research is being conducted and what will be involved during the procedure. Please take time to read the following information carefully and ask us if there is anything that is not clear or if you would like more information. Take time to decide whether or not you wish to take part. Thank you for reading this.

## What is the purpose of this research?

The aim of the present study is to investigate the role of user behaviour in the context of assessing the relevance (from high-relevant to nonrelevant) of the retrieved podcast segments to answer a topical information need (i.e., finding general information about a topic).

By examining various modalities and the relevance judgements, we would like to understand (i) the effect of different modalities on task completion and (ii) the user behaviour as well as textual and audio characteristics of podcasts that allow for the defining of relevant from non-relevant segments.

## Do you have to take part

You do not have to take part in the study, and participation is voluntary. Should you consent to participate in the study, you still have the right to withdraw at any time without providing any explanation

## What will you do in the project?

The experiment will take place online and entirely through a questionnaire. Whilst you perform the experimental tasks, we will continuously record your interactions within the podcast system (e.g., which segment you listen to, the listening activity such as play/pause, etc.). This will give us the necessary information to understand the role of user behaviour in the context of assessing the level of relevance for the retrieved segments.
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The experiment will last approximately 120 minutes and it is completely voluntary. Before introducing the survey and starting the experiment, a consent form will be presented. After agreeing to the stated conditions and signing it (where you will be asked to provide your randomly assigned participant's ID for validation purposes only), you will then start the experiment with an entry questionnaire. The entry questionnaire will contain demographic questions (i.e., age, education level) and the level of experience and familiarity with podcasts.

There are a total of four tasks to perform, each taking 15 minutes to complete. Each task will have a different topic for a topical type of search intent (i.e., you want to find information about a topic), and a variation of the podcast streaming platform (standard or enriched system). Prior to the start of the tasks, explicit instructions and a training video will be provided.

The specifics of each task will be provided before the start of the task. After completing each task, in the respective post-task questionnaire there are questions about the participant's views on the given task, their level of interest and engagement, and the task's perceived difficulty. After all tasks have been completed, there is a final exit questionnaire. This final stage includes questions about the tasks, the participant's overall experience with the experiment, and system and task preference.

Please note that we strongly encourage participants to assess the relevance of the segments to the best of their abilities and to provide explicit feedback (like / dislike or textual feedback with explicit rating). The participant's participation might be declined if the performance is too low, i.e. they misjudge the relevance level of too many segments. Please feel free to pose any questions during the session. It is also important to remember that a participant can withdraw from the study at any point in time. Upon participant's request, all their data can be erased, and this shall be done without giving a reason and without such a decision having any adverse effects.

## Why have you been invited to take part?

You have been invited to take part in the experiment because you possess an advanced level of the English language (listening, reading, and writing).

What information is being collected in the project?
Standard demographic information, participant's views, and experience with podcasts will be collected through the questionnaire. The participant's randomly assigned ID will also be collected, and solely for validation purposes. Researchers will collect the participant's interactions with the podcast streaming platform as the experimental tasks are performed. All the data that is being collected and stored is complaint with the General Data Protection Regulation (GDPR). Once the participation is validated, the respective participant's ID will be permanently and securely deleted from the collected data. No other personal or identifiable information is collected nor will be used.

## What happens to the information collected from the project?

All information and data collected during the experiment will be anonymised to the best of our abilities. No personal details will be collected except for the potentially identifiable participant's randomly assigned ID. This will be securely stored in digital format, encrypted, and permanently deleted as soon as the data is collected and the corresponding participant's participation is validated. The interaction logs and survey data we collect will be retained by the organisation's researchers and may be used in future project publications, following similar ethically approved research protocols. Your participation will remain confidential. Any directly identifiable information (i.e. the participant's assigned ID) will NOT appear in any published documents relating to the research conducted.

## Who will have access to the information?

Only the organisation's researchers will have access to the data. It is possible that the data may be used by the below-mentioned researchers for other similar ethically approved research protocols, where the same standards of confidentiality will apply. Due to the
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sensitive nature of the data, the data will not be shared (unless approved by the Principal Investigator: Dr Yashar Moshfeghi).

## Where will the information be stored and how long will it be kept for?

Only the organisation's researchers will have access to the data. It is possible that the data may be used by the below-mentioned researchers for other similar ethically approved research protocols, where the same standards of confidentiality will apply. The collected data will be stored in a secured and encrypted location within the department of Computer \& Information Sciences at the University of Strathclyde. The location will be password protected, and under the management of the University of Strathclyde's network and data protection team. As per UK Research and Innovation (UKRI)'s requirements, the data will be kept for ten years, after which it will be securely disposed.

## What happens next?

Please, take time to consider your involvement and participation in the present study. If you are happy to be involved in the study, please click on "Next Step", where you will be presented with a consent form. After agreeing to all stated conditions, the experiment will begin. Otherwise, if you do not want to take part in the study, we thank you for your time and attention.

Thank you for reading this information. Please feel free to contact the researchers if you are unsure about the study. Researchers contact details:

## Francesco Meggetto <br> Dr Yashar Moshfeghi

PhD Candidate
NeuraSearch Laboratory
Department of Computer \& Information Sciences
University of Strathclyde
Livingston Tower
16 Richmond Street
Glasgow, G1 1XQ
francesco.meggetto@strath.ac.uk

Senior Lecturer
NeuraSearch Laboratory
Department of Computer \& Information Sciences
University of Strathclyde
Livingstone Tower
16 Richmond Street
Glasgow, G1 1XQ
yashar.moshfeghi@strath.ac.uk

## Chief Investigator details:

This research was granted ethical approval by the Computer \& Information Sciences Departmental Ethics Committee (University of Strathclyde) under application number 2077. If you have any questions or concerns, before, during or after the investigation, or wish to contact an independent person to whom any questions may be directed or further information may be sought from, contact details are provided below:

Departmental Ethics Committee
Department of Computer \& Information Sciences
University of Strathclyde
ivingstone Tower
26 Richmond Street
Glasgow
G1 1XH
Scotland, United Kingdom
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## B.2.2 Known-Item Session

## Information Sheet

Name of department: Computer \& Information Sciences, University of Strathclyde
Title of the study: Online Segment Retrieval Podcast User Study

## Introduction

Our research revolves around investigating the influence of different modalities, in the context of podcast segment retrieval, for multimodality podcast information access. We are also interested in understanding users' behaviour during podcast listening and the level of relevance of the retrieved podcast segments. A segment is defined as a two-minute snippet of a podcast episode.

The experiment is entirely conducted through a questionnaire that will start after completion of a consent form in the next step. You are being invited to take part in the study. Before you decide to participate, it is important for you to understand why the research is being conducted and what will be involved during the procedure. Please take time to read the following information carefully and ask us if there is anything that is not clear or if you would like more information. Take time to decide whether or not you wish to take part. Thank you for reading this.

## What is the purpose of this research?

The aim of the present study is to investigate the role of user behaviour in the context of assessing the relevance (from high-relevant to nonrelevant) of the retrieved podcast segments to answer a known-item information need (i.e., finding something that is known to exist but under an unknown name).

By examining various modalities and the relevance judgements, we would like to understand (i) the effect of different modalities on task completion and (ii) the user behaviour as well as textual and audio characteristics of podcasts that allow for the defining of relevant from non-relevant segments.

## Do you have to take part?

You do not have to take part in the study, and participation is voluntary. Should you consent to participate in the study, you still have the right to withdraw at any time without providing any explanation

What will you do in the project?
The experiment will take place online and entirely through a questionnaire. Whilst you perform the experimental tasks, we will continuously record your interactions within the podcast system (e.g., which segment you listen to, the listening activity such as play/pause, etc.). This will
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give us the necessary information to understand the role of user behaviour in the context of assessing the level of relevance for the retrieved segments.

The experiment will last approximately 120 minutes and it is completely voluntary. Before introducing the survey and starting the experiment, a consent form will be presented. After agreeing to the stated conditions and signing it (where you will be asked to provide your randomly assigned participant's ID for validation purposes only), you will then start the experiment with an entry questionnaire. The entry questionnaire will contain demographic questions (i.e., age, education level) and the level of experience and familiarity with podcasts.

There are a total of four tasks to perform, each taking 15 minutes to complete. Each task will have a different topic for a known-item type of search intent (i.e., finding something that is known to exist but under an unknown name), and a variation of the podcast streaming platform (standard or enriched system). Prior to the start of the tasks, explicit instructions and a training video will be provided.

The specifics of each task will be provided before the start of the task. After completing each task, in the respective post-task questionnaire there are questions about the participant's views on the given task, their level of interest and engagement, and the task's perceived difficulty. After all tasks have been completed, there is a final exit questionnaire. This final stage includes questions about the tasks, the participant's overall experience with the experiment, and system and task preference.

Please note that we strongly encourage participants to assess the relevance of the segments to the best of their abilities and to provide explicit feedback (like / dislike or textual feedback with explicit rating). The participant's participation might be declined if the performance is too low, i.e. they misjudge the relevance level of too many segments. Please feel free to pose any questions during the session. It is also important to remember that a participant can withdraw from the study at any point in time. Upon participant's request, all their data can be erased, and this shall be done without giving a reason and without such a decision having any adverse effects.

## Why have you been invited to take part?

You have been invited to take part in the experiment because you possess an advanced level of the English language (listening, reading, and writing).

## What information is being collected in the project?

Standard demographic information, participant's views, and experience with podcasts will be collected through the questionnaire. The participant's randomly assigned ID will also be collected, and solely for validation purposes. Researchers will collect the participant's interactions with the podcast streaming platform as the experimental tasks are performed. All the data that is being collected and stored is complaint with the General Data Protection Regulation (GDPR). Once the participation is validated, the respective participant's ID will be permanently and securely deleted from the collected data. No other personal or identifiable information is collected nor will be used.

## What happens to the information collected from the project?

All information and data collected during the experiment will be anonymised to the best of our abilities. No personal details will be collected, except for the potentially identifiable participant's randomly assigned ID. This will be securely stored in digital format, encrypted, and permanently deleted as soon as the data is collected and the corresponding participant's participation is validated. The interaction logs and survey data we collect will be retained by the organisation's researchers and may be used in future project publications, following similar ethically approved research protocols. Your participation will remain confidential. Any directly identifiable information (i.e. the participant's assigned ID) will NOT appear in any published documents relating to the research conducted.

## Who will have access to the information?
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Only the organisation's researchers will have access to the data. It is possible that the data may be used by the below-mentioned researchers for other similar ethically approved research protocols, where the same standards of confidentiality will apply. Due to the sensitive nature of the data, the data will not be shared (unless approved by the Principal Investigator: Dr Yashar Moshfeghi).

## Where will the information be stored and how long will it be kept for

Only the organisation's researchers will have access to the data. It is possible that the data may be used by the below-mentioned researchers for other similar ethically approved research protocols, where the same standards of confidentiality will apply. The collected data will be stored in a secured and encrypted location within the department of Computer \& Information Sciences at the University of Strathclyde. The location will be password protected, and under the management of the University of Strathclyde's network and data protection team. As per UK Research and Innovation (UKRI)'s requirements, the data will be kept for ten years, after which it will be securely disposed

## What happens next?

Please, take time to consider your involvement and participation in the present study. If you are happy to be involved in the study, please click on "Next Step", where you will be presented with a consent form. After agreeing to all stated conditions, the experiment will begin. Otherwise, if you do not want to take part in the study, we thank you for your time and attention.

Thank you for reading this information. Please feel free to contact the researchers if you are unsure about the study. Researchers contact details:

## Francesco Meggetto

Dr Yashar Moshfeghi
hD Candidate
NeuraSearch Laboratory
Department of Computer \& Information Sciences
University of Strathclyde
Livingston Tower
16 Richmond Street
Glasgow, G1 1XQ
francesco.meggetto@strath.ac.uk

Senior Lecturer
NeuraSearch Laboratory
Department of Computer \& Information Sciences University of Strathclyde

Livingstone Tower 16 Richmond Street
Glasgow, G1 1XQ
yashar.moshfeghi@strath.ac.uk

## Chief Investigator details:

This research was granted ethical approval by the Computer \& Information Sciences Departmental Ethics Committee (University of Strathclyde) under application number 2077. If you have any questions or concerns, before, during or after the investigation, or wish to contact an independent person to whom any questions may be directed or further information may be sought from, contact details are provided below:

Departmental Ethics Committee
Department of Computer \& Information Sciences
University of Strathclyde
Livingstone Tower

26 Richmond Street
Glasgow
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G1 1XH
Scotland, United Kingdom
Telephone: 01415483707
Email: ethics@cis.strath.ac.uk
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## B. 3 Consent Form

## Consent Form

Name of department: Computer \& Information Sciences, University of Strathclyde.
Title of the study: Online Segment Retrieval Podcast User Study
thics Approval No.: 2077

Researcher's name: Francesco Meggetto
Researcher's email: francesco.meggetto@strath.ac.uk

If you would like a copy of the consent form to keep, please ask the researcher. If you have any complaints or concerns about this research, you can direct these to Departmental Ethics Committee, in writing by email at: ethics@cis.strath.ac.uk

Please read the following statements and indicate whether you agree by ticking the box for each statement

Please provide your Participant ID: *

I confirm that I have read and understood the Participant Information Sheet for the above project and the researcher has answered any * queries to my satisfaction.

I confirm that I have read and understood the Privacy Notice for Participants in Research Projects and understand how my personal information will be used and what will happen to it (i.e. how it will be stored and for how long)

I understand that my participation is voluntary and that I am free to withdraw from the project at any time, up to the point of completion, without having to give a reason and without any consequences
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I understand that I can request the withdrawal from the study of some personal information and that whenever possible researchers * will comply with my request.

I understand that anonymised data (i.e. data that do not identify me personally) cannot be withdrawn once they have been included in * the study.

I understand that any information recorded in the research will remain confidential and no information that identifies me will be made * publicly available.

I understand that my randomly assigned Participant ID will be collected. The Participant ID is solely used to verify and validate my participation in the study. It will securely be deleted immediately after my participation is validated, thus resulting in no personal identifiable information being collected, stored, and used by the researchers.

I consent to being a participant in the project. *

I consent to be a participant in this study. *

* Required field
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## B. 4 Entry Questionnaire
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## B.4.1 Part A

## Entry Questionnaire

Researcher's name: Francesco Meggetto
Researcher's email: francesco.meggetto@strath.ac.uk

What gender do you identify as? *

Is your gender identity the same as the sex you were assigned at birth? *
$\bigcirc$ Yes
$\bigcirc$ No

Prefer Not To Say

What is your age? *
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How many years of formal education do you have? *

What is the highest degree or level of school you have completed? If currently enrolled, highest degree received. *

What is your current occupation? *

How would you rate your english level skills? *

## * Required field
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## B.4.2 Part B

## Entry Questionnaire

```
What are your main reasons for listening to podcasts? Please select all that apply.
For entertainment / to relax
For emotional companionship
To learn practical knowledge and skills
For hobby and interested
To find like-minded people or make new friends
To learn new things and explore more
To stay up-to-date with the trends
I follow the hosts or guests
```

What are the activities you do while listening to podcasts? Please select all that apply.
Not doing anything else, focused on listening

Indoor exercising
Driving

Dining
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```
Studying or working
Relaxing before going to sleep
Walking or riding a bike
Doing housework or chores (including Cooking)
Outdoors walking, running, or walking dogs
During leisure time
Getting ready for breakfast or other morning routine
Riding public transportation
```

When considering a new podcast, is important that the podcast shows (select all that apply):
Episode title
Frequency of new episode releases

That you have heard of the presenterThe podcast's ratings and reviewsThat you have heard of the interview guest

Episode description

During what time of the day do you usually listen to podcasts? *Afternoon (12-17)Morning (6-11)
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Evening (18-23)

How many hours per week do you listen to podcasts? *

Which of the following streaming services have you previously used? Select all that apply.
Tuneln Radio

Google Podcasts
Audible
Spotify
YouTube

Sticher

Apple Podcasts

* Required field
© 2023 Copyright: NeuraSearch Laboratory
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## B.4.3 Part C

## Entry Questionnaire

How would you rate your experience in finding general information about a topic? *

How would you rate your experience in finding something that you know exists but under an unknown name (i.e., known-item)? *

How would you rate your experience of searching for podcasts? *

How would you rate your experience in finding information from a podcast (e.g., when listening to one)? *

How would you rate your experience in navigating the catalogue of podcasts? *
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Do you have any further comments you would like to share with us with regards to podcast search and/or your engagement with existing streaming services?

* Required field
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## B. 5 Task Execution

## Task Execution

Please read carefully the instructions below. It is important that you do NOT outsource any external information about the topic presented below (i.e., do not perform a web search to learn more about this topic). The topic and your task description for this task are:

## Topic: "causes and prevention of wildfires"

Task Description: 2019 saw a large number of wildfires, in Australia, California, and the Amazon. What were people saying about them? What caused them? How could they be prevented? I am interested in news reports but also speculation, rumor, and unverified information.

## Instructions

Please, make sure you read and understand the topic and task presented above. You will then be asked to do the following, and in this order:

1. Click on the button "Perform Task". This will open a new tab on your browser, redirecting you to the podcast streaming platform. IMPORTANT: do NOT close the survey tab
2. Login / Sign up to the podcast streaming service using the Participant ID that you have provided in the consent form. You will be reminded of your ID below.
3. You will be presented with an automatically generated playlist of ten podcast segments. They are 2-minute long snippets of podcast episodes. You can learn more about these segments by clicking on them and inspecting their episode's metadata (e.g., description).
4. Listen to as many segments as necessary to complete the task.
5. Listen to segments in any order you wish
6. Feel free to use any of the features provided by the podcast streaming_platform in order to best complete the task (e.g., the listening controls)
7. Mandatory: please use thumbs up/down to provide relevance and provide feedback for all segments you have listened.
8. Once you have completed your task, close the podcast streaming system and continue with the survey.
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## Training Video

Please note that this video is only showcasing the podcast streaming platform and how to follow the instructions. It does not illustrate how to complete the task successfully!


As a reminder, this is your Participant ID: test-subject-123

I confirm that this is my Participant ID. *

I understand that I will not close this window whilst performing the task. *

## Perform Task

[^8]
## * Required field
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## B. 6 Post-Task Questionnaire

Post Task Questionnaire

The podcast system that I used was:

Annoying *

Frustrating*

Confusing *

Visually Appealing *

Attractive *

The task that I performed was:
Strongly Disagree Somewhat Disagree Neither Agree Nor Somewhat Agree Strongly Agree

Tiring *
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## B. 7 Exit Questionnaire
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## B.7.1 Part A

Exit Questionnaire

In this final questionnaire, we are going to ask you a few questions with regards to your performance, your view of the experiment, and which system and task you preferred and why.

I feel that, during the study, I was:

Given clear
instructions

Motivated *

Bored *

Comfortable *

Interested *

Tired *

Given enough time *

At ease with the
procedure
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Under pressure *

* Required field
© 2023 Copyright: NeuraSearch Laboratory
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## B.7.2 Part B

## Exit Questionnaire

## 1. My effort was constant throughout all four tasks: *

Y Yes
$\bigcirc$ No
2. If you answered "no" to question 1, please identify the task which you think you have put more effort in:
3. I believe my performance was constant throughout all tasks: *
$\bigcirc$ Yes
$\bigcirc$ No
4. If you answered "no" to question 3, please identify the task which you think you have performed better:
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```
5. Did you find some tasks harder than others? *
    Yes
    ONo
```

6. Please describe your answer for question 5. *
7. Which system did you prefer? *

Baseline

Enriched (with transcript)
8. Please describe your answer for question 7. *

## 9. With regards to completing the task, having the transcript was:

Strongly Disagree Somewhat Disagree Neither Agree Nor Somewhat Agree Strongly Agree Disagree
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10. Please tell us what you thought of this study and how we could improve it and/or any other general comments.

## * Required field

```
《 Previous Step Next Step >
```

ํ ( 0 ค $\triangle$


[^0]:    ${ }^{1}$ https://trecpodcasts.github.io/

[^1]:    ${ }^{1}$ https://www.aicrowd.com/challenges/spotify-sequential-skip-prediction-challenge

[^2]:    ${ }^{1}$ Leaderboard results available on cited manuscripts and/or at https://www.aicrowd.com/ challenges/spotify-sequential-skip-prediction-challenge

[^3]:    ${ }^{1}$ Demonstration available at https://youtu.be/k9Z5w_KKHr8

[^4]:    ${ }^{1}$ Descriptions available at: https://trecpodcasts.github.io/participant-instructions-2020. html

[^5]:    ${ }^{2}$ The complete list of topics is available at https://trecpodcasts.github.io/resources/ podcasts_2020_topics_train.xml and https://trecpodcasts.github.io/resources/podcasts_ 2020_topics_test.xml

[^6]:    ${ }^{3}$ https://github.com/ankane/ahoy\#gdpr-compliance-1

[^7]:    What is your nationality? *

[^8]:    I have completed the task and I am ready to proceed to the next stage *

