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Abstract  

The aerogel particulate and fibre reinforced composites are becoming more and more popular 

due to their exceptional properties, nevertheless, they do face a range of challenges that need 

to be overcome for wider applications. The main ones include a lack of understanding of the 

interactions between aerogels and reinforcing fibre materials, lack of appropriate models to 

predict their performance, and finally, lack of property database, allowing for an informative 

selection of aerogel composites as a viable alternative to other materials. The primary goal of 

this work is to tackle those challenges and provide a better fundamental understanding of some 

cases of aerogel composites.  

In order to fulfil the thesis' goals, the aerogel influence on the various thermal and mechanical 

properties of epoxy and vinyl ester polymers were investigated. By incorporating various 

weight contents and sizes of silica and polyimide aerogel particles into these polymers, their 

thermal conductivity, compressive properties, and other thermomechanical properties in these 

particle-filled polymers have been evaluated. Overall, created composites presented a 

significant decrease in thermal conductivity, while the introduction of porous particles 

deteriorated composite mechanical response. Additionally, micromechanical testing of the 

interface between aerogel and fibre reinforcement has been performed for the first time to 

understand their bonding ability. By designing a method to deposit an aerogel droplet 

surrounding the fibre, the microbond tests were enabled, and the results revealed poor adhesion 

between aerogel and selected fibre type in general.  

In addition to the experimental part, this study also focused on modelling aerogels and aerogel 

composites, which provided insight into the interactions between aerogels and most common 

reinforcement materials using a multiscale approach. As a result, the nanoscale analysis using 

molecular dynamics allowed to estimate thermal and mechanical properties of low density 

silica and polyimide. What is more, the aerogel-fibre interfacial properties values have also 

been obtained though modelling. Finally, the microscale model was used to model the thermal 

and mechanical properties of epoxy composites. A close match between experimental and 

modelled thermal conductivity and compressive modulus of epoxy combined with low density 

silica or polyimide particles has been achieved by incorporating the nanoscale properties into 

the micromechanical model.   
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1 Introduction 

1.1 Background 

The term "aerogel" describes various materials derived from organic, inorganic or hybrid 

molecular precursors created during a sol-gel process jointly with the utilisation of appropriate 

drying techniques to maintain three-dimensional and highly porous structure resulting in 

material porosity of even up to 99% [1]. The begging of aerogels is dated back to 1931, when 

Kistler synthesised the first inorganic, silica aerogel [2]. Kistler based his experiment on the 

observation carried by Graham in 1864, who had successfully replaced a water part of silica 

gel with alcohol (organic solvent) and Butschli in 1896, who did the same with gelatine [3]. 

During his experiments, Kistler managed to synthesise aerogels using various materials other 

than silica, including tungstic, ferric, aluminium, stannic oxide and nickel tartrate, and some 

organic ones like gelatine, agar, nitrocellulose or egg albumin. In addition, in his attempts to 

create rubber aerogels, a variety of solvents used during supercritical drying was tested, such 

as propane, ethyl ether, and liquid CO2 [2]. Despite the first silica aerogel being produced by 

Samuel Kistler in 1931, research into these highly porous solids was not widespread until 

much later due to the long and complex production process required [4]. It was not until 

Stanislaus Teichner found in what year that aerogels porous network could store rocket fuel 

that aerogels research and development began to grow [4]. Since then, the number of created 

aerogels was steadily increasing. In their work Woignier, Phalippou and Zarzycki expanded 

the knowledge regarding aerogels silicate while Teichner explored the simple and binary 

oxides aerogels [5, 6]. In 1989 Pekala has undertaken a different path and created aerogel with 

resorcinol-formaldehyde, which was then subjected to pyrolysis for the creation of carbon 

aerogel [7, 8]. As indicated by Figure 1-1, the interest in aerogels has been rapidly growing 

over the last decades. Current research focuses on making aerogel production more cost-

effective as well as developing new aerogel types such as sulphated zirconia, TiO2, or exotic 

chalcogenide aerogels [9-12]. In addition, many studies have been analysing testing methods 

to correctly analyse the mechanical, thermal, and optical properties of created materials [12-

21]. Finally, the investigations aiming at the implementation of aerogel materials into 

commercial applications have also unlocked aerogel potential in many industrial sectors such 

as containment of nuclear waste, energy storage devices, metal casting moulds, CO2 trapping, 

chemical sensors, water-repellent coatings, acoustic transducers, adsorption of pollutants  etc. 

[12, 19-23].  
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Figure 1-1 Number of articles published regarding "aerogels" over the last 23 years 

(ScienceDirect Database). 

Nowadays, superior insulators are becoming increasingly relevant in low-carbon and energy 

efficient development. As global issues such as depletion of fossil fuels, an increasing 

population and global warming become more prevalent, novel solutions to conserve energy 

loss are widely investigated [1, 2]. With numerous companies successfully commercialising 

aerogel products (including Aspen Aerogels Company, Cabot Corp., American Aerogel Corp., 

etc.), aerogels are become a viable solution to tackling some the global issues [12, 24-26].  

Silica aerogel, the leading representative of the aerogel family, is an extremely lightweight (2 

g/cm3), highly porous material (typical porosity) with one of the lowest documented thermal 

conductivities of 15 - 40 mWm-1K-1 [3]. It proves to be an ideal insulating material, however, 

its brittle nature hinders the utilisation of silica aerogel in multiple applications. Therefore, a 

significant amount of effort has been put into strengthening the aerogels and mitigating their 

highly brittle nature. It involves the combination of aerogels with more durable materials 

allowing the structural weaknesses to be overcome while providing superior thermal 

properties. The most common approach is based on synthesising the aerogel with fibre 

reinforcement, resulting in the creation of aerogel blankets [27, 28]. Others attempt to exploit 

aerogels natural properties and develop the superior thermal characteristics of materials 

through the incorporation of silica aerogel particles [29-32]. Silica aerogel/epoxy composites 

are one example that can offer exceptional improvements to thermal conductivity while 

retaining desirable mechanical properties [33]. Despite these potential solutions based on 

composites concept, aerogel composites also face significant challenges. The main one being 

a lack of understanding of the interactions between aerogels and reinforcing materials in 
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aerogel blankets or polymeric materials in aerogel filled resins. Such a knowledge gap prevents 

us from utilising aerogel composites to their full potential, and the dusty nature of aerogel 

blankets resulting from low interfacial adhesion between aerogel and fibrous reinforcement 

can be used as a prime example. The other issues faced by aerogel composites include lack of 

appropriate models to predict their performance and lack of properties' database allowing for 

an informative selection of aerogel composites as a viable alternative to other materials.  

1.2 Aims and objectives 

As discussed above, the aerogels are still emerging materials, and in order to fully utilise their 

superior properties, a wide range of challenges still have to be overcome. Aerogels 

incorporation into composite materials seems to be the most promising approach forward. 

Nevertheless, it is substantially hindered by the lack of understanding of interactions between 

different constituents. Therefore, the primary goal of this thesis is to provide a better insight 

into the interactions between aerogels and the most common reinforcement materials using 

multiscale modelling and experiment. Additionally, the influence of aerogel on the various 

properties of polymer matrices is also investigated, allowing for the broader incorporation of 

aerogel materials into future projects. To fulfil the goal of this thesis, the following objectives 

have been formulated: 

1) To experimentally investigate the effect of aerogel particles on the mechanical and 

thermal properties of some most common resin materials, including epoxy and vinyl 

ester. 

2) To investigate the interfacial adhesion of aerogel fibrous composites using 

micromechanical testing methods.  

3) To use the multiscale modelling approach to study silica and polyimide aerogels' 

thermal and mechanical properties and their interactions with reinforcement materials. 

Even though a certain amount of research has already been devoted to assessing the properties 

of aerogel composites either experimentally or through modelling means, the following thesis 

introduces a great deal of novelty by focusing on the interface between the aerogel and 

reinforcing materials. As a result, the thesis includes the following innovative investigations 

that have not been seen in the literature: 

• The micromechanical testing of aerogel-fibre adhesion 

•  The molecular dynamics study of polyimide aerogel properties 

• The molecular dynamics study of thermal and mechanical properties of aerogel 

composites interface. 
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•  The analysis of the wide range of thermomechanical properties of epoxy and vinyl 

ester resin filled with aerogel particles. 

1.3 Outline of thesis 

Chapter 2 presents the fundamental background focusing on the materials used during this 

study and the multiscale modelling approach.  

Chapter 3 gives the results of the mechanical and thermal testing of aerogel filled polymers.  

Chapter 4 discusses the micromechanical investigation of silica and polyimide aerogel 

adhesion to various reinforcement fibres.   

Chapter 5 presents the nanoscale investigation of low density silica and polyimide thermal and 

mechanical properties and their interactions with reinforcement materials via molecular 

dynamics modelling. 

Chapter 6 presents the microscale modelling of epoxy composites incorporating the results 

obtained from the nanoscale investigation.  

Chapter 7 summarises the main findings of this thesis and suggests future work in this area. 
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2 Fundamental background 

This chapter introduces the fundamental overview of two main topics of interest for this study. 

It commences with an overview of aerogels and aerogel composites. As a result, the history 

and synthesis of silica and polyimide aerogels have been analysed, followed by the description 

of aerogel particulate and fibrous composites including the reinforcement materials used for 

their preparation. The second part of this chapter focuses on the theoretical background of 

multiscale modelling. It also highlights the basics of simulation methods used in this study 

including molecular dynamics and finite element analysis.  These above topics are presented 

as a separate chapter as they provide overlapping common ground for more than one of the 

subsequent chapters.   

2.1 Materials overview 

2.1.1 Aerogel 

2.1.1.1 Silica aerogel 

As mentioned before, the silica aerogel was the first aerogel ever synthesized. Kistler’s initial 

attempts to create aerogel were conducted with the use of sodium silicate and hydrochloric 

acid to create the gel. 

 Na2SiO3 + 2HCl + (x-1)H2O → SiO2·xH2O + 2NaCl Eq. 1 

To remove the water from the gel, Kistler utilised simple drying techniques; nevertheless, the 

resulting lattice collapsed due to the surface tensions and capillary forces. In the subsequent 

attempts, the samples were exposed to high pressure, and the critical water temperature was 

reached. Afterwards, under constant temperature, the pressure was lowered, resulting in the 

vapour leaving the pores without damaging the lattice [2]. With the supercritical drying 

process in place, Kistler faced another issue as the silica network reacted with supercritical 

water. To overcome this problem, the liquid was replaced with ethanol which was non-reactive 

and required less demanding conditions for supercritical drying. On the other hand, the liquid 

replacement technique appeared to be highly time-consuming. Due to the complex 

manufacturing process, aerogel development was suspended for few decades until 1985, when 

Pajonk and Teichner used it to store rocket fuel [34]. Resulting aerogels have characteristics 

of high porosity, large surface area, low density and excellent thermal insulating properties 

combining the features desired by many industrial sectors. The investigation carried out by 

Fritz and Jain revealed that the thermal conductivity of the silica aerogel could be as low as 17 

mW/mK, making it a potential solution for thermal insulation applications [35]. Nevertheless, 
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such intriguing features of silica aerogel result from the high porosity of the material and 

impose significant limitations upon the practical use of aerogels. Their mechanical 

performance is significantly hindered by the low intrinsic tensile strength of porous amorphous 

silica and the low density. As shown by previously conducted experiments by Woignier and 

Groß, the elastic modulus and tensile strength of silica aerogel can be up to four times lower 

than values for silica glass [5, 36, 37]. The silica aerogel has found an application in many 

scientific applications such as: radioluminescent devices, inertial confinement fusion or shock 

wave studies at high pressures [38-40]. 

 It is often accepted that the synthesis of silica aerogel can be divided into 3 main steps, 

including gel preparation, solvent exchange and drying. During the gel preparation process, 

the solid nanoparticles are dispersed through solution and connected to form a structure of 

particles across the whole substance. In order to obtain the gel, the first step includes the 

creation of sol by diluting silicon derivative such as silicon alkoxides, tetramethoxysilane or 

tetraethoxysilane; the last two have been successfully used in the creation of monolith silica 

aerogel [41]. A wide selection of solvents has previously been used, such as alcohols, dioxane, 

acetone or tetrahydrofuran. However, it is worth mentioning that alcohols can reduce the 

hydrolysis rate by taking part in an esterification reaction [42]. The hydrolysis process can 

result in various materials’ properties depending on used parameters with, the most crucial 

factor being Si: H2O ratio. Much research work was conducted to establish an optimum ratio, 

and in general, the agreement was that the increase in water concentration would decrease the 

gelation time as the chemical reactions were accelerated  [43, 44]. The next step of the gelation 

process, condensation, occurs in the presence of a catalyst with three main approaches of acid 

catalysis, base catalysis and two-step catalysis (including a different catalyst during hydrolysis 

and condensation) [42]. Through experimental methods, significant differences between these 

catalysis approaches were detected. In acid catalysis, randomly branched silica chains were 

created in sols, while in base catalysis, the uniform structure is obtained within sol. Acid 

catalyst usually incorporate HCl, H2SO4, HNO3, HF, oxalic, formic and acetic acids, while 

base one uses dilute ammonia [45, 46].  

Aging is the second step of silica aerogel synthesis and it aims to strengthen the silica links 

created during the gelation process to avoid pore collapse during further steps of the synthesis 

[47]. During this stage two main strengthening processes take place, which substantially 

influences the final internal structure of the silica aerogel [42]. The first one includes neck 

growth between neighbouring silica particles due to precipitation of dissolved silica onto 

necks, which are the weakest links in the pearl-necklace structure created by silica 
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nanoparticles. The second phenomenon incorporates precipitation of dissolved silica onto 

larger particles of  formed silica network [42]. Both processes are driven by differences in 

solubility of the material within the mixture. As a result, smaller particles with high solubility 

tend to precipitate onto necks (area of low solubility due to the geometry) and larger particles' 

surface (area of low solubility due to the particle size). On the other hand, the excessive ageing 

time can lead to reverse dissolution of previously precipitated particles (so-called “ripening 

mechanism”), resulting in the coarsening of the structure [42]. If the aerogel synthesis process 

includes either supercritical CO2 or ambient drying the solvent exchange become necessary. It 

can be performed alongside ageing or shortly afterwards, however solvent exchange 

conditions such as the chemical composition or temperature of the solvent can significantly 

affect the aerogel structure. As a result, in the past many studies were conducted investigating 

the effect of solvents upon material properties. Titulaer et al. and Chou and Lee measured the 

effect of solvents on surface area and indicated a close relation between the polarity of the 

solvent and resulting surface area [48]. Haereid et al. correlated the strength and stiffness of 

wet gels to the ageing time, temperature and pH of the solvent [49, 50]. Finally, Smitha et al. 

looked into the effect of solvent onto porosity of the resulting silica aerogel and reported that 

using solvent with 80% of tetraethyl orthosilicate (TEOS) gave the lowest bulk density and 

shrinkage of the sample while providing the highest surface area and pore volume [51].  

Drying is the final step in silica aerogel preparation, during which the solvents are being 

removed, leaving a solid porous structure. It has been widely recognised that drying is the 

most crucial of all the synthesis steps and it is driven by capillary stresses occurring when a 

transition from liquid to gas state takes place within the pores. Even though siloxane bonds 

have a partially covalent character, making them more resistant to drying effects than other 

oxide gels, the stresses within structure can reach up to 200 MPa causing cracks and pore 

collapse.  Multiple drying techniques have been developed to replace a liquid part of the gel 

with gas and thus obtain lighter material.  However, the change in the drying process also 

affects the internal structure of the materials. As a result, multiple additional materials, such 

as xerogels and cryogels, were defined as presented in Figure 2-1. 
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Figure 2-1 Types of material obtained as a result of various drying techniques [52]. 

Following the IUPAC definition, xerogel is an “open network formed by the removal of all 

swelling agents from a gel” and is obtained by drying the gel under atmospheric conditions 

[53]. Other variation of this method, the atmospheric pressure drying (APD) incorporates 

placement of the gel/solvent mixture at the elevated temperatures in order to accelerate the 

drying process. Quite frequently the multi-step drying approaches are being used with each 

step gradually increasing temperature until reaching desired temperature. During the drying 

process, the capillary stresses reduce the volume of the sample to 30% (or less) of starting gel 

volume. Cryogels are created by freezing gel or precursor solution in the so-called freeze-

drying [54]. However, this process has some drawbacks as the resulting lattice might be 

distorted or destroyed due to the nucleation and/or growth of solvent particles [55]. Finally, 

the most popular materials, aerogels, are created by replacing liquid components with gas 

during supercritical drying. Such a process includes heating the gel substance above the critical 

temperature of the solvent (Tc) while being exposed to critical pressure (Pc) of the solvent 

present in the material pores. This approach reduces pressure on aerogel walls and mechanical 

tension in entrapped liquid. As a result, the liquid-gas replacement can be conducted without 

collapse of the gel structure [12]. In case of silica gels submerged in ethanol solvent the process 

of supercritical drying with the use of CO2 includes the following steps. Firstly, the silica gel 

fully surrounded by the solvent is placed in the autoclave which is then pressurised to 5-6 MPa 

while the temperature of the system is lowered to 5-10°C [56]. Liquid CO2 is then introduced 

into the vessel in order to commence the replacement of the ethanol. Afterwards, the autoclave 

system is then heated and further pressurized until reaching critical temperature and pressure 

of the CO2. In order to ensure complete removal of the solvent, such conditions are maintained 

for various time depending on the silica gel geometrical features such as shape or thickness.  
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Finally, the CO2 is being released in a controlled manner until reaching ambient pressure 

marking the end of the aerogel synthesis process [56].  

2.1.1.2 Polyimide aerogel  

Organic aerogels have proven to provide significantly different properties than their inorganic 

counterparts [57]. They present improved mechanical properties, however, they do not 

perform well at elevated temperatures due to low thermal and dimensional stability [58]. In 

order to tackle these issues, the polyimide aerogel has been developed by scientists from 

NASA's Glenn Research Centre [59]. The resulting material presents outstanding properties 

with its strength exceeding 500 times the most popular silica aerogel while maintaining low 

thermal conductivity, low density, and manufacturing simplicity [59, 60].  In addition, 

polyimide aerogel is neither fragile nor dusty like silica aerogels and can be manufactured in 

the form of thin films providing flexible wrapping insulation. Polyimide aerogel has been 

incorporated into multiple space applications such as space suits insulation or landing 

applications, as well as filtering and high-performance sports applications [61, 62]. 

Currently, most processes used for the synthesis of polyimide aerogel follow similar steps as 

silica aerogel preparation, including gel formation, solvent exchange, and drying [61]. There 

are two main types of aerogel formations being reported, including linear and crosslinked ones. 

The linear polyimide aerogels have been traditionally synthesized using dianhydrides and 

diamines dissolved in polar aprotic solutions with the poly (amic acid). Following the addition 

of dehydrating agent, the chemical imidization leads to polyimide gel formation [61]. 

Alternatively, a dianhydride and a diisocyanate can be used without the addition of the 

dehydrating agent, as presented by Chidambareswarapattar et al. [63]. Although the cost of the 

latter method is lower due to the lower temperatures required, it also produces aerogel with 

inferior properties compared to samples produced with the usage of diamine [58].  

Crosslinked polyimide aerogel is the second type of polyimide aerogel that recently has been 

extensively investigated. It has been reported that crosslinked gels present a much lower 

shrinkage of less than 20% (compared to up to 60% for linear aerogels) due to their structure 

comprising a three-dimensional network [61]. The synthesis of crosslinked gels commences 

with the solution of excessive dianhydrides monomer and diamines monomer in polar aprotic 

solutions to obtain a poly (amic acid) solution (PAA). Next, the crosslinker with equal 

quantities of amino and anhydride such as 1,3,5-triaminophenoxybenzene (TAB) or 

octa(aminophenoxy)silsesquioxane (OAPS) is added to initiate the crosslinking process and 

produce polyimide gel [58]. The resulting gel is no longer soluble in the reaction solvent and 

thus it has to be submerged into ethanol or acetone to remove the remaining reaction solvent. 
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Following the solvent exchange, the PI gel undergoes a drying process using the same drying 

techniques as described in the silica aerogel section [61].  

Most of the research in polyimide aerogel focuses on the investigation of gel formation and 

drying upon the final properties of created aerogels. Guo et al. prepared PI aerogel with 

biphenyl-3,3′,4,4′-tetracarboxylic dianydride (BPDA), bisaniline-p-xylidene (BAX) and 

OAPS crosslinker, finalised with drying procedure using supercritical carbon dioxide (ScCO2) 

[64, 65]. Resulting material exhibited low thermal conductivity (14 mW/m K), low density (~ 

0.1 g/cm3) and high surface area (230-280 m2/g) [64, 65]. Meador et al. synthesised a wide 

range of polyimide aerogels, replacing OAPS crosslinker with cheaper 1,3,5-

triaminophenoxybenzene (TAB) [66]. In their study, BPDA and benzophenone-3,3′,4′4′-tetra-

carboxylic dianhydride (BTDA) dianhydrides were combined with multiple diamines such as 

Polydiacetylene (PDA), 4,4′-oxydianiline (ODA), and 2,2′-dimethylbenzidine (DMBZ), 

providing insight into how monomers' structures impact the morphology and macroscopic 

properties of Pi aerogels [66]. The lowest shrinkage (20%) and density (0.14 g/cm3) together 

with the highest porosity (above 90%) have been recorded for samples prepared with BTDA 

and DMBZ. On the contrary, the poorest results have been achieved for BPDA and p-

phenylene diamine (PPDA) combination. By manufacturing thin films, the mechanical 

properties of Pi aerogels have also been measured with tensile strength of films in the range 

of 4-9 MPa [66]. Finally, the PI aerogel samples presented high thermal stability with a glass 

transition temperature of 270 - 340°C, and the thermal decomposition temperature was ranging 

between 460 and 610°C [66]. 

Especially in the case of silica aerogel, a significant amount of effort has been put into 

improving their mechanical performance and mitigating their highly brittle nature. It involves 

the combination of aerogels with more durable materials allowing the structural weaknesses 

to be overcome while providing superior thermal properties. The most common approach is 

based on synthesizing the aerogel with fibre reinforcement, resulting in the creation of aerogel 

blankets [27, 28]. Others attempted to develop the superior thermal characteristics of various 

materials by incorporating silica aerogel particles into them or creating hybrid aerogel 

structures [29-32]. The following literature review will focus on the description of particulate 

reinforced composites and the polymers used in further parts of this study. In addition, it will 

discuss the fibrous composites and the fibre types used during microbond tests.   



11 

 

2.1.2 Particulate reinforced composites 

Particulate composites are defined as materials formed with at least one material starting in 

the particles phase being dispersed in a matrix consisting of a second material. The examples 

of such materials can be found everywhere around us with examples such as paints 

(combination of solvent, opaque particle and polymer), porcelain (mixed oxide ceramic 

crystals and glass phases) or brake pads (mix of graphite, metals, and ceramics) [67]. 

Particulate composites cannot be considered a modern discovery. Examples of intentional 

addition of particles to other materials have been noticed through almost whole known human 

history. One of the earliest examples come from China and it is a porcelain dinnerware dated 

to be almost 3500 years old. As a result of a combination of oxide minerals with water, thick 

paste was obtained and formed into desired shapes, followed by firing in charcoal kilns [68]. 

Another early example was discovered in South America around 300 BC, where Incas were 

fusing gold and platinum powders in temperatures reaching even up to 1100°C. The combined 

material later was subjected to forging and annealing processes to form everyday objects such 

as needles, spoons, fish hooks and jewellery [67, 69]. In Europe, examples of ancient 

particulate composites can be still found in Rome and, most precisely in Roman concrete used 

for the construction of more significant buildings. The cement was formed by incorporating 

brick fragments, stones, sand, volcanic ash, and limestone reinforcement with calcium, silica 

and water. Recent studies revealed that cured hydrated calcium-silicate formed crystals 

ranging in size from 2 to 30 μm which bonded remaining ingredients [70, 71]. All previously 

mentioned examples impacted further development of particulate composites leading to 

extensive development of this type of materials in the last 100 years. With the multitude of 

material combinations used to customize specific material, the polymer, metal and ceramic 

composites become the three most commonly used types [67, 72-74].  

Matrix is a homogeneous material connected throughout the structure of composite. It provides 

the medium and covers the particles from mechanical and/or environmental damage, and 

transfers the loads imposed on composite [75]. When considering the matrix material, 

particulate composites can be divided into three main categories with polymer matrix 

composites (PMCs), metal matrix composites (MMCs) and finally ceramic matrix composites 

(CMCs), as presented in Figure 2-2. As it can be expected, the selection of the matrix material 

influences the methods used for manufacturing, mechanical behaviour, and properties of 

created material. As a result, the selection of matrix material is crucial in composite design 

[76].  
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Figure 2-2 Classification of matrix materials used for particulate composites [70]. 

The polymer matrices are further divided into subgroups, including thermoset polymers, 

thermoplastic polymers and elastomers. The PMCs carries many advantages such as high 

specific strength and modulus, high damage tolerance and good fatigue resistance. 

Nevertheless, polymer-based materials are only suitable to be used for applications with 

relatively low service temperatures of up to 350°C [77]. Since the research conducted in this 

work will include only polymer-based composites, more detailed discussion of this matrix type 

will be presented in further parts of the chapter.  

Metallic and alloy matrices are most often used when high-temperature resistance is required, 

as they can withstand even up to 1200°C [70]. A vast majority of metals and their alloys can 

be utilised for composites manufacturing. However, the most common ones include 

lightweight metals such as aluminium, titanium or magnesium. These composites are 

frequently used in aerospace applications where both extremely high durability and low weight 

are necessary [78, 79]. The other type of metallic matrix, so called intermetallic matrices, 

involve combination of two or more metallic or semi metallic elements which exist together 

as homogeneous substance. Atomic level differences such as long-range ordering and fixed 

stoichiometry distinguish them from other alloys. Resulting materials have impressive 

mechanical properties at elevated temperatures due to the restriction of the dislocations 

movement, nevertheless at the cost of extremely low ductility [80]. The representative of 

intermetallic materials is molybdenum disilicide (MoSi2), frequently used as a heating element 

of furnaces [76, 79].  
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Ceramic matrix composites cover a broad range of inorganic materials (not including metallic 

materials), often requiring high-temperature processes [81]. The main advantage of ceramic 

matrices is high (compared to other matrix types) resistance to heat, abrasion, wear and 

chemical reactions. However, these benefits are offset by typically poor tensile and impact 

properties and low ductility, leading to catastrophic failures. The most important CMCs 

include silicon carbide, mullite or sodalime glass [81, 82].  

2.1.2.1 Aerogel filled composites 

Due to the various exceptional properties, the materials from the aerogel family have been 

identified as a desirable filler for particulate composites. Most often, the composites comprise 

different aerogel particles of varying sizes and shapes embedded into a polymer matrix 

structure. Figure 2-3 briefly summarise the aerogel and polymer combinations found in the 

recent research \\Salimian, 2018 #315//.  

 

Figure 2-3 Summary of studies about aerogel filled polymers divided by aerogel type. 

By analysing the literature, it can be noticed that most research focused on investigating the 

potential benefits of using silica aerogel particles. This is due to the superiority of its properties 

compared to other aerogels and the fact that it is the first aerogel being synthesized and 

commercialised. A number of investigations have been launched in characterising the 

properties of silica aerogel particles mixed with various polymers, with epoxy remaining the 

Aerogel filled polymers

Silica aerogel

Epoxy

Polyurethane

Polystyrene

Polypropylene

PVB

PVA

Polyimide

Poly(dimethyl
siloxane) 

Polyester

Carbon based 
aerogel

Epoxy

Polystyrene

Poly (methyl 
methacrylate)

Phenolic resin

Clay aerogel

PVOH

Pectin

Polyethylene

Natural rubber

Polyimide



14 

 

most popular one [24, 30-32, 83-94]. The majority of such studies have evaluated the impact 

of silica aerogel particles on epoxy thermal properties mainly due to the interest from the 

industry, wide availability, and resins’ ease of use [86]. Nevertheless, those investigations have 

mainly focused on mechanical properties of aerogel-filled composites and did not exploit the 

full potential they can provide in terms of thermal properties [85, 91, 95].  

Another type of widely used polymer filler is clay aerogel. It is combined with a broad range 

of water-soluble polymers such as poly(vinyl alcohol) (PVOH), natural rubber or poly(amide-

imide) [96-100]. The addition of organic polymer components allows clay aerogels to exhibit 

better mechanical properties than silica aerogel. However, such characteristics are strongly 

dependent upon the composition, microstructure and processing parameters [96, 99]. Also, the 

utilisation of specific polymers (such as pectin) results in complete biodegradability of the 

material. Combined with excellent mechanical properties and a cheap manufacturing process, 

clay-based aerogels are being noticed as a replacement of unrecyclable polymer foams in 

insulation and packaging areas [96, 97]. 

Finally, the effect of carbon-based aerogel has also been investigated with prominent 

representatives of this type of aerogels, including graphene aerogel, aerographite and carbon 

aerogel [86, 101-103]. With similar physical properties to other aerogel types, carbon aerogels 

attract attention mainly due to the extremely high electrical conductivity [104-106]. These 

outstanding properties of carbon aerogels find application in multiple industrial areas such as 

solar energy collection, electrochemical devices or catalyst support. Mostly combined with 

similar resin systems as silica aerogel, carbon-based aerogels allow for higher mechanical 

properties, including tensile strength and fracture toughness, on the other hand significantly 

increasing thermal conductivity values [107-110].  

2.1.2.2 Polymers 

The word “polymer” indicates a substance comprised of molecules with long sequences of one 

or more types of atoms or group of atoms connected using primary bonds (most often covalent) 

[111]. The molecules building polymer are called “macromolecules”, and they are formed in 

the process of linking together monomer molecules through the chemical process known as 

polymerization. As a result of polymerisation, multiple types of skeletal structures of polymers 

can be achieved, leading to different properties of synthesized materials. The simplest form of 

skeletal structure is the “linear” one, and it can be described as a chain with two ends able to 

link with other macromolecules. Other types include cyclic (ring) polymers which do not 

possess free ends. Branched polymers include lengthy side chains connected to the main chain 

at a branch point. Finally, network polymers being able to create three-dimensional structure 
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by joining with all neighbouring chains (crosslinking). Both branched and network polymer 

can be synthesized through polymerisation or, most common by crosslinking previously 

created shorter chains. The skeletal structure has been proved to have a significant impact on 

the properties of materials. As a result, the melting temperature of linear polyethylene is about 

20°C higher than branched polyethylene. In addition, the crosslinking density of breached and 

network polymers was investigated with high crosslinking density materials presenting higher 

mechanical properties [112].   

The majority of commercially available polymers are organic due to the presence of a covalent 

compound of carbon, and Figure 2-2 presents the most common classification of polymers by 

separating them into three groups, including thermoplastics, thermosets and elastomers.  

Thermoplastic polymers (also referred to as plastomers) are plastics that can be shaped in a 

specific temperature range, however, this process is reversible. As a result, after solidification, 

the change in shape is possible by reheating the material to its meting temperature, unless 

thermal degradation occurs. Examples of thermoplastics include polyethylene and nylon 

[113]. Completely different behaviour is presented by thermoset polymers that create three-

dimensional cross-linked structures, making it impossible for further alteration of the material 

shape. The leading representatives of this family of plastics are commonly used epoxy and 

polyester resins [114]. Elastomers can change their dimensions elastically under tensile or 

compressive stress but return to their initial state when stress is removed. The main reason 

behind such behaviour is very weak intermolecular forces and glass transition temperature 

below room temperature. Elastomers are most frequently used for the manufacturing of tyres 

or rubber seals [77].  

2.1.2.2.1 Epoxy resin 

The discovery of epoxy resins is dated to 1909 by Prileschajew [115]. They belong to the 

group of the thermosetting resin and are characterised by the presence of oxirane or epoxy ring 

in their molecular chain in a form presented below [116]: 

 

Figure 2-4 Epoxy ring molecular form [115]. 
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Properties of epoxy resins strongly dependent upon the type of epoxy and curing agent used. 

Three main classes of epoxides being used nowadays include phenolic glycidyl ethers, 

aromatic glycidyl amines and cycloaliphatics [115]. The oxirane groups present in epoxy 

monomers can react with various curing agents such as amine-type, alkali, anhydrides, and 

catalytic curing agents [117]. The following description of the epoxy curing process will focus 

on the cross linking behaviour of epoxy mixed with amine agents due to the use of such 

hardeners in further experimental and simulation studies. As a result, during the curing 

process, the polyaddition reaction happens as the epoxy ring open when being affected by 

active hydrogen in the curing agent. Afterwards, the nitrile group of curing agent and 

previously created hydroxyl group form the amide structure [118]. Initially, curing tends to 

form linear epoxy chains; however, it leads to crosslinking of formed chains as the reaction 

progresses. As a result, the molecular weight rapidly increases due to the linking of not only 

epoxy and amine monomers but also long chain segments. Finally, curing process leads to 

formation of an infinite a cross-linked 3 dimensional network of polymer chains and solid 

structure of epoxy [118].  

Epoxy resins present excellent mechanical properties (due to the high degree of cross-linking), 

good heat and chemical resistances and high adhesiveness to many substrates (excellent 

wetting properties) [119]. As a result, epoxies are widely used as general-purpose adhesives, 

composite reinforcing materials, high-performance coatings, and encapsulating materials 

[115].  

2.1.2.2.2 Vinyl ester resin 

Vinyl ester resin is a thermosetting matrix initially introduced to the industry in 1965 by Shell 

Chemical Company [120]. Chemically vinyl ester is quite similar to polyester incorporating 

backbone and multiple terminal ester groups but with different location of reactive sites (only 

two at the end of the chain) [121]. The main backbone of the vinyl ester can be obtained from 

epoxide, polyester, urethane or other resin systems, however, one derived from epoxy resins 

are of the most significant importance for industry [122]. In such vinyl ester, the synthesis is 

obtained by esterification of epoxy resin and unsaturated carboxylic acid (such as acrylic, 

methacrylic, terephthalic, or fumaric acid) [121]. Further, the diester is being diluted in a 

reactive solvent such as styrene (30-40% solid content) and finally cured by the addition of 

organic peroxide [123]. During the curing process, the free radical copolymerization of styrene 

with terminal reactive groups occurs, leading to creating a three-dimensional network of the 

polymer [123]. Due to the slow diffusion of catalyst through the polymer, the complete cure 
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is difficult to achieve while under atmospheric conditions [124]. As a result, post-curing at 

elevated temperature has to be accomplished to achieve full material strength [124].  

 

Figure 2-5 Monomer system of vinyl ester resin derived from Bisphenol A diglycidyl ether [125]. 

Vinyl esters present significant advantages over other polymer systems. Long molecular 

chains of vinyl esters can absorb loading shocks resulting in higher toughness and resilience 

compared to polyester[122]. In addition, the vinyl ester incorporates fewer ester groups that 

are especially susceptible to water degradation by hydrolysis, thus providing higher resistance 

to water and other chemicals [125]. Finally, having low vinyl functionality vinyl ester has 

minor shrinkage upon cure and lower peak exothermic temperatures [122]. Due to all 

mentioned advantages, vinyl esters are often selected to be used in marine, building, 

transportation and military applications [124]. 

2.1.3 Fibre-reinforced composites 

Most frequently, fibrous composites consist of three main components: the discontinuous or 

dispersed phase in the form of fibres, the matrix used as the continuous phase, and the 

interphase region. For the reinforcement to be considered a fibre, it needs to have a high ratio 

between length and the cross-sectional dimension, also called the aspect ratio. Overall, the 

fibrous composites can be defined by the geometry of the reinforcement used. In the case of 

the aligned composites, the fibres face the same direction and the material properties are highly 

anisotropic. In addition, based on the aspect ratio of the fibres, two subgroups can also be 

introduced. As a result, the composites incorporating infinite aspect ratio fibres are called 

'continuous', while the usage of short fibres with low aspect ratio results in the manufacturing 

of ‘discontinuous' composites [126]. Another type of fibrous composites is termed ‘random’ 

and comprises short fibres randomly orientated across the sample. Rather isotropic 

characteristics and lower price compensate for the lower mechanical properties of such 

composites. Finally, the woven reinforcements are used for the preparation of laminated 

structures. In this case, the fibres are turned into organised fabrics providing much easier 

handling and better mechanical performance [127]. Another type of categorising fibrous 

composites includes the matrix material used, and such a classification system is presented in 

Figure 2-6.   
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Figure 2-6 Classification of matrix materials used for the manufacturing of fibre reinforced 

composites. 

Fibre-reinforced plastics (FRP) are probably the most frequently manufactured type of fibrous 

composites in which polymer matrix is being reinforced with fibres [128]. Most frequently 

utilised polymer resins include epoxy, vinyl ester and polyester, with the glass, carbon and 

aramid fibres used for their reinforcement. The resulting composites present superior strength 

to weight ratio and are increasingly important in aerospace, automotive, and construction 

industries [113]. 

Metal matrix composites (MMC) provides the advantage of mixing the properties associated 

with the metallic matrix, such as ductility and toughness, with those of the ceramic 

reinforcement, including high strength and stiffness [129].  Most frequently utilised fibrous 

reinforcements are carbon, SiC, and several oxide fibres, with polymeric and organic fibres 

not being able to withstand the temperatures required for MMC fabrication. Those materials 

are of particular interest to the aerospace industry, with multiple aluminium matrix composites 

being used in aeroplane production [129].  

Finally, the ceramic matrix composites (CMCs) are a particular type of composite 

incorporating fibre and matrix, both of which are ceramic type. By combining different 

materials, CMCs presents high-temperature resistance combined with low density and greater 

fracture toughness and thermal shock resistance [130]. The fibres used for CMCs requires a 

polycrystalline structure in order to withstand temperatures of up to 1000°C. As a result, the 

most often used reinforcements include carbon, silicon carbide, alumina or mullite fibres. Such 
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ceramics composites are primarily utilised in high-temperature environments and can be found 

in turbine blades, high-performance braking systems or rocket propulsion components [81]. 

2.1.3.1 Aerogel blankets 

Aerogel types of material have also been incorporated into fibre reinforced composites, mainly 

in the form of aerogel blankets, which now contributes to almost 70% of the total aerogel 

market [131]. They are manufactured by submerging the fibrous blanket into the aerogel 

solution before it gels and following the desired aerogel synthesis process. The resulting 

material presents thermal properties similar to pure aerogel, nevertheless, a significant increase 

in tensile properties can be expected [132]. Even though the current research in the aerogel 

field focuses on various aerogels, similarly as particulate composites, silica aerogel becomes 

the most frequently used aerogel type for the production of insulation blankets. Table 2-1 

presents the commercially available silica aerogel blankets, the reinforcement type used and 

claimed thermal conductivity values.   

Table 2-1 Examples of commercially available silica aerogel blankets with the reinforcement type 

used and claimed thermal conductivity values included [133]. 

Commercial name Manufacturer Fibrous reinforcement 

Thermal 

conductivity 

[mW/mK] 

Therma Wrap Cabot Polyester and PET 23 

Cryogel x201 Aspen aerogel Polyester and glass fibre 14 

Pyrogel HPS Aspen aerogel Glass fibre 14 

Spaceloft Aspen aerogel Fibre glass 15 

SACB-0-X Joda Fibre glass 16 

SACTT-X Joda Ceramic fibre 16 

    

When analysing Table 2-1, it can be noticed that the silica aerogel has been combined with a 

wide range of fibrous reinforcement, including glass, PET or ceramic fibres. Regardless of the 

type of fibre used, all the composites provide high thermal resistance mainly due to the 

material's low fibre volume and internal structure. Typical blanket includes fibres coated in 

aerogel and large voids in between the coated fibres. According to the manufacturer, there is 

no contact between neighbouring fibres inside the aerogel blanket composites, reducing the 

heat conduction through solid aerogels [132]. Also, the aerogel particles on the fibre surface 

reduce the void spaces between fibres and thus the gas conduction heat transfer of the porous 

materials. In addition, other superior properties have been found, such as perfect sound 

insulation, high fire retardation and even air purification capabilities [132]. Even though the 
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silica aerogel blankets provide a wide range of benefits, they do possess certain drawbacks. 

Due to being manufactured with amorphous silica, most commercially available aerogel 

blankets are prompt to produce high quantities of dust particles. Nevertheless, both the 

International Agency for Research on Cancer and the Occupational Safety and Health 

Organization has reported aerogel particles not harmful to human health [133].  

Currently available aerogel blankets are mainly used as thermal insulation material in many 

aerospace and construction applications. Multiple cases of incorporating such materials into 

oil and gas pipelines or building walls have been reported, resulting in much lesser energy 

losses. In addition, recently, aerogel blankets have also been used by the textile industry, with 

Oros using them as a base for their high-performance outdoor outfits. Additionally, the 

aerogels were used in a space application with the aerogel parts being included in multiple 

space rovers such as the 2003 “Spirit and Opportunity” made by NASA [132-134].  

2.1.3.2 Fibre reinforcements  

The classification of fibre reinforcements by origin is presented in Figure 2-7. 

 

Figure 2-7 Classification of fibre reinforcements by origin [135]. 
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Fibre reinforcements combined with various matrices provide enhanced properties of the 

resulting composite materials [136].  Due to their shape, they are the most popular type of 

composite reinforcements providing materials with superior strength and stiffness while 

maintaining low density [76]. Such properties result from the three most important 

characteristics: small diameter to grain size ratio, high aspect ratio, and a very high degree of 

flexibility [137]. Currently, multiple types of fibres are being used, however, the most common 

classification divides them by their origin [135]. Even though the fibres occur naturally, the 

following review will focus only on man-made fibres as they are most widely used in the 

production of aerogel composites, including the most popular ones such as glass, carbon, and 

PET fibres. 

2.1.3.2.1 Glass fibre 

Glass fibre can be simply described as a material incorporating many small diameter fibres of 

glass. Initially used in 1893 by Edward Drummond Libbey to create a silk and glass fibre 

fabric, it quickly has been introduced to mass production in the form of glass wool [138]. 

Nowadays, most of the glass fibre is produced using a technique in which raw materials such 

as sand, clay, colemanite etc., are being heated and mixed in a furnace, further draw into a 

form of fibre using bushings [139]. Even though silica become the main constituent of glass 

fibre, the addition of other materials led to the creation of multiple types of glass fibres such 

as E-glass (alumoborosilicate glass) providing superior electrical insulation, type C (calcium 

borosilicate glass) providing superior chemical resistance and type D (borosilicate glass) with 

low dielectric constant [138, 139]. Typically created glass fibres have a diameter in a 3.8 – 20 

μm range and are processed into two major geometry groups. These include continuous fibres 

mainly incorporated into yarns and textiles and discontinuous fibres used in the form of 

blankets or batts [140]. 

2.1.3.2.2 Carbon fibre 

Carbon fibres (CFs) have been manufactured for the first time in 1880 by Thomas Edison to 

be used in incandescent electric lamb [141]. The fibres exhibit superior properties with high 

tensile modulus and strength, fatigue strength, and high thermal conductivity [142]. Previously 

carbon fibres were manufactured by carefully controlled pyrolysis of organic-based fibres. 

Most recently they are produced through carbonization of organic polymers (e.g. 

polyacrylonitrile) drawn into long strands resulting in fibres made of more than 92 wt% of 

carbon in the nongraphic state [141]. Currently, there are few types of carbon fibres being 

manufactured, and they are categorised according to their tensile modulus and strength. The 

categories include general-purpose (GP), high strength (HS), intermediate modulus (IM), or 
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high modulus (HM) fibres. However, the properties of CFs vary for different manufacturers 

[141].  CFs usually have a diameter between 5 – 10 μm and similarly as glass fibre is available 

in continuous and chopped forms. Due to the high cost of carbon fibres, they are mainly used 

in aerospace, defence and automotive industries [128]. 

2.1.3.2.3 PET fibre 

Polyethylene terephthalate (PET) fibres represent chemical fibres and, more specifically, 

polyester fibres [135]. Manufactured for the first time in 1934 by E. W. Spanagel due to 

condensation of ethylene diglycol and therephthalic acid PET is gaining more interest [143]. 

As a result of being a thermoplastic polymer, PET fibres can be reused (re-melted), which is 

frequently used in a manufacturing process and makes it a perfect candidate for a recyclable 

reinforcement material [127]. Most often, PET fibres are being manufactured using continuous 

polymerisation or previously granulated polymer (batch process), during which initially dried 

and melted polymer pellets are being extruded through a spinneret [143]. The diameter of 

created fibres ranges between 12 – 25 μm, and the properties of created fibres strongly depend 

on the parameters used during the manufacturing process. Even though the manufacturers 

tailor properties of PET fibres according to customer demand, in general, PET fibres exhibit 

low hardness, rigidity and strength but has a significant ductility and impact strength, which 

are often required in insulation materials and garments [127].  

2.2 Multiscale material modelling 

Multiscale material modelling (MMM) is defined as a modelling approach incorporating at 

least two modelling techniques with varying length and times scales [144]. As presented in 

Figure 2-8, there are many approaches to simulate materials with the most common methods, 

including atomistic modelling, mesoscale modelling and engineering and process unit design 

[144]. 

 

Figure 2-8 Representation of multiscale modelling techniques and approximate range of time and 

space they cover [144]. 
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Regardless of the simulation techniques used, there are two main approaches to categorise 

multiscale modelling based on the connection between the modelling techniques. They are 

hierarchical and hybrid methods. The hierarchical approach is based on the utilisation of 

separate models connected through defined parametric coupling. In contrast, hybrid approach 

models are concurrently analysing different spatial regions of the same simulation [144]. 

The hierarchical approach has been reviewed by many research studies, including Espinosa et 

al., Weinberger et al., or Schmauder et al. [145-147]. They often highlighted the difficulty of 

providing correct coupling mechanism and creating the linkage between the nanoscale and 

higher scale simulations [145-147]. Although there are currently many ways of linking the 

material properties obtained at different scales, many researchers failed to implement them. 

For example, Johnston et al. have utilised a hierarchical approach to investigate carbon fibre 

and epoxy composites [148]. In their work, the author implemented a molecular dynamics 

study to model the mechanical properties (transverse modulus and tensile strength) of the 

fibre/polymer interfacial region. Afterwards, those properties have been incorporated into the 

microscale simulations without any coupling mechanism allowing for the analysis of the 

failure mechanics. Another approach of multiscale modelling has been presented by Chandra 

et al., who implemented a hierarchical coupling methodology. In their work he has transfer 

data between molecular dynamics at the nanoscale and discrete dislocation dynamics at the 

microscale. In addition, obtained results were further introduced into the crystal plasticity 

framework at the mesoscale. The resulting model allowed to assess the plasticity in the coper 

crystal under uniaxial tension. Nevertheless, the author highlighted that the proposed 

modelling system possesses certain limitations as it can simulate only crystal FCC materials 

[149]. A few other hierarchical investigations have been conducted, with the consensus that 

more reliable coupling mechanisms are needed for more accurate MMM.   

The hybrid multiscale methods have been described by Scheibe et al. [150], Wang et al. [151] 

and Giessen et al [152]. In general, such models identify a crucial fraction of the overall 

simulation domain and utilise the small-scale fractional model with high resolution to analyse 

it. The output of such analysis is directly linked to a large-scale model with coarse resolution 

investigating the remaining portion of the overall domain. This method allows for a detailed 

analysis of material structure while maintaining a moderate need for computational resources. 

Other terms such as “adaptive algorithms” or “multi-physics modelling” have also been used 

to describe the hybrid methods. A great example of hybrid analysis is presented by Lidorikis 

et al. [153]. In their work, Si3N4 film in contact with pure Si was modelled. In this case, the 

interfacial region was investigated via molecular dynamics simulations while the remaining 

solids being analysed through finite element analysis. Both models have been joined by using 
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a hand-shaking scheme. By utilising the hybrid approach, they managed to investigate the 

atomistical induced stress distributions and reduced computational time by 75% compared to 

the purely atomistic approach [153].  

The multiscale material modelling performed in this thesis employs the hierarchical approach 

and uses two different scale modelling techniques as presented in Figure 2-9. This approach 

was selected due to due to much easier implementation strategy allowing to use already 

existing software packages without the need to create complex coupling mechanisms. 

 

Figure 2-9 The schematical representation of multiscale material modelling approach used in this 

study. 

It involves with the molecular dynamics simulation with the introduction of atomistic 

structures and interatomic potentials in order to predict thermal and mechanical properties of 

aerogel materials. In addition, it incorporates the modelling of the interface between aerogels 

and reinforcement materials allowing for a calculation of its’ thermal and mechanical 

properties. Afterwards, the obtained data are inputted into a microscale model based on a finite 

element analysis. When supplemented by a higher scale input parameter, including material 

composition or properties of additive materials, it allows to predict mechanical and thermal 

properties of particulate composite materials. Afterwards, such data can be introduced to 

macroscale models without explicitly modelling the internal structure of the composite 

material.  The section 2.2.1 discusses the theory behind modelling techniques used in analysing 

the aerogel-filled composites.  
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2.2.1 Molecular dynamics background  

Molecular Dynamics (MD) is a computational simulation allowing for the investigation of the 

physical movement of atoms or molecules [154]. The method is based on numerical solutions 

of classical equations of motion (Newton’s equations) describing the trajectory of an atom 

movement as well as its position, velocity and acceleration as a function of time [155]: 

 𝐹𝑖 = 𝑚𝑖𝑎𝑖 Eq. 2 

 𝐹𝑖 = −∇𝑖𝑉 Eq. 3 

 𝑑𝑉

𝑑𝑟𝑖
= 𝑚𝑖

𝑑2𝑟𝑖

𝑑𝑡2
 

Eq. 4 

 

where Fi is a force exerted on particle i, mi is a mass of particle i, ai is an acceleration of particle 

i and V is the potential energy of the whole system. As a result, Newton’s equations can relate 

the derivative of the potential energy of the atoms to the change in their position (ri) with time 

(t) [155]. The potential energy of atoms and force acting between particles is calculated using 

molecular mechanics force fields or interatomic potentials. Following the calculation of such 

microscopic observables, it is possible to convert them into macroscopic properties such as 

pressure or energy via methods of statistical mechanics [156].  

Molecular Dynamic simulations have multiple ways to determine the position of the particles 

at future time steps. The most common ones include [154, 157-160]: 

a) Verlet method – the velocity of atoms is not required in the calculation of future 

position 

b) Velocity Verlet method – both current position and velocity of the particle are 

necessary to determine the position of the particle in the future 

c) Leapfrog method – scheme calculates velocities at time 𝑡 + 0.5∆𝑡 and position at 

time 𝑡 + ∆𝑡 effectively leaping over each other.  

The procedure of using the Velert method can be described in a few steps, as presented in 

Figure 2-10. 

 

 

Figure 2-10 Most common simulation procedure for the velocity Velert method [154]. 
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2.2.1.1 Force field and potential functions 

In molecular dynamics, the force field is described as the form and parameters of a 

mathematical function used to calculate the potential energy of the analysed system. Both 

equations and parameters are obtained from quantum mechanical calculations and 

experimental work [161]. All of the force fields are divided into three main groups, including 

all-atom force fields (incorporate parameters for every atom type in the simulation), united-

atom force fields (define hydrogen and carbon atoms in methyl and methylene structures as a 

single interaction centre) and coarse-grained force fields (simplified model in which molecular 

models substitute atomistic details) [154, 162]. 

In standard force field equations, the total energy (Etotal) of the systems comprises of bonded 

(Ebonded) terms(including covalent bonds) and nonbonded (Enonbonded) terms describing long-

range electrostatic and van der Waals forces [163, 164]: 

 𝐸𝑡𝑜𝑡𝑎𝑙 = 𝐸𝑏𝑜𝑛𝑑𝑒𝑑 + 𝐸𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 Eq. 5 

Further expansion of energy terms yield: 

 𝐸𝑏𝑜𝑛𝑑𝑒𝑑 =  𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑑𝑖ℎ𝑒𝑑𝑟𝑎𝑙 Eq. 6 

and 

 𝐸𝑛𝑜𝑛𝑏𝑜𝑛𝑑𝑒𝑑 =  𝐸𝑒𝑙𝑒𝑐𝑡𝑟𝑜𝑠𝑡𝑎𝑡𝑖𝑐 + 𝐸𝑣𝑎𝑛 𝑑𝑒𝑟 𝑊𝑎𝑎𝑙𝑠 Eq. 7 

Except for the function form to calculate each of the mentioned parameters, the force field 

would include a set of parameters including atomic mass, partial charge for individual atoms, 

bond lengths, bond angles, and dihedral angles for pairs and effective spring constant for each 

potential [154]. A slightly different approach is being used for interatomic potentials. They 

describe interactions between atoms in the form of a parameterized bond-order function, 

instead of using many-body expansions of potential energy in bond lengths and angles as an 

underlying principle. As a result, such an approach introduces many-body effects and chemical 

bonding into a pair potential [154, 156, 165].  

In the following study, a number of different potentials have been used. BKS, Tersoff, and 

Vashishta were used to simulate silica aerogel and amorphous silica, while OPLS-AA and 

ReaxFF potentials were utilised to simulate organic compounds [165-170].  

2.2.1.1.1 BKS 

BKS potential is a two-body potential described by the  equation below: 

 
𝑉(𝑟𝑖𝑗) =

𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
+ 𝐴𝑖𝑗𝑒−𝐵𝑖𝑗𝑟𝑖𝑗 −

𝐶𝑖𝑗

𝑟𝑖𝑗
6
 

Eq. 8 
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where rij represents the distance between neighbouring i and j atoms, qi and qj are their atomic 

charges and Aij, Bij, and Cij are constants specified for a particular pair of atoms. Equation 8 

describes both long-range Coulombic interactions (first term) and short-range attraction and 

repulsion of atoms (respectively second and third term) [170]. The cut-off distance for all 

interactions was set up to be 8 Å. Beyond that distance. The Coulombic interactions were 

computed by particle-particle particle-mesh (pppm) solver in the Large-scale 

Atomic/Molecular Massively Parallel Simulator (LAMMPS). Firstly, the solver maps the 

atom charge onto a 3-D mesh, then uses 3-D Fast Fourier Transforms to compute the Poisson's 

equation on the mesh, and finally interpolates electric fields from the points included within 

mesh back to the atoms. In order to achieve the required accuracy, the relative root-mean-

square error in per-atom forces was not expected to increase beyond 0.0001 [171]. 

Nevertheless, modelling silica aerogel samples requires the creation of amorphous silica in the 

first place. The subsequent heating and cooling of the silica and oxygen atoms can lead to 

atoms approaching each other too closely, resulting in nonphysical behaviour. Since BKS 

potential is not capable of addressing close repulsive forces [172], the additional ‘24-6’ 

Lennard–Jones (LJ) term was introduced to the previous equation resulting in the final version 

of the potential to be:  

 
𝑉(𝑟𝑖𝑗) =

𝑞𝑖𝑞𝑗

𝑟𝑖𝑗
+ 𝐴𝑖𝑗𝑒−𝐵𝑖𝑗𝑟𝑖𝑗 −

𝐶𝑖𝑗

𝑟𝑖𝑗
6

+ 4𝜀𝑖𝑗[(
𝜎𝑖𝑗

𝑟𝑖𝑗
)

24

− (
𝜎𝑖𝑗

𝑟𝑖𝑗
)

6

] Eq. 9 

where additional parameters 𝜀𝑖𝑗 and 𝜎𝑖𝑗 are respectively: the depth of the potential well and 

the distance at which the inter-particle potential is zero [173]. In the simulated system, three 

different atom pairs are present: Si-Si, Si-O and O-O. Parameters used to simulate those pairs 

are presented in Table 2-2. 

Table 2-2 Parameters used for simulating silica aerogel using BKS potential [174]. 

Parameter Si-Si Si-O O-O 

𝑨𝒊𝒋 [eV] 0.0 18,003.7572 1388.7730 

𝑩𝒊𝒋  [Å
-1] 0.0 4.87318 2.760 

𝑪𝒊𝒋 [eV Å6] 0.0 133.5381 175.0 

𝜺𝒊𝒋 [eV] 13.20 1.12 × 10-2 4.78 × 10-4 

𝝈𝒊𝒋  [Å] 0.40 1.35 2.20 

𝒒𝑺𝒊 [e] 2.4   

𝒒𝑶 [e] -1.2   
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2.2.1.1.2 Tersoff 

The Tersoff method describes a three-body potential, including an angular contribution of the 

force. This potential and its parameters were selected to fit experimental and theoretical values 

measured for both existing and predicted silicon arrangements. It has been widely used in 

recent studies regarding, e.g. silicon, carbon or germanium [167, 175, 176]. The potential 

energy of a system is calculated using the following set of equations: 

 𝐸 =
1

2
∑ ∑ 𝑉𝑖𝑗

𝑗≠𝑖𝑖

 Eq. 10 

 𝑉𝑖𝑗 = 𝑓𝐶(𝑟𝑖𝑗)[𝑓𝑅(𝑟𝑖𝑗) + 𝑏𝑖𝑗𝑓𝐴(𝑟𝑖𝑗)] Eq. 11 

 𝑓𝐶(𝑟) = {

1
1

2
−

1

2
sin (

𝜋

2
 
𝑟 − 𝑅

𝐷
)

0

    
:
:
:

𝑟 < 𝑅 − 𝐷
     𝑅 − 𝐷 < 𝑟 < 𝑅 + 𝐷

𝑟 > 𝑅 + 𝐷
 Eq. 12 

 𝑓𝑅(𝑟) = 𝐴𝑒−𝜆1𝑟 Eq. 13 

 𝑓𝐴(𝑟) =  −𝐵𝑒−𝜆2𝑟 Eq. 14 

 𝑏𝑖𝑗 = (1 + 𝛽𝑛Ϛ𝑖𝑗
𝑛

)−
1

2𝑛 Eq. 15 

 Ϛ𝑖𝑗 = ∑ 𝑓𝐶(𝑟𝑖𝑘)𝑔(𝜃𝑖𝑗𝑘)𝑒[𝜆3
𝑚

(𝑟𝑖𝑗−𝑟𝑖𝑘)
𝑚

]

𝑘≠𝑖,𝑗
 Eq. 16 

 𝑔(𝜃) = 𝛾𝑖𝑗𝑘(1 +
𝑐2

𝑑2
−

𝑐2

[𝑑2 + (cos(𝜃) − cos(𝜃0))2]
) Eq. 17 

where, fC is a smooth cut-off function used to reduce the range of potential and thus reduce 

required computational resources. Further functions, fR represents two-body interactions while 

fA is responsible for three-body interactions. Function 𝑏𝑖𝑗 corresponds to the bond order 

measurement, including terms that aim to limit the range of interactions to the first 

neighbouring shell. By introducing this function, it was possible to introduce the dependency 

of the local environment on the atom bonds' strength (strength is lowered with an increasing 

number of neighbours). The Ϛ𝑖𝑗 term calculates effective coordination number of atom i taking 

into account the distance between two neighbouring atoms rij and rik and the bond angle 𝜃.[167] 

2.2.1.1.3 Vashishta 

Vashishta and co-workers have managed to create a potential incorporating combined two-

body and three-body potentials. It calculates screened charge-dipole, screened Coulombic, 

repulsive and dispersion interactions, including bond-angle energy using Stillinger-Weber 

potential [166]. The Vashishta potential have been used in recent studies primarily to simulate 

inorganic compounds such as SiO2 or InP [166, 177], where the following set of equations 

calculates the energy of the atomistic system: 
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𝑈 = ∑ ∑ 𝑈𝑖𝑗

(2)(𝑟𝑖𝑗) + ∑ ∑ ∑ 𝑈𝑖𝑗𝑘
(3)(𝑟𝑖𝑗, 𝑟𝑖𝑘 , 𝜃𝑖𝑗𝑘)

𝑁

𝑘>𝑗,𝑘≠𝑖

𝑁

𝑗≠𝑖

𝑁

𝑖

𝑁

𝑗>𝑖

𝑁

𝑖

 

 

Eq. 18 

 
𝑈𝑖𝑗

(2)(𝑟) =
𝐻𝑖𝑗

𝑟𝜂𝑖𝑗
+

𝑍𝑖𝑍𝑗

𝑟
𝑒

−𝑟
𝜆1,𝑖𝑗 −

𝐷𝑖𝑗

𝑟4
𝑒

−𝑟
𝜆4,𝑖𝑗 −

𝑊𝑖𝑗

𝑟6
, 𝑟 < 𝑟𝑐,𝑖𝑗 

 

Eq. 19 

 

𝑈𝑖𝑗𝑘
(3)(𝑟𝑖𝑗, 𝑟𝑖𝑘 , 𝜃𝑖𝑗𝑘)

= 𝐵𝑖𝑗𝑘

[cos(𝜃𝑖𝑗𝑘) − cos(𝜃0𝑖𝑗𝑘)]2

1 + 𝐶𝑖𝑗𝑘  [cos(𝜃𝑖𝑗𝑘) − cos(𝜃0𝑖𝑗𝑘)]2
 

×  𝑒
(

𝛾𝑖𝑗

𝑟𝑖𝑗−𝑟0,𝑖𝑗
)
𝑒

(
𝛾𝑖𝑘

𝑟𝑖𝑘−𝑟0,𝑖𝑘
)
, 𝑟𝑖𝑗 < 𝑟0,𝑖𝑗, , 𝑟𝑖𝑘 < 𝑟0,𝑖𝑘 

Eq. 20 

where: 𝑈𝑖𝑗
(2)(𝑟)  describes all two-body type of interactions, Hij determines the strength of 

the short-range repulsion forces, Zi is an effective charge, Dij specifies the strength of the 

charge–dipole attraction forces, wij describes van der Waals interactions, and λ4 and λ1 are 

respectively screening lengths for a charge–dipole and Coulomb forces. Furthermore, 𝑈𝑖𝑗𝑘
(3)

 

defines the three-body potential, including spatial and angular dependencies described by Bijk 

(strength of three-body interactions) and Cijk (three-body saturation parameter)[166]. A 

detailed description of the parameters and values used in mentioned equations was described 

by Branicio [177]. 

2.2.1.1.4 OPLS-AA  

OPLS-AA (optimized potentials for liquid simulations all-atom) force field is an improved 

version of the original OPLS force field developed by Prof. William L. Jorgensen. The initial 

model utilised a partially united-atom (UA) approach, while the all-atom model introduces 

more flexibility in terms of charge allocation and torsional energetics [168, 169, 178, 179].  

The total energy of the system in the OPLS-AA force field comprises four energy components 

such as bond stretching (Ebond), angle bending (Eangle), torsional (Etorison) and non-bonded 

interactions (Enb).  

 𝐸 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑎𝑛𝑔𝑙𝑒 + 𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 + 𝐸𝑛𝑏 Eq. 21 

The following equations represent the bond stretching and angle bending terms: 

 𝐸𝑏𝑜𝑛𝑑 =  ∑ 𝐾𝑟(𝑟 − 𝑟𝑒𝑞)
2

𝑏𝑜𝑛𝑑
 Eq. 22 

 𝐸𝑎𝑛𝑔𝑙𝑒 = ∑ 𝐾𝜃(𝜃 − 𝜃𝑒𝑞)
2

𝑎𝑛𝑔𝑙𝑒𝑠
] Eq. 23 
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where, 𝐾𝑟 and 𝐾𝜃 factors are respectively bond and angle coefficient, 𝑟𝑒𝑞  is equilibrium bond 

length and 𝜃𝑒𝑞 is equilibrium bond angle. The majority of force constants are acquired from 

the AMBER all-atom force field; however, to improve accuracy, some were taken from the 

CHARMM force field [169, 180, 181]. The torsional energy term is the sum of the following 

expression for all dihedral angles:  

 
𝐸𝑡𝑜𝑟𝑠𝑖𝑜𝑛 =  ∑

𝑉1
𝑖

2
[(1 + cos(𝜑𝑖 + 𝑓𝑖1)] +

𝑉2
𝑖

2
[(1 − cos(2𝜑𝑖 + 𝑓𝑖2)] +𝑖

𝑉3
𝑖

2
[(1 − cos(3𝜑𝑖 + 𝑓𝑖3)]  

Eq. 24 

where V1, V2, and V3 are the coefficients in the Fourier series, 𝜑𝑖 is the dihedral angle, and f1, 

f2, and f3 are phase angles. Finally, the nonbonded interactions used by OPLS-AA constitute 

Lennard-Jones terms with the addition of Coulomb charge terms.  

 

𝐸𝑛𝑏 = ∑ ∑[
𝑞𝑖𝑞𝑗𝑒2

𝑟𝑖𝑗
+ 4𝜖𝑖𝑗(

𝜎𝑖𝑗
12

𝑟𝑖𝑗
12

𝑏

𝑗

−
𝜎𝑖𝑗

6

𝑟𝑖𝑗
6

)]𝑓𝑖𝑗

𝑎

𝑖

 Eq. 25 

where rij represents the distance between neighbouring i and j atoms, qi and qj are their atomic 

charges. Parameters. 𝜀𝑖𝑗 and 𝜎𝑖𝑗 are respectively: the depth of the potential well and the 

distance at which the inter-particle potential is zero. Nonbonded interactions are calculated 

only if three or more bonds separate the atoms, and 1,4 interactions will be weakened by a 

fudge factor (𝑓𝑖𝑗 ) of 0.5. In any other cases 𝑓𝑖𝑗 will be equal to 1 [169].  

2.2.1.1.5 ReaxFF 

Reactive force field (ReaxFF) is a bond order-based force field created by Adri van Duin et 

al. Initially created in 2001 for hydrocarbons; the force field gained much interest due to its 

ability to perform fully reactive simulations of large scale systems [165]. The overall system 

energy is defined by the following equation [182]: 

 𝐸𝑠𝑦𝑠𝑡𝑒𝑚 = 𝐸𝑏𝑜𝑛𝑑 + 𝐸𝑙𝑝 + 𝐸𝑜𝑣𝑒𝑟 + 𝐸𝑢𝑛𝑑𝑒𝑟 + 𝐸𝑣𝑎𝑙 + 𝐸𝑝𝑒𝑛 + 𝐸𝑐𝑜𝑎 + 𝐸𝐶2

+ 𝐸𝑡𝑟𝑖𝑝𝑙𝑒 + 𝐸𝑡𝑜𝑟𝑠 + 𝐸𝑐𝑜𝑛𝑗 + 𝐸𝐻−𝑏𝑜𝑛𝑑 + 𝐸𝑣𝑑𝑊𝑎𝑎𝑙𝑠

+ 𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏 

Eq. 26 

As it can be noticed, Reax Force Field included much more partial energies than standard 

potentials mentioned beforehand. Instead, introducing (with different functional forms) 

previously known energy components such as bond energies (𝐸𝑏𝑜𝑛𝑑), torsional energies 

(𝐸𝑡𝑜𝑟𝑠) or nonbonded  Coulomb (𝐸𝐶𝑜𝑢𝑙𝑜𝑚𝑏) and van der Waals (𝐸𝑣𝑑𝑊𝑎𝑎𝑙𝑠) interactions it also 

includes more complex partial energies to account for: lone pair energy (𝐸𝑙𝑝), over 

coordination (𝐸𝑜𝑣𝑒𝑟), undercoordination (𝐸𝑢𝑛𝑑𝑒𝑟), angle energy (𝐸𝑣𝑎𝑙), penalty energy (𝐸𝑝𝑒𝑛), 
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three (𝐸𝑐𝑜𝑎) and four (𝐸𝑐𝑜𝑛𝑗)body conjugation term, hydrogen bond interactions (𝐸𝐻−𝑏𝑜𝑛𝑑), 

correction for C2 (𝐸𝐶2) and triple bond energy correction (𝐸𝑡𝑟𝑖𝑝𝑙𝑒) [165, 182]. All functional 

forms describing components of system total energy were documented in Chenoweth et al. 

work [182].  

What makes the Reax force field so popular is the possibility of simulating chemical reactions 

due to the terms related to the bond order concept enabling the breakage and creation of bonds 

[183, 184]. Other non-reactive force fields are only capable of stretching/twisting bonds due 

to interaction with other atoms. In addition, Reax tends to be more general, with 

parametrisation being conducted for a wide range of materials such as polymers, ion batteries, 

hydrocarbon reactions and many more [165, 185, 186]. Best fitting force field parameters can 

be achieved through global optimization techniques, including using the latest parametrization 

tools like ADFtrain and CMA-ES [183]. 

2.2.1.2 Ensemble 

An ensemble can be described as a collection of many systems presenting a similar 

macroscopic (or thermodynamics) state but under a different microscopic state. Since classical 

thermodynamics is not interested in the behaviour of individual particles but rather the 

averaged properties of a macroscopic sample, an ensemble approach has to be used [154]. As 

a result, instead of investigating the time development of all particles in an analysed volume, 

a very large number of copies of the system with specified microscopic properties are created. 

Afterwards, the values are being averaged, and following the ergodic theorem, they equal the 

time average calculated by investigating the time evolution of the initial system. However, it 

should be highlighted that volumes created in the ensemble are not identical on the molecular 

level, but they do share specific thermodynamic properties [154-156, 187]. Within molecular 

dynamics, four most ensembles have been used most extensively. 

1) Canonical ensemble (NVT) – number of atoms (N), volume (V) and temperature (T) 

are kept constant [188, 189]. 

2) Microcanonical ensemble (NVE) - number of atoms (N), volume (V) and total energy 

(E) are kept constant [190]. 

3) Isothermal-isobaric ensemble (NPT) - number of atoms (N), pressure (P) and 

temperature (T) are kept constant [191]. 

4) Grand canonical ensemble (μVT) – chemical potential (μ), volume (V) and 

temperature (T) are kept constant [192]. 
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2.2.1.3 Thermostating 

Thermostating is defined as an act of controlling the temperature of atoms during a molecular 

dynamics simulation. It is of particular importance as the averaged velocities of particles may 

lead to a slightly different temperature value than required, with the main reason for such 

behaviour is an energy exchange between kinetic and the potential energies [154]. The 

microcanonical ensemble is mainly used in classic molecular dynamics due to total energy 

control [154]. However, to create more experimental environment, the ensembles with 

controlled temperature are also used. As a result, several thermostating techniques have been 

determined to control particles' velocity (and thus the system's temperature), including the 

most frequently used: Nosé–Hoover and Berendsen thermostats [154, 193].  

a) Berendsen thermostat 

The Berendsen thermostat rescales the velocities of atoms in order to control the temperature 

of the system. The required temperature is achieved by coupling the system with an external 

heat source with a specified temperature (T0) [194, 195]. As a result, the particles’ velocities 

are scaled over time, and the rate of change of temperature is related to the difference in 

temperature between the system and the source [194]: 

 𝑑𝑇(𝑡)

𝑑𝑡
=

1

𝜏
(𝑇0 − 𝑇(𝑡)) Eq. 27 

The coupling parameter τ controls the scaling of the system, and the change in temperature 

between the following time steps is calculated by: 

 
∆𝑇 =

𝛿𝑡

𝜏
(𝑇0 − 𝑇(𝑡)) Eq. 28 

Finally, the scaling factor for atoms’ velocities is: 

 
𝜆2 = 1 +

𝛿𝑡

𝜏
(
𝑇0

𝑇1
− 1) Eq. 29 

where T1 is the temperature of the system at the analysed time step.  

The Berendsen thermostat is suitable for the microcanonical ensemble for which the 

temperature fluctuations will continue to grow until the required value is achieved. However, 

the system will not provide a correct canonical ensemble, especially for small systems (below 

a few hundred atoms) [162]. Overall, the Berendsen thermostat is used for its efficiency but is 

often combined with the Nosé-Hoover thermostat, allowing for correct atom trajectories 

fulfilling canonical ensemble requirements [154].  

b) Nosé-Hoover thermostat 
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Nosé-Hoover thermostat has a slightly different approach to thermosetting as it limits the 

impact of an external heat reservoir to just an extra degree of freedom of the system. It is 

considered a fictitious dynamic variable (ϛ), which is physically similar to friction, which 

accelerates or decelerates particles until reaching the desired temperature [188, 189]. The 

following equations of motion have been introduced by Nosé-Hoover thermostat [195]: 

 
𝑚𝑖

𝑑2𝑟𝑖

𝑑𝑡2
= 𝑓𝑖 − Ϛ𝑚𝑖𝑓𝑖 Eq. 30 

 𝜕Ϛ(𝑡)

𝜕𝑡
=

1

𝑄
[∑

𝑣𝑖
2

2
−

3𝑁 + 1

2

𝑁

𝑖=1

𝑘𝐵𝑇] 
Eq. 31 

where, 𝑚𝑖 and vi are respectively a mass and velocity of a particle and 𝑓𝑖 is a force applied to 

particle, Q represents the relaxation of the friction dynamics, N is a number of degree of 

freedom, kB is Boltzmann constant, and T representing system desired temperature.  

Nosé-Hoover thermostat determines the temperature of the investigated system; thus, the 

temperature fluctuates in the vicinity of the target value but does not reach it completely [196]. 

Similarly, the energy of the system is not steady. If the thermostat multiplier, ϛ, becomes 

positive, the heat is removed from the system while added when it falls below zero. The overall 

multiplier average value is 0 since no eternal force acts on the system [193, 197].  

2.2.1.4 Periodic boundary conditions 

The most commonly used boundary conditions for equilibrium MD simulations are periodic 

boundary conditions (PBCs), which enable simulation of an “infinite” system with the use of 

its small part named “unit cell” [154]. As presented in Figure 2-11, the central cell (modelled 

simulation region) is surrounded by virtual cells created by replicating a central cell to 

effectively simulate a continuous large system [163].  

 

Figure 2-11 Schematically representation of periodic boundary conditions with grey spheres 

representing atoms within each unit cell. 
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Under such boundaries, the particles are allowed to interact across the boundary and leave the 

simulation volume on one side and re-enter it on the other side [155]. However, the original 

cell size has to be large enough to avoid unphysical topology. In the case of the too-small 

simulation volume, particles could be affected by their own representation in neighbouring 

virtual cells, leading to unphysical dynamics [198].   

The opposite approach which allows particles to only interact within the cell is introduced 

using other boundary conditions such as fixed boundaries [199-201]. Also called non-periodic 

boundaries, they do not allow atoms to interact and move across boundaries. Instead, atoms 

are being deleted after crossing the boundary [200]. Other types of fixed boundaries, such as 

repulsive boundary, atomistic rigid walls and atomistic semi-rigid walls boundaries, apply 

repulsive forces as atoms get closer to the boundary [199].  

2.2.1.5 LAMMPS 

Large-scale Atomic/Molecular Massively Parallel Simulator (LAMMPS) is a molecular 

dynamics code focusing on material modelling. Developed in 1995 by Steve Plimpton from 

Sandia National Laboratories, LAMMPS is open-source software, and its usage is covered by 

the terms of the GNU General Public License [202]. 

LAMMPS was developed to simulate various systems, including atomic, polymeric, solid-

state granular, coarse-grained, or macroscopic systems, under a broad range of boundary 

conditions and force fields [202]. Created to support parallel computing LAMMPS allows to 

simulate up to a billion particles by integrating Newton’s equations of motion. It analyses 

particles mainly using a short-range interaction mode. However, additional long-range 

interactions can also be incorporated [203]. In addition, LAMMPS introduced a few interesting 

options for more meaningful and faster simulations. Firstly, to maintain the physical behaviour 

of the particles, LAMMPS incorporates a neighbour list that analyses the nearby atoms and 

prevents unphysical local densities [202]. Secondly, to speed up simulation using parallel 

computing, software utilizes spatial-decomposition techniques, resulting in a split of the 

simulation domain into equally computationally costly parts and assigning them to separate 

processors [202]. In order to maintain the connection between parts, processors communicate 

between each other and store “ghost” atom information for atoms located nearby their sub-

domain [204]. 

2.2.2 Background of finite element analysis  

Finite element analysis (FEA) is essential widely used technique for engineering design and 

analysis. It analyses the impact of external factors such as forces, heat, fluid flow or other 
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physical effects onto the defined products [205-208]. FEA works by discretising the modelled 

object into finite elements and then solving physical governing equations, often partial 

differential equations in nature, using a numerical approach to predict the behaviour of each 

element. All of the elements are then integrated to meet boundary conditions that constrain the 

whole object [205, 207].  

The term, Finite Element Analysis, was used for the first time in 1960 by Clought, who used 

the FEA to investigate the stress distribution over the aircraft wings [206, 208]. However, the 

history of FEA technique can date back to 1941 and it originates from the need to find a 

solution for complex elasticity and structural analysis problems in engineering [205, 207, 208]. 

Hrennikoff and Courant are considered the authors of the first two publications in the field of 

finite element analysis, and even though their approaches are substantially different, they both 

carry a resemblance to the current FEA methods. In 1941, Hrennikoff divided a continuous 

domain with the use of lattice analogy, while in 1943 Courant managed to find the torsional 

deflection of a hollow shaft by decomposing  the cross-section area into a set of triangles 

followed by the incorporation of piecewise shape functions for the results interpolation [205]. 

As computational capacity keeps improving over the past decades, the FEA has become 

available for a wide range of applications, including stress distribution, heat transfer, and fluid 

flow [205, 206, 208]. 

2.2.2.1 Advantages and limitations of FEA 

FEA can simplify the product design process and provide an easier way to realise design 

concept. However, it has certain disadvantages, and it is up to the user to identify the potential 

benefits FEA can provide.  

Firstly, FEA significantly reduces the cost of the product design phase as it allows to simulate 

the investigated idea without the need for costly experimental investigation. Additionally, it 

provides design flexibility. It can investigate engineering systems using a wide range of 

analysis methods including solid mechanics, dynamics, thermal, fluid flows and electrostatic 

and by allowing to simulate the design under hazardous, destructive, or impractical load 

conditions [205, 206, 209]. The FEA also provides a certain advantage over other 

computational methods as it can work with complex boundary and loading conditions, 

including cases such as over constraints in solid mechanics or application of time-dependent 

loads [207, 210]. On the other hand, the FEA can only provide an approximate solution for an 

analysed situation and not a closed-form analytical solution due to the fundamental techniques 

it incorporates. FEA also incorporates certain inherent errors because of numerical 

computations or the idealization of models [205, 211]. Finally, the FEA is strongly susceptible 
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to operator error as it heavily relies on the user to provide detailed inputs and to validate and 

verify the simulation results [205].  

Overall, the FEA has gathered significant interest from the industry and research community 

mainly due to its flexibility and ease of use. As a result, it is not surprising that it has been 

incorporated into various engineering investigations.  

2.2.2.2 Application of FEA 

Even though the detailed FEA requires considerable computational power to generate an 

accurate system response, the FEA tools have been widely used to assist the product design 

and development processes [205, 208, 212, 213]. By incorporating a FEA into the product 

development process, the designers can identify the issues with a new idea and introduce 

necessary improvements. The FEA has been successfully incorporated into the following 

engineering scenarios [205, 206, 210, 212, 214, 215]:  

• Structural analysis –investigate the stress and displacement under static loading 

conditions. 

• Modal analysis – investigate the natural frequencies and mode shapes of the analysed 

design. 

• Fatigue analysis – investigate the impact of cyclic loading on the analysed design. 

• Thermal analysis – investigate the thermal behaviour of the design by incorporating 

major heat transfer methods such as conduction, convection, and radiation. 

• Conjugate thermal analysis – investigate thermal behaviour between solid domain and 

adjacent fluid flow. 

• Manufacturing analysis – investigate the impact of manufacturing processes on 

processed material. 

• Flow simulation – investigate the flow of liquid or gas in a controlled environment. 

• Fluid structural interactions – investigates the impact of surrounding fluid flow onto 

the analysed object. 

• Failure analysis – investigate the possible reasons for structure failure under design 

conditions. 

2.2.2.3 Modelling procedure 

Even though the FEA analysis allows for a broad range of investigation, the principles of 

operation are the same for all analysis type. As a result, in FEA, the investigated volume is 

divided into smaller parts called “elements”, which are further assembled through the 

interconnection of points named “nodes” [205, 212, 213, 216, 217]. During the FEA 



37 

 

simulations, the behaviour of each element is determined by the behaviour of surrounding 

nodes. In general, the FEA procedure incorporates six steps, as presented in Figure 2-12 [210]. 

 

Figure 2-12 Procedure used during FEA modelling [205]. 

As presented in Figure 2-12, the FEA incorporates numerous steps. The first step of FE 

modelling is decomposition during which, the analysed object is discretized into finite 

elements or shapes, and the nodes surrounding each element are defined. In addition, during 

this stage, the elements and element/node relations are being defined, allowing to derive 

interpolation functions used to evaluate the element behaviour based on the nodal values [212]. 

The second step of FE analysis aims at the development of element models. As a result, the 

analysis type is being specified based on the objectives of the analysis. 

Furthermore, the design variables are identified, and the mathematical model relying on 

governing differential equations is defined and translated into element models by various 

approximation methods [205, 212, 216]. Next, during the assembly step, the global coordinate 

system is created for the whole model. In order to achieve it, the elements under local 

coordinate systems are translated into elements under global coordinate system followed by 

an assembly of all elements into a single system model. Afterwards, the user-specified 

boundary conditions allow to define the external environment's effect on the analysed system. 

Following, implementation of adequate boundary conditions, the model is being solved for 

primary unknowns [205, 206]. During this stage, the large quantities of linear equations are 

being solved using mathematical algorithms to derive an approximate value of primary 
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unknowns. Finally, based on the solution of the linear equations, the dependent variables are 

being calculated based on the constitutive model of materials [205, 207]. 

Following the development of commercial FEA codes, the implementation of FEA methods 

become much more manageable. Even though the FEA incorporates multiple steps, most of 

them are processed by the software, with the user required to input only minimal information 

to run the simulations successfully. In addition, the graphic user interface (GUI) has been 

widely adopted into commercial FEA products, enabling quicker and more accurate 

interference within all the solving stages [205, 206].  

2.2.2.3.1 Mesh 

Decomposition is also called a “meshing process”. It is performed to fit the created 

substructures into computer memory and reduces the computational time by balancing the 

workload among each processor. As proven by previous investigations, the quality of domain 

division can significantly influence the computing time of FEA [205, 218]. In order to 

successfully reduce computational time, the user should always try to minimize the number of 

interface nodes. However, also analyse the model dependency on the element number by 

running statistical analysis. In order to fit the wide range of FEA types, numerous 

mathematical algorithms for domain partitioning have been derived previously, including 

recursive graph bisection [198, 205, 219]. The mesh type used for FEA can be categorised 

based on multiple features such as discretization, analysis type, time dependence or 

dimensions, as presented in Figure 2-13. 

 

Figure 2-13 Mesh categorisation method [205]. 
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The mesh types based on the discretization method are probably the most crucial division 

related to the number of elements surrounding the internal node. Such number is constant 

across the whole continuum in structured mesh, allowing mesh connectivity to be calculated 

and not stored explicitly. Such an approach reduces the computational time significantly [205, 

219]. On the other, hand in the unstructured mesh, the number of elements around the nodes 

is different, which enable a more accurate representation of complicated geometric features 

but at the price of increased computational time. The hybrid mesh is the most widely used and 

incorporates both structured and unstructured mesh regions allowing for a combination of 

benefits of both techniques [205, 220, 221]. The other interesting mesh categorisation is based 

on the mesh dimension. The one-dimensional mesh is represented by a line and most 

frequently is used to analyse the truss structures, long shafts, or beams. Two-dimensional mesh 

uses the triangular and quad shapes and allows for analysis of sheets or panels frequently used 

in autobody or aeroplane bodies. Three-dimensional mesh has the most significant shape 

variation as it can include the tetrahedral, hexahedral, pyramid, pentahedral and many other 

shapes [205, 209, 219]. Most frequently used for the analysis of solid bodies across all ranges 

of analysis. Finally, the remaining mesh types are used to idealise the mechanical or thermal 

elements in FEA simulations and describe features like a point element mass for centralized 

gravity load or point element spring as a for various loads. The remaining mesh categorisation 

includes time and analysis type dependency, mainly predefined by the simulation goals [205]. 

2.2.2.3.2 Governing equations 

A finite element analysis can be used only if the analysed problem can be described by a 

mathematical model in which the differential equations govern the system response. Most of 

the problems analysed using FEA are governed by the physical principles of conservation, 

including mass, momentum and energy conservation [205, 217]. Those principles can be 

described in the form of partial differential equations and are named the governing equations 

[212, 213]. Depending on the engineering systems analysed, the different governing equations 

can be incorporated into FEA and the examples are presented in Table 2-3. 
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Table 2-3 FEA analysis type and examples of governing equations used [205]. 

Analysis type Governing equations basics 

Solid mechanics Hooke’s Law 

Dynamics Lagrange's Equation 

Thermal 

Fourier law 

Newton's law of convection 

Stefan–Boltzmann law of radiation 

Electromagnetics 

Maxwell's equations 

Gauss' law for electricity 

Faraday's law of induction 

Ampere's law 

Fluid mechanics Law of conservation of mass 

 

2.2.2.3.3 FEA formulation 

In order to solve the governing equations, a multitude of approaches for FEA formulation has 

been derived. The most common ones include direct formulation, minimum total potential 

energy formulation and weighted residual formation, all of which are briefly described below 

[205, 206, 212, 213]. 

The direct formulation is used to solve a simple problem, and most often, it provides an 

understanding of underlying concepts. It is based on the basics of engineering principles and 

incorporates balance of forces while applying statistics to derive the equations for finite 

elements. It is the only formulation that provides the approximated solutions by directly 

deriving them from the governing equations [205, 208]. Most frequently used for a one-

dimensional problem, this formulation is easy to introduce and does not require extensive 

computational resources, but it provides physical insight into finite element analysis. For 

example, the direct formulation can model the spring system, various shaft loading scenarios 

or simple heat transfer cases [205, 206, 212].     

According to other physical principles, the behaviour of an engineering system can be 

correlated with one or a few scalar quantities, including energy, momentum, and mass [206, 

222]. The minimum total potential energy formulation derives from the fact that the energy 

can be transferred between various bodies. However, it can never be destroyed. The minimum 

total potential energy formulation is a more complex formulation method based on the total 

potential energy of the system and primarily used for a solid mechanics problem [206, 222]. 
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According to this formulation, to achieve a stable system, the system’s total potential energy 

must reach its minimum when the displacement at the equilibrium position occurs [205].  

Finally, the last discussed formulation, weighted residual formulation, assumes the 

approximate solution to tackled governing differential equations [206, 223, 224]. As a result, 

under this formulation, an initial guess solution is implemented into differential equations; 

however, it is rarely an exact solution. Some residuals or errors still occur in most cases, and 

the following iterative process is adjusting the solution to minimise the residual error [206, 

223, 224]. Few methods can be used to minimise the residual functions, including Collocation 

method, Subdomain method, Galerkin method or Least Square method. None of them provides 

a clear advantage over the others, and it is up to the user to select the most suitable one. The 

weighted residual formulation is the most generic and flexible formulation used for most FEA 

tasks, including beam bending or heat conduction in solid cases [205, 206, 223, 224].  

2.2.2.3.4 Verification and validation of FEA results 

Verification and validation of FEA is a crucial step allowing us to understand obtained results 

fully. Even though both terms are frequently used interchangeably, their definitions differ in 

finite element analysis. As a result, verification mainly investigates the mathematical approach 

and software used during the finite element analysis. On the other hand, validation looks at 

how accurate the obtained results are [213, 214, 225].   

Verification allows ensuring that the mathematical model behind conducted FEA is correct. In 

general, the main aspects of FEA verification on the user side includes the confirmation that 

obtained solution presents an acceptable level of error. In order to confirm it without the need 

for experimental work, error estimation techniques are being used. The main type of error 

estimation includes the priori or posteriori error estimation depending on whether the 

estimation was performed before or after simulation was solved [214, 226]. They both often 

incorporate the solution of a simplified problem to detect potential bugs in the system or 

inappropriate physics used. Nevertheless, the verification does not describe how well the 

model represents the physical reality but rather evaluate the mathematical error present [214, 

225].  

Validation, on the other hand, detects how well the model captures the investigated system's 

physical behaviour. This often requires a direct comparison between the experimental and 

simulation results [214, 226]. Such an approach is described by the validation pyramid as 

presented in Figure 2-14. 
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Figure 2-14 The validation pyramid [214]. 

As it might be noticed, the model suggests starting from the low complexity cases and 

adjusting the simulation model until achieving a good match with the experimental results. 

The initial stage of such investigation often requires coupon level testing to confirm the 

properties of materials used. With the increasing complexity of the simulation model, a more 

demanding testing method are required [214, 225, 226].  

2.2.2.4 ANSYS 

ANSYS has been selected for the finite element analysis within this work. It is a general-

purpose finite element software that allows for multiple simulations, including solid 

mechanics, heat transfer, fluid mechanics, electromagnetics, and acoustics [206, 227]. ANSYS 

is a commercially available software; however, for this study, a student version has been used 

with the simulations run in the main module of ANSYS/Mechanical. ANSYS also incorporates 

an intuitive graphical interface to share the results between various simulations directly and 

quickly access current simulations, input values, results, and manuals [206, 228]. Nowadays, 

multiple industry branches widely use ANSYS, including mechanical, civil, aerospace, 

electrical, and chemical engineering  [206, 227-229]. 
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2.3 Conclusions 

In this chapter, the material overview and fundamental multiscale background have been 

discussed. Mentioned topics have been presented as a separate part of the thesis as they do 

provide an overlapping literature review for more than one of the upcoming chapters.   

The materials overview includes the presentation of all materials used in this study, focusing 

on aerogels and aerogel composites. As a result, the history and synthesis of silica and 

polyimide aerogels have been analysed, followed by the description of aerogel particulate and 

fibrous composites and the reinforcement materials most frequently used for their preparation. 

When investigating aerogel composites a silica aerogel seems to be the most popular choice 

for either particulate or fibrous composites, mainly due to the wide availability. Other aerogels 

are being used scarcely which could be attributed to the lack of the adequate 

commercialisation. Additionally, for particulate composites, a significant bias towards 

polymer and especially epoxy-based composites can be noticed with little work being done for 

other types of matrix materials. Overall, the aerogel composites are still relatively niche 

subject and an investigation of thermal and mechanical properties of wider range of aerogels 

and reinforcements could provide a better overview for potential users.  

The second part of this chapter focuses on the theoretical background of multiscale modelling. 

It provides an overview of the current multiscale material modelling approaches, including 

hybrid and hierarchical approaches. This study employs the hierarchical approach and uses 

two different scale modelling techniques including molecular dynamics and finite element 

analysis. The former has been used to obtain thermal and mechanical properties of bulk aerogel 

materials as well as the interface between aerogels and reinforcement materials. Afterwards, 

the obtained data are inputted into a microscale model based on a finite element analysis, 

which supplemented by a higher scale input parameter allows to predict mechanical and 

thermal properties of particulate composite materials. The basics of both of simulations 

methods has also been introduced in this chapter. Regardless of the approach used a significant 

difficulty in relating the material properties between different scales is still the main issue of 

the multiscale material modelling. Even though multiple coupling mechanisms have been 

already developed, there is still a lack of a clear method allowing for an accurate multiscale 

modelling. 
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3 Thermomechanical characterisation of aerogel particulate composites 

This chapter investigates the effect of the addition of aerogel particles to polymer resins on 

their thermally insulating properties and compressive properties. For this study, both silica and 

polyimide aerogel particles have been used as fillers for epoxy and vinyl ester resins. To 

preserve the pores in the aerogels, the delayed mixing method was developed by analysing 

viscosity changes during the resin curing stages and the influence of resin viscosity on the 

thermomechanical properties of aerogel-filled resin composites was evaluated. This approach 

identified a cost-effective method of introducing aerogel particles to a liquid matrix while 

maintaining aerogel porous structure. Additionally, various thermal and mechanical properties 

were investigated to provide insight into crucial design parameters of aerogel-filled resin 

composites. It is also the first time that a combined effect of varying aerogel particle size and 

loading on the polymer resin composites was extensively studied. Table 3-1 gives a summary 

of the material properties investigated in this work as well as the techniques used for property 

characterisation. 

Table 3-1 Summary of investigated properties of created aerogel filled polymers and techniques used 

for measurements. 

Material Property Testing Technique Equipment used 

Thermal conductivity Heat flow meter method TA Instruments Fox 50 

Compressive properties Compression test 50kN Instron 5969  

Linear thermal expansion 

coefficient 
Thermomechanical analysis (TMA) 

TA Instruments Q400 

Heat distortion temperature 
Dynamic mechanical analysis 

(DMA) 

TA Instruments Q800 

Glass transition temperature 
Dynamic mechanical analysis 

(DMA) 

TA Instruments Q800 
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3.1 Literature review 

3.1.1 Manufacturing of aerogel filled polymer composites 

When dealing with aerogel-filled composites it seems that one of the most challenging parts 

is their manufacturing. Compared to other filler materials, it requires additional measures 

preventing the destruction of the internal aerogel structure. As a result, a few most common 

manufacturing techniques have been identified and described below [33, 88, 91, 93]. 

The most frequently utilised manufacturing method includes dispersing aerogel particles in 

the desired matrix's liquid form and casting it in a mould, with multiple researchers such as 

Basri, Kim or Mazlan previously utilising it [32, 91, 230, 231]. However, this method was 

reported to raise serious issues during composites manufacturing, which involves filling the 

aerogel pores or their collapse under the curing stresses [88, 92]. In response, multiple methods 

have been incorporated to prevent such scenarios and fully benefit from aerogel particles' 

addition to plastic matrices. Firstly, Gupta et al., as well as Maghsoudi & Motahari, have used 

a standard mixing technique with a high viscosity resin, enabling the production of a composite 

that had a slightly lower density than the plastic matrix [87, 91]. A slightly different approach 

was used by Krishnaswamy et al., who purposely delayed the addition of aerogel particles to 

resin/hardener mixture [88]. They have investigated the morphology, optics and thermal 

character of aerogel-epoxy composites by increasing the resin viscosity to the point where 

aerogel pores were no longer infiltrated following mixing. However, it was found under 

microscopy that the physical destruction of the aerogel particles had occurred due to epoxy 

curing shrinkage. Such destruction indicated a larger surface area of the particle through which 

the resin could now enter the aerogel interior pore network [88]. Another manufacturing 

technique utilised to preserve the aerogel pores from resin infiltrations was presented by Kim 

et al. [91]. In this work, aerogel was submerged in ethanol before mixing with epoxy and the 

whole mixture was hot-pressed under elevated temperature and pressure resulting in total 

evaporation of ethanol and preservation of aerogel pores. However, even though this method 

allows for preserving the aerogel pores, it is worth mentioning that it also results in high cost 

and hazardous manufacturing conditions [91]. On the contrary, Ge has dropped the idea of 

dispersing aerogel in a liquid matrix and instead used the powdered epoxy and dry mixing 

technique [93]. As a result, combined aerogel and epoxy powders have been processed in the 

hot press resulting in only partial infiltration of aerogel pores [93]. Finally, it is also worth 

mentioning that other methods of incorporating aerogel into plastic resin are being developed 

all the time. YG Kim proposed one of the most recent solutions, manufacturing polyvinylidene 
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fluoride nanofibers filled with silica aerogel [21]. The fibres with a porous internal structure 

possessed a low thermal conductivity as well as high flexibility and fire retardation [21].  

3.1.2 Microstructure of aerogel filled polymer composites 

It can be noticed that the purpose of all alterations to known manufacturing methods was to 

preserve the internal aerogel structure during composite processing. Only when the aerogel 

particles had been introduced to the matrix in an intact form, their actual effects on the matrix's 

thermal and mechanical properties could be evaluated. As a result, multiple research pieces 

have investigated the microstructure of created composites to describe phenomena such as 

heat transfer or stress gradients. Most often, the researches use scanning electron microscopy 

(SEM), transition electron microscopy (TEM), FTIR, elemental mapping or micro-computed 

tomography (m-CT). 

m-CT and elemental mapping were used for the non-destructive imagining of aerogel particle 

distribution within the matrix. Using both methods, Cho et al. were able to visualize the 

arrangement of silica aerogel particles inside the polyurethane matrix, proving possible 

homogeneous distribution at 30 vol% loadings [232]. Elemental analysis was also used by 

Allan et al., who have investigated the distribution of silica aerogel in poly ethylene‐co‐vinyl 

acetate (EVA) nanocomposite [233]. Again, he was able to prove the homogenous distribution 

of the particles. However, he discovered that it was challenging to detect Si in composites with 

less than 10% volume fraction. On the other hand, composites with a high volume fraction of 

aerogel particles were prompt to aggregate and form clusters. Overall, both methods were 

proven to successfully define the internal structure of aerogel filled composites [77]. 

Nevertheless, due to the resolution, they could not identify the aerogel particles' internal 

structure.  

To overcome this issue, SEM or TEM was used to capture the aerogel particle's internal 

structure after composite formation. By preparing samples in three different ways (wet, dry 

and dual mixing), Kim et al. were able to capture the destruction of aerogel porous structure 

when the wet mixing technique was used [234]. The infiltration of pores resulted in higher 

thermal conductivity and density values of the final composite. On the other hand, remaining 

manufacturing was proven not to affect aerogel structure adversely [45]. Similarly, Zhao et 

al., Halim et al. and Maghsoudi et al. used SEM to prove successful preservation of aerogel 

structure is prepared silica aerogel/epoxy [83, 87, 94]. A slightly different approach was used 

by Ge et al., who incorporated TEM into their analysis of silica aerogel/epoxy nanocomposite 

[93]. They have compared internal structures of silica aerogel particles added to epoxy resin 

via dry and wet mixing. They have discovered that for dry mixing the nanopores of the silica 
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aerogel have been penetrated by the resin, but the 3D net structure remained intact, while wet 

mixing caused both pore infiltration and destruction of the whole structure [93].  

Finally, FTIR spectra have been used to analyse whether the chemical bonding occurs between 

the aerogel particles and the matrix. As a result, epoxy with a wide range of volume fractions 

of silica aerogels particles has been investigated by Zhao et al. [83]. For combined materials, 

Zhao has discovered peaks at 3,440 and 1,100 cm-1 representing respectively hydrophilic 

functional groups (OH) and absorption band of C–O–C. Also, the disappearance of peak at 

940 cm-1 implied the reaction between Si-OH and C–OH bonds through ring-opening of epoxy 

resulting in the creation of Si–O–C bonds. The resulting functional group between the silica 

aerogel and the epoxy resin was expected to preventing the epoxy chain from moving and 

improving the heat distortion temperature (HDT) of created composite. Halim et al. have done 

a similar investigation for unsaturated polyester samples and found that not a single of the 

silica aerogel characteristic peaks was represented in the composite FTIR spectrum [94]. By 

detailed investigation of obtained spectrums, they have managed to identify a bit wider 

vibration band around 3600 cm-1 possibly suggesting the existence of hydrogen bonding 

between silica aerogel and unsaturated polyester resin [94]. 

3.1.3 Properties of aerogel filled polymer composites 

3.1.3.1 Thermal properties 

When analysing the scientific work in the field of aerogel-filled polymers, it can be noticed 

that thermal conductivity among all of the thermal properties seems to gain the most interest. 

It was proven that the addition of aerogel particles could significantly lower the thermal 

conductivity of matrix material with the epoxy resin and silica aerogel particles being the most 

commonly researched combination [32, 91, 92].  

Kim et al. have investigated the effect of three different types of silica aerogel particles on 

epoxy resin [91]. In their study, they have used standard silica aerogel particles as well as 

plasma treated and ethanol filled ones. By incorporating standard particles, he has managed to 

lower epoxy resin's thermal conductivity from 275 mWm-1K-1 to 110 mWm-1K-1 when using 

25 vol% of aerogel [92]. However, a further increase in aerogel quantity yielded no additional 

decreases in thermal conductivity values. In the case of plasma-treated particles, the thermal 

conductivity has dropped even lower to 90 mWm-1K-1 for 25 vol% of aerogel, but when 

additional aerogel was included, thermal conductivity started to increase. For both particles, 

the values of thermal conductivities and obtained trends have been attributed to the liquid 

resin's aerogel pores being infiltrated. Finally, the best results have been achieved using 
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ethanol-filled particles allowing thermal conductivity of 60 and 45 mWm-1K-1 for samples with 

25 vol% and 75 vol% aerogel loading respectively [91].  

Ge et al., by using dry mixing method of silica aerogel and epoxy powder managed to achieve 

low thermal conductivity of 44 mWm-1K-1 for 90 vol% [93]. In addition to room temperature 

measurement, they have explored silica aerogel-filled composites' thermal conductivity at 

elevated temperatures. It was revealed that composites with high silica aerogel volume fraction 

are much more stable than pure epoxy with similar thermal conductivity values at 25 and 200 

°C. Additionally, Ge was able to increase serviceability temperature up to 250 °C by using 80 

vol% of silica aerogel [93]. Finally, except for the experimental work, he compared his work 

with the most common theoretical models presenting a close match [93]. 

Zhao et al. studied the thermal properties of silica aerogel/epoxy composites and discovered 

that at 60 wt% aerogel particles, the thermal conductivity of 105 mWm-1K-1 was achieved, in 

addition to an increased serviceability temperature [83]. Two sizes of aerogel particle were 

used (200 µm and 2000 µm) to produce composites, and it was concluded that the addition of 

larger aerogel particles resulted in lower thermal conductivity and a higher martens heat 

distortion temperature [83].  

In other studies, Krishnaswamy et al. looked into the possibility of the addition of silica aerogel 

particles at a different time of resin curing [88]. By adding aerogel particles after 1.5 hrs from 

the creating resin/hardener mixture the authors have created composites presenting a 13.3% 

decrease in thermal conductivity when 3 wt% silica aerogel particles were added [88]. Also, 

Maghsoudi & Motahari investigated silica aerogel and epoxy composites. Their revealed that 

the addition of 3 wt% aerogel decreased the Tc from 195 to 74 mWm-1K-1 [87]. 

The effect of silica aerogel particles on other matrix systems has also been measured.  Halim 

et al. investigated the impact of three different particle sizes (powder, granules and beads) with 

the same 30 vol% loadings on thermal and mechanical properties of unsaturated polyester 

composites [94]. Their work revealed a decrease in thermal conductivity values by 11%,57% 

and 61% for respective powder, granules and bead. The higher effectiveness of larger particles 

has been proven by lower thermal conductivity values and higher thermal stability compared 

with unfilled resin. Nevertheless, the authors stressed the need for aerogel pore preservation 

during manufacturing [94].  

Kim et al. tried a combination of silica aerogel particles with epoxy and polyimide resin [92]. 

In the case of epoxy resin, they have managed to lower thermal conductivity values from 225 

mWm-1K-1 to 112 mWm-1K-1 when adding 25 vol% without any further reduction with more 



49 

 

aerogel. On the contrary, for the polyimide aerogel, they achieved a nonlinear trend and 

lowered conductivity values with increasing aerogel content [92]. It was deducted that the 

multi curing process allowed to preserve aerogel pores successfully and lowered thermal 

conductivity values from 500 mWm-1K-1  to 30 mWm-1K-1 with 50 vol% aerogel content [92].  

Other research led by Cho and Lee included a mixture of silica aerogel with respectively 

polyurethane and poly(dimethylsiloxane) (PDMS) matrices, achieving respectively 80% and 

85% decreases in thermal conductivity of both materials and further highlighting the 

importance of aerogel pore preservation [30, 232]. On the other hand, Prasad et al. investigated 

sisal/polylactic acid (PLA) combined with nanometre size silica aerogel particles up to 2 wt% 

[84]. This study observed that particles' addition impacted the interfacial adhesion between 

fibres and matrix, resulting in improved thermal stability [84]. Finally, Kim et al. summarised 

the principles of heat transfer in polymer/aerogel composites and the most important physical 

factors impacting their thermal conductivity [90]. 

3.1.3.2 Mechanical properties 

To find a balance between aerogel-filled composites' thermal and mechanical properties, it is 

necessary to investigate how porous particles' addition affects various mechanical properties 

such as tensile strength, impact strength, flexural strength, hardness, fracture toughness. Even 

though aerogel composites' mechanical properties are not as commonly investigated as thermal 

ones, several studies have mainly focused on either tensile or compressive testing. 

Gupta et al. analysed the interaction between aerogel particles and the epoxy matrix in a 

mechanical context. It was found that a high viscosity resin resulted in poor binding while a 

low viscosity resin invaded the aerogel pores [235]. Specimens were created using a heated 

high viscosity resin, which enabled the production of a composite with slightly lower density 

than the plastic matrix and improved mechanical characteristics [235]. By subjecting samples 

to compression, Gupta has studied their deformation and fracture behaviour finding 

compressive failure strain of over 25% for samples with 20–30% aerogel by volume. In 

addition, the increase in compressive modulus and decrease in yield strength was recorded. 

The latter was attributed to the early crack initiation due to the aerogel porous inclusions. 

Similar results were also observed by Salimian et al., who investigated the structure-property 

relationship in epoxy nano-composites filled with silica aerogel [85]. In their study, the 

addition of 6 wt% of aerogel particles has improved the mechanical properties significantly 

with increases of 35%, 62% and 126% in respectively elastic modulus, tensile strength and 

toughness. Two main mechanisms of mechanical properties improvement have been 
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identified. Firstly, it was suggested that the introduction of the polymer networks into the 

aerogel mesopores increased the composite toughness by limiting the crack propagation and 

deflection [85]. The second reason was plastic deformation which absorbed energy (resulting 

in higher toughness of composite) by forming voids, cavities, and debonding effects at the 

crack tip. 

Kim et al. have used the silica aerogel particles for both glassy and rubbery state of epoxy 

resin [91]. In the rubbery epoxy nanocomposites, a strong correlation between aerogel loading 

and mechanical properties has been found. By increasing the aerogel content, Kim has 

improved the tensile modulus values, tensile strength, toughness and elongation leading to 

respectively 2.7, 6.3, 2.1, and 6.3 times improvement at 7 wt% [91]. A much smaller 

improvement has been recorded for the glassy nanocomposites for which the addition of the 

same quantity of aerogel particles resulted in only a 10% increase in mentioned properties. 

The improvement of mechanical properties has been attributed to the strong interfacial 

interactions and adhesion between the epoxy and silica mesophase [91]. 

G. S. Kim & S. H. Hyun focused their study on the mixture of silica aerogel and PVB, 

however, in their case the addition of aerogel particles has significantly decreased the modulus 

of rupture of the composite material from 46.5 MP to 0.15 MP when increasing aerogel volume 

fraction from 30% to 90% [32]. The authors have also observed the difference in the modulus 

of rupture of composites using dry mixing and wet mixing technique. The former was higher 

and such behaviour was linked with the integration of PVB into aerogel particles using wet 

mixing [234]. 

A slightly other approach was used by Mazlan et al., who growth carbon nanotubes on the 

surface of highly porous silica aerogel using chemical vapour deposition technique [230]. 

Further addition of up to 2.5 wt% of enhanced aerogel particles to the epoxy matrix resulted 

in increased flexural strength by 30% compared to pure epoxy. In addition, flexural modulus 

increased by about 50% for the same aerogel loading. The improvement was justified by the 

high stiffness of the filler particles contributing to the reinforcement effects, good adhesion 

between particles and matrix and finally better dispersion of enhanced particles in the matrix 

used [230]. 

Finally, Venkata Prasad et al. investigated sisal/polylactic acid combined with nanometre size 

silica aerogel particles up to 2 wt% [84]. This study observed that particles' addition impacted 

the interfacial adhesion between fibres and matrix, resulting in tensile strength and modulus 

increase; on the other hand, the flexural strength decreased. By altering the fibre interface by 

adding aerogel particles, authors improved the thermal stability and mechanical properties of 
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created composites and identified the opportunity to use the silica aerogel particles as an 

additive in biodegradable composites [84]. 

3.1.3.3 Thermomechanical properties 

The addition of silica aerogel particles to polymer matrices affects both the resin's thermal and 

mechanical properties. However, to fully understand the newly created materials 

thermomechanical analysis can describe material properties during heating or cooling. 

Techniques most commonly used to investigate aerogel-filled composites include dynamic 

mechanical analysis (DMA) or thermomechanical analysis (TMA) and determine a range of 

properties such as glass transition temperature or thermal expansion coefficient. 

Kim et al. looked into the storage modulus and glass transition temperature of glassy epoxy-

aerogel nanocomposites [91]. In their study, they has discovered a significant increase in 

storage modulus with an increase of aerogel content. As a result, storage modulus has 

increased from 2083 MPa to 2746 MPa with an addition of 5 wt% of aerogel. On the other 

hand, the glass transition temperature of created composites maintained the same at the level 

of 102 °C [91].  

Salimian et al. also have investigated the silica aerogel and epoxy composites under DMA. 

Their study revealed that the inclusion of 6 wt% of aerogel particles increased epoxy’s storage 

modulus at 45 °C from 0.93 to 1.03 GPa [85, 86]. Based on the loss factor, they measured an 

increase in glass transition temperature by 5.2 °C compared to unfilled epoxy. Such an increase 

in measured thermomechanical properties was attributed to the mechanical anchoring of the 

epoxy polymer chains by particle included. As a result of limiting the epoxy chain movement, 

the storage modulus and glass transition temperature values were increased [85, 86].  

Du et al. manufactured numerous silica aerogel and epoxy composites via the sol-gel method 

with aerogel content ranging from 0 to 100 wt% [236]. Their studies focused on DMA analysis 

and revealed that for both storage and loss modulus the addition of 0.1 wt% of aerogel particles 

yielded the best results with the highest values of both parameters but further addition of 

aerogel led to a steady decrease in properties values. Contrary to previously discussed studies, 

they achieved an impressive increase in the glass transition temperature [236]. By adding 10 

wt% of aerogel particles, Tg of epoxy increased to almost 85 °C compared to 45 °C for pure 

epoxy. Similarly, as in the case of Salimian, this study links the thermomechanical properties 

with interfacial effect and anchoring of epoxy chins. On the other hand, the author also 

considers other justifications, including adsorption of polymer into aerogel particles and pores 

destruction [236]. 
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Lee et al. have investigated storage modulus and the glass transition temperature of silica 

aerogel particles and poly(dimethylsiloxane) matrix [30]. Interestingly two different 

manufacturing method were used, one allowing to preserve aerogel pores and the other 

purposely infiltrating them. Following DMA, it was found that samples with impregnated 

pores presented an increase in storage modulus values with an increasing quantity of aerogel 

while samples with preserved pores showed a reversed trend. On the other hand, neither type 

of samples presented a change in the matrix's glass transition temperature [30].  

Finally, Halim and Yajid added plain and core-shell silica aerogel particles to evaluate their 

impact on unsaturated polyester's thermomechanical properties [94]. The difference between 

both types of aerogel particles was mainly due to the accessibility to the pores as plain particles 

had open pores while shell particles had all pores enclosed. The conducted study revealed that 

the addition of both types of particles resulted in lower values of storage and loss modulus and 

no improvement in the glass transition temperature of polyester. Nevertheless, plain particles 

usage resulted in lower thermal insulation and a higher density of resulting composites than 

shell particles [94].  

3.1.4 Conclusions of the literature review 

Aerogel filled polymers are increasingly gaining attention in the scientific world with a wide 

variety of combinations of different aerogel and matrix types being investigated. Nevertheless, 

before those materials are fully implemented in industrial applications few challenges still 

have to be resolved. Currently, the main issue remains to preserve aerogel pores through the 

manufacturing process to achieve the full benefits of incorporating aerogel particles in the 

polymer matrix. Up to date, many researchers have been looking into and modifying current 

wet and dry mixing techniques to prevent filling the aerogel pores or their collapse under 

curing stresses. In addition, competitive and more elaborate methods such as ethanol pore 

filling have been proven to also yield positive results. 

Moreover, the effects of aerogel particles on multiple material characteristics are yet to be 

determined. As a result, a series of attempts to characterise aerogel particles' effect on polymer 

matrices has been undertaken. It was proven that the introduction of aerogel particles can 

significantly lower polymer thermal conductivity and improve flame retardancy. What is 

more, the presence of aerogel particles was allowed to achieve higher values of storage 

modulus as well as glass transition temperature as a result of limiting the movement of polymer 

main-chain motion. On the other hand, the impact of aerogel particles upon the mechanical 

characterisation of aerogel filled polymers is still debated in the literature. Some researchers 

suggest that the addition of aerogel particles could introduce possible strengthening 
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mechanisms and increase the composite toughness by limiting the crack propagation and 

deflection, while others advocate the weakening effect of brittle, porous inclusions. 

3.2 Experimental 

3.2.1 Materials 

The epoxy resin and hardener were purchased from Easy Composites Ltd. The resin was a 

mixture of bisphenol-A-epoxy resin and Epichlorohydrin-formaldehydephenol polymer (trade 

name IN2 Epoxy Infusion Resin) both with molecular weight equal to or less than  

700 g mole-1. A cycloaliphatic amine-based hardener (trade name AT30 Slow Hardener) was 

used as the curing agent. 

Acquired vinyl ester resin is a bisphenol-A based vinyl ester urethane resin, dissolved in 

styrene with a trading name Atlac 580 and styrene content in 25-50% range. In addition, a 

Methyl ethyl ketone peroxide (MEKP) hardener (Butanox M50) was used as catalyst to 

complete the curing process. 

The silica aerogel particles produced by Enersens were sourced from Aerogel UK Ltd. In total 

4 different batches of different particle sizes were purchased with the largest particle size of 

100 µm, 500 µm, 1250 µm and 3500 µm (trade name of particles was respectively 

Kwark®XP100, Kwark®XP500, Kwark®GS and Kwark®GL). These aerogels have a 

nominal density between 40 and 80 kg/m3, porosity above 95%, a specific surface area of 850 

m²/g and pore diameter between 5 and 12 nm. An examples of silica aerogel particles is shown 

in Figure 3-1.  

 

Figure 3-1 3500 µm (left) and 100 µm (right) silica aerogel particles used in this study. 

Finally, organic polyimide aerogel particles were acquired from Blueshift Materials Inc. and 

included a single batch of particle size below 100 μm (trade name AeroZero®). According to 

the manufacturer, the aerogel has a nominal density between 150 and 200 kg/m3, a specific 
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surface area of 850 m²/g and a pore diameter ranging from 5 to 12 nm. An example of 

polyimide aerogel particles in presented in Figure 3-2. 

 

Figure 3-2 Example of polyimide aerogel particles used in this study. 

3.2.2 Sample Preparation 

3.2.2.1 Aerogel-filled epoxy 

Figure 3-3 presents the silica aerogel and epoxy composite preparation steps. 

 

Figure 3-3 Aerogel/epoxy composite preparation steps. 

Aerogel/epoxy composites were fabricated using a delayed wet mixing technique. Initially, a 

weight ratio of 100 parts of resin and 30 parts of hardener were measured using microscale as 

presented in Figure 3-3a. For most of the samples a 50 g of resin and 15 g of hardener have 

been used as this quantity was sufficient for preparation of two thermal conductivity samples 

or six compression samples. Resin and hardener were combined using manual stirring for 5 
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minutes, and the mixture was subsequently degassed under vacuum for 10 minutes. The degas 

chamber setup is presented in Figure 3-3b.  Afterwards, the mixture was left to cure under the 

room condition in order to increase its’ viscosity and then 0-5 wt% of aerogel particles of 

various sizes were added to the resin. Such a range of aerogel weight percentage was used as 

further addition of aerogel particles created too thick mixture preventing any further 

processing of the mixture. The composite mixture was then poured into silicon moulds coated 

with release agent (Figure 3-3c) and left to cure at room temperature for 24 hours.  Once 

removed from the silicon mould the samples were subjected to the post-curing process at 60°C 

for 6 hours. All aerogel/epoxy composites were machined and polished using wet sanding 

setup presented in Figure 3-3e to the sample dimension required for various tests. Finished 

samples for both thermal and mechanical testing are presented in Figure 3-4. 

 

 

Figure 3-4 Photo of thermal (left) and compression (right) samples used during the study. Samples 

were prepared with epoxy resin and 100 μm silica aerogel particles. 

3.2.2.2 Aerogel-filled vinyl ester 

Vinylester composites were also manufactured using a delayed wet mixing technique, 

however, due to the styrene fumes being released from the resin, all following actions were 

conducted under a fume cupboard with as little contact with uncured material as possible. 

Firstly, a weight ratio of 100 parts of resin and 1.5 parts of hardener has been combined using 

manual stirring for 5 minutes with the subsequent degassing process under vacuum for 10 

minutes. Afterwards, the mixture was left to pre-cure under room conditions for various 

periods until 0-5 wt% of aerogel particles were stirred into the resin. The composite mixture 

was then poured into silicon moulds coated with release agent and was left to cure at room 

temperature for 48 hours followed by post-curing at 100°C for 3 hours. Finally, aerogel/vinyl 

ester composites were machined to the sample dimension according to the test standards. 
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3.2.3 Gas adsorption 

To investigate the pore structure represented by particles gas adsorption measurements were 

conducted using a Micromeritics ASAP2420 Surface Area and Porosity Analyser. Surface 

area, pore volume and average pore size were determined via analysis of the cryogenic 

nitrogen adsorption/desorption isotherm. Approximately 0.1 g of aerogel particles was subject 

to a degas cycle of 30 min at 50 °C, followed by 120 min at 110 °C, at a pressure of 10 mHg. 

This process removed any residual solvent or surface contaminants from the samples. 

Degassed samples subsequently underwent a 40 point adsorption cycle between the relative 

pressures of 0.01 and 1, followed by a 30 point desorption cycle between the relative pressures 

of 1 and 0.1. Sample temperature was maintained at a constant value of -196 °C throughout 

the experiment using a liquid nitrogen bath. The total pore volume is calculated from the 

amount of gas adsorbed when reaching 0.99 relative pressure mark, while the specific surface 

area is obtained using the BET (Brunauer-Emmett-Teller) method. Finally, pore size 

distribution and average pore size have been measured by the BJH model used to analyse the 

adsorption isotherms. Even though this method has been incorporated in this study it is 

necessary to highlight that other researchers suggest that due to limitations and underlying 

assumptions the BJH method produces large error when charactering the pore size distribution 

and thus is unable to accurately describe the mesopores [237]. The example 

adsorption/desorption curve is presented in Figure 3-5 below. 

 

Figure 3-5 Typical adsorption/desorption curve produced during BET analysis.  
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3.2.4 Viscosity measurement 

The viscosity measurement of both resins is essential for assessing the correct time for the 

addition of aerogel particles to preserve their pores and achieve the lowest possible thermal 

conductivity. An in-house prepared rotational viscometer (which required a manufacturing of 

rotational spindle using 3D printing) was used to measure the viscosity of the resin.  All the 

measurements were conducted at room conditions using at 300 rpm constantly monitoring the 

torque required for the spindle (25 mm diameter) to skim the surface of the resin. Afterwards, 

the torque (T) has been related to resin viscosity (τ) using:  

 
𝜏 =

𝑇 × 2 × ℎ

𝑟4 × 𝜋 × 𝜔
 

Eq. 32 

where, h is a height of a fluid between the spindle and the bottom of the container, r is a radius 

of the spindle and ω is angular velocity of the spindle. The viscometer setup is presented in 

Figure 3-6. 

 

Figure 3-6 Image of viscosity measurement setup. 

For both resin systems, 15 batches were prepared each comprising 65 g of resin and hardener 

mixture. Such quantity was selected for study as it was sufficient to produce a single thermal 

sample or a complete set of mechanical samples. Afterwards, one of each resin samples was 

placed underneath the viscometer to measure viscosity changes as a function of time, while 

the remaining samples were mixed with 2 wt% aerogel particles at specific intervals of time. 

After all the samples had been cured as described in 3.2.2, samples were tested to obtain the 

thermal conductivity and their bulk density was calculated through measured sample weight 

and volume. 
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With a focus on further investigating the pore infiltration level, the filled pore volume fraction 

(Vinf) was calculated, representing a volume ratio of the filled pores to the original unfilled 

pores. This factor can help assess the number of pores being destroyed by resin infiltration 

during the manufacturing process, with a 100% ratio indicating complete infiltration and 0% 

meaning all pores have been preserved. In order to calculate filled pore volume fraction, the 

following calculations have been used [85]: 

 
𝑉 = (

100

𝑣𝑜𝑙%
) × (

1

𝜌
−

1

𝜌𝑝𝑜𝑙𝑦𝑚𝑒𝑟
) +

1

𝜌𝑝𝑜𝑙𝑦𝑚𝑒𝑟
−

1

𝜌𝑠𝑖𝑙𝑖𝑐𝑎
 

Eq. 33 

 
𝑉𝑖𝑛𝑓 =

𝑉0 − 𝑉

𝑉0
× 100 

Eq. 34 

where ρ, ρpolymer and ρsilica are densities of respectively composite, epoxy resin (1.16 g cm-3) 

and β-Cristobalite silica (2.18 g cm-3) [238]. Additionally, 𝑣𝑜𝑙% represents added volume ratio 

of silica aerogel and V0 is a pore volume of particles obtained from gas adsorption analysis. 

3.2.5 Particle size and distribution 

As only the maximum diameter of aerogel particles was available from the supplier, a more 

detailed analysis of particle size was required to investigate the size effect. As a result, FASEP 

- the System for Fibre Length Analysis has been used and the setup is presented in Figure 3-7. 

 

Figure 3-7 Setup used for the Fibre Length Analysis. 

Even though, this system has been previously used to only measure the geometry of various 

types of fibres, it was successfully optimised to analyse an aerogel particle. As a result, 0.1 g 

of aerogel particles were dispersed in 100 ml of acetone with additional glycerine and stirred 

for 5 minutes using a magnetic stirrer at 500 rpm. Afterwards, a part of the solution was 

transferred onto a glass plate and dried out to avoid particle agglomeration. Such technique 
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was used in order to separate the particles, nevertheless it is quite possible the acetone 

impregnated the pores and during drying could cause a pore collapse resulting in size 

shrinkage. Then, prepared samples were positioned in the dark field box of an DM FASEP 

fibre length measurement as presented in Figure 3-7. Dark box was located on the top of a 

high-resolution scanner (Canon ScanoScan 9000F) with a resolution of 10.52 µm per pixel, 

which allowed to capture high quality 2D image of a sample as presented in Figure 3-8. Further 

those images were analysed using an Image Pro macro of the IDM FASEP fibre length 

measurement system, allowing the identification of particles as small as 10 µm. In the case of 

irregularly shaped particles, the system uses an algorithm based on the Hough Transformation. 

It draws an ellipse around the particle and report its length and diameter which are later used 

to assign particle to specific categories. All available aerogel samples were tested under the 

same procedure. 

 

Figure 3-8 Scanned images of 1250 μm (left) and 3500 μm (right) silica aerogel particles. 

To more clearly presents the size difference and provide an indication of particles’ shapes and 

texture the optical microscopy images have been captured using Olympus BX51 microscope 

under transmitted light in brightfield with a magnification between 20 and 100. 

3.2.6 Scanning electron microscopy 

Scanning electron microscopy (SEM) was used to investigate the internal structure of both 

virgin aerogel particles and aerogel particles incorporated within the polymers. All the SEM 

imagining has been conducted using HITACHI SU-6600 machine. In order to proceed with 

scanning the samples have been attached to the SEM mount using a double-sided carbon tape 

and then coated with a layer of gold to improve the electrical conductivity of the samples. 

Following the placement of the mount within scanning chamber the images were taken using 

accelerating voltage between 5 kV and 15 kV and the magnification of up to 100k. In case of 

aerogel particles incorporated into polymer matrix the samples have been obtained by cutting 
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out the part of the composite from the centre of a larger samples using a band saw. It is 

suspected that preparation of the sample could affect aerogels’ internal structure, nevertheless 

such measures were required to prepare a sample with adequate size to fit SEM.   

3.2.7 Thermal conductivity measurement 

TA Fox50 heat flow meter was used to measure the thermal conductivity of aerogel composites 

by following ASTM C518. This method requires a sample to be sandwiched between hot and 

cold plate in order to induce the heat flux which is latter used to calculate thermal conductivity 

of the sample using Fourier’s law for one-dimensional heat conduction at a steady state. All 

test specimens were cast using a silicone rubber mould and they had cylindrical geometry with 

a diameter of 51 mm and a thickness of 25.4 mm. To minimise the effect of any surface defects, 

a silicon thermal paste with thermal conductivity of 15.7 w/mK was applied to both horizontal 

surfaces of each sample. Upon placement of the sample inside Fox50 the temperature of hot 

and cold plate was set to be 25 °C and 15° C respectively. Afterwards, the machine controlled 

the input of electrical energy to both plates until the heat flux stabilized. Only at that point the 

steady state has been achieved and the measurement could commence.  In order to fulfil the 

requirement of the measurement standard at least two samples for each aerogel/polymer blend 

were tested.  

Due to limited access to Fox50, the TC3000E thermal conductivity meter was also used as an 

alternative for thermal conductivity measurements. It utilizes the transient hot-wire method 

and follows ASTM D5930 − 17 standard. According to this technique the thermal conductivity 

is measured by analysing the increase in the samples’ temperature when it is heated by a thin 

hot wire. In order to utilise this method, the sensor needs to be surrounded by the material, 

thus previously created cylindrical samples were cut in the middle and polished using 

sandpaper to provide a tight contact with the sensor. Afterwards the sensor was placed in 

between both material pieces and a 500 g mass was placed on top of the whole assembly to 

ensure no movement and appropriate contact between sensor and the sample as presented in 

Figure 3-9. During most of the measurement, recommended settings has been used with a 

voltage of 1V and 10 seconds measurement time. 
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Figure 3-9 a) TC3000E thermal conductivity meter sensor b) setup of the thermal conductivity 

measurement. Sampel used was a vinyl ester filled with 2 wt% 1250 μm aerogel particles. 

3.2.8 Mechanical testing 

Compression tests according to ASTM D695 were undertaken to evaluate the effects of the 

aerogel addition on compressive properties of the polymer specimens. An Instron 5969 series 

universal testing system, fitted with a 50 kN load cell and equipped with a video extensometer, 

was used to load rectangular samples with the dimensions of 12.7×12.7×25.4 mm at a constant 

rate of 1.3 mm/min at 20 °C. At least 5 samples for each aerogel/polymer blend were tested 

and a typical stress/strain curve is presented in Figure 3-10.  

 

Figure 3-10 Average stress-strain curves for epoxy filled with 1 wt% 100 μm aerogel particles. 
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3.2.9 Thermomechanical analysis 

Thermomechanical analysis (TMA) was conducted to measure the effects of aerogel particles' 

addition on the polymer matrix's linear coefficient of thermal expansion (CTE) and glass 

transition temperature (Tg). All measurements were conducted according to the ASTM E831 

– 19 standard using TA Instruments Q400 Thermomechanical Analyzer. During the 

measurement, a sample of 5×5×5 mm was placed under the silica expansion probe exerting 

100 mN of force. Afterwards, the temperature ramp was executed at a rate of 5 °C/min from 

0 to 200 °C providing the expansion vs temperature graph as presented below. At least 3 

samples have been tested for each materials combination and an example of a displacement-

temperature graph generated by TMA is presented in Figure 3-11. 

 

Figure 3-11 Example of a displacement-temperature graph generated by TMA for a vinyl ester filled 

with 1 wt% 100 μm aerogel particles. 

Finally, the mean CTE was calculated using the following equation: 

 
𝛼𝑚 =

∆𝐿𝑠𝑝 × 𝑘

𝐿 × ∆𝑇
 

Eq. 35 

where L is an initial length of a specimen at room temperature,  ∆𝐿𝑠𝑝 is a change of sample 

length across the desired temperature range, k is a calibration coefficient and ∆𝑇 represents 

the temperature difference for which the coefficient is being measured. In this work, the results 

for sample dimension change in a temperature range of 0-50 °C were used to calculate the 

CTE. On the other hand, the glass transition temperature was determined at the cross section 

point of two tangential lines drawn along the first major discontinuity in the dimensional 

change and temperature graph. 
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3.2.10 Dynamic mechanical analysis 

To investigate the impact of aerogel particles on viscoelastic properties of both epoxy and 

vinyl ester, the dynamic mechanical analysis has been conducted using TA Instruments Q800. 

heat distortion temperature (HDT) and glass transition temperature (Tg) have been examined 

following ASTM D648 and ASTM D7028 standards. 

In case of heat deflection temperature, the samples were moulded to the size of 60×12.6×3.2 

mm and were subjected to a 3-point bending test with a span length of 50 mm. In order to 

comply with the standard and apply the stress of 0.455 MPa to the sample the preload force 

was calculated for each sample based on its geometrical features using the equation below: 

 
𝐹 =

2

3
×

𝜎 × 𝑇2 × 𝑊

𝐿
 

Eq. 36 

where σ is the required stress on the sample, T, W and L are respectively thickness, width and 

length (50 mm in this case) of the tested sample. Following the preload application, the 

temperature inside the chamber was raised from 25 to 200 °C at a rate of 5 °C/min and the 

displacement as a function of temperature was recorded. Afterwards, the HDT was identified 

at an intersection point between linear portions of the graph before and after large sample 

deflection as shown in Figure 3-12. 

 

Figure 3-12 Example displacement-temperature graph produced by DMA for epoxy filled with 1 wt% 

1230 μm aerogel particles with HDT determined at the intersection point of two dashed lines. 

In addition to HDT measurement, samples of the same dimensions were also used in DMA 3-

point bending setup to measure glass transition temperature. However, this time the 

experimental settings were altered. As a result, the settings included heating rate of 2°C/min 

between 25°C to 150°C, the oscillating frequency of 1 Hz, the amplitude of 50 µm, static pre-

load of 0.1 N and force track of 105%. The resulting graph included the changes in storage 
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modulus, loss modulus and damping index (tan δ) as presented in Figure 3-13. Tg was obtained 

by identifying the maximum value of loss modulus.  

 

Figure 3-13 Example graph produced by DMA presenting dynamic mechanical parameters as a 

function of temperature for epoxy filled with 1 wt% 1230 μm aerogel particles.  
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3.3 Results and discussion 

3.3.1 Particle size distribution 

3.3.1.1 Silica aerogel 

Figure 3-14 presents the size distribution of silica aerogel particles as received from the 

supplier. 

 

Figure 3-14 Silica aerogel particle size distribution. 

The results show that the single value of the particle size given by the supplier only covers the 

upper range of particles. Also, due to transportation and handling, it is anticipated that the 

particles size could be further reduced. It can also be noticed that most tested particles present 

a normal distribution except the largest particles that exhibit negatively skewed distribution. 

The average particle diameters are 85, 202, 601 and 1233 µm for 100, 500, 1250 and 3500 µm 

particle batches. Since particles of aerogel were produced by grinding the shape of particles 

was irregular and independent of the particle size as presented in Figure 3-15. 

 

Figure 3-15 Microscopic images of 100 µm (left) and 200 µm (right) silica aerogel particles. 
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3.3.1.2 PI aerogel 

A single size of polyimide aerogel particles has also been characterised with their size 

distribution presented in Figure 3-16. 

 

Figure 3-16 Polyimide aerogel particle size distribution. 

The polyimide aerogel particles follow the normal distribution with an average diameter value 

of 183 μm. In addition, it covers the wide range of particle size (up to 700 μm), and in terms 

of particle size they are most similar to the 500 μm silica aerogel particles. Nevertheless, when 

comparing particles' shape, a significant difference can be noticed, as seen in Figure 3-17. PI 

aerogel has a spongy type of particles when compared to the angular one presented by silica 

aerogel. Because both types of particles have been manufactured through grinding, the shape 

difference can be associated with the diverse composition of both materials with polyimide, 

an example of organic aerogel and silica inorganic ones.  

 

Figure 3-17 Microscopic images polyimide aerogel particles. 
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3.3.2 Aerogel pore characteristics 

3.3.2.1 Silica aerogel 

Nitrogen adsorption and desorption have been used to characterise the internal pore structure 

of pure silica aerogel particles. The isotherms obtained are presented in Figure 3-18. 

 

Figure 3-18 Nitrogen adsorption and desorption isotherms of silica aerogel particles. 

All aerogel particles present a similar type IV isotherm indicating mesoporous material with a 

pore diameter in a 2 – 50 nm range. However, a slight difference in hysteresis loop width of 

small (100 and 500 μm) and larger particles (1250 and 3500 μm) can be noticed in a 0.7 – 0.9 

relative pressure range. The increase in hysteresis loop width in case of smaller particles can 

results from the higher variation in pore diameters than larger particles. It is possible that due 

to grinding of silica aerogel particles into their final size the outside portion of particles’ pores 

has been altered leading to creation of more various pore distribution. This effect would not 

be as severe in case of larger particles as even after grinding they still maintain a significant 

particle core of uniform internal structure. Nevertheless, the shape of all hysteresis loops also 

suggests condensation of the gas inside pores at low-pressure ranges, with further mono and 

multilayers formation at higher pressure [239]. In addition, the type IV hysteresis in Figure 

3-18 also implies the presence of spherical pores with walls made of mesoporous silica. BET 

results are summarised in Table 3-2. 
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Table 3-2 Pore characteristics of silica aerogel particles obtained from BET analysis. 

Silica aerogel      

Particle size [nm] 100 500 1250 3500 

BET surface area [m²/g] 761.42 811.49 750.19 881.52 

BJH adsorption average pore width [nm] 17.16 16.58 19.63 16.44 

BJH desorption average pore width [nm] 13.43 12.84 16.17 14.27 

Cumulative pore volume (cm³/g) 3.47 3.55 3.88 3.65 

The specific surface area of aerogels is significant with an average value of 801 m²/g, 

indicating the material's high porosity. The adsorption pore width of all samples varies 

between 1.7 nm to 70 nm, with an average of 17.5 nm and a cumulative pore volume of 3.55 

g/cm3. These pore characteristics suggest a high-quality aerogel with varying particle sizes 

having little impact on porous structure.  

3.3.2.2 PI aerogel 

Nitrogen adsorption and desorption have also been used to characterise polyimide aerogel 

samples' internal pore structure. The resulting isotherm is presented in Figure 3-19. 

 

Figure 3-19 Nitrogen adsorption and desorption isotherms of polyimide aerogel particles. 
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loop is present indicating the existence of flaky particles forming slit-like pores [239]. The 

BET properties, such as surface area and pore volume are summarised in Table 3-3.  

Table 3-3 Pore characteristics of polyimide aerogel particles obtained from BET analysis. 

PI Aerogel   

Particle size [nm] 183 

BET surface area [m²/g] 11.29 

BJH adsorption average pore width [nm] 13.67 

BJH desorption average pore width [nm] 11.40 

Cumulative pore volume (cm³/g) 0.030 

It can be noticed that PI aerogel particles present a significantly lower specific surface area 

values with an average value of 11.29 m²/g. Together with a cumulative pore volume of 0.03 

g/cm3 they suggest low porosity of the material than silica aerogel counterparts. Nevertheless, 

both materials share a similar pore size, as for polyimide aerogel the adsorption pore width 

varies between 1.7 to 68 nm with an average value of 13.67 nm. According to the 

manufacturer, the aerogel has a nominal density between 150 and 200 kg/m3 and which could 

indicate porosity in a region of 87 and 93%. 

3.3.3 Matrix rheological behaviour 

3.3.3.1 Epoxy resin 

Figure 3-20 presents the measured shear viscosity of pure epoxy resin as a function of time 

after the hardener's addition. 

 

Figure 3-20 Evaluation of epoxy viscosity over curing time. 
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growth of 0.078 Pa·s per minute was detected before the gelation point, followed by a rapid 

increase at a rate of 0.831 Pa·s per minute afterwards.  

3.3.3.2 Vinyl ester resin 

Figure 3-21 presents the measured shear viscosity of pure vinyl ester resin as a function of 

time after the hardener's addition. 

 

Figure 3-21 Evaluation of vinyl ester viscosity over curing time. 

As can be noticed, vinyl ester was reacting much quicker than epoxy with less than an hour 

required to cure the sample. Gelation point occurred around 45 min mark and an initial average 

viscosity growth of 0.196 Pa·s per minute was detected before gelation point, followed by an 

extremely rapid increase at a rate of 6.753 Pa·s per minute afterwards. 

3.3.4 Effect of resin viscosity 

3.3.4.1 Density 

3.3.4.1.1 Epoxy resin 

Multiple composites have been created alongside the viscosity measurements by introducing 

2 wt% 1250 μm silica aerogel particles at a specific polymer curing time. Figure 3-22 presents 

the change in silica aerogel/epoxy composites density over time of aerogel addition during 

epoxy curing. 
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Figure 3-22 Change in silica aerogel/epoxy composites density over time of aerogel addition during 

epoxy curing. The composites have been created with the use of 2 wt% 1250 μm aerogel particles. 

As reflected by Figure 3-22, the addition of aerogel particles shortly after the resin/hardener 

mixture's preparation resulted in no reduction in the composites' density. It was only after 

reaching 160 minutes mark when the density of created samples started to decline, leading to 

a 28% decrease after 280 minutes. Afterwards, the addition of silica aerogel particles become 

impossible due to the further crosslinking of the epoxy system producing a thick mixture, 

restricting uniform distribution of particles across the samples, also trapping significant 

volume of air pockets in the process. To fully understand the occurring phenomenon, Figure 

3-23 was created incorporating both densities of created samples and viscosity of resin when 

particles were added. 

 

Figure 3-23 Change in silica aerogel/epoxy composites density over resin's viscosity at which particles 

were added. The composites have been created with the use of 2 wt% 1250 μm aerogel particles. 
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Data included in Figure 3-23 indicates a sharp drop in composites density when particles were 

added to the epoxy resin with a viscosity of 14 Pa·s. After reaching 18 Pa·s the decrease in 

density was significantly hindered, however still present. Such change in density can occur 

due to diminishing the pore infiltration of resin into the aerogel structure. However, other less 

desirable factors such as the introduction of air pockets to the composite must be considered. 

To validate the effect of mechanical stirring during resin curing additional test was conducted 

during which resin was stirred at different time intervals but without adding any aerogel 

particles. Nevertheless, no changes in density were recorded for created samples.  

3.3.4.1.2 Vinyl ester resin 

Figure 3-24, presents the change in silica aerogel/vinyl ester composites density over time of 

aerogel addition during vinyl ester curing. 

 

Figure 3-24 Change in silica aerogel/vinyl ester composites density over time of aerogel addition 

during vinyl ester curing. The composites have been created with the use of 2 wt% 1250 μm aerogel 

particles. 

As presented in Figure 3-24, the incorporation of aerogel particles right after preparation of 

the resin/hardener mixture resulted in a minor reduction in density of the composites, only 

after reaching 30 minutes mark when the density of created samples started to decrease finally 

leading to a 20% decrease after 55 minutes. Beyond that point, silica aerogel particles' addition 

becomes difficult due to the vinyl ester resin mixture's elevated thickness. Such behaviour 

restricted the uniform distribution of particles across the samples, additionally trapping a 

significant volume of air pockets inside the composite during the mixing process. To further 

understand the effect of vinyl ester viscosity on the density of created composited, Figure 3-25 

was created incorporating both densities of created samples and viscosity of resin at the 

moment when particles were added. 
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Figure 3-25 Change in silica aerogel/vinyl ester composites density over resin's viscosity at which 

particles were added. The composites have been created with the use of 2 wt% 1250 μm aerogel 

particles. 

Data presented in Figure 3-25 indicates a slight yet steady decrease in composite density (when 

using low viscosity resin mixture) followed by a sharp drop when particles were added to the 

vinyl ester resin with a viscosity of 10 Pa·s. When reaching 13 Pa·s the decrease in density 

was almost halted, leading to the conclusion that such change in density can occur due to 

reducing infiltration of the aerogel pores by the vinyl ester. Similarly, as in epoxy composites, 

the introduction of air pockets to the composite must also be considered. To confirm no effect 

of mixing on the polymer properties, the additional test was conducted during which resin was 

stirred at different time intervals without adding any aerogel particles. Afterwards, no changes 

in density were recorded for created samples.  

3.3.4.2 Thermal conductivity 

Similarly, as in the case of density measurements, the thermal conductivity of samples created 

by the addition of aerogel at different polymer cure time has been tested. 

3.3.4.2.1 Epoxy resin 

Figure 3-26 and Figure 3-27 presents thermal conductivity values as a function of respectively 

time and viscosity of polymer at the moment when particles were added.  
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Figure 3-26 Change in silica aerogel/epoxy composites thermal conductivity over time of aerogel 

addition during epoxy curing. The composites have been created with the use of 2 wt% 1250 μm 

aerogel particles. 

 

 

Figure 3-27 Change in silica aerogel/epoxy composites thermal conductivity over the resin's viscosity 

at which particles were added. The composites have been created with the use of 2 wt% 1250 μm 

aerogel particles. 

The results regarding thermal conductivity presented in Figure 3-26 and Figure 3-27 mostly 

follow a similar trend as observed in density variation. The thermal conductivity showed slight 

variation around the pure epoxy value of 190 mWm-1K-1 when the aerogel particles were mixed 

with the resin at the viscosity below 14 Pa·s. Between 14 and 18 Pa·s a sharp conductivity 

drop was recorded, leading to the 32% decrease in composite thermal conductivity for the 

sample prepared with the highest viscosity resin. 
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3.3.4.2.2 Vinyl ester resin 

Figure 3-28 and Figure 3-29 presents thermal conductivity values as a function of respectively 

time and viscosity of vinyl ester at the moment when particles were added.  

 

Figure 3-28 Change in silica aerogel/vinyl ester composites thermal conductivity over time of aerogel 

addition during vinyl ester curing. The composites have been created with the use of 2 wt% 1250 μm 

aerogel particles. 

 

Figure 3-29 Change in silica aerogel/vinyl ester composites thermal conductivity over the resin's 

viscosity at which particles were added. The composites have been created with the use of 2 wt% 

1250 μm aerogel particles. 

As indicated by Figure 3-28 and Figure 3-29, samples prepared with low viscosity vinyl ester 

resin do not significantly affect the composite thermal conductivity and oscillate slightly below 

the Tc value of pure vinyl ester (170 mWm-1K-1). It is only between 10 Pa·s and 13 Pa·s when 
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decrease in thermal conductivity value has been achieved by using a high viscosity vinyl ester 

resin.  

3.3.4.3 Discussion 

Figure 3-30 correlates the thermal conductivities and densities of all epoxy and vinyl ester 

samples prepared by adding the aerogel particles to the resin systems with different viscosity. 

 

Figure 3-30 Thermal conductivity of epoxy/ vinyl ester and silica aerogel composites as a function of 

density. 

As presented in Figure 3-30, in case of both epoxy and vinyl ester composites the thermal 

conductivity is directly correlated with the density of the sample and decreases with decreasing 

density values. It is suspected that when low viscosity resin was used during sample 

preparation, a high degree of aerogel pore infiltration occurred. Such behaviour is believed to 

destroy the internal, nanoporous structure of aerogel thus increasing the density of the 

composite and diminishing all potential benefits aerogel particles can contribute to the material 

thermal properties. Nevertheless, by using partially cured resins, its molecules might be large 

enough not to infiltrate aerogel pores resulting in preservation of the air pockets within the 

particles and reducing the thermal conductivity of the created composite. With a focus on 

further investigating the level of pore infiltration the filled pore volume fraction was calculated 

(using Eq. 33 and Eq. 34) and presented in Figure 3-31 and Figure 3-32 as a function of time 

of aerogel addition during respectively epoxy and vinyl ester curing.  
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Figure 3-31 Change in the filled pore volume fraction of composite material created by adding 2 wt% 

1250 µm particles over time of aerogel addition during epoxy curing. 

 

Figure 3-32 Change in the filled pore volume fraction of composite material created by adding 2 wt% 

1250 µm particles over time of aerogel addition during vinyl ester curing. 

As presented in the figures above, the usage of low viscosity resin systems can lead to complete 

infiltration of aerogel pores. The elevation of resin viscosity leads to a gradual decrease in 

filled pore volume fraction, but even with delayed addition of aerogel particles on average, 

10% of pores are being infiltrated for both epoxy and vinyl ester resins. To further support this 

thesis, SEM images of aerogel particle added to epoxy resin at different curing stages has been 

taken and presented in Figure 3-33.  
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Figure 3-33 SEM images of silica aerogel particles submerged in epoxy resin. (a) aerogel particle 

(designated by the white circle) surrounded by epoxy resin with aerogel addition at the beginning of 

curing, (b) 5000x magnification of aerogel particle added in the epoxy. 

First of all, the difference in the inclusions' volume can be noticed in Figure 3-33a and Figure 

3-33c. Even though similar size particles have been used, in the case of particle submerged at 

the beginning of the curing process, the inclusions are significantly smaller than the other 

sample. Furthermore, higher magnification images revealed differences in the internal 

structure of inclusions with the monolithic and porous structure presented in respectively 

Figure 3-33b and Figure 3-33d. All the above points led us to believe that in the case of 

immediate silica aerogel addition, pores have been infiltrated by epoxy resin. Also, the 

destruction of internal structure led to silica aerogel particles' collapse, effectively reducing 

possible advantages to material thermal properties. 

Since it is aerogel pores that affect the composites’ properties, it is more meaningful to assess 

the effect of filled pore volume fraction on density and thermal conductivity. As a result, the 

density of composites normalised to the unfilled resin density as a function of calculated 

volume fraction of filled pores are shown in Figure 3-34. 
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Figure 3-34 The impact of volume fraction of filled pores in aerogel/polymer composites on 

composites density normalised to unfilled resin density. 

As presented in Figure 3-34, the normalised composite density decreases linearly with 

decreasing volume fraction of filled pores. Additionally, it suggests that a percentage of 

unfilled resin weight of nearly 73% and 80% would be achieved by incorporating respectively 

epoxy and vinyl ester with 2 wt% addition of silica aerogel particles, whose pores had not been 

filled at all. Notably, if using the rule of mixture to calculate the normalised composite density 

for each mixture, a result of 76% (epoxy) and 79% (vinyl ester) can be obtained. Since the rule 

of mixture estimates an upper boundary of the composite properties, a close fit to the 

experimental data collected was achieved. It is also worth noticing that a higher density of 

epoxy resin was the leading cause behind lower normalised composite density for the same 

volume fraction of filled pores than a vinyl ester. Also, vinyl ester presents a slightly lower 

decrease in density with changes in the volume fraction of filled pores. Such behaviour might 

result from higher curing shrinkage of vinyl ester imposing larger stresses on brittle aerogel 

structure during manufacturing and causing more significant pore collapse than in the case of 

epoxy [240].  Furthermore, the effect of pore infiltration on composite thermal conductivity 

has been analysed and presented in Figure 3-35. 
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Figure 3-35 Effect of volume fraction of filled pores on composites normalised thermal conductivity 

to unfilled resin density. 

Figure 3-35 presents that both composites' normalised thermal conductivity decreases with 

decreasing volume fraction of filled pores. Additionally, it indicates that the addition of 2 wt% 

of silica aerogel particles might reduce the thermal conductivity values of epoxy and vinyl 

ester by respectively almost 30% and 29% if no pores are being infiltrated by liquid resin. The 

proper match with theoretical data can also be confirmed, as both values are within the range 

calculated using parallel and series model which provide respectively upper and lower 

boundaries of thermal conductivity of two-component systems [241, 242]. Figure 3-35 also 

indicates the higher impact of pore infiltration on epoxy resin, which might be contributed to 

the higher thermal conductivity value of pure epoxy resin. By filling aerogel pores the epoxy 

resin increases its volumetric presence and elevate thermal conductivity more than vinyl ester. 

Those results suggest that pore infiltration is more severe to the samples created with the higher 

thermal conductivity matrix material. As a result, more careful manufacturing steps have to be 

undertaken.  

The analysis of both thermal conductivity and density data leads to the conclusion that the 

delayed mixing technique allows for incorporating hollow arrears within the resin structure, 

decreasing both density and thermal conductivity. It is quite possible that low viscosity resin 

is being able to infiltrate aerogel pores effectively leaving the silica skeleton surrounded by 

resin. When, in some cases, it might be a desirable outcome, to achieve a reduction in the 

matrix's thermal conductivity, the porous structure of aerogel needs to be preserved [85]. 

Similar behaviour was observed by Lee et al., who had noticed a decrease in thermal 
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conductivity only when pores were preserved [30]. By considering the analysis above, it was 

finally concluded that to utilise the potential of aerogel particles fully, the delayed curing 

method would have to be selected for manufacturing the remaining samples. 

3.3.5 Effect of aerogel particles on polymer density 

3.3.5.1 Epoxy resin 

Figure 3-36 plots the density values of aerogel/epoxy composites at different weight fractions. 

 

Figure 3-36 Density of aerogel/ epoxy composite with varying aerogel content and particle sizes. 

As presented in Figure 3-36, the addition of aerogel particles to epoxy resin reduces the 

polymer samples' density linearly. The addition of respectively 1, 2, 3, 4 and 5 wt% of aerogel 

particles resulted in an average density reduction of respectively 9.5, 19.25, 25.5, 33.9 and 

39.6%. Furthermore, Figure 3-36 implies that the aerogel particle size has a little impact on 

the composite material's final density. In general, smaller particles (85 μm) allowed to achieve 

the most significant decrease in density for the lower loading scenarios (up to and including 2 

wt%). On the other hand, large particles (especially 1230 μm) presented lower density values 

in composites with aerogel loading above 3 wt%. Nevertheless, the densities of composites 

manufactured with all particle size tend to converge at a similar value for a 5 wt% loading 

case. Figure 3-36 also presents a much smaller impact of polyimide particles upon composites 

density. Starting with 2 wt%, the polyimide samples present higher density values that all other 
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silica counterparts with the difference enlarging with increasing aerogel loading. As a result, 

the addition of 5 wt% of particles resulted in only 26% lower density than pure epoxy. 

3.3.5.2 Vinyl ester resin 

Figure 3-37 presents the density values of aerogel/vinyl ester composites at different weight 

fractions. 

 

Figure 3-37 Density of aerogel/ vinyl ester composite with varying aerogel content and particle sizes. 

As indicated by Figure 3-37, the addition of aerogel particles to vinyl ester resin reduces the 

density of the polymer samples linearly, with the addition of 1, 2, 3, 4 and 5 wt% of aerogel 

particles resulting in an average density reduction of respectively 16.5, 21.8, 25.1, 27.5 and 

34.4%. By analysing the impact of the aerogel particle size upon the vinyl ester density it can 

be noticed that larger particles tend to provide lower density values in all measured aerogel 

loading scenarios. In addition, when reaching 5 wt% aerogel loading, the values of composite 

densities present wide discrepancy with the lowest value of 646 kg/m3 for 1230 μm particles 

and the highest of 764 kg/m3 for 85 μm particles. Finally, even though both aerogel systems 

have proven to follow the same trend, the addition of polyimide aerogel tends to produce 

higher density values that its silica counterpart across all of the loading scenarios. The highest 

discrepancy occurs at 5 wt% when PI aerogel composites have only 20% lower density than a 

pure vinyl ester.   
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3.3.5.3 Discussion 

Data presented in Figure 3-36 and Figure 3-37 indicated that the addition of aerogel particles 

to epoxy and vinyl ester resins reduces their densities. As can be expected, the main reason 

behind such behaviour is the introduction of low density and porous inclusions such as aerogel 

particles into the matrix. Also, measured average density of pure epoxy was higher than 

expected from the datasheet (1.31 g/cm3 vs 1.15 g/cm3), which could be attributed to the high 

measurement error introduced by the method used. Figure 3-38 plots the average percentage 

density reduction as a function of aerogel loading for composite samples manufactured with 

various aerogel type and particle size. 

 

Figure 3-38 Average reduction in polymer density as a function of aerogel loading. Values have been 

calculated for all particle size and aerogel type composites. 

As presented in Figure 3-38, the addition of aerogel particles to both types of resin results in 

similar reduction in polymer density with 33% and 36% average density reduction at 5 wt% 

for respectively vinyl ester and epoxy. The almost identical impact of aerogel particles on both 

materials can be attributed to the similar initial density of both resin systems with the minor 

differences most likely occurring due to some aerogel pore infiltration or inclusion of tiny air 

pockets within the matrix during manufacturing process. Moreover, it is also beneficial to 

investigate the effect of particle size on density changes. Figure 3-39 presents the average 

reduction in polymers density as a function of aerogel loading. This time the average density 

reduction value of composites made with the same particle size has been considered.  
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Figure 3-39 Average reduction in polymer density as a function of aerogel loading. Values have been 

calculated for composites manufactured with both resin types. 

Figure 3-39 indicates that silica aerogel particle size has a little impact on the composite 

density values. Even though some discrepancies between density reduction for different 

particle size are present at each aerogel weight content, they are not statistically significant to 

enable to draw a confident correlation linking the aerogel particle size and composite density. 

Nevertheless, Figure 3-39 reveals that the impact of polyimide particles upon resins densities 

is significantly lower when compared with silica counterparts and above 1 wt% loading the 

addition of PI aerogel particles reduces the polymers density to the lesser extent. Such 

behaviour might occur due to the lower pore volume of polyimide aerogel particles (as 

presented in 3.3.2.2). As such PI particles introduce lower quantity of voids into polymer 

structure in comparison to the silica aerogel particles and thus cannot provide the same degree 

of density reduction.  

3.3.6 Effect of aerogel particles on polymer thermal conductivity 

3.3.6.1 Epoxy resin 

Figure 3-40 presents aerogel/epoxy composites' thermal conductivity as a function of different 

aerogel weight fractions.  
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Figure 3-40 Thermal conductivity of aerogel/ epoxy composites with varying particle size and 

loading. 

Firstly, when analysing Figure 3-40, it can be seen that the thermal conductivity is dependent 

on both the quantity of silica aerogel as well as the aerogel particle size. The incorporation of 

silica aerogel in the epoxy matrix reduced the composites’ thermal conductivity as aerogel 

loading increased. As a result, 1 wt% of aerogel provides an average of 6% thermal 

conductivity reduction increasing to up to 33% reduction with the addition of 5 wt%. The least 

changed specimen was found to be the sample incorporating 1 wt% 1230 µm silica aerogel 

granules, resulting in thermal conductivity of 175.5 mWm-1K-1. On the other hand, the best 

reduction was obtained through the addition of 5 wt% 1230 µm, which significantly reduced 

the composite's thermal conductivity to 112 mWm-1K-1 (a reduction of 40%). In general, 

thermal conductivity and aerogel weight content seem to be correlated linearly independently 

from the different particle sizes investigated in this work. However, for 85 μm diameter 

particles there appears to be a somewhat different behaviour with the significant thermal 

conductivity decrease up to 3 wt% while further additional of silica aerogel presents only 

minor changes. Also, even though the PI aerogel samples follow a similar trend compared with 

silica aerogel composites, this aerogel brings much lower thermal conductivity reduction. It 

can be noticed that each respective loading samples manufactured using PI aerogel have the 

lowest rate of Tc reduction with only a 19% drop when adding 5 wt% of particles.  

Figure 3-41 presents the thermal conductivity of the aerogel/epoxy composite as a function of 

density. As expected, for both types of aerogels the conductivity rises as the density increases 
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and they correlate well in a linear fashion with an r-squared value of 0.92 and 0.85 for 

respective silica and PI aerogel. The same trend lines also indicate that the silica aerogel has a 

more considerable impact on composite thermal conductivity with a slope gradient of 143 

compared to 111 in the case of polyimide aerogel. 

 

Figure 3-41 Thermal conductivity of aerogel/epoxy composite as a function of composite density. 

3.3.6.2 Vinyl ester resin 

Due to the restricted access to the Fox 50 heat flow meter, vinyl ester samples have been tested 

using a TC3000E thermal conductivity meter. To provide a direct comparison between both 

results Figure 3-42 was created presenting a difference in thermal conductivity values 

measured using both pieces of equipment. 

 

Figure 3-42 Comparison between thermal conductivity values of 85 m silica aerogel and epoxy 

composites measured using both Fox5o and TC3000E. 
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As it can be noticed, TC3000E is producing on average 13% higher Tc values than Fox50 

across the whole investigated aerogel weight content range. Thus, it was decided to introduce 

a correction factor for further thermal conductivity measurement. The resulting aerogel/vinyl 

ester composites' thermal conductivity as a function of different aerogel weight fractions is 

presented in Figure 3-43. 

 

Figure 3-43 Thermal conductivity of aerogel/ vinyl ester composites with varying particle size and 

loading. 

The analysis of Figure 3-43 reveals that vinyl ester resin's thermal conductivity is also 

dependent on both the quantity of silica aerogel and the aerogel particle size. The addition of 

silica aerogel reduced the composites’ thermal conductivity as aerogel loading increased. As 

a result, 1 wt% of aerogel provides an average of 9% thermal conductivity reduction increasing 

to up to 34% reduction with the addition of 5 wt%. The least changed specimen was found to 

be the sample incorporating 1 wt% 1250 µm silica aerogel granules, resulting in thermal 

conductivity of 149 mWm-1K-1. On the other hand, the best reduction was obtained through 

the addition of 5 wt% 1230 µm, which greatly reduced the composite's thermal conductivity 

to 94 mWm-1K-1 (a reduction of 41.3%). Overall, the correlation between thermal conductivity 

and aerogel loading seems to be linear for all of the different particle sizes investigated in this 

work. However, starting with 3 wt% the smallest particles present lower thermal conductivity 

reductions than larger particles. The vinyl ester composites manufactured with PI aerogel 

follow the same linear trend decreasing thermal conductivity with higher aerogel content. 

However, similarly as in the case of epoxy composites, PI aerogel's addition brings much less 

of an impact in terms of thermal conductivity reduction. It can be noticed that each respective 

loading samples manufactured using PI aerogel have the lowest rate of Tc reduction with only 
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a 20% drop when adding 5 wt% of particles. Finally, Figure 3-44 was created to correlate the 

thermal conductivity of aerogel/vinyl ester composite with their density. As predicted, the 

incorporation of both types of aerogels results in an increase in conductivity as the density 

increases and they correlate well in a linear fashion with an r-squared value of 0.72 and 0.98 

for respectively silica and PI aerogel.  

 

Figure 3-44 Thermal conductivity of aerogel/vinyl ester composite as a function of composite density. 

3.3.6.3 Discussion 

Figure 3-45 plots the average reduction in polymer thermal conductivity as an aerogel loading 

function for all particle size and aerogel type composites. 

 

Figure 3-45 Average reduction in polymer thermal conductivity as a function of aerogel loading. 

Values have been calculated for all particle size and aerogel type composites. 
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unit cell model based on the three main heat transfer methods within the nanocomposites 

[243]. As a result, solid conductivity is reduced by the extremely low thermal conductivity of 

aerogel particles. Both polyimide and silica are poor conductors of heat and due to the high 

porosity of aerogels most of the volume occupied by the particles is filled with air resulting in 

even better insulation. In addition, dispersed particles create a barrier for energy transfer and 

reduce the number of direct paths through the composite, effectively limiting the heat transfer. 

Secondly, the air inside aerogel pores might contribute to gas convection heat transfer. 

However, such a heat transfer method can be almost completely neglected due to pores' 

encapsulation within the polymer structure. In addition, the previously proven size of aerogel 

pores is less than the mean free path of gas molecules, limiting their vibration and random 

movement [244]. On the other hand, introducing aerogel pores within the polymer structure 

allows for radiative thermal transport within the material. As a result, heat exchange between 

pore walls occurs and even though it is not relevant at room temperature increasing 

temperature will only enlarge this phenomenon [245]. It is believed that the combined effect 

of all the mentioned factors leads to a significant decrease in thermoset resin systems' thermal 

conductivity values. Also, both resins present an almost identical correlation between 

composite thermal conductivity and aerogel loading, which can be attributed to similar Tc 

values of pure resins and similar interaction with aerogel particles. On the other hand, Figure 

3-46 includes the average reduction in polymer thermal conductivity as a function of aerogel 

loading for composites manufactured with both resin types. 

 

Figure 3-46 Average reduction in polymer thermal conductivity as a function of aerogel loading. 

Values have been calculated for composites manufactured with both resin types. 
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Figure 3-46 indicates that the smaller silica particles tend to be more efficient in reducing resin 

systems' thermal conductivity for a low aerogel loading only. On the other hand, samples 

manufactured with larger particles achieve lower thermal conductivity values when adding 

more than 1 wt% of the particles. Two competing mechanisms may explain this behaviour. 

Firstly, the number of particles introduced to the resin can affect heat transfer in filled resin. 

Dispersed particles create a barrier for energy transfer and reduce the number of direct paths 

through the composite, hence lowering the thermal conductivity. Smaller particles can better 

implement such benefit as larger quantities of particles are present in the same weight fraction 

system. In contrast, larger particles possess a lower number of granules in the composite in the 

same volume, resulting in more aerogel-free paths through the epoxy. This leads to a lesser 

reduction in thermal conductivity. However, the effect is negated by the usage of higher 

loadings of aerogel [93]. Another critical factor negating aerogel properties is the infiltration 

of aerogel pores by the resin. Despite delaying particles' addition until reaching the desired 

viscosity of epoxy, a degree of pore infiltration still occurs, reducing the quantity of aerogel, 

contributing to thermal conductivity reduction. This effect is more detrimental for smaller 

particles due to their higher surface-to-volume ratio resulting in more filled pores than larger 

particles at a given weight fraction. With increasing aerogel content, this factor's effect may 

gradually outweigh the effect of the absolute number of aerogel particles in the resin and cause 

smaller particles to bring about less impact on decreasing conductivity. While this hypothesis 

requires further work to verify, the results shown in Figure 3-46 seem to suggest that aerogel 

particle size should at least be considered as one of the critical parameters for designing aerogel 

filled composites.  Moreover, Figure 3-46 presents PI aerogel particles' inferiority in reducing 

the epoxy and vinyl ester resin systems' thermal conductivity compared to the silica 

counterpart. Such behaviour can be explained by analysing the material properties described 

by the BET in previous chapters. By analysing those, it can be noticed that PI aerogel has 

much lower both BET surface area and cumulative pore volume indicating lower porosity of 

the material. Assuming that the reduction of resin thermal conductivity is mainly achieved by 

encapsulating the air inside aerogel pores, PI aerogel's lower porosity is adversely affecting its 

ability to lower thermal conductivity values. Even the usage of pore preservation techniques 

during manufacturing stages does not help as PI aerogel cannot introduce the same degree of 

a barrier for energy transfer and reduce the number of direct paths through the composite. 

3.3.7 Effect of aerogel particle on polymer compressive properties 

3.3.7.1 Epoxy resin 

Figure 3-47 plots compressive stress-strain curves of 85 µm silica aerogel/epoxy composites 

at different weight fractions. 
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Figure 3-47 Typical compressive stress-strain curves for silica aerogel/epoxy composite at different 

weight fractions of 85 μm aerogel particles. 

The addition of aerogel particle can significantly affect the mechanical behaviour of the epoxy. 

The neat resin exhibits a distinct yield point after initial linear behaviour and strain hardening 

at large deformation. In contrast, the resins doped with silica aerogel particles tend to develop 

a less distinct yield point. It can also be noticed that incorporating the resin with the silica 

aerogel can make the resin more brittle and less stiff simultaneously. Figure 3-48 give the yield 

compressive stress as a function of an aerogel content. 

 

Figure 3-48 Compressive yield strength of aerogel/ epoxy composite with varying aerogel content and 

particle sizes. 

Figure 3-48 shows that compressive strength decreases with increasing loading of aerogel 
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wt% the polyimide aerogel composites maintain relatively steady compressive strength 

slightly decreasing after adding 4 wt% of aerogel. On the other hand, a noticeable more 

significant decrease in compressive strength is measured for composites incorporating silica 

aerogel particles for which compressive strength is decreasing following exponential (for 

smaller particles) and linear (for larger particles) trend. In the case of smaller particles, the 

plateauing in compressive properties decrease can be noticed starting at 3 wt%. At the same 

time, larger particles are presenting a relatively linear decreasing trend. As a result, the 

introduction of 5 wt% particles leads to a relative decrease in compressive strength (compared 

with neat epoxy) of 50, 55, 70 and 71% for 85, 200, 600 and 1230 µm particle size respectively. 

The introduction of PI aerogel particles achieved a much smaller impact on the compressive 

properties of epoxy resin. Following the initial decrease in compressive yield strength after 

adding 1 wt% of particles, the values seem to decrease slightly with the lowest compressive 

yield strength of 69 MPa at 5 wt%.  

 

Figure 3-49 Compressive modulus of aerogel/ epoxy composite with varying particle size and loading. 

Similarly, as in the case of compressive strength, the compressive modulus also decreases after 

the addition of aerogel particles. Silica aerogel particles cause a constant decrease in 

compressive modulus, presenting a greater impact than was observed in strength values with 

a 70% average drop at 5 wt%. Polyimide aerogel composites follow the same trend as their 

silica counterparts. However, it affects compressive modulus to a lesser extend with only a 

25% decrease at 5 wt%. Moreover, it should be highlighted that the particle size has a small 

impact on composite compressive modulus and the differences between modulus values of 

composites manufactured with various particle size are not statistically significant to enable to 

draw a confident conclusion. However, as in the case of compressive yield strength, PI 
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aerogel's addition yields a much smaller impact upon the epoxy resin's compressive modulus. 

An initial linear decrease in modulus results in the lowest value of 2.7 GPa at 3 wt%, followed 

by a certain degree of a strengthening mechanism with increasing aerogel content.  Figure 3-50 

shows the compressive yield strength against the composite density for both silica and 

polyimide aerogel. 

 

Figure 3-50 Compressive yield strength of aerogel/epoxy composite as a function of composite 

density. 

As expected, for both aerogel types, the yield strength increases with material density 

following a linear trend line with an r-square value of 0.87 and 0.85 for respective silica and 

polyimide aerogels. Nevertheless, silica aerogel composites present a higher impact on the 

composite compressive properties with a slope value of 32% higher than one presented by PI 

aerogel composites. Following the initial goal of finding the correlation between aerogel-filled 

composites' thermal and compressive properties   

Figure 3-51  was created which attempts to combine the compressive yield strength with 

aerogel/epoxy composites' thermal conductivity with all four groups of particle sizes. For silica 

aerogel composites, a strong linear relation (r-squared value of 0.96) was found between these 

two parameters despite particle size differences. What is more, the PI aerogel composites fit 

well within such trend line regardless of differences in density correlation. Nevertheless, in 

both cases, caution should be taken before further extrapolating this relationship outside the 

investigated data range.  
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Figure 3-51 Correlation between thermal conductivity and compressive strength of aerogel filled 

epoxy. 

3.3.7.2 Vinyl ester resin 

Figure 3-52 plots compressive stress-strain curves of 85 µm silica aerogel/vinyl ester 

composites at different weight fractions. 

 

Figure 3-52 Typical compressive stress-strain curves for silica aerogel/vinyl ester composite at 

different weight fractions of 85 μm aerogel particles. 

Figure 3-52 indicates that the addition of aerogel particles can substantially change the vinyl 

ester's compressive behaviour. First of all, unfilled resin presents a clear yield point after initial 

linear behaviour. The addition of aerogel particles diminishes this effect and composites 
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manufactured with the addition of particles tend to develop a less distinct yield point. Figure 

3-53 was plotted to provide compressive stress at yield against aerogel content and different 

particle sizes. 

 

Figure 3-53 Compressive yield strength of aerogel/ vinyl ester composite with varying aerogel content 

and particle sizes. 

Figure 3-53 indicates that the addition of the silica aerogel particles to vinyl ester resin 

decreases its compressive yield strength. The samples manufactured with silica aerogel's 

addition present a weakening effect, nevertheless two different behaviours can be noticed. For 

low and medium size particles added a similar, linear trend relating the yield strength and 

aerogel content was found on the other hand the largest particles caused a considerable 

performance drop at low aerogel content while stabilising afterwards. As a result, the 

introduction of 5 wt% particles lead to a relative decrease in compressive strength (compared 

with neat vinyl ester) of 31, 44 and 60% for 85, 600 and 1230 µm. However, Figure 3-53 also 

reveals an outlier for the sample prepared with 5 wt% of 200 µm, which decrease compressive 

strength by 67%. Such significant decrease could be linked to the manufacturing defects which 

might deteriorate the compressive performance of the samples. On the other hand, polyimide 

aerogel presents only a slight decrease of 12% in vinyl ester compressive property at 2 wt% 

of aerogel addition and higher aerogel content presents either similar results or even slight 

strengthening effect. Figure 3-54 was plotted to provide compressive modulus against aerogel 

content and different particle sizes. 
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Figure 3-54 Compressive modulus of aerogel/ vinyl ester composite with varying particle size and 

loading. 

Figure 3-54 presents that similarly as in the case of compressive strength, compressive 

modulus also decreases with the addition of aerogel particles. Nevertheless, the trend is 

substantially different, with composites experiencing higher modulus decrease at a range of 

up to 2 wt%., stabilising until 5 wt%. Opposite to what has been seen in case of compressive 

strength, the composites prepared with polyimide aerogel particles also follow this trend, 

presenting a similar level of modulus deterioration. However, the sample prepared with 3 

wt%., polyimide aerogel particles is the only sample presenting strengthening effect. Such 

behaviour could be caused by the destruction of aerogel internal structure during sample 

manufacturing process. Similar effects have been presented in previous studies which were 

able to strengthen the polymer matrix by adding aerogel particles but infiltrating their pores 

[33]. What is more, it should be highlighted that the results does not imply strong impact of 

particle size on the compressive modulus of created composites. Additionally, similarly as in 

the case of compressive strength an outlier for the sample prepared with 5 wt% of 200 µm has 

been detected presenting a 40% decrease in compressive modulus of the vinyl ester. Again, it 

is suspected that material defects introduced during sample manufacturing could be 

responsible for such behaviour. Overall, both Figure 3-53 and Figure 3-54 imply, that the 

larger quantity of aerogel added, the lower stress and strain required for the material failure 

suggesting that the aerogel can make the resin simultaneously more brittle and less stiff.  

Figure 3-55 includes the compressive yield strength against the composite density for both 

silica and polyimide aerogel.  
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Figure 3-55 Compressive yield strength of aerogel/vinyl ester composite as a function of composite 

density. The line fitting is based on only silica aerogel data. 

As expected, for both aerogel types, the yield strength increases with material density 

following a linear trend line with an r-square value of 0.74. In addition, the polyimide aerogel 

particles seem to provide a similar correlation. However, due to the lack of low-density 

samples their impact on compressive yield strength cannot be evaluated.  To correlate thermal 

and compressive properties of aerogel-filled composites, Figure 3-56 was created, including 

compressive yield strength as a function of thermal conductivity of vinyl ester composites.

 

Figure 3-56 Correlation between thermal conductivity and compressive strength of aerogel filled vinyl 

ester. The line fitting is based on only silica aerogel data. 
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For silica aerogel composites, a linear relation (r-squared value of 0.49) was found between 

these two parameters. The results' dispersion was mainly caused by 1230 m particles 

diverging from the trend line while the best fit being provided by smaller particles. Also, the 

PI aerogel composites seem to fit well within the drawn trend line, especially when compared 

with composites made with small silica aerogel particles. Again, in both cases caution should 

be taken before further extrapolating this relationship outside the investigated data range. 

3.3.7.3 Discussion 

Figure 3-57 plots the average reduction in polymer compressive yield strength as a function 

of different aerogel contents. The data for this graph has been obtained by averaging the 

reduction in polymer compressive yield strength of all particle sizes and aerogel types used in 

this study. 

 

Figure 3-57 Average reduction in polymer compressive strength as a function of aerogel loading. 

Values calculated for all particle size and aerogel type composites. 

It reveals that the compressive yield strength of aerogel-filled composites decreases with 

increasing aerogel content for the range of particle sizes investigated in this work. Such 

correlation is anticipated as porous silica aerogels have much lower mechanical properties than 

tested resin systems [246, 247]. As a result, the introduction of air-filled porous particles into 

a coherent structure of a matrix is expected to lower the compressive strength. In addition, the 

aerogel particles should be treated as irregularities in the geometry and the material with 

respect to the continuum resin phase. They became the stress raiser in the resin causing pre-

mature failure of the resin. Interestingly it is epoxy resin being affected by the addition of 
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aerogel particles to a larger extent than vinyl ester resin. Especially for the higher loading, the 

reduction in epoxy’s compressive strength can be as twice higher as the vinyl ester value. It is 

speculated that a few reasons might be responsible for such difference. Firstly, epoxy resin has 

a significantly lower curing volume shrinkage of 1-5% compared to vinyl ester with 7-10% 

shrinkage [240, 248]. As a result, during the curing process stronger residual stresses occur in 

case of vinyl ester which might cause larger quantity of aerogel pores to collapse. In addition, 

the same stresses could result in higher mechanical interlocking between matrix and the 

material resulting in stronger particle bonding and better load carrying capacity. Both 

phenomena would lead to a superior compressive property of aerogel filled vinyl ester 

composites. Secondly, a significantly higher value of compressive strength for pure vinyl ester 

can be a reason for such discrepancies. Even with the introduction of aerogel particles, stronger 

load-bearing polymeric structure remains in the case of vinyl ester resin allowing for superior 

compressive properties. Finally, it was previously found that the incorporation of particles 

might reduce the polymer matrix cross-linking by preventing polymeric chains' movement 

until reaching elevated temperatures [249]. It can be speculated that due to the much quicker 

curing process as well as post-curing at higher temperatures vinyl ester has achieved a higher 

curing degree thus resulting in superior mechanical properties. To investigate the effect of 

particle size on compressive properties, Figure 3-58  shows an average reduction in polymers 

compressive yield strength as a function of aerogel loading of all particle sizes for both silica 

and PI aerogel composites. 

 

Figure 3-58 Average reduction in polymer compressive strength as a function of aerogel loading. 

Values have been calculated for composites manufactured with the same size of aerogel particles for 

epoxy resin. 
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Figure 3-58 indicates that regardless of the size of silica aerogel particles used the composites’ 

properties follow the same trend with decreasing compressive strength when increasing 

aerogel content. Moreover, the composites manufactured with different size of silica aerogel 

particles still achieve rather similar compressive strength reduction and further statistical 

analysis revealed no direct connection between the aerogel particle size and compressive 

properties of the composite. On the other hand, as in case of thermal conductivity, the 

composites created with PI aerogel particles present a much smaller reduction in compressive 

properties than silica ones. Such behaviour can be again attributed to both the internal and 

external structure of PI aerogel particles. Firstly, because PI aerogel particles have 

significantly lower pore volume, they are anticipated to exhibit much higher mechanical 

properties than silica aerogel and do not cause a weakening effect to such a high degree. 

Secondly, particles' external shape is more rounded (as presented in Figure 3-17) most likely 

not causing stress concentration to the same degree as irregular and sharp silica aerogel 

particles. Finally, the PI aerogel particles added to the resin systems were relatively small, thus 

as presented by analysis of different particle size their effect would not be as detrimental as if 

larger particles would be added. To directly compare the effect of aerogel particle addition to 

both resin systems on mechanical and thermal properties, Figure 3-59 has been created. 

 

Figure 3-59 Correlation between average reduction in polymer compressive strength and a reduction 

in thermal conductivity. Values have been calculated for all particle size and aerogel type composites. 

Figure 3-59 indicate the possibility of enhancing the thermal insulating properties of both 
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aerogel deteriorates the compressive properties of epoxy resin and those materials are more 

likely to be used in scenarios with limited external loading applied to them. By investigating 

both thermal and mechanical properties, as presented in this work, the opportunity for careful 

balancing of those properties has been created. Future users of composites made with aerogel, 

epoxy and vinyl ester can now select a combination best suiting their needs, hopefully leading 

to greater usage of this particular lightweight insulation material. 

3.3.8 Effect of aerogel particle on polymer coefficient of thermal expansion 

3.3.8.1 Epoxy resin 

Figure 3-60 presents the thermal expansion (CTE) coefficient of aerogel and epoxy composites 

at room temperature. 

 

Figure 3-60 Coefficient of thermal expansion at room temperature of aerogel/ epoxy composite with 

varying particle size and loading. 

As it can be noticed in Figure 3-60, the addition of aerogel particles tends to decrease epoxies’ 

coefficient of thermal expansion. The largest change in CTE is achieved by adding only 1 wt% 

of particles resulting in the average reduction of the property by 15%. The addition of larger 

quantities of aerogel particles further decreases the coefficient of thermal expansion, however, 

to a lesser extent. For example, when incorporating 5 wt% of the aerogel, the CTE was only 

reduced by 19%. The size of the particles added seems not to affect the CTE values. Finally, 

both silica and PI aerogel seems to have a similar effect on epoxy thermomechanical 

properties. To analyse the effect of aerogel particles on the coefficient of thermal expansion 

above Tg, Figure 3-61 has been plotted. 
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Figure 3-61 Coefficient of thermal expansion above glass transition temperature of aerogel/ epoxy 

composite with varying particle size and loading. 

Firstly, it can be noticed that due to exceeding glass transition temperature the coefficient of 

thermal expansion increased by more than 200%. The figure also presents that for epoxy resin 

above glass transition temperature a trend can be noticed with a coefficient of thermal 

expansion decreasing with increasing aerogel content. What is more, the effect of aerogel 

particles on the thermomechanical property has diminished with only a 10% average reduction 

in CTE at the highest aerogel loading. Finally, the statistical analysis has revealed lack of  

impact of particle size on CET values. Figure 3-62 attempts to correlate the coefficient of 

thermal expansion above and below Tg with the density of aerogel/epoxy composites. 

  

Figure 3-62 Coefficient of thermal expansion at above and below Tg of aerogel/epoxy composite as a 

function of composite density. 
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found between both. Such a weak correlation could result from the resin not being completely 

cured at the experiment time, even though the manufacturer post-curing procedure has been 

followed. This could lead to the lower thermal stability of polymer and larger than expected 

discrepancies in results. 

3.3.8.2 Vinyl ester resin 

Figure 3-63 and Figure 3-64 present the effects of aerogel particle size and loading on the vinyl 

ester coefficient of thermal expansion composites at room temperature and beyond the 

polymer's glass transition temperature. 

 

Figure 3-63 Coefficient of thermal expansion at room temperature of aerogel/ vinyl ester composite 

with varying particle size and loading. 

  

Figure 3-64 Coefficient of thermal expansion above Tg of aerogel/ vinyl ester composite with varying 

particle size and loading. 

40

45

50

55

60

65

70

75

80

0 1 2 3 4 5 6

C
o
ef

fi
ci

en
t 

o
f 

th
er

m
a

l 
ex

p
a

n
si

o
n

 

b
el

o
w

 T
g

[
m

/m
K

]

Aerogel weight content [%]

PI

85 µm

200 µm

1230 µm

50

70

90

110

130

150

170

190

210

230

250

0 1 2 3 4 5 6

C
o
ef

fi
ci

en
t 

o
f 

th
er

m
a
l 

ex
p

a
n

si
o
n

 a
b

o
v
e 

T
g

[
m

/m
K

]

Aerogel weight content [%]

PI
85 µm
200 µm
1230 µm



104 

 

As shown in Figure 3-63, the addition of aerogel particles decreases the coefficient of thermal 

expansion of vinyl ester at room temperature. The addition of 1, 2, 3, 4 and 5 wt% aerogel 

resulted in average CTE reduction (across all particles used) of 5, 11, 8,12 and 19% presenting 

a relatively linear trend. In addition, the particle size seems not to affect the CTE values. 

Finally, PI aerogel's addition tends to produce composites with similar CTE values for 1 and 

5 wt% scenarios. However, slightly higher values can be observed for the middle range loading 

scenarios. Even though upon reaching the glass-state of created composites, the value of the 

coefficient of thermal expansion increases drastically by almost 300%, a similar trend of 

decreasing CTE with increasing aerogel content can be noticed as presented in Figure 3-64. 

As a result, the addition of up to 5 wt% of aerogel particles resulted in a 25% reduction in CTE 

values. Finally, polyimide aerogel samples follow an identical trend as silica particle ones. 

Again, the correlation between the coefficient of thermal expansion and vinyl ester composites 

density was drawn and presented in Figure 3-65. 

 

Figure 3-65 Coefficient of thermal expansion at above and below Tg of aerogel/vinyl ester composite 

as a function of composite density. 

Figure 3-65 presents the values of the coefficient of thermal expansion above glass transition 

temperature and at room temperature correlated with the density of aerogel/vinyl ester 

composites with all groups and types of particle sizes used. As can be seen, a strong linear 

relation (r-squared 0.86) was found between density and coefficient of thermal expansion at 

room temperature. However, caution should be taken before further extrapolation of this 

relationship outside the investigated data range. On the other hand, a slightly lower r-squared 

value (0.59) has been found for thermal expansion's coefficient beyond glass transition 
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temperature. Such a weak correlation is most likely due to lower stability of vinyl ester beyond 

Tg and variations in CTE values between composites manufactured with a different particle 

size as presented in Figure 3-65.  

3.3.8.3 Discussion 

Figure 3-66 presents a reduction in thermal expansion coefficient as a function of aerogel 

loading for both resin systems at room temperature and glassy-state.  

 

Figure 3-66 Trend lines presenting reduction in coefficient of thermal expansion as a function of 

aerogel loading for both resin systems at room temperature and glassy-state. 

By analysing the results presented in Figure 3-66, it can be concluded that in the case of both 

epoxy and vinyl ester resin, their coefficients of thermal expansion decrease with increasing 

particle content. It is expected behaviour due to multiple factors. Firstly, the intrinsic CTEs of 

the aerogels is significantly lower than both resin systems [29]. Gross and Fricke reported that 
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of 40×10-6 K-1. However, with reduced mobility of air molecules (or their lack) CTE value 

decreases to values as low as 2×10-6 K-1 [250]. Thus, replacing higher expansion material with 

aerogel results in decreasing CTE values. Secondly, the interface region between resin and 

aerogel particles also plays an important role. An investigation led by Kiba et al. revealed that 

the resin which infiltrated pores of aerogel particles seems to have almost completely restricted 

mobility in the presence of excessive thermal energy. They have also suggested that complete 

infiltration of aerogel pores can stabilise a wide range of polymers. As a result, the introduction 
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increasing aerogel content can result in decrease of CTE values. Figure 3-66 also indicates that 
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the impact of aerogel particles on epoxy resin was greater than for vinyl ester, especially at 

lower aerogel loadings. This finding can be contributed to the higher molecular mobility and 

lower curing temperatures of epoxy resin, both of which reduces its resistance to elevated 

temperatures. As such, the replacement of matrix with more thermally stable aerogel particles 

carries higher impact on less thermally stable epoxy resin. Nevertheless, with increasing 

aerogel loading the difference between both resin systems diminished resulting in similar CTE 

reduction at 5 wt%. A reduction in epoxy CTE values has also been achieved by Wong et al., 

who have investigated the effect of silica particles on the epoxy system. In their work they 

have managed to decrease the CTE to an even larger degree, which might be attributed to the 

usage of silica particles which have even lower coefficient of thermal expansion that aerogel 

particles [251].  

The sudden increase in both polymers' thermal expansion coefficients above the glass 

transition temperature is expected mainly due to the free movement of polymers segments at 

elevated temperatures [252]. Similarly, as at the room temperature, both polymers follow the 

same trend with reducing coefficient values with increasing aerogel weight content. However, 

above Tg significant differences in reduction magnitude can be observed. The vinyl ester 

presents a linear trend resulting in higher CTE reduction than epoxy for each loading scenario. 

In addition, a 25% reduction in CTE value has been achieved at 5 wt% aerogel loading for 

vinyl ester samples while epoxy’s CTE was reduced by only 10% for the same scenario. Such 

behaviour can be associated with different filler/ resin interactions. By using both silane-

treated and untreated filler it was previously shown by Soderholm that the chemical bond 

between filler and resin plays a minor role in lowering the coefficient of thermal expansion 

[253]. On the other hand, he suggested that the bond between both materials is formed during 

resin polymerisation and is dependent on the curing shrinkage [253]. Such hypothesis could 

explain the differences between the reduction in CTE value of epoxy and vinyl ester resins. 

As previously stated, epoxy resin has a significantly lower curing volume shrinkage of 1-5% 

compared to vinyl ester with 7-10% shrinkage [240, 248]. On the other hand, as presented by 

Hamama, the shrinkage stresses are also directly dependent upon the modulus of the polymer, 

which in this case is higher for the epoxy resin (as presented in 3.3.7)[254]. As a result of 

impact of both polymer modulus and shrinkage strain, it is difficult to clearly assess which 

resin would form stronger mechanical interactions with aerogel particles. However, higher 

reduction in thermal expansion coefficient above glass transition temperature might suggest 

that higher constraint of polymer chains was achieved in case of viny ester samples. The 

combined effect of particle size on the thermal expansion coefficient at room temperature for 

vinyl ester system has been presented in Figure 3-67. Similar trend can be observed for epoxy 
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system, however averaging over data from two different resin systems was deemed 

inappropriate due to their different thermomechanical behaviour. 

 

Figure 3-67 Trend lines presenting reduction in coefficient of thermal expansion at a room 

temperature as a function of aerogel loading for different particle size used. Values have been 

calculated for composites manufactured with vinyl ester. 

As it can be noticed the addition of silica particles to the vinyl ester resin allows to reduce its 

CTE by even more than 20% when incorporating 5 wt% of the aerogel. Nevertheless, no 

statistically significant differences between CTE values of composite prepared with different 

particle size can be identified. As a result, it seems that regardless of the particle size used the 

silica aerogel affects the coefficient of thermal expansion of vinyl ester in the same manner. 

On the other hand, the impact of particle size on CTE reduction was previously investigated 

by Jang et al., who have tested epoxy/SiO2 composites and found that smaller particles resulted 

in lower CTE values [255]. Nevertheless, their study covered only composites with filler 

volume fraction up to 1.63%, which cannot give much perspective for high aerogel loading 

scenarios. Additionally, regardless of the different material and particle shape the PI aerogel 

particles reduces CTE of vinyl ester in a similar way as the silica aerogel particles. More results 

can be drawn for coefficients of thermal expansion above the glass transition temperature as 

presented in Figure 3-68.  
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Figure 3-68 Trend lines presenting reduction in coefficient of thermal expansion above Tg of the vinyl 

ester as a function of aerogel loading for different particle size used. 

Figure 3-68 presents that above Tg the CTE of vinyl ester decreases with increasing particle 

loading, nevertheless, due to the high variation in obtained data it is difficult to determine 

whether particle size has any impact on the CET value of manufactured composites. Similarly, 

as in room temperature case the polyimide aerogel particles seem to impact thermal 

expansion's coefficient to the same extent as the silica aerogel particles. Such finding can be 

explained by the similar thermal expansion coefficient of both aerogel types (and as low as 8 

×10-6 K-1) and comparable size distribution as presented in particle size analysis in 3.3.1[256]. 

As a result, the effects of both introduction of low CTE areas and polymer chain interlocking 

yield a similar impact on the CTE reduction.  

3.3.9 Effect of aerogel particle on polymer glass transition temperature 

3.3.9.1 Epoxy resin 

Previous analysis of coefficient of thermal expansion has also enabled the measurement of the 

glass transition temperature of created composites.  Figure 3-69 presents the glass transition 

temperature (Tg) of epoxy composites create with various silica and polyimide aerogel 

particles.  
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Figure 3-69 Glass transition temperature of aerogel/ epoxy composites based on TMA measurements. 

The TMA analysis presents that the addition of aerogel particles to the epoxy resin has minor 

effect on its glass transition temperature, with a slight increase in Tg values at low aerogel 

loading followed by a constant or sometimes decreasing values when increasing aerogel 

content. Additionally, the statistical analysis has indicated no significant changes which might 

suggest different impact of aerogel type or particle size on epoxy’s glass transition 

temperature. To further investigate aerogel impact on polymer Tg  the DMA analysis was 

performed with Figure 3-70 and Figure 3-71 presenting the glass transition temperature of 

aerogel/epoxy composites based on respective storage and loss modulus. Please notice that no 

statistical analysis has been performed for these measurements due to the use of only single 

test specimen for each sample.  

 

Figure 3-70 Glass transition temperature of aerogel/ epoxy composites based on storage modulus 

measurements. 
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Figure 3-71 Glass transition temperature of aerogel/ epoxy composites based on loss modulus 

measurements. 

Glass transition temperature obtained by analysis of storage modulus is assumed to be the most 

conservative and the results reflect that with the lowest. Starting with an initial value for neat 

epoxy of 61.5 °C each of the aerogel types tends to affect epoxy resin differently. Firstly, the 

samples manufactured with the addition of PI aerogel record a significant increase in glass 

transition temperature (13% increase) with the addition of 1 wt%, followed by a slight decrease 

with additional loading. On the other hand, all silica aerogel particles tend to decrease epoxy's 

glass transition temperature with a slight sign of increase at the highest loading. Slightly higher 

Tg values were obtained by analysis of loss modulus as presented in Figure 3-71. However, 

regardless of the value differences an identical impact of silica aerogel particles on the glass 

transition temperature was noticed with epoxy's Tg values slightly decreasing with increasing 

silica aerogel content. Following the presentation of obtained glass transition temperatures, 

mechanical properties at a glassy state have also been investigated. As a result, Figure 3-72 

have been created presenting storage modulus at the glassy state of aerogel/epoxy composites.  

 

Figure 3-72 Storage modulus of aerogel/epoxy composites at glassy state. 
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By analysing Figure 3-72, it can be seen that the addition of aerogel particles to epoxy resin 

significantly decrease the storage modulus of the tested material. In the case of silica particles, 

the addition of 1 wt% can reduce loss modulus by almost 30% followed by a steady decrease 

until 5 wt% when a sign of strengthening effect can be noticed. No impact of particle size can 

be noticed. A similar trend can be observed for PI aerogel samples. However, in their case an 

initial straightening mechanism can be spotted at 1 wt% with further reduction until reaching 

5 wt%. A similar observation can be drawn for loss modulus as presented in Figure 3-73. 

 

Figure 3-73 Loss modulus of aerogel/epoxy composites at glassy state. 

Figure 3-73 indicates that the addition of aerogel particles is detrimental to loss modulus. The 

loss modulus exponentially correlates with aerogel loading with the largest drop at 1 wt% and 

aerogel particles' further addition leading to values stabilisation. In addition, Figure 3-73 

reveals a possible dependency of particle size upon loss modulus reduction with smaller 

particles presenting lower loss modulus values until reaching 5 wt% when all values converge 

at a similar level. Also, PI aerogel samples present a significant drop in loss modulus at 1 wt%, 

followed by a constant decrease with increasing loading resulting in much higher loss modulus 

reduction than silica aerogel counterparts.  

3.3.9.2 Vinyl ester resin 

Similarly, as in the case of epoxy composites the TMA results have been used to identify the 

glass transition temperature of vinyl ester composites prepared with the addition of silica and 
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weight content of various silica and polyimide aerogel particles. 
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Figure 3-74 Glass transition temperature of aerogel/vinyl ester composites based on TMA 

measurements. 

Figure 3-74 presents that the addition of aerogel particles to the vinyl ester yields similar 

results as in case of epoxy composites with initial increase of polymer’s glass transition 

temperature followed by the constant deterioration with increasing aerogel content. 

Additionally, it seems that all the particle regardless of the type and size carry similar impact 

on the vinyl ester Tg. To investigate the impact of aerogel particle on vinyl ester properties 

further the DMA analysis was performed and Figure 3-75 was created presenting the glass 

transition temperature of aerogel/vinyl ester composites based on storage modulus. Again, no 

statistical analysis has been performed for these measurements due to the use of only single 

test specimen for each sample. 

 

Figure 3-75 Glass transition temperature of aerogel/vinyl ester composites based on storage modulus 

measurements. 
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The analysis of Figure 3-75 indicates that PI aerogel significantly impacts vinyl ester's glass 

transition temperature. By incorporating 1 wt% of PI aerogel particles, the Tg has been 

increased by 16% with a slight drop in the value with larger particles quantities. In the case of 

silica aerogel particles only a slight change in Tg has been recorded with the most significant 

increase of 4% achieved at 2 wt% followed by a slight decrease in case of higher loadings. 

Also, little effect of particle size on glass transition temperature was observed. Different 

behaviour can be seen when analysing glass transition temperature obtained by loss modulus 

measurements as presented in Figure 3-76. 

 

Figure 3-76 Glass transition temperature of aerogel/ vinyl ester composites based on loss modulus 

measurements. 

In this case all composites prepared with silica aerogel particles achieve the highest Tg at low 

loading scenarios (1 or 2 wt%) followed by a drop below the neat vinyl ester values. On the 

other hand, PI aerogel particles increased vinyl ester glass transition temperature significantly 

and no major decrease was noticed with increased aerogel loading. Following the analysis of 

obtained glass transition temperatures, the analysis of mechanical properties at a glassy state 

has been conducted. As a result, Figure 3-77 and Figure 3-78 have been created presenting 

both storage and loss modulus at the glassy state of aerogel/vinyl ester composites.  
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Figure 3-77 Storage modulus of aerogel/vinyl ester composites at glassy state. 

Figure 3-77 reveals that the addition of aerogel particles to vinyl ester resin decreases the tested 

material's storage modulus. In the case of silica particles, the linear decrease has been noticed 

between 1 and 4 wt% as a result of which over 40% decrease in storage modulus was recorded. 

Interestingly the sign of stiffening was observed at 5 wt%. Samples with PI aerogel particles 

followed a very similar trend. However, the decrease was much less impactful with a maximal 

decrease in storage modulus of 23%. Again, the increase in storage modulus was recorded at 

5 wt%, however the rate of the increase might suggest the point is an outlier. Such behaviour 

could results from infiltration of aerogel pores by the liquid resin or non-homogenous nature 

of the sample.  A similar observation can be drawn for loss modulus data as presented in Figure 

3-78.  

 

Figure 3-78 Loss modulus of aerogel/vinyl ester composites at glassy state. 
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Aerogel particles' addition is detrimental for loss modulus with the largest drop of 43% at  

3 wt%. Further addition of aerogel particles leads to an increase in composites loss modulus 

of most samples except for the one with 85 m silica aerogel particles used. Similarly, as in 

the case of storage modulus, PI aerogel samples follow the same trend. However, in their case 

reduction in loss modulus is much smaller than in the case of silica aerogel particles achieving 

only a 24% reduction at 2 wt% followed by a steady increase with increasing aerogel content. 

3.3.9.3 Discussion 

Obtained glass transition temperature values for pure epoxy and vinyl ester resin are within an 

expected range. As provided by manufacturer datasheets, the Tg of epoxy is 92 – 98 °C and 

132 °C for vinyl ester. Even though the number seems to be much higher than the values 

obtained in this work it should be noted that different measurement techniques as well as post-

curing techniques for both polymers have been implemented in order to obtain such values. 

The following discussion focuses on glass transition temperatures obtained through TMA 

measurements and the analysis of storage modulus using DMA, as it provides the most 

conservative results. When comparing results obtained by both measurement techniques it can 

be noticed that DMA tends to produce higher values of glass transition temperature (especially 

in case of vinyl ester samples) than TMA. Similar observation has been presented in multiple 

previous works which indicated that the difference in Tg values obtained from DSC, TMA, 

and DMA methods may differ by more than 25 °C. The author of mentioned works associated 

such large discrepancies with various size of the specimen used as well as different 

methodology and instrumental mechanisms associated with data acquisition [257, 258]. To 

further compare the impact of aerogel particles on the glass transition temperature measured 

using both thermomechanical analysis techniques, Figure 3-79 was created and presents the 

average change in absolute values of glass transition temperature as a function of silica aerogel 

loading. 
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Figure 3-79 Average change in glass transition temperature as a function of silica aerogel loading. The 

values have been obtained by averaging TMA and DMA results in absolute temperature for different 

silica aerogel particle sizes. 

Figure 3-79 presents further differences between Tg values obtained by using TMA and DMA. 

Firstly, the TMA indicates that the addition of low quantities of aerogel particles can increase 

the glass transition temperature of both epoxy and vinyl ester (around 1% increase), while the 

DMA results suggest that the aerogel particles can only decrease Tg. The different impact of 

particles addition on polymer Tg when using different measurement techniques was previously 

presented in the literature. When investigating the impact of Al2O3 nanoparticles on the 

DGEBA- based epoxy Jiang et all, used DSC, TMA and DMA to detect the glass transition 

temperature of created composites [259]. As a result, authors detected various level of decrease 

in Tg when using DSC and TMA, while DMA presented increase in Tg values. Such findings 

were attributed to uneven heating rates, various arrangement of temperature sensors and the 

influence of sample sizes leading to lag in the measured temperature of the sample [260]. 

Further analysis of epoxy’s glass transition temperature using all three measurement 

techniques by Cassel and Twombly revealed that the best correlation between 

thermomechanical techniques can be achieved when using the same heating rate [261].  

Surprisingly, regardless of the initial impact of the particles, for both polymer types TMA and 

DMA results follows the same trend with decreasing Tg values with increasing aerogel content 

until reaching 5 wt% when the increase in recorded. Such trend was previously reported in the 

literature. Preghenella et al., who investigated silica particles' effect on the epoxy matrix, 

noticed a decrease in Tg with increasing silica content [249]. They suggested that particles' 
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addition reduces the polymer matrix cross-linking by preventing the complete matrix curing 

until reaching temperatures which also cause polymer degradation. Also, the increase in Tg at 

higher silica loadings has been attributed to the superior physical immobilization of polymer 

chains around the particles' surface [249]. Following the second DMA run using the same 

samples, much higher Tg values have been recorded and the degrading impact of particles has 

been minimised [249]. A similar trend but different reasoning has been proposed by Liu et al., 

who suggested the plasticizing effect of the silica particles and elevated free volume of epoxy 

to be the main reason behind Tg lowering [262-264]. The effect of aerogel particles on both 

polymer systems' storage and compressive modulus has been presented in Figure 3-80.  

 

Figure 3-80 Average change in storage and compressive modulus as a function of silica aerogel 

loading. The values have been obtained by averaging results for different silica aerogel particle sizes. 

Compressive modulus data are presented in 3.3.7.  

As indicated by Figure 3-80, both epoxy and vinyl ester resin's storage and compressive 

modulus decrease drastically with increasing aerogel content. Overall, the addition of aerogel 

particles softens the materials and has a detrimental effect on polymer composites' mechanical 

properties. Again, the lower degree of polymer cure caused by particles' introduction could be 

responsible for such behaviour. By reducing the crosslinking of polymer chains the materials 

become softer thus reducing both modulus values. Nevertheless, different behaviour for both 

properties can be noticed for 5 wt% samples with the storage modulus increasing and 

compressive modulus decreasing further. Some authors suggested that at higher aerogel 

loading the particles (resistant to temperature impact) affect the surrounding polymers chains 

by anchoring and preventing them from dislocation leading to increase in storage modulus 
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[249]. The same effect would not be detected for the compressive modulus as the measurement 

is conducted in absence of elevated temperatures. Similarly, as in case of compressive 

properties the impact of aerogel particles on storage modulus is substantially larger for the 

epoxy resin. Again, it can be speculated that due to the much quicker curing process as well 

as post-curing at higher temperatures vinyl ester has achieved a higher curing degree thus 

resulting in superior mechanical properties. Further analysis focuses on  the impact of aerogel 

type on epoxy’s’ glass transition temperature has been investigated and plotted in Figure 3-81. 

Similar trends can be observed for vinyl eester system, however averaging over data from two 

different resin systems was deemed inappropriate due to their different thermomechanical 

behaviour. 

 

Figure 3-81 Change in glass transition temperature as a function of aerogel loading for different 

particle size used. Values have been obtained for composites manufactured with epoxy resin. 

Figure 3-81 does not include results for composites manufactured with different size of silica 

aerogel particles as conducted statistical analysis has not indicated strong correlation between 

the particle size and change in polymer’s glass transition temperature. On the other hand, 

substantial difference can be detected between composites prepared with silica and polyimide 

aerogel particles as the addition of the latter particles increased Tg of both epoxy resin 

regardless of the measurement technique used. As such for DMA it provides around a 2% 

increase in Tg values at 1 wt% followed by an inverse relationship afterwards. In case of TMA, 
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0.3% increase is recorded for 1 wt% which further increase with addition of larger quantities 

of polyimide aerogel. Increase in Tg values is mainly attributed to the creation of strong 

interfacial interaction between the polymers and polyimide molecules. Caused by not only 

high specific surface area (due to a low diameter of PI particles) but mainly due to a large 

polarity in the polyimide molecules, the interface severely constraints the polymer molecules' 

chain motion [265]. Improvement in Tg values has also been observed by Chen et al., who 

have used polyimide fibres in order to reinforce epoxy resin [265].  The analysis of particle 

size's impact has also been conducted for storage modulus with results presented in Figure 

3-82. 

 

Figure 3-82 Change in storage modulus as a function of aerogel loading for different particle size 

used. Values have been obtained for composites manufactured with epoxy resins. 

The change in storage modulus of aerogel filled composites has been presented in Figure 3-82 

and it can be noticed that the particle size yield little impact on the value of the change in 

storage modulus. Similarly as in the previous thermomechanical analysis the statistical 

analysis has not presented a significant differences which might indicate that using different 

silica aerogel particle sizes can impact polymers’ storage modulus in a different way. 

However, Figure 3-82 also indicates that despite different behaviour seen in glass transition 

analysis, PI aerogel particles also reduce the storage modulus of polymers used. Nevertheless, 

due to much stronger interfacial interactions between PI and polymers the reduction in storage 

modulus is significantly lower than for silica counterparts.  
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3.3.10 Effect of aerogel particles on polymer heat distortion temperature 

3.3.10.1 Epoxy resin 

Figure 3-83 plots DMA displacement curves for silica aerogel/epoxy composite at different 

weight fractions of 1230 μm aerogel particles. 

 

Figure 3-83 Typical DMA displacement curves for silica aerogel/epoxy composite at different weight 

fractions of 1230 μm aerogel particles. 

The addition of aerogel particles can significantly affect the thermo-mechanical behaviour of 

the epoxy resin. Pure resin exhibits much higher displacement under the same stress over the 

whole temperature range, indicating lesser thermal stability and lower heat distortion 

temperature. The addition of aerogel particles increases the HDT values and it is the addition 

of 1 wt% of aerogel particles that affect the composite property to the greatest extent. On the 

other hand, further addition of particles reduces the HDT towards the neat resin value. As a 

result, Figure 3-84 gives a heat distortion temperature of aerogel/epoxy composite with 

varying particle size and loading. 

 

Figure 3-84 Heat distortion temperature of aerogel/epoxy composite with varying particle size and 

loading. 
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Figure 3-84 shows that for silica aerogel particles, heat distortion temperature reaches its 

highest with 1 wt% of aerogel particles. Further addition of aerogel particles results in a 

decrease in HDT in a linear fashion. Also, data suggest that incorporating different particle 

size does not affect the heat distortion temperature to a great extent. In the case of analysed 

silica aerogel particles, the HDT values are relatively close with larger particles producing 

slightly lower HDT values for the highest loading scenario. On the other hand, a significantly 

different trend is presented by composites manufactured with PI aerogel. Firstly, the increase 

in HDT is 6% greater than for silica aerogel. Also, the presented trend is different and the 

addition of aerogel particles up to 4 wt% increase the heat distortion temperature, followed by 

a slight decrease afterwards. Overall, the addition of 85 μm, 200 μm,1230 μm and PI particles 

resulted in a maximum HDT increase of respectively 10 %, 10.5 %, 9,5 % and 16 %.  

3.3.10.2 Vinyl ester resin 

Figure 3-85 plots DMA displacement curves for silica aerogel/vinyl ester composite at 

different weight fractions of 1230 μm aerogel particles. 

 

Figure 3-85 DMA displacement curves for silica aerogel/vinyl ester composite at different weight 

fractions of 1230 μm aerogel particles. 

Similarly, as in the epoxy resin case, it might be noticed that the addition of aerogel particles 

can significantly affect the vinyl ester resin's thermos-mechanical behaviour. However, in this 

case, only the addition of a low quantity of aerogel particles increases the heat distortion 

temperature. Incorporation of 3 wt% or higher of aerogel results in HDT decreases below that 

of neat vinyl ester resin making the composites even less thermally stable. As a result, Figure 
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3-86 gives a heat distortion temperature of aerogel/vinyl ester composite with varying particle 

size and loadings. 

 

Figure 3-86 Heat distortion temperature of aerogel/vinyl ester composite with varying particle size 

and loading. 

Figure 3-86 presents the highest HDT values for vinyl ester composites after adding 1 wt% of 

aerogel particles. An increase in the aerogel loading only reduces the heat distortion 

temperature with most composites achieving below neat vinyl ester value at the highest aerogel 

loading. Moreover, the graph suggests no direct relation between the HDT and used particle 

size. Contradicting to the observations for epoxy composites, the addition of PI aerogel to 

vinyl ester resin seems to produce results similar to one achieved for silica aerogel. Even 

though the maximum HDT value is achieved at 2 wt% and in general PI composites tend to 

have higher HDT values across the whole loading range, the difference is not as significant as 

in the previous case. Overall, the addition of 85 μm, 200 μm,1230 μm and PI particles resulted 

in a maximum HDT increase of respectively 8 %, 4.5 %, 6,2 % and 7 %. 

3.3.10.3 Discussion 

Following the DMA analysis, it was found that the pure epoxy and vinyl ester have different 

heat distortion temperatures of respectively 57 °C and 105 °C. Those results are not surprising, 

especially when vinyl ester compares well with the data provided by resin manufacturers  

(115 °C). In the case of epoxy system rather large discrepancy can be noticed between 

measured (57 °C) and provided data (82 °C), however as stressed in the datasheet more 

elaborate post-curing technique has been incorporated by the manufacturer in order to achieve 

such high thermal resistance. Figure 3-87 presents the average change in polymer heat 

distortion temperature as a function of aerogel loading. 
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Figure 3-87 Average change in polymer heat distortion temperature as a function of aerogel loading. 

Values have been calculated for all silica aerogel particle size composites. 

As it can be noticed in Figure 3-87, both resins systems present a similar response to the 

introduction of the aerogel particles with HDT increasing at low loading scenarios with a 

further addition of particles leading to a linear decrease in HDT. The highest heat deflection 

temperature values have been achieved for 1 wt% resulting in a 6% and 10% HDT increase 

for respectively vinyl ester and epoxy. Since HDT is principally a function of sample stiffness 

and Tg, presented HDT values correlate much better with the Tg results obtained through TMA 

which suggested the increase in polymers’ glass transition temperature following the addition 

of aerogel particles. As a result, by adding aerogel particles to the polymer matrix, extremely 

high thermal resistance areas are created due to aerogels' intrinsic properties. Those areas are 

resistant to temperature impact and affect the surrounding polymers chains by anchoring, 

preventing their dislocation and thus increasing Tg values of the polymers. On the other hand, 

as presented in 3.3.7 and 3.3.9, the aerogel particles due to their brittleness tend to have a 

detrimental effect on polymer mechanical properties of created composites. As such the initial 

improvement in the HDT values is linearly decreasing as the composites become less stiff. 

Additionally, the HDT does not indicates any improvement at 5 wt% (as presented in storage 

modulus values) suggesting constant decrease in composite stiffness as reflected by 

compressive data. When comparing both resin systems, the aerogel particles causes on average 

a 4% higher increase in HDT for the epoxy resin. This finding can be contributed to the 

presence of multifunctional methacrylate polymeric backbone in vinyl ester chain resulting in 

higher thermal resistance of vinyl ester resin composites. As a result, the introduction of 

aerogel particles carries less impact on more thermally stable vinyl ester resin. To better 

understand the effect of aerogel particles on polymer matrices, Figure 3-88 has been created 

presenting a change in heat distortion temperature of epoxy resin as a function of aerogel 
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loading for different particle size used. Similar trend can be observed for vinyl ester system, 

however averaging over data from two different resin systems was deemed inappropriate due 

to their different thermomechanical behaviour. 

 

Figure 3-88 Trend lines presenting a change in heat distortion temperature as a function of aerogel 

loading for different particle size used. Values have been calculated for composites manufactured with 

epoxy resin. 

Figure 3-88 indicates that the addition of various size of silica aerogel particles yields similar 

impact on the heat deflection temperature of the epoxy resin and the statistical analysis has 

failed to identify a correlation between the size of aerogel particles used and their impact on 

HDT. On the other hand, the introduction of PI aerogel particles has achieved significantly 

different results, as they provide a larger increase in the heat distortion temperature than any 

of the silica particles. The trend has been substantially shifted with increasing HDT reaching 

its peak at a relatively high loading scenario of 3 wt%. Further addition of particles caused 

HDT decrease, possibly indicating the initiation of linearly decreasing trend as in the case of 

silica particles. Such outstanding thermomechanical performance of PI aerogel composites 

correlates well with the Tg results presented in previous section. As a result of much higher 

increase in glass transition temperature and lower degradation of storage and compressive 

moduli, the PI aerogel composites were also able to achieve much more substantial increase 

in HDT than any silica aerogel counterparts. 

3.4 Summary 

In this chapter, the effects of silica and polyimide aerogel particles on epoxy and vinyl ester 

resins have been evaluated. Conducted work investigates the impact of varying the size and 

loading of aerogel particles on thermoset resins' thermal, compressive, and thermomechanical 
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properties. Following the literature review it was found that pore infiltration by liquid resin is 

the main cause of not utilising aerogel particles to their full capabilities. Thus, the impact of 

resin viscosity on density and thermal conductivity of resulting composites has been measured 

and it was found to play a crucial role in avoiding pore invasion during the mixing stage of the 

composite preparation process. By careful analysis of resins viscosity as a function of time, a 

novel delayed curing production technique was developed and used to prepare silica aerogel 

reinforced epoxy composites. It allowed to avoid aerogel pore infiltration and destruction and 

utilize all the advantages aerogel can provide. 

The addition of silica aerogel particles facilitated a significant reduction in epoxy and vinyl 

ester thermal conductivity, providing approximately a 40% reduction in thermal conductivity 

of both when a particle loading of 5 wt% was applied. Such a large decrease in thermal 

conductivity of composites has been contributed to the extremely low thermal conductivity of 

aerogel particles. As such, when dispersed through the matrix, the particles reduce the number 

of direct paths through the composite and create a barrier for the energy transfer. Additionally, 

it was found that 1230 μm silica particles tend to reduce thermal conductivity the most, while 

polyimide aerogel particles had negligible effects.  

The superior thermal properties were also associated with a decrease in compressive strength 

and Young’s modulus. It was found that the compressive yield strength and compressive 

modulus of the aerogel filled composites decrease with increasing aerogel content resulting in 

as much as 56% reduction in compressive properties of epoxy and 42% of vinyl ester. Such 

detrimental loss in mechanical properties was expected mainly due to the low mechanical 

performance of aerogel and the introduction of stress concentrations at the particle resin 

boundaries. Finally, the results indicate no impact of silica aerogel particles size on the final 

compressive properties of the composite material. On the other hand, similarly as in the case 

of thermal conductivity, the composites created with PI aerogel particles present a much 

smaller reduction in compressive properties than silica ones. 

The coefficient of thermal expansion was another property investigated during this study. To 

create a full picture of how aerogel affects the CTE values, measurements below and above 

glass transition temperature have been taken. It was revealed that in the case of both epoxy 

and vinyl ester resin, their coefficients of thermal expansion decrease with increasing particle 

content. The main reason behind such behaviour was low intrinsic CTEs of the aerogels. 

Additionally, it was speculated that the interfacial region between resin and aerogel particles 

restricted the mobility of polymers chains in the presence of excessive thermal energy. For 

coefficients of thermal expansion above glass transition temperature large discrepancy was 
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recorded between both resin systems with vinyl ester presenting a much larger CTE reduction. 

It was deducted that due to the curing shrinkage, stronger mechanical interactions have been 

formed for the vinyl ester resulting in a better constraint of material at higher temperatures. 

Finally, regardless of the particle size and aerogel type used the composites presented similar 

CTE reduction degree. 

While analysing the glass transition temperature of aerogel filled polymers both TMA and 

DMA techniques has been used. Surprisingly both measurement techniques presented opposite 

results with TMA indicating that the addition of low quantities of aerogel particles can increase 

the glass transition temperature of both epoxy and vinyl ester while the DMA results suggested 

that the aerogel particles can only decrease Tg. Such difference was attributed to uneven 

heating rates, various arrangement of temperature sensors and the influence of sample sizes 

leading to lag in the measured temperature of the sample. Different behaviour was found for 

polyimide aerogel with both TMA and DMA indicating increase in Tg following the addition 

of such particles. Due to much better compatibility polyimide particles managed to create a 

strong interfacial bond with polymers and increase Tg of both epoxy and vinyl ester.  

Regardless of aerogel type the addition of particles reduced the storage modulus of polymer 

resins.  

In the case of heat distortion temperature both resins systems present a similar response to 

introducing aerogel particles with HDT increase at low loading scenarios and further addition 

of particles leading to a linear decrease in HDT. It is suspected that two contradicting 

mechanisms are responsible for such behaviour. The addition of aerogel introduces areas of 

extremely high thermal resistance anchoring polymer chains and preventing them from 

dislocation. On the other hand, the aerogel particles tend to have a detrimental effect on 

polymer composites' mechanical properties which become more prevailing with increasing 

aerogel content and thus leads to linear decrease in HDT. Finally, PI aerogel particles' 

introduction has achieved significantly different results as a larger increase in heat distortion 

temperature than any of the silica particles has been achieved.  
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4 Mechanical characterisation of Aerogel/Fibre interface 

This chapter focuses on characterising the silica and polyimide aerogel adhesion to various 

fibrous reinforcements. In order to achieve the main objective of this chapter, a new testing 

procedure was developed for the deposition of aerogel microdroplets on the surfaces of glass, 

carbon, and PET fibres. The visual observation of microdroplet formation during various 

aerogel synthesis stages made it possible to quantify cure shrinkage or pore collapse. 

Alongside the microbond sample preparation, the bulk silica and polyimide aerogel samples 

were also created and their internal structure was tested using the Brunauer, Emmett and Teller 

(BET) and Mercury Intrusion Porosimetry (MIP) methods.  

The microbond technique was selected as a micromechanical testing method to measure the 

aerogel-fibre interfacial shear stress (IFSS) in this study, and the samples were subjected to 

visual inspection and AFM scanning upon test completion. The micromechanical analysis 

revealed superior adhesion of polyimide aerogel to all tested fibre types, mainly attributed to 

lower porosity and larger residual stresses. Finally, the samples prepared with carbon fibre 

resulted in the largest IFSS values, mainly connected with its geometrical features such as high 

surface roughness and small diameter. However, microbond limitations were also highlighted 

as potential sources of variation in IFSS values between aerogels and different fibres.   

4.1 Literature Review 

This literature review provides a background to the mechanical characterisation of aerogel and 

fibre interface. It commences with the description of complex interactions mechanisms 

occurring at the fibre and matrix interface, followed by a description of micromechanical 

techniques used to quantify the interface adhesion. Finally, due to the fact that there has not 

been a study investigating the micromechanical interfacial properties of any aerogel/fibre 

composite a limited discussion in assessing the impact of matrix porosity on the other 

composite systems has been also presented. 

4.1.1 Matrix-fibre interface  

The interface in fibrous composites is defined as a common surface between fibre and matrix 

that maintains coherent structure of the composite and enables the effective transfer of loads 

between constituents [266]. The properties of such interface, either physical or chemical, are 

related to surface characteristics of specific fibre and matrix system, and they can be related 

in continuous or in a stepwise manner. This indicates that the interphase can be seen as a 

distinctive physical region which incorporates not only the fibre/matrix contact area  but also 

neighbouring sections of  the fibre and the matrix [267]. However, the interfacial properties 
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are highly variable and are affected by various parameters such as atomic arrangement, fibre 

topography, molecular conformation and chemical composition of fibre and the matrix. As a 

result, the interface characteristics are unique for each fibre and matrix combination [266]. In 

order to describe and analyse the stress transferability of the interface, the term 'adhesion' is 

often used. This term is a simplified way of describing otherwise complex interactive 

mechanisms occurring at the fibre and matrix interface. The fibre-matrix adhesion is generally 

accepted as a combination of various interfacial interactions such as adsorption and wetting, 

electrostatic attraction, interdiffusion, chemical bonding, and mechanical interlocking [266-

268]. 

Wetting of fibres occurs during the production stage of fibre reinforced composites when a 

solid fibre is covered by a liquid or molten resin, creating a solid-liquid interface [269, 270]. 

It has been previously shown that wetting has a substantial impact on the properties of the final 

composites and inadequate wetting of the fibres can generate pores on the interface of fibre 

and solidified matrix. Such can later act as material flaws, subsequently reducing its' 

mechanical properties [266]. The adhesion due to wetting is based on short-range atomistic 

interactions between the fibre and matrix electrons. Nevertheless, such forces are only 

developed when the atoms of both materials are within the cut off range, usually in a range of 

few angstroms.  This type of adhesion can be quantitatively expressed in terms of the negative 

work of de-adhesion using the Dupre equation [266]: 

 𝑊𝐴 = 𝛾𝑆𝑉+𝛾𝐿𝑉 − 𝛾𝑆𝐿 Eq. 37 

Where WA is the thermodynamic work of adhesion, γSV, γLV, and γSL represent respectively the 

surface free energy of the solid-vapour, liquid-vapour, and liquid-solid interface. Using 

Young's equation, Dupre equation can be applied to model a liquid drop on the flat surface of 

a solid [270]: 

 𝑊𝐴 = 𝛾𝑆𝐿+𝛾𝐿𝑉cos (𝜃) Eq. 38 

With θ representing the contact angle as presented in Figure 4-1. Finally, both equations can 

be combined into Young-Dupre equation, which allows determining work of adhesion using 

contact angle measurements [266, 270-277]: 

 𝑊𝐴 = 𝛾𝐿𝑉(1 + cos(𝜃)) Eq. 39 
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Figure 4-1 Application of Dupre equation to the model of a liquid drop on the flat surface of a solid 

[266]. 

Interdiffusion is another important interfacial mechanism responsible for adhesion between 

fibres and the matrix. It occurs when atoms or molecules from both materials combine across 

the interface and create an interpenetrating network [266, 267]. Due to the substantial 

thickness of the created interpenetrating network, it is considered a separate phase with 

chemical and physical properties, which are a combination of matrix and fibre properties. 

Additionally, the strength of bonds created by the interdiffusion is strictly related to the 

atomistic properties of the phenomena, such as the molecular entanglement degree, quantity 

of molecules involved, and the strength of the intermolecular forces present [268, 278].  

Electrostatic attraction is one of the weaker mechanisms contributing to fibre and matrix 

adhesion. It occurs when across the interface, the difference in electrostatic charge between 

the fibre and the matrix is present [267]. This phenomenon can be responsible for creating 

attraction bonds between both materials. Nevertheless, the strength of such bonds is highly 

dependent on the charge density [268]. As such, electrostatic attraction cannot be considered 

as a significant constituent of the adhesion mechanism and can be even further reduced by 

discharging in the presence of a strongly polar solvent, such as water. On the other hand, the 

application of coupling agents to the fibre surface substantially increases electrostatic 

attractions [266-268]. 

Chemical bonding is the most widely accepted mechanism for bond creation between the fibre 

and matrix [279-281]. Multiple theories are identifying the chemical phenomenon as the 

primary source of adhesion. For example, the physical adsorption theories rely on either Van 

der Waal's forces or the reaction between an acid and a base. In contrast, others identify 

primary covalent bond across the interface to be responsible for the physical interactions 

between the two constituents [267]. As a result, a wide range of coupling agents has been 

produced to enhance the chemical bonding between compatible chemical groups on the fibre 

surface and within the matrix. Such coupling agents are often applied to the fibre surface 

during the manufacturing stage as a part of chemical sizing [266-268].  
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Mechanical bonding is the last interfacial interaction contributing to fibre-matrix adhesion and 

is mainly based on the mechanical interlocking between both materials. It arises from the 

interactions between asperities on both sides of the interface and is often connected with the 

surface roughness and friction forces [266]. As such, the strength of this interaction is much 

stronger in the most common loading mechanism of longitudinal shear rather than transverse 

tension. It is widely accepted that the quality of mechanical binding between fibre and the 

matrix depends on the fibre surface roughness and the fibres’ wettability [266]. In addition, 

except for geometrical aspects of mechanical bonding, internal stresses present within the 

composite can influence adhesion due to mechanical bonding. Such stresses are often related 

to the mismatch of thermal expansion coefficients between the thermoset composite 

constituents during heating or cooling, which results in the creation of the compressive radial 

residual thermal stresses [282-286]. The combination of surface geometrical features and 

internal stresses is assumed to restrict interfacial sliding [267].  

4.1.2 Micromechanical characterisation of fibre-matrix interface 

Previous studies have proven a significant impact of interface properties on the mechanical 

characteristic of fibrous composites. Thus, it became important to analyse and quantify the 

interaction between matrix and fibrous reinforcement [267, 287]. As a result, a wide range of 

testing techniques has been developed, with the two main groups being micromechanical and 

macromechanical testing. Distinguished by the nature of samples and the scale of testing, the 

micromechanical techniques involve a single fibre sample and aim at direct measurements of 

the interfacial properties [267, 287]. On the other hand, the macromechanical methods 

incorporate bulk composite specimens and measure interlaminar/intralaminar properties, 

which are later used to derive interfacial properties. In addition, both testing techniques often 

focus on measuring the interfacial shear strength (IFSS) between the matrix and composites, 

which represents the shear stress required to produce shear failure at the interface [267]. This 

section, however, will focus only on micromechanical testing techniques including single fibre 

microbond, pull-out, fragmentation push-out and push-in tests.  

The microbond test is one of the most popular testing methods to measure the interfacial shear 

strength values and was first introduced by Miller et al. in 1987 [288]. It involves the shearing 

of a small matrix droplet from the surface of a single fibre in the presence of external forces. 

The resulting maximum force is later used to calculate the IFSS value by relating it to the 

sample's geometrical features such as embedded length or droplet diameter [267, 287].  

Nevertheless, this testing technique suffers from a few limitations, mostly resulting from the 

nature of samples and testing procedures used. As a result, the scientists highlighted the need 
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for producing consistent samples in terms of size and the symmetry around the fibre to reduce 

the scatter among the results. In addition, some studies also suggested the dependency of the 

mechanical interface properties on the sample size. By changing the droplet diameter, the 

concentration of the curing agent within the matrix can be affected, and the impact of the 

variation in fibre sizing can be enlarged [288, 289]. Multiple studies have been devoted to 

measuring the impact of sample features and testing parameters (such as vice angle and gap 

size) on the microbond results [290, 291]. Regardless of the limitations posed, the microbond 

test is still widely used in the research community due to its' sensitivity and production of 

results comparable to the full laminate composites [267, 283, 285, 286, 292-296].   

The single fibre pull-out test (SFPT) is similar to the microbond test, with the main difference 

being the scale and geometry of the tests. In SFPT, the single fibre is embedded in the matrix 

plates or discs, resulting in a significantly larger embedded interfacial area than in the 

microbond case [297]. Upon the fixture of a matrix, a tensile force is applied to the fibre until 

the full debond of the fibre is achieved. The IFSS value is later calculated using maximum 

recorded force and embedded area. The SFPT is widely used for the fibre reinforced 

thermoplastic composite, however other matrix systems have also been investigated via this 

technique [298-300]. Similarly, to the microbond test, the SFPT also presents certain issues 

around the sample preparation (straight alignment of the fibre) and the measurement itself 

(inaccuracy in embedded length measurements). As a result, a series of studies have analysed 

the accuracy and suitability of this technique [301-304].  

A single fibre fragmentation test (SFFT) can also be used to quantify the adhesion between 

the fibre and the matrix. In principle, the test requires tensile stress to be applied to the sample, 

which includes a fully embedded single fibre. The stress is transferred to the fibre through the 

interfacial shear strength until the tensile strain is high enough to fracture the fibre. Further 

increase in the stress value results in subsequent fibre fractures until all the fibre parts reach 

the critical fibre length and become too short to fracture any further [305]. The combination 

of critical fibre length, fibre diameter and fibre strength is then used to calculate the average 

interfacial shear strength. The main drawbacks of this technique involve its' susceptibility to 

the impact of the fibre sizing on the interphase region chemistry and lack of data reduction 

parameters enabling to link the changes in surface chemistry and mechanical properties of 

created composites [305, 306]. Even though the fragmentation test has been widely used to 

measure the interfacial properties of natural fibre and carbon fibre composites [307-310]. 

The single fibre push-out test (SFPoT) is another technique used to measure the mechanical 

properties of fibre and matrix interface. It requires a tungsten carbide punch to apply the force 
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onto the fully embedded fibre until it is completely pushed out of the matrix [311]. The 

resulting load response allows measuring the debonding energy of the interface between the 

matrix and the behaviour of the fibre following the interface failure. Due to the way the load 

is applied to the fibre, this method is mainly used for metallic matrix or intermetallic matrix 

composites testing [47, 312-314]. Small fibre size and difficulty in preparing required 

specimens are the main reasons for little work done with other composites.  

The single fibre push-in test is the last technique used to measure the adhesion between a single 

fibre and matrix. Such test is performed by applying the load to an individual fibre embedded 

in the matrix until achieving the fracture of the interface. Following the test, the IFSS value 

can be calculated from the critical load measured at the onset of interface failure through the 

shear-lag model [315-317]. Previous studies focused on investigating the qualitative values of 

ceramic, metal and polymer composites. Additionally, the investigation of the glass fibre and 

epoxy composites revealed the similarity of IFSS values derided by the means of the push-in 

and the pushout tests [317]. 

As presented before, each of the testing methods presents certain positives and negatives when 

it comes to interface analysis, both of which are strongly dependent upon the composite's 

constituents. Nevertheless, it should be highlighted that there is still a major discussion 

regarding the accuracy of the micromechanical testing techniques and how physical the 

obtained results are when scaled up to the macro-level [318, 319]. For the purpose of this study 

the microbond test was chosen to be the most suitable testing technique as the deposition of 

aerogel droplets around the fibres was found to produce the most uniform samples and largest 

handling flexibility compared to other methods described in this section. 

4.1.3 Impact of matrix porosity on interfacial properties  

At the moment of writing this thesis, there has not been a published study investigating the 

micromechanical interfacial properties of any aerogel/fibre composite. As a result, there is no 

clear reference point for this study. Nevertheless, limited work has been conducted in assessing 

the impact of matrix porosity on the other composite systems.  

Such investigation often focuses on the impact of porosity on macromechanical properties 

such as interlaminar shear strength (ILSS) mainly due to its' sensitivity to the void presence 

and the easiness of sample preparation [320-323]. Even though those investigations rarely 

discuss the failure mechanism caused by the presence of voids, the consensus is reached that 

by increasing the pore volume within the composites, its  mechanical and interlaminar 

properties are deteriorating. On this scale, pores are identified as stress concentration points 
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whin enable crack creation and then propagation within the matrix resulting in simple or 

multiple shear failure. However, there is still a debate regarding the magnitude of the impact, 

as various material combinations and testing techniques result in significant discrepancies 

[322]. For instance, Costa et al. have detected an almost 35% decrease in interlaminar shear 

strength of carbon/epoxy composite with only 5.6% of the void content [322]. On the other 

hand, Mouritz claims only a 12% reduction for the same void content in the glass fibre and 

polyester resin [320]. Thomason has tested a wide range of fibre and polymer combinations, 

highlighting the impact of material properties on the void effects [324]. In addition, few 

theoretical models have also been derived to predict the fracture stress of composites with the 

presence of voids, all indicating inferior mechanical properties with increasing void content 

[325-327].  

Much less work has been done to evaluate the impact of pores or voids on the microscale 

interfacial properties of fibrous composites. Ali and Singh have used the pull-out test to 

investigate the interfacial properties of glass fibre and gypsum plaster [328]. By altering the 

water/plaster ratios, they were able to control the porosity of the matrix materials and have 

shown a decrease in resulting pull-out forces when higher porosity samples were used. In 

addition, the authors correlated the porosity of the matrix and the critical length of embedment, 

allowing to utilise the ultimate strength of the fibre in each scenario [328]. A similar trend has 

also been observed by Sarıdağ et al., who achieved lower pull-out strength values of glass fibre 

posts when increasing the porosity of cement matrix [329]. Both studies suggest that the 

increase in matrix porosity results in deterioration of composites' interfacial shear strength. 

Nevertheless, due to the investigation's length scale, it is extremely difficult to correlate such 

behaviour with any particular change in the failure mechanism. However, it can be suspected 

that if the high porosity of the matrix material is also present at the interfacial region, it can 

reduce the adhesion area between the fibre and the matrix, effectively limiting the number of 

chemical interactions and mechanical interlocking between them. Such a hypothesis can be 

somehow supported by analysing the reversed scenario when high porosity reinforcements are 

combined with a solid matrix. As presented by Nganga et al., who have combined porous E-

glass-fibre tissue and photopolymerisable resin system [330]. The resulting push-out forces 

were almost doubled when the porosity was increased from 10% to 60%, and the higher level 

of mechanical interlocking between the composite constituents was given as the main reason 

for such occurrence [330].   
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4.1.4 Conclusions of literature review 

The properties of the interface between the constituents of the fibrous composites have been 

proved to significantly affects the overall performance of the resulting material. They are based 

on interfacial interactions such as adsorption and wetting, electrostatic attraction, 

interdiffusion, chemical bonding, and mechanical interlocking, all of which contribute to 

interfacial adhesion. As a result, a wide range of testing techniques has been developed to 

evaluate the mechanical properties of the interfaces, with the two main groups being 

micromechanical and macromechanical testing. Both testing techniques focus on measuring 

the interfacial shear strength (IFSS) between the matrix and composites, representing the shear 

stress required to produce shear failure at the interface. Finally, many studies have proven the 

negative impact of matrix porosity on interlaminar and interfacial properties of fibrous 

composites. With the increasing presence of porosity, the interlaminar and interfacial shear 

strengths have been significantly reduced. However, the composite constituents' properties 

were the primary factor determining the extent of changes.  

4.2  Experimental 

4.2.1 Fibrous reinforcement 

The fibres used in this investigation included: 

• Glass fibre - water-sized (bare) 1200 tex E-glass fibre manufactured by Owens 

Corning from a 2000-hole pilot bushing. 

• Polyethylene terephthalate (PET) fibre - Airbleed 10 manufactured by Aerovac 

Systems Keighley Ltd. 

• Carbon fibre – unsized 12k HexTow AS4C carbon fibre supplied by Hexcel, Duxford, 

UK. 

Those fibres have been selected as each one of them covers different fibre diameters range 

with carbon, glass and PET fibres having an average diameter of respectively 6 μm 18 μm and 

45 μm. 

4.2.2 Aerogel synthesis 

In order to fully control the manufacturing of the aerogel samples, both silica and polyimide 

aerogels were synthesised in the Advanced Composites Group laboratory using the procedure 

described in the following sections. 
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4.2.2.1 Silica aerogel 

In order to have better control over the gelation time, the two-step catalysis process described 

by Jia et al. was used in the preparation of the silica aerogel, as presented in Figure 4-2 [331]. 

This process has been selected in order to completely control the gelation time of SiO2 

hydrosol and thus develop a method allowing to deposit hydrosol droplet around the fibres. A 

sodium silicate solution was diluted with distilled water using 1:4 volume ratio. Afterwards, 

under constant stirring (on a magnetic stirrer) at 500 rpm, a 6 mol/L solution of hydrochloric 

acid was added until the solution has reached the pH value of 2. A 1 mol/L solution of 

ammonium hydroxide was then added until reaching a pH value between 3 and 3.5. After 

pouring the hydrosol into the desired mould, the gelation process was completed after 1 hour. 

Then 24 hour ageing of the hydrogel was performed under atmospheric conditions followed 

by a solvent exchange including a submersion of the hydrogel sample in ethanol and n-hexane 

for 24 hour respectively to obtain an alcogel. Next, surface treatment was carried out by adding 

the alcogel samples into a TMCS: n-hexane solution mixed with the volume ratio of 1:1 for 

24 hour at room temperature. Finally, the sample was dried under an ambient pressure for 4 

hour at each temperature of 60 °C, 80 °C, 100 °C and 120 °C, completing the creation of a 

silica aerogel sample [331].  

 

Figure 4-2 Schematical representation of the silica aerogel synthesis process [331]. 
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The chemicals used in the silica aerogel synthesis were all sourced from VWR International. 

They included sodium silicate in aqueous solution (Si 26.6 wt%, SiO2 8 wt%) as a precursor, 

30% hydrochloric acid (VWR Chemicals) as acid catalyst and 28% ammonia solution (VWR 

Chemicals) as a base catalyst. Furthermore, 96% ethyl alcohol (Acros Organics) and 95% n-

hexane (VWR Chemicals) were used as exchanging solvents, while trimethylchlorosilane 

(produced by Merck KGaA) was a silylating agent. 

4.2.2.2 Polyimide aerogel  

The synthesis of polyimide aerogel was a much less complicated process and involved 

preparation of the polyamic acid by mixing dimethyl sulfoxide (DMSO) with 

dibenzoylmethane (DMB), octadecylamine (ODA) and 1,3,5-tris(4-aminophenoxy)benzene 

(TAPOB) in a chemical reactor. Due to the proprietary claim, no further information regarding 

polyamic acid synthesis can be included. Imidization of the polyamic acid was carried outwith 

the addition of 2-methylimidazole and benzoic anhydride into the polyamic acid, as presented 

in Figure 4-3. The solution was then transferred into the desired mould, and the gelation 

process usually took about 20 minutes later, followed by a 24 h ageing under the room 

conditions. Afterwards, the sample was moved into acetone solution for 24 hour solvent 

exchange. Finally, the polyimide alcogel was dried under an ambient pressure for 1.5 hour at 

200 °C and 12 hour at 300 °C, creating a final polyimide aerogel sample. 

 

Figure 4-3 Schematical representation of the polyimide aerogel synthesis. 
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The chemicals used in the polyimide aerogel synthesis were all sourced from VWR 

International and included 2-methylimidazole (Merck) and benzoic anhydride (Acros 

Organics). Furthermore, 99% acetone (VWR Chemicals) was used as exchanging solvent. 

4.2.3 Characterisation of aerogel internal structure 

Following the synthesis of aerogel samples, their internal structure was investigated to validate 

and assess their usefulness for studying aerogel-fibre interface. Three testing methods included 

mercury intrusion porosimetry, gas adsorption and gas pycnometer.  

4.2.3.1 Mercury intrusion porosimetry 

To investigate the pore size, pore-volume, bulk/apparent density and porosity of created 

aerogels, a mercury intrusion porosimetry (MIP) was conducted using Quantachrome 

poremaster 60 and following the standard ASTM UOP578 – 11. During the test, a sample was 

placed in a pressurised chamber, filled with mercury. Next, pressure was gradually increased, 

forcing the mercury to intrude into aerogel pores. As pressure increased, smaller and smaller 

pores were invaded, resulting in inter-particle pores and the intra-particle pores being filled 

with mercury. For this investigation, a low-pressure station was used to impose a maximum 

of 250 MPa pressure for pore size measurements ranging from over 1100 µm micron to 0.0064 

µm pore diameter. The example data plot produced by MIP is presented in Figure 4-4. The 

figure includes a logarithmic differential pore volume distribution as a function of pore 

diameter, which reveals the pore size distribution of tested sample. By presenting data in such 

fashion a more detailed overview of internal structure of the material can be achieved rather 

than by stating the total porosity or average pore size. 

 

Figure 4-4 Example of MIP pore distribution of polyimide aerogel synthesised in this study. 

4.2.3.2 Gas adsorption 

For the description of gas adsorption technique please refer to the Section 3.2.3. 
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4.2.3.3 Gas pycnometer 

 Another technique allowing to measure the total porosity of various materials is gas 

pycnometer, which measures a volume of solid samples of any shapes. The equipment 

measures a pressure difference by expanding a known quantity of gas into respectively an 

empty chamber and sample-filled chamber. The pressure difference between two chambers 

and the measured volume of the empty gas chamber can determine sample volume using 

Boyle's Law. Afterwards, the skeletal density of the sample can be calculated by dividing the 

mass of the sample by the volume obtained through pycnometer. Finally, by using equation 

below a porosity () can be related to the ratio between the bulk (ρb) and skeletal density (ρs). 

 𝜑 = (1 −
𝜌𝑏

𝜌𝑠
) × 100 Eq. 40 

In this study, the MicroUltraPycnometer 1202 produced by Quantachrome provided a skeletal 

density of aerogel samples. The ISO12154:2014 standard was followed, and a gas pressure of 

20 psi was used.  

4.2.4 Single fibre tensile test 

Single fibre tensile test was carried out by following the ASTM C1557-03. A paper card frame 

was prepared using 250 g/m2 grade paper, as presented in Figure 4-5. Afterwards, the double-

sided tape was placed about 10 mm from the edge of the cut-out window. Individual fibres 

were separated from their fibre bundle and laid across the cut-out window before being 

attached to both pieces of tape. Next, the Loctite Gel Superglue was applied to the fibre around 

the window edge, permanently attaching it to the paper frame. 20 mm gauge length was 

selected for this study, and at least 30 single fibre samples was prepared for each test.  

 

Figure 4-5 Left: Schematical representation of single fibre tensile test sample. Right: Single fibre 

tensile sample during the test.  
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Following the placement of fibres within paper frames, the diameter of each fibre was 

measured. As a result, each fibre was photographed using an Olympus GX51 optical 

microscope under 50 magnification (as presented in Figure 4-6), and ImageJ software was 

used to measure fibre diameter. Again, the assumption about the circularity of measured fibres 

was used for simplicity. Nevertheless, it should be highlighted that such assumption is more 

appropriate for glass fibres which presents circular and constant cross section across the fibre 

length. In case of carbon and PET fibres such simplification can introduce an error into the 

evaluation of fibre modulus and strength due to the possible uneven polygonal cross-sections. 

 

Figure 4-6 Image of glass fibre captured using Olympus GX51 optical microscope. 

A tensile test of a single fibre was conducted using Testometric M250-2.5CT equipped with a 

5 N load cell. The strain rate of 1.5 %/min under room conditions was used, and the 

experimental set-up of the tensile test is presented in Figure 4-5. 

4.2.5 Microbond sample preparation and testing 

Microbond test requires a aerogel droplet of a micro-scale size to be formed around a single 

fibre. In order to achieve this, some adjustments had to be introduced, and the sample 

preparation and testing techniques are discussed in the sections below. 

4.2.5.1 Silica aerogel microdroplet 

The preparation of microbond samples commenced with deposition of cement drops on the 

especially prepared polyamide frame covered with a non-sticking tape as presented in Figure 

4-7. The cement used was a premixed, quick drying aluminium oxide cement. Before cement 

drops were allowed to dry the single fibre has been manually selected from the fibre bundle, 

stretched across two drops and pushed into the cement. Afterwards, the cement was left to 

solidify for 4 hrs at room temperature, however the process could be shortened to 20 min by 

placing the samples into oven at 80 C. Once the cement solidified, the fibre has been cut in 

the middle creating two separated fibres. It is important to highlight that an attempt have been 

also made to deposit the fibres onto metal washers, however due to the corrosive properties of 

chemicals used in further steps of the aerogel synthesis this idea was abandoned.  
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Figure 4-7 Polyamide frame setup used to prepare single fibre specimens. 

Following the preparation of single fibre specimens, the preparation of the aerogel solution 

was required. After the mixing of sodium silicate solution with hydrochloric acid and 

ammonium hydroxide, the solution was left to thicken for 5 to 10 minutes (depending on the 

pH value of the solution) otherwise the aerogel sol droplets would fall off or slide along the 

fibres. Once the hydrosol viscosity was sufficient to create strong enough surface tension, the 

droplets of SiO2 hydrosol were deposited on single fibre samples as presented in Figure 4-8.  

 

Figure 4-8 a) SiO2 hydrosol droplets deposited on the glass fibre, b) glass petri dish used for the 

movement of the sample between different stages of solvent exchange. 
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It was achieved by repeatedly dipping and removing the fibres from the hydrosol solution. 

Following the creation of the droplets, the samples were let to cure for 2 – 5 min before being 

moved into an ethanol bath, even though the bulk silica aerogel synthesis process required a 

24 hrs curing time. Such a decision was caused by the small volume of hydrogel droplets 

deposited on the fibres. Together with large surface-to-volume ratio, the droplets tend to dry 

out once left in ambient conditions for more than 5 min (depending on the initial droplet size). 

If the time at ambient conditions was exceeded the complete collapse of aerogel structure was 

observed and the deposition of silica crystals on the fibre surface occurred. Further steps of 

solvent exchange and surface treatments have been conducted as described in the aerogel 

synthesis procedure in 4.2.2.1. However, when moving the samples from respective solvent 

exchange solutions they have never been removed from the aqueous environment. Instead, the 

shallow glass petri dish containing samples still submerged in the ethanol has been directly 

placed in larger container filled with n-hexane. Such approach allowed to reduce the manual 

handling of the samples and avoid possible drying of the sample during the move. Finally, 

following the surface treatment, the samples were placed in a sealed jar and moved to the oven 

for drying. All the samples were dried under an ambient pressure for 4 hours at each 

temperature of 60 °C, 80 °C, 100 °C and 120 °C. Once samples were prepared the cement 

drops were glued to the paper cards with a circular hole so they could undergo the microbond 

test. An example of aerogel microbond sample is shown in Figure 4-9Error! Reference source 

not found., please be aware the images presented in this chapter are to illustrate the sample 

preparation process only and represent various samples. 

 

Figure 4-9 Silica aerogel microbond sample deposited on a carbon fibre. 

Even though the droplets were successfully deposited around the fibres, certain issues might 

still affect their suitability for the microscale testing. The first one regards the effect of the 
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aggressive chemicals used during the silica aerogel synthesis on the fibres’ surface, as all fibres 

were placed for 24 hrs in ethanol, n-hexane and TMCS. As presented by Son et al., a 

submersion of PET fibres in the pure ethanol for even 30 min roughened the surface of the 

fibre [332]. Additionally, Lee and Jang treated glass fibre in the ethanol for 24 hrs which 

removed some sizing from the glass fibre surface and weaken the adhesion force between glass 

filaments [333]. Although, the combined impact of all mentioned chemicals on the glass, 

carbon or PET fibre surface has not been tested, it is possible that they might affect the physical 

as well as the chemical properties of fibres’ surface. Nevertheless, the fibres would most likely 

undergo a similar treatment during a production of a bulk silica aerogel blankets, as such the 

effects of these chemicals would also be present in a bulk material. Another issue regards the 

difference between the droplet properties and the aerogel’s macroscale properties. Previous 

studies on the polymer samples have shown that using small quantities of the matrix material 

to create a microbond samples can possibly alter the chemistry of the material. Strong 

correlation between droplet size and the amount of curing agent was found, resulting in varying 

matrix properties [351]. Such property difference due to the scale difference could be even 

more substantial for the aerogel samples as most likely it would not only change the chemical 

composition of the material but also the impact of each synthesis step on the internal structure 

of the aerogel. As such, smaller size of the samples produced for the microbond test could 

improve solvent exchange and increase the ratio of the material subjected to the surface 

treatment. Overall, it is highly possible that by using substantially smaller aerogel quantities 

than for the manufacturing of a bulk aerogel blankets a significantly different internal structure 

of the material could be achieve and thus the sample might not correctly replicate the 

macroscale properties of the silica aerogel.  

4.2.5.2 Polyimide aerogel 

Due to the lack of corrosive chemicals in polyimide aerogel synthesis, the single fibre was 

attached to two washers using double-sided tape. Afterwards, the cement was used to attach 

the fibre to the washer permanently as presented in Figure 4-10. Then the cement was left to 

solidify for 4 hrs at room temperature, however the process could be shortened to 20 min by 

placing the samples into oven at 80 C. Following cement solidification, the fibre was cut in 

the middle to produce two separated fibres. 
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Figure 4-10 PI aerogel solution deposited on glass fibre. 

Following the preparation of single fibre sample the PI sol has been prepared according to the 

4.2.2.2. As a result, the 2-methylimidazole and benzoic anhydride were added into the 

polyamic acid and in order to prepare a full set of 30 samples a 10 ml of the sol was sufficient. 

Due to the lower viscosity of PI sol it was possible to deposit the droplets on the fibre 

immediately after mixing the chemicals. Thus, prepared fibrous samples were repeatedly 

dipped and removed from polyimide solution until the droplets have been formed. Afterwards, 

the sample was left to age for 12 hour in room conditions and then fully submerged into 

acetone solution for 12 hour in order to perform single solvent exchange. Once removed from 

the acetone, the polyimide alcogel was dried under at a room temperature for 1 hr. This step 

differs from procedure recommended for a bulk material preparation as it caused a significant 

degradation of the droplets. As a result, when incorporating elevated temperatures as 

recommended in the case of bulk materials the droplets has experienced a gradual shrinkage 

finally leading to separation of the droplet from the fibre. Together with a black discoloration 

emerging on the sample, both signs suggested the occurrence of thermal degradation of the 

sample. The polyimide aerogel sample created in the described process is presented in Figure 

4-11. 

 

Figure 4-11 Polyimide aerogel sample deposited onto glass fibre. 
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4.2.5.3 Microbond testing 

Following the creation of microbond samples, the images of droplets were taken using 

Olympus BX51 microscope, and ImageJ software was used to measure fibre diameter (Df), 

droplet diameter (Dd) and embedded fibre length (Leb) as presented in Figure 4-12. 

 

Figure 4-12 Example of PI aerogel droplet on GF with dimensions measured for microbond test. 

The microbond tests were conducted using Instron 3342 universal testing machine equipped 

with a 10 N load cell. Either washer or card frame was suspended on the hook above shearing 

blade, and adjustable shear blades were moved until just being in contact with the fibre. 

Afterwards, the height of the droplet was adjusted to be directly under the blades, as presented 

in Figure 4-13.   

 

Figure 4-13 Left: schematic representation of microbond test. Right: the actual image of the 

microbond test. 
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When the test commenced, a fibre displacement speed of 0.1 mm/min was used, leading to the 

droplet being sheared off the fibre by blades. During the microbond test, the shear force was 

constantly recorded as a function of displacement as presented in Figure 4-14.  

 

Figure 4-14 Example of force and displacement graph produced during microbond test. 

Once the force reached a peak, a full debond of the droplet from the fibre is achieved. Followed 

by a steady shear force decrease until the test was completed. The sample was constantly 

observed during the test duration using a 45x magnification microscope with a DCM140 video 

camera. Finally, an apparent interfacial shear strength (IFSS) was calculated using the 

following equation: 

 
𝐼𝐹𝑆𝑆 =

𝐹𝑚𝑎𝑥

𝜋𝐷𝑙𝑒𝑏
 

Eq. 41 

Fmax is the highest force achieved during the microbond test, D is a fibre diameter, and leb is 

fibre embedded length.  

4.2.6 Image analysis 

Three different image techniques have been used to visually inspect the aerogel samples and 

fibre interface throughout this study. They include optical microscopy, scanning electron 

microscopy and atomic force microscopy. 

4.2.6.1 Optical microscopy 

To capture the diameter of fibres used and the shape and size of the created aerogel droplet, 

the optical microscopy images of aerogel samples were captured using Olympus BX51 

microscope under transmitted light in brightfield with a magnification of 10 as presented in 

Figure 4-15.  
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Figure 4-15 The example of silica aerogel droplet deposited on glass fibre obtained by optical 

microscopy. 

4.2.6.2 SEM 

Scanning electron microscopy (SEM) images were taken to capture the external and internal 

structure of aerogel samples and the deboned fibre surface following the microbond testing, 

as presented in Figure 4-16. The samples were initially coated with a layer of gold, and images 

were taken using 15 kV accelerating voltage in a HITACHI SU-6600 machine. 

 

Figure 4-16 The example of silica aerogel droplet deposited on glass fibre obtained by SEM 

microscopy. 

In addition, while performing the SEM imagining, the Oxford Inca Wave 700 Microanalysis 

System with Energy + Software was used to perform elemental analysis. As a result, the fibre 

surface previously embedded in the droplet was analysed following the microbond test to 

identify any remaining aerogel residuals.  

4.2.6.3 Atomic force microscopy 

Atomic force microscopy (AFM) was used to investigate the surface topography of single fibre 

by the Bruker Innova instrument.  Fibre surface before and after the microbond test was 

analysed to identify any remaining aerogel residuals and quantify any change to fibre surface 

roughness. In order to overcome the issues associated with fibre analysis, such as curvature 



147 

 

and micro-scale dimensions, a single fibre was taped to a scanning disc using double-sided 

tape and imaging was conducted in tapping mode using a low-force probe provided by the 

machine manufacturer. The Novo Drive software was used to capture and post-process the 

images as presented in Figure 4-17. 

 

Figure 4-17 The example of glass fibre surface obtained by the AFM scanning. 

4.3 Results and discussion 

The effect of fibre reinforcement type on aerogel adhesion was measured in this work using 

the microbond test. Before this can be achieved, the mechanical properties of fibrous 

reinforcements were measured using a single fibre tensile test. Later the visual inspection of 

microbond droplet formation was conducted and followed by measuring internal properties of 

bulk aerogels. Finally, with all the information about sample constituents, micromechanical 

testing is performed alongside visual inspection of tested samples. 

4.3.1 Single fibre characteristics 

Table 4-1 presents tensile strength and Young's modulus of the fibres used during this study. 

Table 4-1 Tensile strength and modulus of fibres used for the aerogel interface study together with 

their confidence limits. 

 
Tensile 

strength 

[GPa] 

 Tensile strength 

95% confidence 

limits [GPa] 

Young’s 

modulus [GPa] 

Young’s modulus 

95% confidence 

limits [GPa] 

Glass fibre 0.94 0.14 55.74 2.87 

PET fibre 0.27 0.03 5.28 0.56 

Carbon fibre 4.07 0.57 208.42 21.11 

 

It can be seen from Table 4-1 that carbon fibre has the highest tensile strength and Young's 

modulus, followed glass and PET fibres. Obtained results are slightly lower than experimental 

results from other studies or manufacturer data [334]. This can result from the lack of sizing 

in case of glass and carbon fibres and fibre damage created during the fibre manufacturing 

process (e.g. roving) or handling during sample preparation. Additionally, the PET fibres have 

undergone extra postproduction steps to turn them into blankets, reducing their mechanical 
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performance even more. Even though the PET fibres present the lowest strength and modulus 

values, it is compensated by a high ductility with up to 50% of failure strain. It should also be 

highlighted that all the fibres have been stored for many years before being used in this project, 

which could also affect their mechanical properties. Especially in case of glass fibre previous 

studies suggested lowering of the fibre modulus due to the slow moisture diffusion into the 

glass fibres resulting in 20% reduction from the initial modulus after 25 years [335]. 

Considering expected low IFSS values for all three types of fibre, the results in Table 4-1 

suggest that the strength of these fibres should be high enough to avoid fibre breakage during 

microbond testing. The prevention of fibre breakage during the microbond test is critical as it 

was previously shown that the this can cause artificial bias in the microbond results [336]. 

Figure 4-18 shows the SEM images of surfaces of all fibre used in this study. 

 

Figure 4-18 SEM images of fibres used for the aerogel interface study. Images presents a) glass fibre 

b) PET fibre and c) carbon fibre. 

The images reveal that both glass and PET fibres have relatively smooth surface. On the other 

hand, the carbon fibre surface is marked with multiple groves. As previously reported, they 

originated from the manufacturing process during which phenomena such as double diffusion, 

c) 

b) a) 
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stretching, the effect of interfacial tension and surface crystallisation caused surface 

deformation [337, 338]. Finally, some impurities can be noticed on all fibre surfaces. In case 

of PET fibre, it might be a binder used to prepare a fibrous blanket, however, presence of 

impurities on unsized glass and carbon fibres can also indicate fibre contamination during the 

sample preparation process or inadequate fibre storage. Similar observations can be derived 

from the Figure 4-19, which includes AFM scans of fibres used for the aerogel interface study.  

 

Figure 4-19 AFM scans of fibres used for the aerogel interface study. Images presents a) glass fibre b) 

PET fibre and c) carbon fibre. 

Firstly, the significant difference in the topography of surfaces can be noticed. Glass fibre 

surface has a heterogeneous topography of "hills" and "valleys" with a height variation of less 

than 3.5 nm. The surface of PET fibres presents a similar topography. Nevertheless, wide 

groves stretching along the sample are also present, and they contribute to the largest height 

variation among tested fibres exceeding 100 nm. Similar topography was also recorded by Xu 

et al., and the large height variations were identified as a defect during fibre manufacturing 

[339]. Finally, the carbon fibre surface presents fine striated wrinkles and grooves with a 

height difference of around 20 nm. Such topography can often be found for a wet spun 

untreated carbon fibre presented by Sun et al. [340]. The corresponding roughness of scanned 

c) 

b) a) 
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surfaces was also measured with the average surface roughness of 0.25, 6.60 and 2.32 m for 

glass, PET, and carbon fibres. 

4.3.2 Microbond sample formation 

4.3.2.1 Silica aerogel 

Since it was the first time the aerogel microbond samples were prepared, a careful visual 

inspection of droplets formation on the fibre surface were performed. Following the deposition 

of the silica aerogel droplets on the glass fibre surface, the microbond sample was moved into 

the ethanol using tweezers to avoid drying out. Figure 4-20 presents the behaviour of silica 

aerogel droplet during the solvent exchange process. Due to the translucent nature of the 

constituents, the use of a microscope with transmitted light allows for the analysis of the 

sample's internal structure.  

 

Figure 4-20 Silica aerogel and glass fibre sample submerged in the ethanol. Time under the images 

indicates the time since the beginning of the solvent exchange process. 

As indicated by Figure 4-20, during the previous step of aerogel synthesis, a crystalline 

structure is formed around the fibre. This structure gradually diminishes with the progress of 

the solvent exchange and completely disappears after 70 minutes in ethanol. Additionally, the 

changes in aerogel droplet size were noticed and presented in Figure 4-21. 
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Figure 4-21 The diameter of silica aerogel droplet during ethanol solvent exchange. 

During the ethanol solvent exchange time, the droplet diameter shrinkage is observed. It results 

in 5% decrease in droplet diameter during the first 70 minutes of solvent exchange. 

Afterwards, no significant changes in droplet size or internal structure are happening. The 

possible explanation for the growth of crystals inside silica aerogel samples can be found by 

analysing the nucleation mechanisms in liquid-solid systems. It assumes that the gel in the 

primary amorphous phase is not in an equilibrium state. The equilibration reactions constantly 

change the primary phase into the secondary amorphous phase, which is later converted into 

crystalline zeolite [341]. Each consecutive phase is increasingly ordered from the previous 

one. Currently, there are two distinctive ideas of how the zeolites are being formed. The first 

assumes that the amorphous gel includes small soluble species causing the zeolite crystals to 

grow by a solution-mediated mechanism [341]. The second one proposes that the zeolite lattice 

is formed via an ordering of the gel if no precipitation of solution occurs [341]. Both 

mechanisms are possible in the current situation as presented crystals can result from either 

spontaneous ordering of silica gel or the presence of fibre which can act as an impurity 

initiating crystal nucleation [341]. There was only one single previous silica aerogel study that 

showed a similar finding, and it was shown that the presence of such structures inside silica 

gel is not deteriorating the properties of the final material [342]. Due to the presence of a 

sample in a liquid environment, drying cannot be responsible for the change in droplets' size. 

Nevertheless, such occurrence could be attributed to the fact that the aerogel can still be 

undergoing the ageing phase with progressing sample densification. On the other hand, the 

replacement of water inside the sample with ethanol could result in pore collapse due to the 

surface tension present during this process.  

Following the solvent exchange in ethanol, the sample has been moved to the n-hexane 

solution. As a result, the shallow glass petri dish containing samples still submerged in the 
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ethanol has been directly placed in larger container filled with n-hexane. Such approach 

allowed to reduce the manual handling of the samples and avoid possible drying of the sample 

during the move. Figure 4-22 includes the images of silica aerogel droplets submerged in an 

n-hexane solution. 

 

Figure 4-22 Silica aerogel and glass fibre sample submerged in the n-hexane. Time under the images 

indicates the time since the beginning of this solvent exchange stage. 

As presented in Figure 4-22, after 24 hour in n-hexane solution, no visible changes occurred 

inside the sample. Nevertheless, a 5.2% reduction in droplet diameter was recorded. On the 

other hand, no difference in embedded length was recorded. Due to the extended time within 

both ethanol and n-hexane solutions, the aerogel ageing process is most likely finished and 

does not affect the material anymore. As a result, these measurements support the idea that the 

surface tension during the replacement of solvents inside the sample is responsible for the 

diminishing droplet diameter. In addition, it is suspected that the fibre/aerogel interactions at 

the interface are responsible for maintaining the embedded length constant. Afterwards, the 

sample has been placed inside n-hexane and TMCS solution to carry out the surface treatment 

process.  

 

Figure 4-23 Silica aerogel and glass fibre sample submerged in the n-hexane and TMCS solution. 

Time under the images indicates the time since the beginning of the surface treatment process. 
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Following the 24 hours in surface treatment solution, the sample does not present any droplet 

diameter or embedded length changes. The strengthening effects of the TMCS can explain 

such behaviour. As previously reported in the literature, the surface treatment process can 

introduce the hydrophobic nature of the silica aerogel and strengthen its internal structure 

[343]. Wu et al. have shown that the surface modification strengthened the backbone of silica 

aerogels by increasing pore/water displacement promotion. Subsequently, it resulted in 

superior thermal and hydrophobic stabilities of created materials [343]. Additionally, by 

including the n-hexane in a surface treatment solution, it can be expected that much lesser 

surface tension forces are being induced inside the sample. The combined effects of both 

factors can be responsible for the lack of droplet sizes reduction. Figure 4-23 also revealed 

small droplets being formed on the aerogel droplet surface. Since they were not present in any 

previously aerogel synthesis step, it can be concluded that those droplets might contain the 

remnants of water still present within the sample or surrounding liquid. Following the surface 

treatment, it formed into droplets and settled onto the droplet surface. As the last step of 

aerogel synthesis, the aerogel droplet was removed from the aqueous environment and dried 

under room conditions, as presented in Figure 4-24.  

 

Figure 4-24 Drying of silica aerogel and glass fibre sample under room conditions.  The drying time is 

presented underneath the images. 

Figure 4-24 presents the drying behaviour of silica aerogel droplet when removed from the 

surface modification solution. It shows that the drying process is relatively quickly with only 

3 minutes required to evacuate the solvent from the droplet inside. As a result of drying, the 

droplet diameter decreases by 17%, and multiple cracks are formed across the sample. Even 

though the embedded length remains unchanged, the separation of the meniscus from the rest 
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of the droplet can also be observed. The deformation and mechanical damage of the droplet 

are primarily caused by the capillary pressure occurring during drying. As shown by Scherer 

and Smith, capillary pressure can reach even up to 200 MPa, and its' magnitude is strongly 

dependent on multiple parameters such as the pore size and strength of the wet gel and the 

solvent used [344]. Such internal stresses induced are sufficient to damage the brittle structure 

of the aerogel's and to reduce such stress, complex drying methods are often used.  It is also 

worth highlighting that in this study, the sample behaviour during the drying step depends on 

the initial size of the droplet. As presented in Figure 4-25, droplets with smaller diameters 

were mostly crack free and maintained their translucent nature. Even though the shrinkage and 

meniscus separation were still present, smaller droplets maintain their shape and symmetry 

around the fibre.  

  

Figure 4-25 Dried polyimide aerogel droplets. Images captured with optical microscopy and SEM. 

4.3.2.2 PI aerogel 

A similar observation has also been performed for the preparation of polyimide aerogel 

microbond samples. Following the deposition of polyimide aerogel solution onto the glass 

fibre, the sample was left to age under room conditions as presented in Figure 4-26. 

 

Figure 4-26 Polyimide aerogel microdroplets around glass fibre. Time under the images indicates the 

time since the beginning of the ageing process. 

Due to the non-translucent properties of the polyimide aerogel, it is impossible to comment on 

the internal behaviour of the material. Nevertheless, during ageing, the aerogel droplets 
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underwent a significant shrinkage, with the diameter and embedded length decreasing by 

almost 30%. Such a high shrinkage is not unusual in the case of polyimide aerogels. Guo et al. 

have synthesised a wide range of polyimide aerogels with varying rigid diamine content and 

experienced shrinkage between 10 and 40% [64]. Especially the samples, including PPDA, 

has been proven to be vulnerable to ageing shrinkage. Additionally, the shrinkage has been 

attributed to multiple effects such as solvent interactions, chain rigidity, and chain packing 

[64]. Following ageing, the samples have been placed inside the acetone solution to commence 

the solvent exchange process as presented in Figure 4-27.  

 

Figure 4-27 Polyimide aerogel and glass fibre sample. Time under the images indicates the time since 

the beginning of the solvent exchange process. 

Following the infiltration of aerogel pores with acetone, the droplets have become more 

translucent and exhibited characteristic for polyimide yellow shade. Nevertheless, no major 

changes in droplet structure nor size have been noticed over 12 hours of solvent exchange.  

Finally, the polyimide aerogel samples were removed from the acetone bath and left to dry at 

a room temperature. The change in droplet diameter as a function of drying time is presented 

in Figure 4-28. 

 

Figure 4-28 Polyimide aerogel droplet diameter reduction as a function of drying time at room 

conditions. 
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The removal of samples from the acetone environment did not cause a significant shrinkage 

as it happened in the case of silica aerogel. The droplet diameter decreased by only 5% 

following the first hour of drying with little impact afterwards. The lack of pore collapse during 

this aerogel synthesis stage can result from the stronger internal structure of the polyimide 

aerogel's. In addition, larger pores are expected in polyimide aerogels [345]. If true for this 

case, it could provide much easier paths for solvent evacuation, resulting in lesser capillary 

pressures induce during drying. Dried polyimide droplets are present in Figure 4-29. 

 

Figure 4-29 Dried polyimide aerogel droplets. Images captured with optical microscopy and SEM.  

4.3.3 Aerogel internal structure 

In order to provide as close as possible comparison between microbond and bulk samples the 

same sol which was used to produce microbond samples has been also used to produce bulk 

aerogel specimens. Those samples were tested to investigate the internal structure of 

synthesised aerogels using mercury intrusion porosimetry and gas adsorption/desorption 

techniques. The direct comparison between microbond and bulk samples would be mostly 

invalid due to the sizes difference. Nevertheless, the following investigation was still 

conducted to validate the aerogel synthesis methods and prove the synthesis of aerogel 

structures. As a result, Figure 4-30 presents the MIP pore distribution both aerogels. 

 

Figure 4-30 MIP pore distribution of bulk silica and polyimide aerogel synthesised in this study. 
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The MIP results suggest that both silica and polyimide aerogels have pores in a µm range of 

15.33 and 10.04 µm average pore size. Such a large pore size is mainly caused by the usage 

of low-pressure MIP (up to 50 psia) due to equipment limitation. As a result, it could not test 

the aerogel samples at high pressure (up to 33,000 psia) and penetrate the smaller pores in a 

nanometre range. Despite of this, the MIP investigation has managed to produce information 

that might help understand bulk properties of the materials, as presented in Table 4-2. The 

results indicate that both aerogel types have low-density values. Nevertheless, especially for 

silica aerogel, low values of porosity and surface area were measured. Again, it is suspected 

that the lack of proper pore penetration is mainly responsible for such findings. The polyimide 

aerogel seems to be less affected by low MIP pressure, implying a larger pore size or a more 

open pore nature facilitated the mercury penetration. 

Table 4-2 MIP results of silica and polyimide aerogel synthesised in this study. 

 Silica aerogel Polyimide aerogel 

Bulk (Particle) Density [g/cm³] 0.10 0.19 

Apparent Density [g/cm³] 0.15 0.22 

Surface Area m²/g 1.34 1.66 

Intrusion average pore size [μm] 15.33 10.04 

Extrusion average pore size [μm] 19.75 23.49 

MIP porosity [%] 50.80 80.37 

Skeletal density [g/cm³] 1.61 - 

Pycnometer porosity [%] 93.7 - 

Even though the MIP provided only approximate result in this study, many previous studies 

have found the excessive capillary pressure imposed during MIP testing can result in pore 

collapse and subsequent alteration of the internal aerogel structure, resulting in inaccurate 

results [346]. For both aerogels, it is expected that the density and porosity of the materials 

should probably be respectively lower and higher than the measured values in Table 4-2. In 

order to further test silica aerogel porosity, a pycnometer has been used to measure material 

skeletal density. Obtained skeletal density of 1.61 g/cm³ is significantly lower than expected 

value of 2.17 g/cm3 corresponding to amorphous silica. Previous studies on silica aerogels 

which also reported lower skeletal density values attributed this phenomenon to presence of 

methoxy groups on the surface of the aerogel particles. Such groups prevent the adequate 

penetration of aerogels’ porous internal structure by the helium resulting in higher measured 

volume (and thus lower skeletal density) than the real one [347]. Following density based 

calculations (relating bulk and skeletal densities) the porosity exceeding 90% was obtained. In 

addition, to provide a better overview of aerogels' internal structure, nitrogen adsorption was 

also used, with Figure 4-31 presenting obtained isotherms.  
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Figure 4-31 Nitrogen adsorption and desorption isotherms of silica and polyimide aerogel synthesised 

in this study. 

Silica aerogel presents a type IV isotherm indicating mesoporous material with a pore diameter 

in a 2 – 50 nm range. The shape also suggests condensation of the gas inside pores at low-

pressure ranges, with further mono and multilayers formation at higher pressure [239]. 

Similarly, the polyimide aerogel also presents the type IV isotherm. However, significant 

differences can be noticed, starting with a much lower quantity of nitrogen absorbed and a 

much smaller gap between adsorption and desorption isotherms. Additionally, the shape of 

both hysteresis loops suggests a different type of pores present in both materials. As a result, 

type IV hysteresis in the case of silica aerogel implies the presence of spherical pores with 

walls made of mesoporous silica. On the other hand, the type III hysteresis loop is present in 

polyimide aerogel, suggesting flaky particles forming slit-like pores [239]. Finally, the BET 

results for both aerogels are summarised in Table 4-3. 

Table 4-3 BET results of silica and polyimide aerogel synthesised in this study. 

 Silica aerogel Polyimide aerogel 

BET Surface Area [m²/g] 431.00 3.32 

BJH Adsorption average pore width [nm] 23.75 18.35 

BJH Desorption average pore width [nm] 19.21 14.20 

Cumulative Pore Volume (cm³/g) 2.73 0.012 

The specific surface area of silica aerogel is significant, with an average value of 431 m²/g, 

indicating the material's high porosity. The adsorption pore width of all samples varies 

between 1.7 nm to 80 nm, with an average of 19.21 nm and a cumulative pore volume of 2.73 

g/cm3. On the other hand, PI aerogel presents significantly lower specific surface area values 

with an average value of 3.32 m²/g. Together with a cumulative pore volume of 0.012 g/cm3, 
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they suggest lower material porosity than silica aerogel counterparts. Also, PI aerogel presents 

a smaller pore size with the adsorption pore width varying between 1.7 to 48 nm and an 

average value of 18.35 nm. It is worth noticing that the BET results obtained for synthesised 

aerogels are lower than the results for the commercially purchased aerogel particles as 

presented in the previous chapter. Multiple factors such as different synthesis, various drying 

or altered post processing could influence this difference. However, overall surface area and 

pore size values are in a similar range and thus it is believed good quality aerogel has been 

synthesized.  In addition to both analyses, the SEM images of silica and polyimide aerogels 

have been captured and presented in Figure 4-32.  

 

Figure 4-32 SEM images of synthesised aerogel internal structure. The image on the left presents 

silica aerogel, and the image on the right polyimide aerogel. 

As it can be noticed in Figure 4-32, both aerogel types present quite different internal structure. 

In the case of silica aerogel, spherical nano-sized silica particles form a typical three-

dimensional network with meso-sized pores present.  On the other hand, polyimide aerogel 

presents a coarser structure with micron-sized features. Guo et al., who have synthesised a 

polyimide aerogel using a mixture of DMBZ and ODA diamines [79], observed a similar 

structure. In addition, by investigating the sample under even larger magnification, the 

formation of hierarchical pore structures with finer pores structure inside a coarser framework 

has also been proven. Such structure was attributed to the macro-phase separation during the 

gelation process. It is possible that a similar internal structure has been achieved in this study 

as this idea corresponds well with nanometre range pores detected by BET [348].  

4.3.4 Impact of reinforcement type on aerogel adhesion 

Following the successful creation of aerogel microbond samples using glass, carbon, and PET 

fibres, the aerogel-fibre adhesion was characterised via the microbond method. Afterwards, a 

series of post-testing, fibre surface inspections were performed to better understand the 

mechanisms behind the aerogel adhesion to various fibres.  
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4.3.4.1 Silica aerogel 

A typical force and displacement graph for silica aerogel and glass fibre microbond test is 

presented in Figure 4-33. 

 

Figure 4-33 Example of load vs displacement plot of silica aerogel and glass fibre sample produced 

during microbond test. 

The presented plot indicates a very noisy behaviour of the test and there is a lack of neat linear 

load–extension curve. This might result from the brittle nature of the aerogel, causing droplet 

cracking or shearing blade penetration with increasing load. After reaching the point of 

maximum force which is also considered the point of debonding, the samples presented 

constant or sometimes even increased dynamic friction. However, sharp force drops were also 

recorded in the case when the whole droplet falls off the fibre. The tested microbond samples 

are presented in Figure 4-34. The SEM image revealed a substantial indentation in the droplet 

caused by the blade edges, most likely highlighting the brittle nature of the sample. In addition, 

the cracks across the droplet can be noticed, which following the visual inspection of the 

droplets were most likely created during sample drying stage. On the other hand, optical 

microscopy suggested the creation of internal cracks perpendicular to the fibre surface. 

 

Figure 4-34 Post microbond silica aerogel droplets. Images captured with optical microscopy and 

SEM. 
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Figure 4-35 presents a plot of peak force vs interfacial area for the data set obtained with glass, 

carbon, and PET fibres in silica aerogel via the microbond method.  

 

Figure 4-35 Plot of peak force vs embedded area measured for silica aerogel on glass, carbon and PET 

fibres using microbond test. 

By fitting a linear trendline to the data and forcing it to go through the origin, the IFSS values 

of 0.34, 1.16 and 0.3 MPa have been measured for silica aerogel combinations with respective 

glass, carbon, and carbon PET fibres. Even though the R2 values for all data sets are higher 

than 0.7 the datapoints present a relatively large scatter. In addition, it needs to be highlighted 

that due to the significantly varying fibre diameter, the datasets for respective fibre types cover 

different regions of the embedded area spectrum, with PET forming the largest interfacial 

regions and carbon fibre the smallest. Upon completion of the microbond testing, the samples 

have been inspected under the SEM, and the images of fibre surfaces post the microbond test 

can be seen in Figure 4-36. 
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Figure 4-36 SEM images of fibre surfaces post the microbond test. Images presents a) glass fibre b) 

carbon fibre and c) PET fibre. 

The microscopy inspection shows a significant residue left on the fibre surface post the 

interfacial testing. Further magnification of such residual as presented in Appendix A reveals 

its' porous structure similar to structures previously seen inside the silica aerogel. Additionally, 

the elemental analysis performed alongside SEM imaging revealed silica presence and 

elevated presence of oxygen on the surface of organic fibres. The results of the elemental 

analysis can be seen in Appendix A. Such findings suggest that it might be the material failure 

and not interface failure, responsible for separating the fibre and aerogel droplets. The results 

of AFM phase scanning presented in Figure 4-37 seems to provide similar evidence and 

suggest that regardless of the initial fibre surfaces, they all present similar features post 

microbond testing. As a result, the increase in phase voltage to a similar level is observed for 

all fibres. In addition, the surfaces of the fibres underwent a significant alteration, with multiple 

circular inclusions present across tested areas. The shape and voltage values could imply that 

similar material is present on all fibres, most likely silica aerogel. Regardless of the 

similarities, the fibres managed to maintain some of their original features, and for example, 

carbon fibre groves are still visible. Additionally, the surface roughness of tested fibres 
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increased significantly with the average surface roughness of 0.69, 6.96 and 9.30 m for, 

respectively, glass, carbon fibres and PET. The AFM topography images can be seen in 

Appendix A.  Even though such change could be caused by mechanical damage to the fibre 

surface by the shearing blades, it could also support the idea of silica aerogel residue presence 

on the fibre surfaces.   

 

 

Figure 4-37 AFM phase scans of fibre surfaces before and post the microbond test. Images present a) 

glass fibre b) carbon fibre and c) PET fibre before silica aerogel application and d), e) and f) following 

the microbond test. 
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4.3.4.2 Polyimide aerogel 

In the case of polyimide aerogel, substantially different force vs displacement behaviour was 

recorded, and an exemplary graph has been presented in Figure 4-38. 

 

Figure 4-38 Example of load vs extension plots of polyimide aerogel samples. 

Firstly, Figure 4-38 indicates that the linear relation between force and displacement is present 

until reaching the debonding force in the case of polyimide aerogel samples. Afterwards, a 

sharp drop in force was observed, followed by a fairly constant triangular wave fluctuation, 

indicating the existence of friction force between aerogel and the fibre. The SEM image in 

Figure 4-39 presents that in the case of polyimide aerogel droplets, the blade indentations are 

also present. Nevertheless, the post testing droplet presents a more cohesive structure without 

cracks and meniscus separation.  

 

Figure 4-39 SEM image of post microbond polyimide aerogel droplets. 

Figure 4-40 presents a plot of peak force vs interfacial area for the data set obtained with glass, 

carbon, and PET fibres in polyimide aerogel via the microbond method. 
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Figure 4-40 Plot of peak force vs embedded area measured for polyimide aerogel on glass, carbon and 

PET fibres using microbond test. 

Similarly, as in the case of silica aerogel samples, linear trendlines have been fitted to the data 

and forced to go through the origin, the IFSS values of 1.28, 2.47 and 0.32 MPa have been 

measured for the combination of polyimide aerogel with respective glass, carbon, and PET 

fibres. The R2 values for all data sets are significantly lower than in the previous case and only 

slightly exceeding 0.5, with the datapoints presenting a large scatter. Finally, due to the 

significantly varying fibre diameter, the datasets for respective fibre types cover different 

regions of the embedded area spectrum, with PET forming the largest interfacial regions and 

carbon fibre the smallest. Following the microbond testing, the samples have been inspected 

under the SEM and the images of fibre surfaces post the microbond test can be seen in Figure 

4-41. 
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Figure 4-41 SEM images of fibre surfaces post the microbond test. Images presents a) glass fibre b) 

carbon fibre and c) PET fibre. 

The SEM images of polyimide aerogel samples reveal that there was no aerogel residue left 

following the droplet shearing in most cases. Only Figure 4-41 c) presents a droplet meniscus 

and some aerogel pieces attached to the fibre post droplet displacement. The images with a 

larger magnification of fibres surfaces are presented in Appendix A. Nevertheless, the 

elemental analysis performed alongside SEM imagining revealed a presence of carbon and 

elevated presence of oxygen on the post-testing surface of glass fibre, which could imply 

certain residues. In addition, in the case of PET fibre surface, no oxygen was detected 

following the aerogel removal. The complete results of an elemental analysis can be seen in 

Appendix A. The post microbond fibres have also been subjected to AFM scanning, as shown 

in Figure 4-42. The scans present post microbond surfaces, which still carry a feature similar 

to the initial fibre surfaces. However, the increase in phase voltage is observed for silica and 

PET fibre, indicating that there might be residual material left to post the droplet displacement. 

Additionally, the surface roughness of tested fibres increased significantly with the average 

surface roughness of 0.59, 8.85 and 9.66 m for respective glass, carbon fibres and PET. The 

AFM topography images can be seen in Appendix A.  Even though such change could be 
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caused by mechanical damage to the fibre surface by the shearing blades, it could also support 

the idea of residue presence on the fibre surfaces.   

 

Figure 4-42 AFM phase scans of fibre surfaces before and post the microbond test. Images present a) 

glass fibre b) carbon fibre and c) PET fibre before polyimide aerogel application and d), e) and f) 

following the microbond test. 

4.3.4.3 Discussion 

Even though the results presented in previous sections provide an indication regarding the 

strength of aerogel and fibres interfacial interactions, they do not answer the question of how 

the extremely porous internal structure of the matrix influence such interface. Figure 4-43 

presents the silica aerogel droplet after separation from the fibre, implying the different nature 

of the interfacial region from the rest of the droplet. The PI aerogel droplet was not inspected 

mainly due to the extremely difficult handling of small and brittle droplets the author was 

unable to prepare an adequate SEM sample.   
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Figure 4-43 SEM image of silica aerogel droplet after separation from the fibre.  

The visual inspection reveals a relatively smooth surface in the region where the aerogel was 

in contact with the fibre. On the contrary, the remaining portion of the droplet still indicates 

the porous nature of the material. Even though it is the only speculation, such behaviour would 

indicate the densification of the aerogel at the interfacial region providing pore-less contact 

between the fibre and the aerogel droplet. This, in return, could imply that the pores would not 

directly impact the adhesion properties by reducing the contact area between composite 

constituents but rather on the mechanical performance of the matrix further away from the 

fibre. The comparison of both aerogel type could still yield meaningful results. Figure 4-44 

presents the IFSS values for polyimide and silica aerogels with various fibres achieved via the 

microbond test. 

 

Figure 4-44 IFSS values for various aerogel and fibre combinations achieved via microbond test. 

Figure 4-44 indicates that both aerogel types achieve relatively weak adhesion on average, not 

exceeding 2.5 MPa across all tested fibres. Such a finding was anticipated mainly due to both 

materials' porous internal structure. In addition, a large scatter was observed for each dataset 
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presented, which is mostly attributed to the complicated and hard to control aerogel synthesis 

process resulting in significant droplet diameter discrepancies.  

The polyimide aerogel seems to achieve better adhesion than silica aerogel, especially when 

combined with glass or carbon fibre, nevertheless due to only single dataset being measured 

for each fibre type further analysis would be necessary to confirm such findings. The primary 

reason for such behaviour could be the higher porosity of silica aerogel, deteriorating the 

mechanical properties of the matrix. However, as presented in 4.3.3, both materials are highly 

porous, and the difference between 93% porosity of silica aerogel and 80% porosity of 

polyimide aerogel, would probably not yield such distinctive differences in the interfacial 

adhesion. As a result, it is suspected that other factors could also influence the fibres and 

aerogels interactions. Residual stresses could be other factors responsible for the superior 

adhesion of the polyimide aerogel. As shown by Thomason et al., in the case of epoxy 

composites, a combination of residual radial compressive stress and static friction at the 

fibre/matrix interface can be responsible for a significant portion of interfacial shear strength 

[284]. Their work shows that the residual stresses are mainly induced by the mismatch in the 

thermal expansion coefficients of fibre and matrix or a curing shrinkage of the matrix. In order 

to calculate the radial stresses due to thermal shrinkage, Raghava has proposed a following 

equation [349]:  

 
𝜎𝑅 =

(𝛼𝑚 − 𝛼𝑓)(𝑇𝑠 − 𝑇𝑡)𝐸𝑓𝐸𝑚

(1 + 𝑣𝑓 + 2𝑉𝑓)𝐸𝑓 + (1 + 𝑣𝑚)𝐸𝑚

 
Eq. 42 

where f and m are subscripts for the fibre and matrix respectively, α is the thermal expansion 

coefficient, Ts is the stress free temperature where matrix solidification begins, Tt is the testing 

temperature, ν is the Poisson ratio, Vf is the fibre volume fraction and E is the modulus. It is 

quite frequently assumed that for multiple composites the Ef >> Em, which allows then to 

approximate that the 𝜎𝑅 scales with magnitude of TEm [284]. When considering the 

mentioned simplification for both silica and polyimide aerogels, the couple of parameters 

seems to suggest larger residual stresses for the latter. Firstly, a polyimide tends to have a 

relatively high thermal expansion coefficient (14 – 64 ppm/°C), while silica aerogel coefficient 

(2 ppm/°C) is much closer to the values presented by all fibres used in this study [42, 350]. 

Secondly, for both aerogel types the previous studies strongly correlated the Young’s modulus 

with aerogel’s density. As such due to the higher density of polyimide aerogel (as presented 

in Table 4-2) it can be expected that it’s modulus can be even up to an order of magnitude 

higher than the modulus of silica aerogel [351]. Finally, as presented in 4.3.2, the cure 

shrinkage following the droplet deposition on the fibre is significantly larger for the polyimide 
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aerogel than silica aerogel. The combination of mentioned factors could suggests larger 

residual stresses for the polyimide aerogel samples, which would, in return, increase the IFSS 

values. On the other hand, it was previously presented that higher internal stresses could result 

in the severe deformations of the droplets during curing or drying. Nevertheless, lower 

porosity and less brittle structure of polyimide aerogel could prevent it from happening. Matrix 

failure could also be responsible for lower IFSS values of the silica aerogel. As presented by 

AFM and SEM analysis, there are residues left on the fibre surface following the microbond 

test, especially in silica aerogel. Such residues could imply that the silica aerogel undergoes a 

cohesive matrix failure. In that case, the measured IFSS value would not reflect the true 

adhesion between silica aerogel and the fibres but only on the matrix shear yielding strength. 

On the other hand, the lack of residues in the case of polyimide testing would suggest the 

adhesive interfacial failure with IFSS values truly representing the adhesion interactions.  

When analysing the impact of fibrous reinforcement on the IFSS values as presented in Figure 

4-44, the clear advantage of using carbon fibre can be noticed. In both silica and polyimide 

aerogel, droplets deposited on the carbon fibre have the highest IFSS values, followed in 

decreasing order by glass and PET fibres. Again, the combination of multiple factors can 

explain such results. Firstly, as indicated in the fibre surface analysis presented in 4.3.1, carbon 

fibre has an extremely rough surface composing of fine striated wrinkles and grooves with a 

height difference of around 20 nm. Those surface features could improve the aerogel adhesion 

as upon penetration of groves by liquid aerogel, the interlocking mechanism could be 

developed. Similar behaviour would not be possible in either glass or PET fibres, mainly due 

to the smoothness of both surfaces. Even though the PET had the highest average roughness 

value, it was mainly caused by wide groves stretching along the sample, contributing to the 

largest height variation among tested fibres exceeding 100 nm but results in little impact on 

the adhesion. The impact of surface roughness on the composite adhesion properties presented 

by Nganga et al., who have combined porous E-glass-fibre tissue and photopolymerisable resin 

system [330]. The resulting push-out forces were almost doubled when the porosity was 

increased from 10% to 60%, and the higher level of mechanical interlocking between the 

composite constituents was given as the main reason for such occurrence [330]. Chemical 

interaction can also be responsible for the difference in aerogel/fibre adhesion. However, very 

limited research has been performed in this area so far. Only a handful of up to date studies 

have shown that in order to create a strong chemical bond between silica aerogel and fibre, the 

latter should be able to form Si–O–Si chemical bonds [352]. As a result, Bangi et al. have 

treated the carbon nanotubes with a surfactant providing OH groups and reported silica 

particles tightly attached to their walls [353, 354]. Nevertheless, no research was looking into 
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such aspect of polyimide aerogel. Due to the scarce availability of data in this field, a limited 

discussion can be presented. In order to confirm the creation of chemical bonds between 

aerogels and fibres used in this study, a separate FTIR investigation would be required.  

Regardless of all previously mentioned interactions, different fibres with substantially 

different diameters resulted in a lack of consistency among the droplet size. Figure 4-45 

presents the IFSS as afunction of an average droplet size for all aerogel and fibre combinations 

prepared for the microbond test.  

 

Figure 4-45 Average droplet size for various aerogel and fibre samples prepared for the microbond 

test. 

By analysing Figure 4-45, it can be noticed that the IFSS values are directly related to the 

droplet size used, with the IFSS values increasing with decreasing droplet size for both aerogel 

types used. Such dependency can be explained in a twofold way. Firstly, it was previously 

shown by Rao et al. that the droplet size could affect the chemistry of the matrix system. In 

their case, a strong correlation between droplet size and the amount of curing agent was found, 

resulting in varying matrix properties [355]. The material property dependency on the droplet 

size would be even more severe for the aerogel samples as the droplet size could dictate the 

chemical composition of the material and the effects of each synthesis step. For example, 

smaller droplets size would facilitate through solvent exchange and increase the ratio of 

material subjected to the surface treatment. Such a thesis could also be supported by the finding 

from 4.3.2, which presented that smaller silica aerogel droplets maintained their translucent 

properties and experienced lower drying shrinkage compared to larger counterparts. It is 

highly likely that by influencing the aerogel's internal structure, the droplet size difference 

could easily impact its adhesion properties. Secondly, the difference in IFSS values could also 

be caused by test behaviour changes due to the wide embedded area range. As previously 
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reported by Zinck et al., interfacial shear stress is not constant across the whole interface but 

rather presents the peak values located at a distance from 1/10 to 1 fibre diameter from the 

gripped end of the droplet. The interfacial debonding occurs when the local shear stress reaches 

its critical value controlled by multiple parameters such as matrix Young's modulus, residual 

shrinking stress or fibre diameter, and embedded length [289]. Zhandarov and Mäder have 

investigated the impact of specimen geometry on the peak force during the microbond test and 

reported decreasing apparent IFSS values with increasing embedded length [356]. The impact 

of both phenomena would undermine the purpose of direct comparison of IFSS values between 

various fibres and further studies investigating IFSS of different fibre materials with the same 

fibre diameter would be necessary to finally conclude if these differences result from the 

aerogel properties or should be considered a test artefact. Overall, this study proves the 

possibility of performing the micromechanical testing on the aerogel composites. As such 

following further analysis this method might be used to compare the impact of different 

aerogel manufacturing techniques, chemical compositions and other variables on the adhesion 

between the aerogel and fibre materials.  

4.4 Summary 

In this chapter, the first-ever attempt to characterise the silica and polyimide aerogel adhesion 

to various fibrous reinforcements have been undertaken. To achieve it, a method was 

developed allowing for the deposition of microdroplets of silica and polyimide aerogels on the 

surfaces of glass, carbon, and PET fibres.  

The visual observation of microdroplet formation indicated a large shrinkage of polyimide 

aerogel in a curing phase followed by little size changes in the subsequent steps of the aerogel 

synthesis. On the contrary, during the silica aerogel droplet formation, the largest shrinkage 

was associated with the drying process resulting in extremely high capillary forces and pore 

collapse. In addition, due to the translucent nature of the aerogel, a formation of crystalline 

zeolite inside the sample was also noticeable. Alongside the microbond sample preparation, 

the bulk silica and polyimide aerogel samples have also been created. The investigation of 

aerogels' internal structure via BET and MIP methods have proved the good quality of both 

aerogels with porosity exceeding 80% and other properties in a similar range as commercially 

available products. The micromechanical analysis was conducted following the microbond 

test procedure with samples subjected to visual inspection and AFM scanning upon test 

completion.  As a result, the microbond test revealed superior adhesion of polyimide aerogel 

to all tested fibre types, mainly attributed to larger shrinkage during curing and more 

significant difference in heat expansion coefficient, which both contributed to larger residual 

stresses. In addition, in the case of silica aerogel, the material shear properties could be a 
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limiting factor leading to cohesive matrix failure and not reflecting on the true nature of the 

adhesion strength. Finally, the samples prepared with carbon fibre were characterised with the 

largest IFSS values. Such behaviour can be attributed to its geometrical features, such as high 

surface roughness and small diameter. In addition, certain chemical reactions could facilitate 

the adhesion. Nevertheless, those results should be treated with caution as the superior 

adhesion of aerogels to carbon fibre could also result from the difference in the sample size, 

which would be responsible for different internal structure and sample test behaviour across 

the samples.  

Above all, this work indicates that the micromechanical testing of aerogel adhesion to fibrous 

reinforcements is possible using the microbond test. The deposition of droplets around the 

fibres required for this technique has proven to produce a consistent and easy to handle samples 

which was specially challenging due to the low porosity and high brittleness of the aerogel 

materials. Additionally, the shape and positioning of the droplets on the fibre enabled easy 

measurement of all parameters required for the IFSS calculations. Mentioned advantages of 

the microbond technique makes it probably the most suitable testing method to investigate the 

adhesion of aerogel composites. The other micromechanical methods require larger samples 

and clamping of the matrix material which would be extremely difficult to achieve without 

damaging the aerogel structure before commencing the test. However, even though the 

microbond presents an advantage over the other techniques a further analysis is required to 

evaluate the impact of test parameters and droplet size on the IFSS values. Following such 

investigation, it might be possible to use the microbond test to fully understand the impact of 

aerogels’ properties, manufacturing techniques and composition on the adhesion with the fibre 

materials.  
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5 Nanoscale interface analysis 

In this chapter a nanoscale investigation of thermal and mechanical properties of low density 

silica and polyimide using Large-scale Atomic/Molecular Massively Parallel Simulator 

(LAMMPS) has been conducted.  

By simulating a range of silica and polyimide samples with varying densities a correlation 

between density and thermal, tensile, and compressive properties has been derived. Achieved 

results have proven to be in a close correlation with values achieved from previous studies and 

experimental tests. This investigation also allowed for the detailed assessment of interatomic 

potentials used for simulation of silica aerogels proving the superiority of Vashishta potential 

under tested conditions.  

In addition, the low density samples have been combined with two reinforcement systems 

including amorphous silica and epoxy resin. Such combinations allowed nanoscale 

investigation to focus on quantifying the thermal and mechanical properties of interfaces 

between silica or polyimide and mentioned reinforcement systems. As a result, for the first 

time the effect of materials’ density upon both interfacial thermal resistance and interfacial 

shear strength was calculated with both values increasing with increasing silica or polyimide 

densities.  

5.1 Literature review  

In the following section an overview of previous molecular dynamics simulations in the 

aerogel and interface testing filed has been summarised.  

5.1.1 An overview of molecular dynamics simulations 

5.1.1.1 Low density silica  

5.1.1.1.1 Sample preparation 

In the past, many attempts were undertaken to investigate the structure of silica aerogel by 

means of molecular dynamics. Initially, the greatest effort focussed on achieving correct 

porous structure and fractal nature of silica aerogels. In general, two main categories of 

simulations resulting in creation of silica aerogel structures has been identified. In the 

“mimetic” simulations an attempt to replicate the experimental synthesis process through 

molecular dynamics means is undertaken. On the other hand, second category relay on direct 

creation of silica aerogel models incorporating as much detail from available experimental 

data as possible. Regardless of the method used, created samples are latter validated by 
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comparison of geometrical features such as fractal dimensions, bond length and bond angle 

distributions and pore size distribution [357]. 

An example of the first category is given by Garofalini et al., who have investigated the 

solutions of water, silicic acid monomers, and silicic acid dimer [358-360]. The series of 

studies resulted in replication of experimental sol-gel systems achieving similar degrees of 

chain formation, the activation energy for branching, and relative time evolution [358-360]. 

The reactive molecular dynamics studies have also been used by Bhattacharya and Kieffer 

who improved the gelation process simulations by additionally considering transfer of charges 

[361, 362]. In their studies thy have compared fractal dimensions of silica structures created 

by reactive simulations and negative pressure rupturing method proving that this feature is 

most likely process-dependent and should not be correlated with the gel density and porosity 

[361, 362]. Overall, studies have proved that “mimetic” simulations can successfully crate 

silica aerogel structures, nevertheless they do require much larger computational resources 

than other silica aerogel simulations [357].  

The more statistical approach has been firstly used by Kieffer and Angell who has simulated 

silica aerogel using a negative pressure rupture method with Born–Mayer potential [363]. Such 

approach requires gradual expansion, heating and quenching of the amorphous silica sample 

resulting in breakage of Si-O bonds until the required density is achieved. Obtained silica 

aerogel structures presented dependency of fractal dimensions upon sample density however, 

other geometrical features such as the neutron-scattering static structure factor, bond statistics, 

and pore size distribution corresponded well with experimental values [357]. This method 

seems to be the most popular among molecular dynamics studies of silica aerogel and many 

authors including Nakano, Murillo, Patil, Gonçalves and Liu used a similar technique and 

further focused on characterisation of mechanical and thermal properties of aerogels using 

wide range of potentials such as BKS or Vashishta [95, 238, 364-367]. 

5.1.1.1.2 Mechanical characterisation  

Successfully created silica aerogel samples enabled the analysis of material’s nanomechanical 

properties such as the bulk, shear and Young’s moduli. In general, three different techniques 

have been incorporated in these studies including molecular dynamics, coarse grain 

simulations and combination of MD and analytical-numerical models. 

One of the first of MD studies has been conducted by Campbell et al., who investigated the 

mechanical properties of xerogels with densities between 1.67 and 2.2 g/cm3 [368]. They have 

found that silica aergoels Young’s modulus is correlated with sample density and increases 
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following a power trend with an exponent of 3.5 ± 0.2 [368]. Similar investigation but for 

aerogels with lower densities (between 0.23 and 2.2 g/cm3), has been conducted by both 

Murillo et al. and Patil et al. [369, 370]. The former one use the tension test in order to 

investigate the elastic modulus and strength of silica aerogel samples correlating them with 

density by a power law with exponents of respectively 3.11 ± 0.21 and 2.53 ± 0.15 [369]. On 

the other hand, Patil et al. have not only used much larger scale for their simulations (192,000 

atoms used) but also incorporated both tensile and compressive deformation mode [95]. 

Resulting data indicated a power law correlation between density and both Young’s modulus 

and strength to have an exponent of respectively 3.25 ± 0.1 and 2.79 ± 0.1 [95]. Finally, 

Gonçalves et al. investigated the largest volumes among all studies (203–1003 nm3) and have 

achieved similar results with elastic modulus following a power law with a 3.84 ± 0.22 

exponent [367]. Additionally, their study has also analysed the asymmetry in tension-

compression behaviour which was believed to originate from the substantial pre-existing 

compressive stress from the surface stress effect [367]. It is worth mentioning that all 

mentioned studies presented a relatively close match with experimental results acquired by 

Woignier regarding elastic moduli, nevertheless close correlation with strength data was not 

achieved [5, 23, 36, 95, 238, 357, 366, 371].  

Slightly different approach has been used by Lei et al. who have used the two-level hierarchical 

model incorporating both characterization of the main backbone and secondary nanostructure 

[372]. The MD simulation has been used to investigate the mechanical properties of secondary 

nanostructure and presented correlation between Young’s modulus and sample density with 

exponential factor of 3.17. Nominal Young’s modulus of secondary nanostructure has been 

further incorporated in larger scale equations to determine Young’s modulus of silica aerogel 

based on material features such as porosity [357, 372].  

Finally, coarse grain simulations have also been utilised in predictions of silica aerogel 

properties at a higher length scale. Studies prepared by Gelb introduced the flexible reactive 

aerogel model and discovered much lower bulk modulus than one gathered from experimental 

work [373]. Further studies included more detailed analysis incorporating such features like 

particle sizes, densities, and size dispersity and resulted in the power law correlation between 

of the bulk moduli and density with an exponent of around 3.1 [373]. CG simulations has also 

been used in further studies by Ferreiro-Rangel and Gelb. By combing MD and hybrid Monte 

Carlo methods they have managed to reproduce the power law dependency with exponent of 

3.0 and Poisson ratios between 0.17 and 0.23 [357, 374, 375].  
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5.1.1.1.3 Thermal characterisation 

The experimental approach to evaluate thermal conductivity of silica aerogel is mainly used 

to describe the properties of commercially available products. However, studies by Fricke and 

Jain relate the thermal conductivity and density of the silica aerogel. Jain based his 

measurements on the 3-ω technique and the photothermal deflection method for porous silica 

xerogel films both sintered and prepared with the use of ethanol. His results presented a power 

law relationship between thermal conductivity and density with power law factors of 1.65 for 

aerogel made with ethanol and 1.04 for sintered ones [35]. Jain’s results were in a close 

agreement with results obtained previously by Fricke who showed a power law relationship 

with a factor of 1.6 for monolith aerogels with density below 1 g/cm3 [376]. On the other hand, 

many simulation-based approaches have been utilized in calculating the thermal conductivity 

of silica aerogel including pure molecular dynamics studies as well as a coupling model. 

The example of silica aerogel study purely based on molecular dynamics approaches is 

presented by Ng and Yeo who both describe the relationship between thermal conductivity 

and density of silica aerogel [174, 377]. In order to achieve this, they used a negative pressure 

rupture method and two significantly different potentials, namely BKS and Tersoff potentials, 

which were previously successfully used to describe mechanical properties of the material. 

Both authors are using the Reverse Non-equilibrium Molecular Dynamics (RNEMD) in which 

the atoms with highest kinetic energy are selected and its energy is swapped with atoms with 

the lowest kinetic energy from the neighbouring piece [378]. As a result, a linear gradient 

across the sample is created allowing to calculate the thermal conductivity of investigated 

sample. Nevertheless, in both cases obtained results significantly overestimated the thermal 

conductivity of silica aerogel, presenting power law factors of 1.04 and 1.65. The 

discrepancies were explained by the lack of possibility to accurately simulate the porous 

structure of the material as the achieved porous regime was unable to break 5nm diameter 

[174, 377].  

Second approach includes a coupling model which connects thermal conductivity to material 

features such as mean particle size, mean pore size, gaseous thermal conductivity and solid 

particle thermal conductivity all which can be obtained through molecular dynamics study 

[379]. Such study was conducted by Bi and Tang and aimed at calculating thermal 

conductivity of aerogel solid backbone. By including such a wide variety of material 

properties, the authors were able to closely replicate silica aerogel structure and obtain a close 

fit with regards to experimental results. The success of this model has been attributed to its 
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ability to take into account interfacial thermal resistance in between the particles of the aerogel 

backbone [357, 379]. 

5.1.1.2 Polyimide 

Until now, no attempts have been undertaken to simulate polyimide aerogel via molecular 

dynamics techniques, however a broad range of studies have been conducted focusing on the 

synthesis and properties of polyimide.  

By analysing literature, two main techniques used for creation of polyimide samples can be 

identified. First one includes introduction of already crosslinked PI monomers (with varying 

unit length) into investigated volume followed by volume shrinkage until reaching desired 

density and energy minimisation. This method has been used in many studies for example by 

Patil et al., Dong et al., Qi et al., and Min et al. [380-383]. Another method includes 

incorporation of desired diamines and dianhydrides followed by a volume shrinkage and the 

artificial imidization process until reaching desired crosslinking density. This more complex 

method has been incorporated in studies by Ravindranath, Vashisth et al. and Kumar et al. 

[384-386]. Using both methods the polyimide samples with acceptable level of details have 

been created allowing for further investigation of materials properties.  

Current polyimide molecular dynamics studies focus on variety of material properties. Wen et 

al., have investigated glass transition temperature of polyimides while Hu et al., have 

developed coarse grained model and characterised thermomechanical properties (such as glass 

transition temperature and the coefficient of linear thermal expansion) as well as stress−strain 

behaviour under compression or tension. Both studies have achieved good correlation with 

experimental results [387, 388]. Additionally, often polyimide is used as a matrix system for 

various additives with those simulations focusing on interfacial properties. As a result, Kumar 

et al. investigated mixture of rutile and PI and Min et al. combined same polymer with silica 

glass [383, 386]. Finally, large quantity of studies has focused on graphene or carbon nanotube 

interactions with polyimide including works by Delozier et al., Patil et al., Dong et al. and Qi 

et al. [380-382, 389].  

5.1.1.3 Epoxy 

Epoxy resin has already been covered by a wide range of molecular dynamics simulations not 

only investigating its properties but also interactions with mostly fibrous reinforcements. 

Among various techniques allowing for creation of polymer structures which can be later used 

in molecular dynamics simulations the polymerization of seems to attract most of the attention 

mainly due to their ability to replicate complex topologies [390]. It includes crosslinking of 
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diglycidyl ether of bisphenol A (or other monomer) with curing agent of an interest. By 

opening up epoxides rings crosslinking process is commenced followed by creation of bonds 

between atoms within the cut‐off distance [390]. Such approach has been widely used in the 

past with just a few examples including Fan et al, investigating the thermomechanical 

properties of an epoxy thermosetting polymer, Liu et al., analysing the mechanical properties 

and the glass transition temperature of the epoxy resin system and Li and Strachan 

characterising glass transition temperature, Young’s modulus, and yield stress of the epoxy 

films [391-393]. Many other studies have focused on investigating thermal, mechanical and 

curing properties of created epoxy systems [390, 394-400]. Overall, conducted studies have 

highlighted the importance of achieving high crosslinking density in order to truly replicate 

the polymer system with conversion factor ranging between 0.7 and 1. In addition, the same 

technique has also been used in investigation of multiple epoxy-based composites and 

nanocomposites including graphene, carbon nanotubes and glass fibre [401-408]. 

5.1.1.4 Glass fibre 

Similarly, as in case of epoxy, glass fibre is being often investigated via molecular dynamics 

techniques. Most frequently glass fibre samples are being created by a melt-quench procedure 

allowing to simulate the amorphous SiO2, and latter apply required sizing (if non bare fibre is 

considered). This technique was used by Stoffels et al., who investigates the effect of water on 

interfacial adhesion in glass fibre-epoxy composites [406].  Similarly, Zhang et al., looked into 

the effect of temperature and strain rate on the interfacial behaviour of glass fibre reinforced 

polypropylene composites [409]. Other up to date, studies are often focusing on effect of 

applied sizing or fibre topological features on adhesion between glass fibre and various matrix 

systems such as polypropylene, polyamide or PEEK [408, 410-415]. Finally, of a particular 

interest for this study is an investigation carried by Patil et al., who have characterised the 

mechanical properties of silica aerogel reinforced with glass fibre [416]. Their work revealed 

3.5,   9.5 and   11.5 times improvement in the axial loading of native silica aerogels when 

reinforced with glass fibres, graphene sheets, and carbon nanotubes respectively. 

5.1.2 An overview of interface molecular dynamics simulations 

At the moment of writing thesis, there was no previous molecular dynamics investigations 

regarding material interface carried for any aerogel type. However, multiple attempts have 

been made for other solid materials both looking into thermal and mechanical properties of the 

interface [417-430].  
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5.1.2.1 Thermal interfacial properties 

Most investigations focusing on thermal properties of material interface use non-equilibrium 

molecular dynamics approach with heat source and heat sinks located on the opposite side of 

the material sample. The flow of energy between atom results in a temperature gradient, which 

most often is disrupted by the interface region. As a result, the discontinuity in the gradient is 

created and resulting temperature difference can be used for calculation of interface thermal 

resistance or thermal conductance [417-430].  

Using this method multiple variation of materials interfaces has been described including non-

organic structures analysed by Y. Chalopin et al. and E. S. Landry who have looked into Si/Ge 

composites and quantified interfacial thermal conductance in a  range of 7.5 MW/m2K-1 [420]. 

Similarly, Wang et al. investigated carbon nanotube/copper interface resulting in thermal 

resistance values of 0.18 ± 0.02 mm2 K/W. Additionally, E. Lampin et al. quantified thermal 

boundary resistance at silicon-silica interfaces while Zhun-Yong Ong and Eric Pop did the 

same for carbon nanotubes and SiO2 composite [425, 428]. Other works were used to measure 

thermal properties of interface of organic materials including mainly polymer composites. As 

a result, Luo and Lloyd measured the interfacial properties of graphene/graphite-polymer 

systems as a function of sample size and density resulting in average thermal conductance of 

70 MW/m2K [417]. Additionally, Hua et al. tested silicon and amorphous polyethylene 

interface obtaining thermal conductance of 20 MW/m2K at room temperature [431]. Finally, 

wide range of investigations has been carried to evaluate interface thermal resistant of carbon 

nanotubes added to different matrix systems [432-435]. Overall, many researches indicates 

that the usage of nanoscale for thermal investigation carries potential drawbacks such as lack 

of possibility of geometrical features implementation. Currently to limit required 

computational resources, simulations are carried using mainly flat surfaces which represent 

only small portion of the contact region. In general, the authors of previous studies have 

suggested implementation of obtained results into higher scale models (micromechanical 

models) in order to fully understand the impact of geometry on the energy transfer 

phenomenon [419]. 

5.1.2.2 Mechanical interfacial properties 

Less of an agreement can be noticed in terms of the interface mechanical characterisation 

techniques used in molecular dynamics studies. Three main deformation modes being pulling, 

peeling and sliding each characterised by different force/displacement application techniques. 

Pulling and peeling are similar methods with a constant displacement velocity being applied 

to the outward direction of all atoms (pulling) or selected group (peeling), while in sliding 
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mode displacement is applied parallel to the interface region. The schematical representation 

of methods is   presented in Figure 5-1. 

 

Figure 5-1 Modes of deformation used during molecular dynamics study to investigate mechanical 

properties of interface. 

Each of the method has certain advantages over other and it is due to the user to select the 

most appropriate one. Pulling has high dependence on the pulling rate and requires greatest 

forces to be used due to the instantaneous detachment of the materials. It is often used in 

situations where geometrical characteristics of the sample cannot be introduced or are of a 

lesser importance. Such technique has been used by Johnston et al. for the multiscale analysis 

of carbon fibre/polymer interphase [148]. Peeling is the least displacement rate sensitive mode. 

Being similar to pulling it has been used by both Huang and Min et al. to investigate 

respectively peeling behaviour of single-walled carbon nanotubes off the gold surfaces and 

polyimide off the silica glass [88, 383, 436]. Finally, sliding requires large displacement 

distance due to the parallel separation of the materials. It is most often used in case of carbon 

nanotube pull-out investigations as the size of nanotube allows for simulation in which full 

submersion into matrix material occurs [383, 407, 437, 438]. As a result, Chawlaa et al. used 

such method for carbon nanotube pull-out from polyethylene matrix while Gou et al. did the 

same with epoxy matrix and Liao with polystyrene [148, 439-441].  

Regardless of the mode of deformation used simulations allow to quantify the strength of 

adhesion between both materials and the property can be described using interfacial shear 

strength (IFSS) [286]. This numerical value can be calculated using two different approaches 

based on either force or potential energy difference recorded during simulation. The first one, 

“force” method calculate IFSS by dividing maximum force occurring during atom 

displacement by the initial surface area of the interface [148, 383, 440]. Second way include 

calculation of difference in potential energy of the system between combined and separate 

state of the materials, latter translated into IFSS [407, 441, 442]. No method present clear 

advantage and it is up to the judgement of the user which one to select. As a result of using 
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previously described simulation techniques many material combinations have been tested. 

Selected studies and their results are presented in Table 5-1. 

Table 5-1 Selected molecular dynamics interface studies and IFSS values obtained. 

Author Materials Test method IFSS [MPa] 

Jin et al. [438] Graphene and polyethylene Sliding 150 - 600 

Demir et al. [443] Carbon fibre and epoxy Sliding 3000 

Zhao et al. [444] Graphene and copper Sliding 234-1370 

Singh et al. [445] Carbon nanotube and polyethylene Sliding 73-109 

Li et al. [446] Graphene and epoxy Sliding 75-115 

Xin et al. [447] 
Graphene and poly (methyl 

methacrylate) 
Sliding 145-265 

Liu et al. [448] Graphene and polyethylene Pulling 150-900 

Sun et al. [449] Graphene and epoxy Sliding 75-250 

Peng et al. [450] Carbon nanotube and epoxy Sliding 175-275 

Patil et al. [380] Carbon nanotubes and polyimide Pulling 204-237 

 

5.1.3 Conclusion of literature review  

Molecular dynamics techniques have been widely used in investigations of aerogel type of 

materials. Nevertheless, the scope of such studies is limited. Firstly, the majority of up to date 

work is investigating silica aerogel only. Due to large popularity of silica aerogel combined 

with the presence of well-established simulation techniques, other aerogel types have not been 

investigated in a many detail. Secondly, molecular dynamics aerogel studies mostly focus on 

aerogel internal structure as well as wide range of thermal and mechanical properties. Overall 

achieved results are in a good agreement with experimental results regardless of the scale 

difference. However, the interest in aerogel properties on a molecular level shall be broadened 

to incorporate interactions between aerogel and other materials. The analysis of previously 

conducted interfacial studies including mainly carbon-based materials revealed potential 

simulation techniques. To conclude, even though the wide range of molecular dynamics 

studies have been already investigating aerogels, most of them focuses on silica aerogel only. 

As a result, there is a significant need to investigate other aerogel types such as carbon or 

polyimide. In addition, the focus of study should not be solely placed on material thermal and 

mechanical properties but also expanded to investigate interactions between aerogel and other 

materials.  
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5.2 Molecular dynamics simulations 

5.2.1 Sample preparation 

 

5.2.1.1 Slow density silica samples  

Silica samples were prepared using an altered method developed by Patil [95], which has been 

proven to create silica samples suitable in reproducing the mechanical properties of the 

material. This method varies from the most commonly used negative pressure rupturing of 

amorphous silica method. However, it also commences with the initial lattice configuration of 

ideal β-cristobalite, as it has density of 2.17 g/cm3 which most accurately approximates the 

density of the amorphous silica. The parameters of β-cristobalite lattice were described by 

Wyckoff [451].  

The generation of silica samples began with the creation of amorphous silica from initial the 

β-cristobalite structure. In order to achieve this, the periodic boundary conditions (PBC) were 

assigned to all dimensions and a time step of 0.5 fs was selected in order to solve the particles’ 

equations of motion represented in velocity - Verlet algorithm. Initially, the temperature of the 

system was adjusted to be 7000K and thus particles were assigned with random velocities. 

Next, the sample was quenched to 300K using cooling rate of 30 K/ps and NVT ensemble. 

Further steps included energy minimisation via conjugate gradient method and finally 

amorphous silica was achieved after sample relaxation to 300 K and 1 bar (atmospheric 

conditions) using NPT ensemble [370]. 

Subsequently, the domain including amorphous silica was instantly enlarged to achieve 

expected density and temperature was gradually increased to 3000K using heating rate of 27 

K/ps under NVT ensemble. The sample was then maintained at 3000K for 100 ps (NVT) and 

quenched to 0 K with cooling rate of 15 K/ps and again under NVT ensemble. The final steps 

leading to the formation of silica samples required energy minimization and relaxation of the 

sample to atmospheric conditions (NPT ensemble)[370].  

The same procedure was used for creation of silica samples for all three potentials, each 

including 8 samples within a density range of 0.1 – 0.9 g/cm3. The idea behind creation of 

such wide range of silica samples was to replicate the silica aerogel structure and investigate 

the impact of silica density on thermal, mechanical and interfacial properties of silica 

composites. All simulations incorporated 31940 atoms which was proven by previous 

researches to be number sufficient to simulate the behaviour of bulk material [238]. The 
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example of silica samples (0.9 g/cm3) generated using Vahishta potential is presented in Figure 

5-2. 

 

Figure 5-2 Mesh representing silica samples (0.9 g/cm3) generated using Vahishta potential. 

5.2.1.2 Low density polyimide samples  

In order to simulate the low density polyimide samples, the polyimide itself has to be modelled 

first. The simulation has been based on the experimental work produced by Meador et al., who 

successfully synthesized PI aerogel using variety of diamines and dianhydrides [66]. 

Following her study biphenyl-3,3′,4,4′-tetracarboxylic dianydride (BPDA) and p-phenylene 

diamine (PPDA) has been chosen as a starting unit. It was reported polyimides formed such 

way present higher thermal stability at the same time maintaining brilliant insulating properties 

[66]. The imidization process is schematically represented in Figure 5-3. 

 

Figure 5-3 Schematical representation of PI imidization. 

The polyimide crosslinking simulations were carried using Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS) MD software package together with the OPLS – 

AA force field [169, 452]. BPDA and PPDA molecules were created in Avogadro advanced 

molecule editor. The energy minimization of monomers was conducted using UFF force field, 

with Conjugated-Gradient method terminating after reaching 1×10-4 energy tolerance. 

Afterwards, an randomly orientated distribution of both monomers was achieved with use of 
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Moltemplate and imported to LAMMPS [453, 454]. Finally, the outputs of LAMMPS 

simulations were visualised using Open Visualization Tool (OVITO) software package [455] 

and representation of BPDA and PPDA molecules are presented in Figure 5-4 . 

 

Figure 5-4 Representation of BPDA and PPDA molecules used during MD study. 

During all simulations a time step of 0.1 fs was selected in order to solve the particles’ 

equations of motion represented in velocity - Verlet algorithm. Additionally, room temperature 

condition together with periodic boundary conditions were introduced. To commence 

simulation, both oligomers have been randomly distributed in the simulation volume using 

ration of 1:1. Initially the molecules has been placed in a large volume to avoid unphysical 

behaviour. The first simulation step included energy minimization via conjugate gradient 

method with the energy tolerance of 1×10-4 Kcal/mole. Following, the temperature of the 

system was adjusted to 300K by assigning particles with random velocities using NVT 

ensemble. After achieving steady state, the volume box was shrunken at a rate of 1 Å/fs, as 

such rate allowed monomers to displace without breaking their chains. Then, the sample was 

relaxed and again its energy minimised using NPT ensemble under atmospherics conditions. 

This process was conducted in an increments allowing better monomers cohesion until 

reaching required density of 1.4 g/cm3 [456]. Afterwards the sample underwent relaxation 

process lasting 100fs.  

To commence the crosslinking process the temperature of the system was raised to 500K using 

canonical ensemble. Later, the hydrogen atoms connected to nitrogen and oxygen atoms at the 

end of BPDA molecule were removed and the bonds between free atoms were created using 

LAMMPs command “bond/create”. Every step of the simulation a distance between 

crosslinking atoms was measured and if it was within cut-off range (6Å) the bond was 

established. Next, the energy minimization and system relaxation were conducted to lower the 

stresses generated during crosslinking process.  Such procedure was repeated until almost all 
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possible bonds were created and the cross-linking density reached almost 100% rate. Finally, 

prepared polyimide samples were further equilibrated to atmospheric conditions in the NVT 

ensemble. 

Upon completion of the synthesis of the polyimide the aerogel type of structure had to be 

achieved. As a result, similar procedure as in case of silica aerogel was implemented. Thus, 

the domain including polyimide was gradually enlarged to achieve required density without 

disturbing the polymer chain. In addition, the temperature of the system was gradually 

increased to 3000K using heating rate of 27 K/fs under NVT ensemble. The sample was then 

maintained at 3000K for 100 fs and further quenched to 0 K with cooling rate of 15 K/ps. The 

final steps leading to the formation of low density PI samples required energy minimization 

and relaxation of the sample to atmospheric conditions (NPT ensemble). The idea behind 

creation of such wide range of silica samples was to replicate the PI aerogel structure and 

investigate the impact of silica density on thermal, mechanical and interfacial properties of PI 

composites. An example of low density PI sample structure created with use of MD is 

presented in Figure 5-5 

 

Figure 5-5 Low density PI sample structure created with use of MD. 

5.2.1.3 Epoxy resin  

The first step leading to simulation of epoxy sample was modelling of uncrosslinked 

monomers of DETA (diethylenetriamine) curing agent and DGEBA (diglycidyl ether of 

bisphenol-A) resin. It was latter followed with the crosslinking process and system 

equilibration before further analysis and usage. Required simulations were conducted using 

LAMMPS (large-scale atomic/molecular massively parallel simulator) using OPLS-AA 

potential. 

As mentioned before the epoxy samples were created by crosslinking the DGEBA resin 

(C21H24O4) with DETA curing agent (C4H13N3). DGEBA is a reactant with epoxide group at 

each end (bi-functional), and DETA incorporate both primary and secondary amine groups 
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providing in total five reactive sites, and being multi-functional (fivefold-functional) reactant 

[457]. The schematical representation of both molecules can be seen below. 

 

Figure 5-6. DGEBA (top), DETA (bottom) molecules. 

The curing reaction commence when active hydrogen atoms in the amine groups of DETA 

molecule reacts with the epoxide groups in the DGEBA molecules. Afterwards, epoxides rings 

open up leading to crosslinking process and creation of covalent bonds. As a result, a 3D 

networked molecule is being created, however rarely reaching 100% conversion rate [458]. 

Entire crosslinking process is presented in the Figure 5-7.  

 

Figure 5-7. Schematic representation of DEGBA and DETA curing reaction. Top drawing presents 

opening of the epoxide rings, while bottom one creation of crosslinks [458]. 

In order to provide a proper ratio of both molecules within simulated epoxy sample a 

stoichiometric quantity was calculated using following calculations requiring to calculate 

C

C
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AEW (amine hydrogen equivalent weight), EEW (epoxide equivalent weight) and finally phr 

(parts per hundred) [458]: 

 
𝐴𝐸𝑊 =

𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑎𝑚𝑖𝑛𝑒

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑎𝑐𝑡𝑖𝑣𝑒 ℎ𝑦𝑑𝑟𝑜𝑔𝑒𝑛 𝑎𝑡𝑖𝑜𝑚𝑠 𝑖𝑛 𝑎𝑚𝑖𝑛𝑒
 Eq. 43 

 
𝐸𝐸𝑊 =  

𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑎𝑟 𝑤𝑒𝑖𝑔ℎ𝑡 𝑜𝑓 𝑡ℎ𝑒 𝑒𝑝𝑜𝑥𝑦 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑝𝑜𝑥𝑖𝑑𝑒 𝑔𝑟𝑜𝑢𝑝𝑠 𝑖𝑛 𝑡ℎ𝑒 𝑒𝑝𝑜𝑥𝑦 𝑚𝑜𝑙𝑒𝑐𝑢𝑙𝑒
 

Eq. 44 

 
𝑝ℎ𝑟 =

𝐴𝐸𝑊 ∗ 100

𝐸𝐸𝑊
 

Eq. 45 

For the example used during simulations following calculations were performed. DETA 

molecular weight was calculated to be 103 g/mol (4 carbon, 3 nitrogen and 13 hydrogen atoms) 

and possess 5 active hydrogens leading to: 

 𝐴𝐸𝑊 =
103 𝑔/𝑚𝑜𝑙

5
= 20.6 𝑔/𝑚𝑜𝑙  

𝐸𝐸𝑊 =
340 𝑔/𝑚𝑜𝑙

2
= 170 𝑔/𝑚𝑜𝑙 

𝑝ℎ𝑟 =
2060 𝑔/𝑚𝑜𝑙

170 𝑔/𝑚𝑜𝑙
= 12.1 

The results indicate that for every 100g of DGEBA 12.1g of DETA shall be added thus, 

stoichiometric ratio used was 89.2:10.8.  

The epoxy crosslinking simulations were carried using Large-scale Atomic/Molecular 

Massively Parallel Simulator (LAMMPS) MD software package together with the OPLS – 

AA force field [169, 452]. DETA and DGEBA molecules were created in Avogadro advanced 

molecule editor as presented in Figure 5-8. The energy minimization of monomers was 

conducted using UFF force field, with Conjugated-Gradient method terminating after reaching 

1×10-4 energy tolerance. Afterwards, an randomly orientated distribution of both monomers 

was achieved with use of Moltemplate and imported to LAMMPS [453, 454]. Finally, the 

outputs of LAMMPS simulations were visualised using Open Visualization Tool (OVITO) 

software package [455]. 



189 

 

 

Figure 5-8. DGEBA (left) and DETA (right) monomers molecular models. Dark grey: carbon, light 

grey: hydrogen, red: oxygen, blue: nitrogen. 

In order to perform a crosslinking process a procedure previously used by Shokuhfar and Arab 

with additional alterations was utilised [457].Randomly oriented monomers of DEGBA and 

DETA were placed in simulation box using composition ratio of 92:8. Initially the simulation 

volume was kept large leading to low density values of 0.1 g/cm3. Additionally, room 

temperature condition together with periodic boundary conditions were introduced. The first 

simulation step included energy minimization via conjugate gradient method with the energy 

tolerance of 1×10-4 Kcal/mole. 

During all simulations, a time step of 0.1 fs was selected in order to solve the particles’ 

equations of motion represented in velocity - Verlet algorithm. Initially, the temperature of the 

system was adjusted to be 300K and particles were assigned with random velocities using 

NVT ensemble. After achieving equilibrium conditions with little fluctuations, the 

investigated volume was shrunken at a rate of 1 A/fs, as such rate allowed monomers to 

displace without disrupting their chains.  Further steps included relaxation and energy 

minimisation of the volume using NPT ensemble and atmospherics conditions. This procedure 

was repeated until reaching required density of 1.2 g/cm3. Afterwards the sample underwent 

relaxation process lasting 100fs to bring it to atmospheric conditions.  

In order to increase a mobility of atoms for this step the temperature of the system was raised 

to 500K using canonical ensemble. Afterwards, the covalent bonds between selected atoms 

were created using LAMMPs command “bond/create”. Every step of the simulation a distance 

between crosslinking atoms was measured and if it was within cut-off range (6Å) the bond 

was created. It was latter followed with energy minimization (to lower the stresses generated 

during crosslinking process) and relaxation of the system at 300K. This procedure was 

repeated until almost all possible bonds were created, and the cross-linking density reached 

almost 100% rate. Since further research was focusing on utilisation of epoxy sample for 

interface simulations, only samples with high curing density were generated. Samples with 

created covalent bonds were further equilibrated to atmospheric conditions in the NVT 

ensemble and the epoxy structure is presented in Figure 5-9. 
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Figure 5-9 MD model of epoxy resin. The colour coding indicates molecule identification numbers 

used to make sure molecular structure is maintained. 

5.2.1.4 Glass fibre  

In the following simulations, glass fibre has been represented by amorphous silica as 

previously done by Stoffels or Min [406, 437]. Sample creation commences with the initial 

lattice configuration of ideal β-cristobalite, as it has density of 2.17 g/cm3 which is the closest 

to the density of the amorphous silica. The parameters of β-cristobalite lattice were obtained 

from Wyckoff [451]. In order to achieve amorphous silica, the periodic boundary conditions 

were used for all dimensions and the temperature of the system was adjusted to be 7000K by 

assigning atoms with random velocities. Following the annealing step, the sample was 

quenched to 300K using cooling rate of 30 K/ps and NVT ensemble. Further steps included 

energy minimisation via conjugate gradient method and finally amorphous silica was achieved 

(Figure 5-10) after sample relaxation to 300 K and 1 bar (atmospheric conditions) using NPT 

ensemble [370]. 

 

Figure 5-10 Amorphous silica sample. Silica atoms are represented by red spheres while blue and 

yellow represents oxygen atoms. 
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5.2.1.5 Interface  

Following creation of low densities silica and polyimide, fibres and epoxy samples the 

combined models had to be simulated in order to progress with interface investigation. As a 

result, desired combination of materials was placed next to each other in a single simulation 

volume and relaxed under canonical ensemble and atmospheric conditions for 1000 fs. Such 

time was expected to allow atoms to form bond between both materials at the same time not 

interfering with material internal structure further away from boundary region. An example of 

interface model between low density silica sample and epoxy resin is preseted in Figure 5-11 

 

Figure 5-11 Interface model between low density silica (right) and epoxy resin (left). 

5.2.2 Sample validation 

5.2.2.1 Geometrical Characterisation 

The Radial Distribution Function (RDF), describes how density changes in respect to the 

distance from a reference atom and its values can be easily calculated in LAMMPS and plotted 

as presented in Figure 5-12. In addition, the distance value corresponding to the highest value 

of RDF describes the bond length between atoms [361]. 

 

Figure 5-12 Pair distribution function of a 0.9 g/cm3 sample determined using Tersoff potential. 
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Furthermore, using the RDF function for high values of atom separations (above 5A), it was 

possible to calculate the fractal dimension using method previously introduced by Kieffer’s 

[361]: 

𝑑𝑓 = 3 +
𝑑 𝑙𝑛[𝑔(𝑟)]

𝑑 𝑙𝑛(𝑟)
 Eq. 46 

5.2.2.2 Pore Size Distribution 

Pore size distribution (PSD) is an important feature able to describe the internal structure of 

created samples by supplying details regarding the fraction of void space that is occupied by 

pores of particular radius. The PSD was calculated using Zeo++ software which incorporates 

Voronoi decomposition and accessibility analysis to produce the histogram identifying the 

probability density function of certain size pores occurrence [459]. The pore size was 

calculated using a probe size of 2.3A approximately corresponding to a CO2 molecule size. 

The typical graph describing distribution is presented in Figure 5-13: 

 

Figure 5-13 Pore Size Distribution of a 0.9 g/cm3 sample created with Vashishta potential. Values 

calculated using Zeo++ software [459]. 

5.2.2.3 Density measurement 

One of the simplest methods to investigate structure of solid materials is to determine local 

density across simulation volume. It was calculated using “fix ave/spatial” command for 
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simulation box equally divided across X, Y and Z axes. The mass of each atom included within 

such division was added and divided by division volume providing localised density.  

 

Figure 5-14 Results of localised density analysis. 

Figure 5-14 presents the results of the analysis of cross-linked polyimide model. For solid 

materials the uniformity of those results is of a particular importance as it indicates lack of 

pores or local densifications. Nevertheless, the presence of small fluctuations can occur 

especially for the cross-linked systems. It is caused by a different number of atoms being 

included into divided sections due to the high quantity of cross-linked chains, which reduce 

mobility of atoms and limit molecular movement. 

5.2.2.4 FTIR simulation 

The Fourier transform infrared spectroscopy (FTIR) is used for investigation of infrared 

absorption and emission spectra allowing identification of chemical composition of tested 

samples. For the purpose of sample validation, the LAMMPS calculations has been conducted 

generating such spectrum for modelled samples and them compared with experimentally 

obtained results [460].  The calculations are divided into two steps. During the first one the 

instantaneous net dipole moment of the system versus time is being calculated. For this 

purpose, relaxed sample is being kept under atmospheric conditions and canonical ensemble 

for 10,000 fs in order to achieve required accuracy of the results. During second step the IR 

spectrum is being calculated using previously calculated dipole moments and linear response 

theory [461].  Python code calculates the spectra average for the initial coordinates and 

moments applicable to the desired experimental conditions such as particular temperature and 

pressure. Finally, the quantum correction function is calculated and being incorporated when 
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required to converge toward quantum reality [460, 462]. Figure 5-15 represents an example of 

results obtained by molecular dynamics FTIR analysis. 

 

Figure 5-15 FTIR spectrum calculated for low density PI samples. 

5.2.3 Testing 

5.2.3.1 Tensile testing 

Figure 5-16 presents the low density silica sample undergoing tensile testing. 

 

Figure 5-16 Tensile testing. Figure on the left presents 0.4 g/cm3 silica sample while figure on the 

right presents the same sample at 0.3 compressive strain. 

The mechanical properties of simulated materials have been investigated using uniaxial 

tension and compression test. For tension testing (Figure 5-16), the sample kept under 

atmospheric conditions and canonical ensemble has been exposed to the deformation along x 

axis at a strain rate of 0.0005 ps-1 for low density silica and 0.005 fs-1 for low density polyimide. 

During deformation, the force and displacement has been recorded allowing creation of stress- 

strain graph and thus calculation of Young’s modulus and fracture strength. In order to remove 

the force fluctuations an exponential smoothing method has been used. 
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Figure 5-17 Example of stress/ strain curve produced during uniaxial tensile simulation. 

5.2.3.2 Compression testing 

Figure 5-17 presents the low density silica sample undergoing compression testing. 

 

Figure 5-18 Compression testing. Figure on the left presents 0.4 g/cm3 polyimide sample while figure 

on the right presents the same sample at 0.5 compressive strain. 

For compression testing as presented in Figure 5-18, the sample kept under atmospheric 

conditions and canonical ensemble has been exposed to the deformation along x axis at a strain 

rate of -0.0005 ps-1 for low density silica and -0.005 fs-1 for low density polyimide. During 

deformation, the force and displacement has been recorded allowing creation of stress- strain 

graph and thus calculation of Young’s modulus and fracture strength. In order to remove the 

force fluctuations an exponential smoothing method has been used and example stress vs strain 

graph is presented in Figure 5-19. 
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Figure 5-19 Example of stress/ strain curve produced during uniaxial compression simulation.  

5.2.3.3 Interface mechanical characterisation 

Figure 5-20 presents the snapshot of the debonding simulation. 

 

Figure 5-20 Snapshot of the debonding simulation. 

The adhesion between simulated materials has been calculated using steered molecular 

dynamics (SMD) simulations. SMD is a simulation process which equates the non-equilibrium 

work done on the system to the equilibrium potential of mean force (PMF) with means of the 

Jarzynski inequality [383, 437, 463-465]. The method operates by addition of imaginary 

particles which is connected by a factious spring to all atoms of pulled materials.  Latter, those 

particles are being displaced with a uniform velocity, in return applying a force on the matrix 

material resulting in debond of the surfaces [463]. The force resulting from atom displacement 

is calculated using following equations [463]: 
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𝑈𝑠𝑝𝑟𝑖𝑛𝑔 =  
1

2
𝑘[𝑣𝑡 − (𝑅(𝑡) − 𝑅0) × 𝑛)2 Eq. 47 

𝐹𝑠𝑝𝑟𝑖𝑛𝑔 = −∇𝑈𝑠𝑝𝑟𝑖𝑛𝑔 Eq. 48 

where, k is the spring constant of the fiction spring, ν is the velocity of the particle 

displacement, R(t) is the position of the centre of mass of the pulled atoms at the given time 

step, R0 is the starting centre of mass of pulled atoms, and n is a unit vector along the 

displacement. Then the work done during process is calculated as follow: 

𝑊 = ∫ ∇𝑈𝑠𝑝𝑟𝑖𝑛𝑔 𝑑𝑟
𝑟=𝑅𝑓

𝑟=𝑅0

 Eq. 49 

where, 𝑅𝑓 is the end position of the displaced material centre of mass. After calculation of an 

ensemble average the Jarzynski’s equality is used to relate work and PMF: 

〈exp (−𝛽𝑊)〉𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒 = exp (−𝛽𝑈𝑜𝑚𝑓) Eq. 50 

𝛽 =
1

𝑘𝐵𝑇
 

Eq. 51 

With, 𝑘𝐵 being Boltzmann constant, and T temperature of the simulation [440]. Interfacial 

shear strength is latter calculated by dividing maximum force during the atom displacement 

by the contact area between materials (A): 

𝜏 =
𝐹𝑚𝑎𝑥

𝐴
 Eq. 52 

The resulting displacement of atoms can be seen in Figure 5-21. In order to remove the force 

fluctuations an exponential smoothing method has been used.  

 

Figure 5-21 Example of force/ displacement curve produced during uniaxial compression simulation. 
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The alternative method involves calculation of the energy of the atom bonds broken during the 

atom displacement. In order to achieve it, the total energy of the system was measured during 

simulation and pull-out energy was defined as a: 

∆𝐸 = 𝐸𝑎𝑠𝑠𝑒𝑚𝑏𝑙𝑦 − (𝐸𝑎𝑒𝑟𝑜𝑔𝑒𝑙 − 𝐸𝑟𝑒𝑖𝑛𝑓𝑜𝑟𝑐𝑒𝑛𝑚𝑒𝑛𝑡) Eq. 53 

where, Eassembly was total energy of combined samples and Eaerogel and Ereinforcenment were total 

energies of respectively aerogel and reinforcement sample in separate state. Interfacial shear 

strength is latter calculated by dividing total energy difference during the atom displacement 

by the contact area between materials (A) and pull-out distance (l): 

𝜏 =
∆𝐸

𝐴 ∗ 𝑙
 Eq. 54 

5.2.3.4 Material Thermal Testing 

In order to calculate the thermal conductivity of created samples the Reverse Non-Equilibrium 

Molecular Dynamics (RNEMD) was used. During this approach, the simulation volume was 

split into equal fragments of width 1 Å (Figure 5-22) and the temperature of the central piece 

was increased imposing a heat gradient in the sample.    

 

Figure 5-22 Representation of RNEMD method with hot slab being located at the middle of the 

simulation volume and cold slabs at both ends. 

In order to achieve the heat gradient within every piece, the atoms with highest kinetic energy 

(“highest temperature” atoms) are selected and its energy is swapped with atoms with the 

lowest kinetic energy from the neighbouring piece [466]. The energy exchanges are repeated 
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every 10 time steps until the linear gradient across the sample was achieved. The amount of 

energy exchanged between pieces is calculated and recorded using:  

𝑗 =
1

2𝑡𝐴
∑ (

𝑚

2
)

𝑁𝑠𝑤𝑎𝑝

(𝑉ℎ𝑜𝑡
2 − 𝑉𝑐𝑜𝑙𝑑

2 ) Eq. 55 

where: t is total simulation time, A is the cross-sectional area of the sample in the direction of 

heat flow, Nswap is the cumulative number of atom swaps, m is the atomic mass of swapped 

atoms and vhot and vcold are, respectively, the velocities of highest energy and lowest energy 

atoms that have been exchanged. Following system stabilisation, the temperature of each piece 

was calculated by Equation: 

𝑇𝑠𝑙𝑎𝑏 =
2

3𝑘𝑏𝑁𝑎𝑡𝑜𝑚
∑ (

𝑚𝑖

2
𝑣𝑖

2)

𝑁𝑎𝑡𝑜𝑚𝑠

𝑖

 Eq. 56 

where: Npiece is the number of atoms in the piece and kB is the Stefan-Boltzmann constant. 

Following this, the calculation of the temperature within every piece and the temperature 

profile of the sample was achieved. Due to the fact that temperature presents a linear 

relationship with the distance as presented in Figure 5-23, it was possible to determine the 

temperature gradient of the system by implementing a linear regression method [467]. 

 

Figure 5-23 Plot of example temperature distribution occurring after RNEMD analysis. 

Determining both values allowed the thermal conductivity of the material to be calculated 

using Fourier's law [468]: 
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Even though alternative approaches for thermal conductivity calculations exist, the RNEMD 

method was selected for this study due to several advantages. Firstly, it is considered one of 

the simplest methods, thus limiting required computational resources. Secondly, RNEMD 

conserves total linear momentum and total energy of the system [467]. As a result, the 

microcanonicity of Newton’s equation of motion is not violated and no thermostatting is 

necessary in order to perform calculations [467]. When studying material thermal properties, 

the RNEMD method provides a serious advantage over other methods as the heat flux is clearly 

defined. The velocity swaps allow precise calculation of transferred energy without taking into 

consideration its form and flow mechanism, significantly reducing the complexity of the 

approach [467]. 

5.2.3.5 Interface thermal testing 

Figure 5-24 includes the representation of the simulation of interface thermal testing.  

 

Figure 5-24 Representation of interface testing simulation with cold (blue) and hot (red) regions 

marked. 

The interface thermal testing had to be modelled in a slightly different manner due to the 

interfacial region being often located in the middle of the sample. As a result, the heat source 

and sink had to be positioned in different materials and with sufficient distance away from 

interface to avoid interference. In order to achieve it “fix ehex” has been used which introduces 

asymmetric version of the enhanced heat exchange algorithm [452, 469]. In this algorithm 

specified kinetic energy is being swapped between defined regions effectively imposing a heat 

flux through the system. The simulations have been carried under NVE ensemble and using 

periodic boundary conditions [469]. The amount of energy exchanged between reservoirs is 

calculated and recorded using: 

𝑗 =
𝑄𝑖𝑛

2𝐿𝑥𝐿𝑦
 Eq. 58 
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where, 𝑄𝑖𝑛 is a fixed energy flux specified in the command and 𝐿𝑥 and 𝐿𝑦  represent 

dimensions of the simulation box perpendicular to the direction of the energy flow. 

Temperature gradient achieved through exchange of kinetic energy is then used  to calculate 

the interfacial thermal conductivity using Fourier's law [468]: 

ƛ =
𝑗

∆𝑇
 Eq. 59 

where, ∆T is a resulting temperature difference occurring on the interface between both 

materials as presented in Figure 5-25. 

 

Figure 5-25 Graph presenting example results of interface thermal analysis. The figure includes both 

atoms count as well as temperature allowing to clearly identify the temperature variation at the 

materials border. 

5.3 Results and discussion 

The following section will focus on presentation of results starting with validation of created 

samples. It will be later followed by thermal and mechanical properties of individual materials, 

finally presenting results of the interface analysis. 

5.3.1 Model validation 

5.3.1.1 Low density silica  

To select best atomistic potential to simulate low density silica various samples have been 

created using three different potentials. As a result, validation as well as thermal results will 

present results for all created samples. The analysis of low radial values of Radial Distribution 

Function were able to identify the bond length for all atoms used and results presented in Table 

5-2.   
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Table 5-2 Bond lengths obtained for low density silica samples created using LAMMPS. 

 

As it can be noticed, all three potentials were able to produce extremely similar bond length 

values. In addition, they do correspond to experimentally obtained values for silica samples 

which were as follows: 3.08 ± 0.10 Å for Si−Si, 1.61 ± 0.05 Å for Si−O and 2.632 ± 0.089 Å 

for O−O [166]. Finally, obtained results are also in close agreement with bond lengths of silica 

aerogel samples created during previous molecular dynamics investigations conducted using 

all three potentials by Murillo, Yeo or Ng [174, 238, 377]. Following analysis of radial 

distribution function, the coordination number of the same samples was also calculated. Values 

of 2.45, 2.46 and 2.48 were obtained for respectively Vashishta, Tersoff and BKS models. 

Again all the samples presented an agreement with experimental results, especially the one 

produced by Cai and Shan which ranged between 2.452 to 2.778 [470]. Additionally, the 

fractal dimension analysis has been conducted as obtained low density silica samples include 

regions of high density and sizable pores. Such variation in structure might lead to long-range 

density correlations and affected in fractal structures. In order to investigate this phenomenon, 

the fractal dimension as a function of density was plotted in Figure 5-26. In addition to values 

obtained in this study the fractal dimension calculated by Murillo et al., have also been 

incorporated for comparison purposes [369]. 

 

Figure 5-26 Fractal dimension of silica samples with varying densities and potentials. Results 

obtained by Murillo were included for comparison purposes [369]. 
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As presented in Figure 5-26, generated results are in excellent agreement with results produced 

by Murillo, who in his studies has used Vashishta potential. Even though a different sample 

preparation method was used the fractal dimension for Vashishta potential closely follows the 

Murillo trend [369]. Tersoff and BKS potentials produced samples with slightly lower fractal 

dimension but still within the experimental range, indicating that fractal dimension values as 

low as 1.8 for basic processing conditions and values of 2.2 and 2.4 for, respectively, acidic 

and neutral condition [471].  Furthermore, all created samples follow the same trend, of 

increasing fractal dimension values with density approaching the limiting value of 3 presented 

by bulk silica [166].  

Following the analysis of atomistic features of created low density samples, the analysis of 

geometrical properties has been conducted, as a result, pore size distribution was investigated. 

This feature was selected as it has been previously proven to significantly affect thermal 

properties of the silica aerogel. Recent studies have proved that it is possible to control the 

pore mean size during manufacturing process and thus alter the properties of material itself 

[40]. Figure 5-27 presents the pores size distribution for simulated low density silica samples 

with varying densities.  

 

Figure 5-27 Probability density vs pore radius of silica with varying density created with use of 

Tersoff potential. 

As it can be observed in Figure 5-27, lower density samples tend to produce wider pore 

distribution. Such behaviour is totally expected mainly due to the expansion process used for 

sample preparation, which allows higher stretching forces for lower density samples. By 

introduction of higher forces acting on the silica a higher chance of merging multiple pores 
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within the material occurs resulting in creation of a material with fewer pores but higher radius 

values. Following the analysis of all created samples Figure 5-28 was created presenting low 

density silica sample average pore size as a function of sample density.   

 

Figure 5-28 Average Pore diameter found in created low density silica samples with varying density. 

The values were calculated using Zeo++ software. 

It can be seen that the Tersoff and Vashishta potentials produce samples with rather similar 

pore distribution, however it is the BKS potential for which the pores within samples are 

substantially larger. The difference in pore mean size increases with a reduction in density. 

Regardless of the potential used, all samples follow the same trend with pore mean size shifting 

to larger value but smaller occurrence probability, with lower density. Such dependency could 

be a consequence of higher stretching forces acting on the material leading to a higher chance 

of merging of large pores within the material with low densities. Such a phenomenon would 

produce fewer pores with higher radius values. The pore size distribution of Vashishta and 

Tersoff samples correlate with previously conducted studies by W. Gonçalves [366]. In his 

research, the average pore radius for samples with density between 250 kg m-3 and 450 kg m-

3 oscillated between 35 and 50 Å. Furthermore, obtained results are also confirmed by 

experimental research conducted by Roiban et al., with use of electron tomography [472]. On 

the other hand, samples created using BKS potential present almost double pore size for low 

densities and are correspond to research presented by  Deng, who managed to synthesize silica 

aerogel from E-40 achieving pore diameter of 20 nm range [473]. In addition to pore size 

distribution, geometrical analysis was also used to produce pore volume of modelled low 

density silica samples with the results presented in Figure 5-29. 
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Figure 5-29 Pore volume of low density silica samples as a function of sample density.  Pore volume 

has been measured for samples produced with different potentials. 

As presented in Figure 5-29, all the samples follow the same trend with pore volume increasing 

exponentially as density decreases. Again, this behaviour is expected as by expanding 

amorphous silica lower density samples incorporated larger quantity of pores. In addition, 

when comparing all potentials used for sample preparation the results are extremely close even 

though pore size distribution was vastly different. The largest difference can be noticed at 

lowest sample density as pore volume of 3.9, 3.35 and 3.06 cm3/g has been calculated for 

samples prepared with respectively BKS, Vashishta and Tersoff potentials. Similarly, as in 

case of pore distribution larger pore volume values achieved by BKS potential can be 

attributed to higher stretching forces acting during expansion process leading to a higher 

chance of merging of large pores within the material with low densities. Extremely close match 

was also achieved with experimental results produced by Iswar et al., who have investigated 

the effect of drying on material properties. In their work they have synthesized samples with 

densities between 0.088 and 0.354 g/cm3 and pore volume of 10.7 and 2.3 cm3/g [474].  

Finally, when comparing the simulated low density silica samples with experimental results 

presented in previous chapters the close correlation can be found for cumulative pore volume 

which ranged between 3.47 and 3.88 cm3/g for low density silica aerogel samples. However, 

the BET experimental results provided significantly larger pore size in a range between 16.44 

and 19.63 nm. Significantly larger pore size could be attributed to the aerogel samples having 

lower density than simulated models and thus increasing an empty space between silica atoms.   

5.3.1.2 Low density polyimide 

Due to the fact that low density polyimide does not comprise of well-defined inorganic 

structures slightly different approach to its validation was undertaken. Firstly, before 

0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

P
o
re

 v
o
lu

m
e 

[c
m

3
/g

]

Silica density [g/cm3]

Vashishta

Tersoff

BKS



206 

 

validating the creation of low density polyimide samples, the analysis of the polyimide sample 

has been conducted in a first place in order to confirm proper starting material. As a result, the 

density measurements followed by FTIR analysis of crosslinked polyimide sample were 

conducted. The density of the polyimide was calculated along all axis (Figure 5-30) to confirm 

uniformity of the sample and lack of pores within.  

 

Figure 5-30 Density of PI sample along x, y and z axis. 

Indicated by the results of the analysis in Figure 5-30, the even distribution of mass within 

created sample was achieved with average density value of 1.42 g/cm3. Such value is an 

excellent match to range of commercially available DuPont™ Kapton® polyimides presenting 

the same density values [475]. Additionally, lack of pores and uniformity of the sample was 

confirmed as the density variation in all dimensions has not exceeded 0.05 g/cm3 from the 

average. Such finding was of a particular importance as uniform sample following further 

expansion was more likely to produce aerogel like form.  

Next step of the polyimide analysis included the FTIR spectrum measurements in order to 

confirm the correct chemical composition of modelled samples. Obtained FTIR spectrum is 

presented in Figure 5-31. 
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Figure 5-31 FTIR spectrum of simulated PI sample. 

Calculated FTIR has confirmed simulation of polyimide sample by including the intensity 

bands characteristic for polyimide as presented by experimental work of Diaham and Locatelli 

[476]. Firstly, the spectrum includes the symmetric C=O stretch (imide I) peaks at 1837 cm-1 

followed by asymmetric one at 1720 cm-1. Also, the C–N stretch (imide II), C–H bend (imide 

III) and C=O bend (imide IV) peaks are present in the ranges around respectively 1386 cm-1, 

1136 cm-1 and 720 cm-1. Furthermore, the presence of peak at 3073 cm-1 is corresponding to 

the C–H stretch bonds [476, 477]. The only outstanding peaks are present at 1470 cm-1 and 

969 cm-1, with the first one possibly associated with symmetric stretch of carboxylate ion 

COO– and the latter one with atom vibrations (due to the simulation scale) causing out of 

plane bending of aromatic rings [476, 478]. Following, expansion of polyimide sample to the 

low density form the attempt was made to geometrically characterise low density PI samples. 

As a result, using Zeo++ code the pore size distribution has been calculated and presented in 

the figure below. 

 
Figure 5-32 Pore size distribution of PI samples with density in g/cm3. 
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As a result, the samples with lower density include pores with higher pore diameter than denser 

samples, resulting in maximum pore size of 37 Å for 0.16 g/cm3 sample. Interestingly the pore 

size does not exceed this limit leading to results slightly different to those obtained through 

experiments. Such behaviour can be caused by the size of simulated volume being too small 

and not being able to incorporate larger voids within material structure. Following this 

analysis, the average pore size and pore volume has been also plotted as a functions of sample 

density in Figure 5-33.  

 

Figure 5-33 Average pore size and pore volume of created PI samples. 

As presented in Figure 5-33 pore volume of created low density polyimide samples presents 

exponential trend with increasing pore volume as density decreases with maximum pore 

volume of 3.6 cm3/g for lowest density sample. Those results are in line with experimental 

results from literature with highest recorded pore volume reaching even up to 8 cm3/g, however 

most samples still achieving lower values [60, 66, 479]. Similar behaviour is presented by 

average pore diameter which also follows exponential trend with increasing pore size as 

density decreases. However, in this case less of an agreement is reached with experimental 

results which derive polyimide aerogel samples with average pore size in a range between 30 

and 50 nm [480]. When comparing the simulated pore size and cumulative pore volume with 

previously presented experimental results significant discrepancies in both parameters can be 

noticed. The experimental BET measurements of polyimide aerogel suggested average pore 

size of 18.35 nm and cumulative pore volume of 0.012 cm3/g. The differences might be 

resulting from too small simulation volume not allowing to create required pore size and in 

order to overcome this issue a larger computational power would be required. Despite such 

difference the pore volume still suggest that required quantity of pores has been achieved in 
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simulated material. As a result, the geometrical analysis together with previously conducted 

FTIR and density check, enough evidence has been gathered to assume that simulated low 

density polyimide samples are suitable for further investigation. 

5.3.1.3 Epoxy 

Similarly, as in case of polyimide validation of created epoxy resin will also be conducted 

through the means of density analysis and FTIR measurements. As a result, density of the 

epoxy resin was calculated along all axis to confirm uniformity of the sample and the results 

are presented in Figure 5-34.  

 

Figure 5-34 Density of simulated epoxy resin sample along x, y and z axis. 

As shown by Figure 5-34 the even distribution of mass within created sample was achieved 

with average density value of 1.19 g/cm3. Such value is an good match to most commercially 

available epoxy resin systems presenting density value around 1.2 g/cm3 [481]. Additionally, 

lack of pores and uniformity of the sample was confirmed as the density variation in all 

dimensions has not exceeded 0.1 g/cm3 from the average.  

Next step of the epoxy analysis included the FTIR spectrum measurements in order to confirm 

the correct chemical composition of created samples. Obtained FTIR spectrum is presented in 

Figure 5-35. 
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Figure 5-35 Experimental and simulated FTIR spectrum of epoxy sample. 

When analysing Figure 5-35 a significant similarity between FTIR spectra obtained through 

experimental and simulation methods can be noticed. Firstly, standard peaks around 1200 cm-

1, 1509 cm-1 and 1609 cm-1 are present within both spectra and they represent respectively C – 

O aromatic ring stretching, C – C stretching of aromatic ring and C = C stretching aromatic 

ring [482]. In addition, both spectra are presenting a good cure degree as they both lack a peak 

at 915 cm-1. This peak represents the epoxy ring which opens and cross links during cure so 

significant peak is for unreacted epoxy resin. Similar conclusion can be drawn from the 

presence of peak at 1100 cm-1 which increases with increased etherification during curing. 

Finally, both spectra have peaks around 3000-3400 cm-1 which can be associated with 

hydroxyl groups which form as the epoxy ring opens and increases with cure [482]. The slight 

shift in this region between experimental and simulated results can be attributed to the lack of 

model capability to recognise out of plane vibrations of atoms. As a result, of match of main 

parts of simulated FTIR spectra with experimental one, the epoxy resin sample was assessed 

to be suitable for further investigations.  

5.3.1.4 Amorphous silica 

The analysis of low radial values of Radial Distribution Function were able to identify the 

bond length for all atoms used in the simulation of amorphous silica and results presented in 

Table 5-3.  
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Table 5-3 Bond lengths obtained for amorphous silica sample. 

 

 

 

 

As it can be noticed, bond length values, correspond to experimentally obtained values for 

silica samples which were as follows: 3.08 ± 0.10 Å for Si−Si, 1.61 ± 0.05 Å for Si−O and 

2.632 ± 0.089 Å for O−O [166]. In addition, simulated sample achieved fractal dimension of 

2.98, presenting extremely closely fit with experimental results of 3 presented by bulk silica 

[166]. Finally, the density distribution along all axis has been plotted in Figure 5-36 to check 

the uniformity of the sample. 

 

Figure 5-36 Density of simulated amorphous silica sample along x, y and z axis. 

As shown by Figure 5-36 the even distribution of mass within created sample was achieved 

with average density value of 2.13 g/cm3. Such value is an good match to experimental results 

presenting density value around 2.19 g/cm3 [483]. Additionally, lack of pores and uniformity 

of the sample was confirmed as the density variation in all dimensions has not exceeded 0.1 

g/cm3 from the average.  
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5.3.2 Thermal conductivity 

5.3.2.1 Low density silica  

Temperature distribution for low density silica with varying density is presented in Figure 

5-37.

 

Figure 5-37 Temperature distribution at RNEMD simulation for silica samples with varying density 

[g/cm3]. 

As it can be noticed, the temperature distribution for all the low density silica samples follows 

the same trend with highest temperature in the middle of the investigated volume and almost 

linear decrease of temperature with increasing distance from the centre. This situation is well 

expected and results from accumulation of the kinetic energy at the centre of investigated 

volume mainly due to the restriction of energy transfer through the sample. It is important to 

highlight the effect of sample density on the temperature distribution as, with decreasing 

density of the sample’s temperature gradient is increasing. Again, this situation is expected 

and is caused by significantly higher pore volume within low density samples effectively 

restricting the energy transfer via means of conduction. Following analysis of temperature 

distribution thermal conductivity values of all the samples has been calculated are presented 

in Figure 5-38 together with error bars and a comparison to experimental results achieved by 

Jain et all. [35]. Error bars were obtained by considering fluctuations of thermal conductivity 

values after achieving a steady state RNEMD situation. 
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Figure 5-38 Thermal Conductivity Values vs density of the samples. Power law fit for analysed 

potentials was also included in order to facilitate the comparison. 

All three potentials were investigated for densities between 0.1 and 1 g/cm3 and present a 

similar trend with decreasing thermal conductivity as the density of the analysed sample 

decrease. The results present power law variation with exponents of 1.35, 1.56 and 1.44 for 

BKS, Tersoff and Vashishta potentials respectively. Thermal conductivity values achieved in 

the current study match the results obtained in previous research in which Yeo, using the 

Tersoff potential, introduced a power law fit of 1.61 while, Ng using, BKS potential achieved 

exponent of 1.01. It must be highlighted that the power law exponent for BKS potential is 

unlike the one presented by Ng, but the produced absolute values of thermal conductivity are 

within the same range and in the selected density spectrum present a similar trend. On the 

other hand, the values gathered with Tersoff potential are almost identical with previous 

studies both in terms of exponent and absolute values, almost replicating Yeo’s studies[174, 

377]. However, it should be noticed that both BKS and Tersoff potentials produced values 

significantly higher than experimental results. Similarly, observed in other research, the values 

obtained for low density silica samples were up to 10 times higher than experimental ones and 

presented rather poor prediction of the thermal properties of low density silica samples. As 

explained by previous studies, the main reason for such discrepancy was lack of possibility to 

reproduce the actual aerogel structure with use of the mentioned potentials [174, 377]. Finally, 

the Vashishta potential was used for the first time to simulate thermal properties of low density 

silica samples and was able to reproduce the experimental values with relatively small error 

and closely followed the experimental trend obtained by Jain where films created with ethanol 

were investigated [35]. However, it should be noted that the power law exponent was slightly 
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lower than the value obtained by Jain (1.44 vs 1.65 in Jain’s work). As a result, the potential 

produced more adequate thermal conductivity values for low density samples and presenting 

slight deviation from the results in the higher density region.  

5.3.2.2 Low density polyimide 

Similarly, as in case of silica aerogel a RNEMD method was used in order to impose heat flow 

through the sample. As a result of energy swaps within the system the temperature gradient 

through the samples has been created and presented in Figure 5-39.  

 
Figure 5-39 Temperature gradient created by RNEMD method for samples with density in g/cm3. 

Similarly, as in case of low density silica samples, Figure 5-39 also presents linear temperature 

distribution with highest temperature achieved in the centre of investigated volume and lowest 

temperature values at the volume’s edges. One might also notice slight lack of symmetry 

between both sides, however its appearance is a result of uneven distribution of atoms during 

polyimide expansion process. In addition, larger central temperatures (and thus temperature 

gradients) have been achieved for samples with lower densities, as a result of lower quantity 

of material being able to conduct the energy through the sample. By recording the quantity of 

energy transferred during energy swaps it was possible to calculate the thermal conductivity 

values for each sample and they are presented in Figure 5-40. 
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Figure 5-40 Thermal conductivity versus density of low density polyimide samples. 

Figure 5-40 presents the effect of polyimide density on material’s thermal conductivity and as 

it can be expected decreasing density led to lower thermal conductivities values of the PI 

samples. Again, lower thermal conductivity is achieved by restricting free energy transfer 

paths through material by incorporation of larger pore quantities with decreasing densities. As 

a result, the lowest thermal conductivity of 39 mW/mK has been achieved by a sample with 

density of 0.16 g/cm3. Similarly, as in case of low density silica samples power trend-line was 

fitted through the data points and superscript of 0.9 was achieved.  

Since low density polyimide has not been investigated through molecular dynamics means the 

comparison with only experimental results will be conducted. As a result, Feng et al., have 

synthesised polyimide aerogel using ODA and BPDA. He achieved thermal conductivity 

ranging from 30 to 31 mW/mK for samples with density between 0.08 and 0.14 g/cm3 [484]. 

Furthermore, Wu et al., derived polyimide samples with varying BAPP content and for 

samples with density between 0.12 and 0.246 has found thermal conductivities in-between of 

32 and 59 mW/mK [485]. Similar results have been achieved by many other studies which 

have also focused on polyimide aerogel [63, 65, 99, 456, 476]. Even though when comparing 

with literature it is possible to find data only for low density samples (below 0.3 g/cm3), they 

do present quite close match with simulation results and suggest proper replication of 

polyimide aerogel in molecular dynamics environment. 

5.3.2.3 Discussion 

The following discussion on thermal properties of created low density samples will be divided 

into two distinct sections. Firstly, the difference in thermal conductivity of low density silica 

y = 0.19x0.90

R² = 0.96

0 0.2 0.4 0.6 0.8 1 1.2 1.4

0

0.05

0.1

0.15

0.2

0.25

0.3

PI density [g/cm3]

T
h

er
m

a
l 

co
n

d
u

ct
iv

it
y
 

[W
/m

K
]



216 

 

samples created with various potential systems will be discussed. Followed by a comparison 

of results between low density silica and polyimide samples. 

All previously described geometrical characterisations (described in 5.3.1) have proven the 

differences between potentials utilised for the simulation of silica aerogel. In order to fully 

understand how potentials affected the internal structure of aerogel samples, both two-body 

and three-body potential functions are presented in Figure 5-41. As it can be noted from 

analysis of the two-body constituents, the potentials presented have rather similar behaviour 

with similar depth and location (1.58 for Vashishta and 1.72 for BKS). Only the regime after 

achieving the minimum energy developed differently, mainly due to varying approaches to the 

cut-off distance. This observation is reflected in both bond length and fractal dimension 

measurements which presented comparable results. As proven by previous research, those 

values would have more substantial influence on measurement of vibrational frequency and 

bulk elastic constants [486].  

 

Figure 5-41 On the left:  Comparison of the two body potential functions. On the left: Comparison of 

the three body potential functions. The BKS potential is not included as it’s a pair potential. 

Nevertheless, Tersoff and Vashishta potentials representing a group of multi-body potentials 

were also taken into consideration and the influence of other neighbouring atoms. Presented 

in Figure 5-41, three-body energy as a function of angle between three atoms i, j and k, 

calculated for an isosceles triangle fixed at the equilibrium bond length previously calculated 

for aerogel structures. Both potentials present a similar trend with higher energy at low angles 

subsequently decreasing until reaching the apex bond angle between the two equal bond 

lengths. Even though potentials exhibit some similarities, the values they present are slightly 

different with Tersoff potential being more repulsive and having slightly higher apex angle of 
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127° in comparison to 109° in the case of Vashishta potential. Occurring differences can be 

explained by an entirely different approach to calculating three-body energy. In the case of 

Tersoff potential, three-body influence is taken into account by the bond order parameter 

affecting the attractive element of two-body relations. The parameter is a monotonically 

decreasing function of the position of i and j atoms and defines the atom’s local environment 

introducing angular dependencies [167]. Vashishta presents rather different approach as this 

potential includes implicitly a three-body interaction function which clearly defines all 

parameters affecting atoms such as angular or spatial dependencies [166]. The presence of 

three-body energy in Tersoff and Vashishta potentials is clearly reflected in pore size 

distribution graph (see Figure 5-28), presenting that silica aerogel structures created by BKS 

potential achieved much higher pore size. The pore size was directly affected by attractive and 

repulsive forces which are governed by potentials. Even though the two-body energy for all 

potentials seems similar the addition of three-body energy makes Vashishta and Tersoff 

potentials less attractive and thus stop them from aggregating atoms and preventing the 

creation of more voluminous pores. On the other hand, BKS potential based on only two-body 

energy presented much higher attractive forces (even though they were reduced by addition of 

24-6’ Lennard–Jones terms) which led to silica aerogel samples with larger pore diameters.  

Except different internal structure of the samples, other factors were affecting the thermal 

conductivity of the materials. In order to discuss the thermal characterisation results the 

limitations of molecular dynamics in this regard should be mentioned alongside the discussion. 

Firstly, only limited electrical properties of the simulated materials are included and thus the 

electron kinetics are neglected, resulting in lack of contribution from free electrons toward the 

overall thermal conductivity values [487]. Remaining electrical interactions are best described 

by the Vashishta potential, which by including steric,  Coulombic charge-dipole and van der 

Walls effects it is possible to simulate electric effects more accurately and thus more accurately 

represent the shape and reactivity of molecules [488]. Other potentials include only limited 

electrical interactions. BKS takes into account a Coulomb term and a covalent (short-range) 

contribution [170], while the Tersoff potential is strongly limited by the inclusion of only short 

range forces resulting in lack of compatibility between vibrational and elastic properties 

(phonon frequencies and their dispersions). The most important effect of such negligence is 

incorrect calculation of coefficient of thermal expansion which is directly dependent on the 

derivation of the phonon frequencies with respect to deformation [489, 490]. One can claim, 

that due to the fact that electrical insulators, such as bulk SiO2, predominantly transfer heat 

through atom vibration, this limitation may not significant impact directly on thermal 
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conductivity values. However, due to the internal structure of aerogels, it might become 

important to the other means of heat transport into consideration [487].  

Moreover, the differences in thermal conductivity results between potentials comes from 

different approaches to their parametrisation. BKS is a mixed  ab initio empirical force field 

which indicates that its parameters were obtained by iterating between ab initio calculations 

and trying to optimise the values of bulk parameters in order to obtain match of elastic constant 

and unit-cell dimension with experimental values of quartz [170]. On the other hand, Tersoff 

parameters were established by analysis of a wide range of databases including energies 

obtained through the ab initio methods for abundance of atomic structures [167]. The 

Vashishta used a different approach and based part of the parameters on previous molecular 

dynamics studies regarding superionic conductors and glasses. The remaining constants were 

established by analysis of melting temperature and pressure at the experimental density [166]. 

It became clear that in order to achieve correct thermal conductivity values all required physics 

and parameters has to be correctly determined. By analysis of thermal characterisation of other 

materials, it can be noted that certain parameters sets are more suitable than the others and in 

our case, it can be assumed Vashishta potential fulfil this role slightly better than Tersoff and 

BKS. Nevertheless, it should be noted that few attempts were conducted for all discussed 

parameters in order to deliver more suitable parameters, however providing only slight 

improvements to the model [175, 177]. Overall, the analysis of geometrical features in 

conjunction with thermal results has indicated that Vashishta potential is predicting silica 

aerogel properties much more accurately. As a result, it will be used in all of the following 

simulations including aerogel mechanical investigation, interface simulations and following 

thermal conductivity comparison between both aerogel types. 

In order to further discuss thermal conductivity within aerogels the comparison between both 

material types was conducted. As a result, Figure 5-42 presents thermal conductivity values 

for both silica and polyimide samples as a function of sample density.  
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Figure 5-42 Comparison of thermal conductivity values between low density silica and polyimide 

samples with varying densities. Low density silica sample values has been calculated using Vashishta 

potential. 

By analysing Figure 5-42, it can be noticed that both low density silica and polyimide are 

exceptionally low thermal conductivity materials and follows exponential trend line. However, 

silica samples tend to produce lower thermal conductivity values across the whole density 

range. From experimental point of view such behaviour seems natural as many previous 

studies has produced silica aerogel samples with lower thermal conductivity values that any 

polyimide aerogel and initial study by Kistler produced a silica aerogel samples with thermal 

conductivity of 10 mW/mK after air evacuation [2]. The difference in experimental values of 

thermal conductivity of both aerogels is often associated with different internal structure. 

Silica aerogel tends to produce smaller pores and achieve higher values of pore volume than 

polyimide aerogel [474]. Even though the geometrical analysis of both types of modelled low 

density samples has revealed that both materials have similar internal structure, other reason 

for higher thermal conductivity of low density polyimide can be found by analysing potentials 

and process used during sample modelling. As a result, during the expansion (used in a sample 

modelling process) different situations appears for both materials. In case of the low density 

polyimide the intramolecular forces are maintaining the molecular structure of polyimide 

oligomers effectively preventing its’ breakage. As a result, most atoms incorporated within PI 

structure are interlinked and energy transfer path through the sample is always maintained. 

The situation is vastly different for low density silica. The expansion of amorphous silica is 

more random and as a result it can produce gaps within the material structure and cause higher 

resistance to energy transfer.  
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5.3.3 Mechanical properties 

5.3.3.1 Low density silica  

5.3.3.1.1 Compression 

Following thermal analysis an attempt was made to evaluate compressive properties of created 

low density silica samples. As a result, each of the samples was subjected to uniaxial 

compression test, during which, the sample kept under atmospheric conditions and canonical 

ensemble has been exposed to the deformation along x-axis. The stress vs strain graph has 

been produced for each sample and presented in Figure 5-43. 

 

Figure 5-43 Compressive stress vs strain graph for silica samples with varying densities [g/cm3]. 

Figure 5-43 indicates that all low density silica samples follow the compressive trend as 

expected from experimental setup with an initial linear behaviour until reaching distinct yield 

point, followed by a strain hardening at large deformation. However, the density of silica 

sample is a factor significantly affecting its’ mechanical behaviour. Firstly, the samples with 

lower density tend to fail at lower stress values also, strain hardening commence much quicker 

for denser samples Such behaviour is directly linked with interatomic forces present within 

the sample, as in low-density samples the atom movement is relatively unobstructed regardless 

of strong atomic interactions. With increasing samples density, the interactions become much 

stronger effectively restricting atom movement and causing stiffer stress–strain response. To 

investigate the effect of silica density on mechanical performance Figure 5-44 and Figure 5-45 
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were produced and incorporate the compressive stress at yield and modulus against samples’ 

density. 

 

Figure 5-44 Compressive stress at yield vs silica density. 

The analysis of Figure 5-44 reveals that the yield stress of low density silica samples increases 

with increasing density and the relationship follows exponential trend (with the exponent of 

0.87). Similar relationship was also observed for elastic modulus as presented in Figure 5-45, 

however in this case the exponent of 1.27 was achieved. Both behaviours as expected and can 

be again increasing attributed to increasing interatomic forces with increasing samples density. 

In addition, yield stress and elastic modulus are in the same range as the results of similar 

molecular dynamics study conducted by Patil et al. In their work, they have simulated silica 

aerogel using Vashistha potential and conducted compressive testing resulting in elastic 

modulus of 109.1, 691.6 and 1586.1 MPa for samples with respective densities of 0.28, 0.42, 

and 0.62 g/cm3 [95].  Experimental results also seem to support results obtained in this study. 

Alaoui et al., have prepared set of silica aerogels and tested them using both 3-point bending 

and uniaxial compression methods. Thier work mainly focused on low density aerogels, 

however they achieved 24 MPa yield strength for a 0.25 g/cm3 sample, compared to 28 MPa 

in this study. In addition, their relation between Young’s modulus and sample density has also 

followed power-law correlation with exponent of 2.89 as opposed to 1.27 in this study. 

However, the difference might result from incorporation of aerogel samples with density 

below 0.1 g/cm3 into Alaoui’s study [351].  
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Figure 5-45 Young's modulus of silica vs density. 

5.3.3.1.2 Tension 

Following compressive investigation same low density silica samples has been subjected to 

the uniaxial tensile testing and resulting stress/strain graphs has been presented in Figure 5-46.  

 

Figure 5-46 Tensile stress vs strain graph for silica samples with varying densities [g/cm3]. 

The analysis of stress/strain graphs reveals that all simulated low density silica samples follow 

similar behaviour as experimental setup. Even though there is no sudden drop in stress value 

at yield (associated with brittle materials), the two most important regions including linear 

elastic region and yielding region are still present. In addition, it can be noticed that silica 
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density impact tensile properties of the material to the great extent. As with decreasing density, 

the material become more brittle and less stiff simultaneously. In order to further investigate 

tensile properties of low density silica samples Figure 5-47 and Figure 5-48 were created 

presenting both silica’s tensile stress at yield and modulus against density. 

 

Figure 5-47 Tensile stress at yield as a function of silica density. 

 

Figure 5-48 Young’s modulus as a function of silica density. For comparison purposes elastic 

modulus observed by Murillo et al. and Patil et al. have also been incorporated [238, 370]. 

By investigating both Figure 5-47 and Figure 5-48, it can be noticed that tensile properties of 

low density silica samples increase exponentially with increasing density. Similarly, as in case 

of compression, the main reason for such behaviour is larger interatomic forces in higher 

density samples, this time however such forces are preventing atoms from being separated. 

The exponential value for both relations were estimated to be 1.05 and 2.35 for respectively 

yield stress and elastic modulus. Due to larger popularity of tensile testing among MD 
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simulations, there is a substantial number of previous works investigating tensile properties of 

silica aerogel. As a result, Patil et al., have subjected silica aerogel with varying density to 

uniaxial tension. In their work he has observed the yield strength of 44.2 MPa for sample with 

density of 0.28 g/cm3. In addition, they have proposed a power relationship between elastic 

modulus and density with exponential value of 3.25 [370]. Similarly, Murillo et al., have also 

investigated silica aerogel in tension. Their work also suggested the exponential relationship 

between density and both elastic modulus and strength. In their case the exponential values of 

3.11 and 2.53 have been observed for respectively modulus and strength [369]. Even though 

in both cases the trend is slightly different from the one obtained in this work, the difference 

in investigated density range should be highlighted. Both Patil and Murillo incorporated high 

density glasses into their studies, however when comparing elastic modulus and strength 

values for similar density samples a close match is obtained as presented in Figure 5-48 [238, 

370]. On the other hand, when comparing with experimental results provided by Woignier et 

al. and Groß et al. simulated values seems to fit well especially for elastic modulus [5, 23, 36, 

37, 371].  

5.3.3.2 Low density polyimide  

5.3.3.2.1 Compression 

In order to investigate the compressive properties of low density polyimide samples , each of 

the samples was subjected to uniaxial compression test, during which, the sample kept under 

atmospheric conditions and canonical ensemble has been exposed to the deformation along x 

axis. The stress vs strain graph has been produced for each sample and presented in Figure 

5-49.  

 

Figure 5-49 Compressive stress vs strain graph for polyimide samples with varying densities [g/cm3]. 
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By analysing Figure 5-49 it can be noticed that low density polyimide samples also follow 

expected compression stress strain curve with initial linear behaviour until reaching yield 

point, then followed by a strain hardening at large deformation. In addition, polyimide 

samples’ density become a factor significantly affecting its’ compressive behaviour. As a 

result, samples with higher density present much stiffer response to deformation with higher 

stress required to yield.  

To further investigate the effect of polyimide density on mechanical performance Figure 5-50 

and Figure 5-51 were produced and incorporate the compressive stress at yield and modulus 

against density. 

 

Figure 5-50 Compressive stress at yield vs polyimide density. 

As indicated by Figure 5-50, the yield stress of low density polyimide samples increases with 

increasing density following power trend with an exponent of 1.15. The lowest value of yield 

stress of 22 MPa has been measured for sample with the density of 0.16 g/cm3 and highest of 

280 MPa for 0.91 g/cm3 sample. In case of compressive modulus of created samples, they do 

also follow power trend as presented in Figure 5-51, however in this case the exponent of 1.77 

is achieved. It is also worth noticing rather high values of modulus with the lowest one being 

1.6 GPa for a 0.16 g/cm3 sample. By analysing the literature, it can be noticed that both yield 

stress and compressive modulus of simulated samples are significantly higher than 

experimental values available. For example, Meador et al., have synthesized the polyimide 

aerogels by cross-linking anhydride capped polyamic acid oligomers with aromatic triamine. 

In her work the samples with density between 0.13 to 0.33 g/cm3 were subjected to 

compressive testing and presented modulus values in a range of 1 - 100 MPa and yield stress 

1 - 2 MPa [66]. Similarly, Nguyen et al., have prepared a set of PI aerogel samples by cross-
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linking amine end-capped polyimide oligomers with the triisocyanate. Their samples 

presented density between 0.068 and 0.198 g/cm3 with compression modulus and yield stress 

reaching up to respectively 228 MPa and 1.24 MPa  [491].  

 

Figure 5-51 Compressive modulus of polyimide samples vs density. 

5.3.3.2.2 Tension 

Following compressive investigation same low density polyimide samples has been subjected 

to the uniaxial tensile testing and resulting stress/strain graphs has been presented in Figure 

5-52.  

 

Figure 5-52 Tensile stress vs strain graph for polyimide samples with varying densities [g/cm3]. 

Figure 5-52 indicates that PI samples subjected to tensile testing present expected behaviour 

with linear elastic region and distinctive yield point followed by a breakage of remaining bonds 

with progressing atom displacement. In addition, significant discrepancies between samples 

with varying densities has been noticed with the material becoming more brittle and less stiff 
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as density decreases. As a result,  Figure 5-53 and Figure 5-54 have been created presenting 

tensile yield stress and Young’s Modulus as a function of polyimide density.  

 

Figure 5-53 Tensile stress at yield as a function of density. 

 

Figure 5-54 PI samples Young’s modulus as a function of their density. 

By investigating both Figure 5-53 and Figure 5-54, it can be noticed that both tensile yield 

stress and modulus of polyimide increase exponentially with increasing density. Similarly, as 

in case of compression, the larger interatomic forces in higher density samples are the main 

reason for such behaviour as they are preventing atoms from being separated. The power 

exponent value for both relations were estimated to be 1.65 and 2.18 for respectively yield 

stress and elastic modulus. When analysing the experimental data presented in literature a 

better match can be noticed that in case of compressive properties. Firstly, Meador et al., have 

achieved a tensile stress at yield of 10 MPa for a sample synthesized with DMBZ and BPDA 

while Qiao et al. used 6FAPB and BPDA achieving yield stress of 8 MPa [66, 492]. Both 

values closely correlate with 11 MPa simulated for 0.16 g/cm3 sample. Nevertheless, simulated 
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modulus values are still significantly higher with 100 MPa presented in Meador study and 17 

MPa in Qiao one [66, 492].  

5.3.3.3 Discussion 

Following the presentation of simulation results and comparison to previous molecular 

dynamics studies it can be noticed that low density silica samples seems to produce results 

which are in good agreement with current state of molecular dynamics studies. On the other 

hand, a significant discrepancy can be noticed for low density polyimide samples for which 

especially modulus values are few orders higher than data presented in experimental studies 

[60, 66]. Such discrepancies can be caused by too small, simulated volume of polyimide 

samples used in order to match available computational resources. As previously shown by 

pore size analysis the samples fail to precisely replicate the internal structure of polyimide 

aerogel. Under experimental conditions polyimide aerogels can incorporate pores with a few 

µm diameter, which for available computational resources are significantly too large to be 

included within MD model. As shown by previous studies at low strain rate the material with 

a large number of small pores exhibits higher strengths than the same material with small 

number of large pores [493]. In other words, by simulating nanometre size pores in polyimide 

samples their strength was increased beyond the experimental values. This issue does not seem 

to affect low density silica samples as they naturally incorporate much smaller pores, which 

are easily replicated in created MD samples. By taking the discrepancies into account, only 

yield stress values will be used in a comparison between mechanical properties of low density 

silica and polyimide samples.  As a result, Figure 5-55 has been created to present compressive 

and tensile stress at yield of both material types. 

 

Figure 5-55 Comparison of tensile and compressive stress at yield of silica and polyimide as a 

function of their density. 
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By analysing Figure 5-55 it can be noticed that the compressive yield strength of both silica 

and polyimide is higher than tensile yield strength across the whole density range. This 

behaviour is well expected and can be easily associated with the testing method used. From 

the molecular point of view, in case of tensile testing the atom displacement results in constant 

bonds breakage reducing the number of interatomic interactions even before the yield occurs. 

On the other hand, the compression tends to constantly push the atoms into each other thus 

creating new bond which might resist atom displacement. When analysing both modes of 

deformation at higher scale the lack of flaw propagation is the main reason between higher 

compressive properties of brittle materials.  

Focusing more on only compressive behaviour of both materials the low density silica samples 

tends to produce higher values than low density polyimide samples. Such behaviour is directly 

linked with interatomic forces present within the sample, as in low density silica samples the 

presence of many small pores results in unobstructed atom movement in the initial deformation 

period regardless of strong atomic interactions (more ductile behaviour). On the other hand, 

low density polyimide atoms are more clustered due to larger pores present in the structure. 

As a result, the interactions become much stronger effectively restricting atom movement and 

causing earlier material failure. On macroscale, such behaviour can result from two main 

factors including higher compressive strength of parent material and different internal 

structure. By analysing literature, the silica can reach compressive strength of 1350 MPa, 

significantly higher than 570 MPa for polyimide [351, 494]. In addition, as discussed before 

the low density polyimide samples incorporates larger pores. Once a crack emerge at a large 

flaw, the sample fails almost immediately, while in case of structure incorporating smaller 

pores loading in this range might resemble static loading [493]. On the other hand, by 

analysing the results of tensile testing, the low density silica samples produce higher yield 

stress at low density values below 0.6 g/cm3 with low density polyimide surpassing it 

afterwards. Again, from MD point of view the reason for such behaviour can be found by 

analysing created samples. In low density samples the polyimide network within samples is 

less intertwined due to the larger pores than in silica structure. As a result, when subjecting 

polyimide samples to uniaxial atom displacement a fewer number of stronger bonds is required 

to be broken for the failure to happen. With increasing density, the number of bonds between 

polyimide molecules increases and their higher strength results in larger yield stress than in 

silica case. On a microscale level, it can be deducted that the same factors as in case of 

compressive properties are responsible for this behaviour. In this case it is the silica with lower 

tensile strength of about 45 MPa, while polyimide can reach even up to 90 MPa. It might be 

the internal structure of polyimide to cause the low-density samples to perform weaker than 
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silica counterparts. Nevertheless, with increasing sample density pore size is being 

significantly reduced resulting in decrease of the weakening effect and higher yield stress of 

the PI samples.  

5.3.4 Interfacial thermal resistance 

Following the combination of low density silica or polyimide samples with epoxy or 

amorphous silica reinforcement, thermal properties of created interface were measured by 

imposing the heat flux though the sample. The example of resulting temperature distribution 

is presented in Figure 5-56. Additionally, an atom distribution was also included allowing to 

identify the interfacial region.  

 

Figure 5-56 Example of temperature and atom distribution across combined sample. ∆T indicates the 

temperature difference occurring at the materials interface. Data obtained for silica sample with 

density of 0.24 g/cm3 and amorphous silica.  

Firstly, by analysing the atom count in Figure 5-56 two regions might be quickly identified. 

The region with significantly larger number of atoms within each bin represents the 

reinforcement, while low atom density can be attributed to the aerogel type sample. A sharp 

drop between atom count values indicates the interfacial region between both materials. In 

addition, Figure 5-56 presents that because of an energy transfer the temperature gradient with 

hot region in the middle of aerogel sample and cold region in the middle of reinforcement 

sample was created. Nevertheless, a significant discontinuity in temperature gradient can be 

observed appearing just around the interface region (defined by ∆T). Such behaviour is 

expected as due to the difference in material composition, as well as pores occurring at the 

interfacial region the energy transfer is disturbed. As a result, an energy accumulation occurs 

within the material incorporating hot region effectively elevating its temperature. On the other 

hand, a lack of energy input into the cold region results in decrease in temperature of the 

0

100

200

300

400

500

600

700

800

900

1000

0

100

200

300

400

500

600

700

0 0.2 0.4 0.6 0.8 1

A
to

m
 c

o
u

n
t

T
em

p
er

a
tu

re
 [

K
]

Z-axis

Temperature

Atom count

∆T



231 

 

reinforcement. Finally, when the steady state is achieved the two distinctive temperature 

gradients are created and linked by a temperature discontinuity, which is used to calculate the 

interfacial thermal resistance. In order to identify when the sample reaches steady state the 

total energy of the whole system is being monitored through the simulation time as presented 

in Figure 5-57. 

 

Figure 5-57 Total energy of the low density silica and amorphous silica system as a function of time 

step. 

As presented in Figure 5-57 total energy of the system rapidly drops in the initial stage of the 

simulation to later stabilise. This situation is primarily caused by imposing the energy flux 

through the sample and constantly accumulating the energy on the material boundary. Similar 

energy behaviour has been previously seen in molecular dynamics simulations by Yang et al. 

and Yang et al. who investigated respectively aluminium/silicon and graphene/boron nitride 

interface [417, 495]. The temperature measurements have been taken following the energy 

stabilisation and the sample density has been identified as a major factor affecting thermal 

resistance. The example of temperature distribution with varying density has been presented 

in Figure 5-58. 
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Figure 5-58 Temperature distribution of amorphous silica and silica samples with varying densities. 

Temperature distributions in Figure 5-58 clearly indicates the impact of sample density on 

temperature occurring through the sample. Even though the temperature gradient in relatively 

similar for all samples, in reinforcement part the sample combined with lower density silica 

achieve substantially lower cold region temperature values. On the other hand, corresponding 

additive samples presents much higher temperatures that their counterparts with higher 

density. Such differences on both sides of the interface affect the magnitude of temperature 

disruption occurring at the interface, leading to increasing temperature difference with 

decreasing silica density. As presented in Figure 5-58,  ∆T1 > ∆T2 > ∆T3 as those values has 

been achieved using silica samples with respectively 0.4, 0.7 and 0.9 g/cm3. The results 

presented above are rather similar regardless of the type of the additive and reinforcement used 

as a result in order to avoid being repetitive only interfacial temperature differences and 

interfacial thermal resistance will be presented in the following sections.  

5.3.4.1 Low density silica and amorphous silica 

Following thermal analysis of the low density silica samples and amorphous silica interface 

the temperature discontinuity was found between reinforcement and each silica sample and 

results are presented in Figure 5-59. 
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Figure 5-59 Temperature difference occurring at the interface between amorphous silica and silica 

samples with varying density. 

As it can be noticed a significantly different discontinuity temperature has been found for low 

density silica samples with different densities. The highest value was measured for the silica 

sample with density of 0.25 g/cm3, while the sample with density of 0.92 g/cm3 experienced 

only half of that value. By incorporating geometrical features and simulation values such as 

sample size or heat flux the values of interfacial thermal resistance has been calculated and 

presented in Figure 5-60. Similarly, as in case of temperature the interfacial thermal resistance 

is decreasing with increasing density of the silica sample used and the relation follows the 

exponential trend with an exponent of -0.12.  

 

Figure 5-60 Interfacial thermal resistance between amorphous silica and silica with varying density. 
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5.3.4.2 Low density silica and epoxy 

Following thermal analysis of the low density silica samples and epoxy interface the 

temperature discontinuity was found between reinforcement and each silica sample and results 

are presented in Figure 5-61. 

 

Figure 5-61 Temperature difference occurring at the interface epoxy and silica with varying density. 

Presented by Figure 5-61 temperature difference follows decreasing trend with increasing 

silica density. Nevertheless, this time only small discrepancies can be noticed between 

interfacial temperature differences of silica with densities below 0.63 g/cm3. With further 

increasing silica density a significant decrease was noticed leading to 625 K difference when 

using silica with density of 0.92 g/cm3. The temperature results can be directly translated into 

interfacial thermal resistance as presented in Figure 5-62. Even though the minor changes are 

present at low silica density values, thermal resistance and silica density are correlated 

following exponential trend with the exponent of -0.115.  
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Figure 5-62 Interfacial thermal resistance between epoxy and silica with varying density. 

5.3.4.3 Low density polyimide and amorphous silica 

Using same thermal analysis as in case of the low density silica samples, polyimide samples 

have also been combined with amorphous silica. Temperature discontinuity was found 

between reinforcement and each sample and results are presented in Figure 5-63. 

 

Figure 5-63 Temperature difference occurring at the interface between amorphous silica and 

polyimide with varying density. 
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relating interfacial thermal resistance and polyimide density follows exponential trend with 

the exponent of -0.29. 

 

Figure 5-64 Interfacial thermal resistance between amorphous silica and polyimide with varying 

density. 

5.3.4.4 Low density polyimide and epoxy 

Again, following thermal analysis of the low density polyimide samples and epoxy interface 

the temperature discontinuity was found and results are presented in Figure 5-65. 

 

Figure 5-65 Temperature difference occurring at the interface between epoxy and polyimide with 

varying density. 
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the results are presented in Figure 5-66. Again, as in the case of all previous combination an 

exponential trend is being fitted into collected data with an exponent of -0.105.  

 

Figure 5-66 Interfacial thermal resistance between epoxy and polyimide with varying density. 

5.3.4.5 Discussion 

Following the presentation of results for each investigated combination the discussion of the 

results and comparative study will be conducted in the following section.  

Firstly, as it can be noticed the interface thermal resistance values calculated in this study 

present extremely small values in a range of 10-8 Km2/W. Even though there has not been an 

interface study conducted for any aerogel type on a molecular level which could be used for 

comparison purposes a broad range of other material types has been investigated and can assist 

in evaluating the accuracy of the results. As a result, Y. Chalopin et al. and E. S. Landry have 

investigated Si/Ge composites and achieved interfacial thermal resistance in a  range of 13×10-

8 Km2/W [420]. Similarly, E. Lampin et al. quantified thermal boundary resistance at silicon-

silica interfaces and achieved values between 1 and 8×10-9 Km2/W [428]. Ong and Pop did the 

same for carbon nanotubes and SiO2 composite resulting in interfacial thermal resistance of 

58×10-8 Km2/W. Other works were used to measure thermal properties of interface of organic 

materials including mainly polymer composites. As a result, Pan et al. tested silicon and 

amorphous polyethylene interface obtaining thermal conductance of 5×10-8 Km2/W at room 

temperature [410]. All mentioned studies proves that the values obtained for low density silica 

and polyimide composites are within expected range and are in a good correlation with the 

literature. In addition, Figure 5-67 has been created combining interfacial thermal resistances 

between all investigated materials. 
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Figure 5-67 Comparison of interfacial thermal resistance between investigated materials. 

By analysing Figure 5-67 it can be noticed that all the interfaces follow the same trend of 

decreasing interfacial thermal resistance with increasing inclusion density. Even without 

visible defects in the vicinity of the contact surfaces, it does create an impedance to thermal 

transport based mainly upon the differences in materials densities and phonon propagation 

speeds [496]. However, in this study a large quantity of pores has been modelled at the 

interfacial region. As a result, with increasing silica or polyimide density a larger number of 

atoms are being in direct contact with the atoms from reinforcement sample resulting in much 

greater energy transfer through lattice vibrations. Effectively by increasing contact area 

between both materials, a higher interfacial thermal conductance is achieved reducing thermal 

resistance at the border.  

Another observation from Figure 5-67 implies that the silica samples present lower interfacial 

thermal resistance than polyimide samples when combined with same reinforcement. 

Especially when comparing the samples combined with amorphous silica a huge discrepancy 

can be noticed. The reason for such behaviour is a similarity of combined materials in case of 
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amorphous silica with large number of pores included within. As a result, when analysing heat 

flow through the interface the only disruption is the density change between both sides of the 

interface, while other chemical and physical factors (such as photon speed or overlap of their 

vibrational density of states) remain the same. Similar values of the interfacial thermal 

resistance have been previously achieved by E. Lampin et al. who have evaluated thermal 

boundary resistance at silicon-silica interfaces to be 8×10-9 Km2/W. The value obtained in their 

study is even smaller than the one presented in this study because of lack of geometrical 
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features (pores) in their samples [428]. When considering the low density samples combined 

with epoxy a value is much more alike, with polyimide still presenting superior thermal 

resistance. In this case two factors should be considered including the geometrical features on 

the interface and thermal conductivity of parent materials. As polyimide samples incorporates 

larger pores in internal structure it might indicate that lesser number of atoms will be in a direct 

contact with the epoxy sample than in case of silica samples. As stated previously lower 

number of atoms in direct contact between both materials reduces energy transfer through 

lattice vibrations. Additionally,  as presented by Zhang et al., the amorphous silica structures 

can improve the energy transport across interfaces [497]. Since, disordered atomic structures 

significantly improves the phonon scatterings in the amorphous system. As a result, phonon 

mean free path is shortened and  the high frequency phonons are decomposes into multiple 

low frequency photons, which improves interfacial thermal transport and lower interfacial 

resistance [497]. It might be concluded that the combination of mentioned factors might be 

responsible for higher interfacial thermal resistance of composites prepared with polyimide 

and epoxy. 

To conclude, it should be highlighted that that the usage of nanoscale for thermal investigation 

carries potential drawbacks such as lack of possibility of geometrical features implementation. 

Currently to limit required computational resources, simulations are carried using mainly flat 

surfaces which represent only small portion of the contact region. Overall many previous 

studies have suggested implementation of obtained results into higher scale models 

(micromechanical models) in order to fully understand the impact of geometry on the energy 

transfer phenomenon [419]. 

5.3.5 Interfacial shear stress 

The interface between combined samples have also been tested mechanically by replicating 

the microbond test allowing to evaluate their interfacial shear strength. To do so, the 

reinforcement sample has been displaced at a steady rate and the resulting force imposed on 

displaced atoms as well as the energy of the whole assembly has been carefully measured over 

the whole time. As a result, the example force versus displacement graph is presented in Figure 

5-68.   
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Figure 5-68 Example force/displacement graph achieved from microbond simulation. Sample used 

was amorphous silica and polyimide sample with density of 0.4 g/cm3. 

As it can be noticed the graph presented in Figure 5-68 closely replicates the graphs obtained 

by an experimental microbond testing with three distinctive regions identified. Firstly, in the 

initial stage of the atom displacement the force ramp can be noticed until the failure of the 

interface occurs. Such behaviour is expected as the relative sliding does not happen at the 

interface between low density material and the reinforcement. At that point, the atoms 

neighbouring with the interface are experiencing elastic deformation until the maximum shear 

force is achieved and relative sliding commence at the interface. Afterwards, a debonding 

process commences during which the force is steadily decreasing as increasing number of 

bonds between the atoms is being broken. Finally, the near zero force values as being obtained 

when complete separation of both materials is achieved. The breakage of the interface between 

both materials has a substantial impact on total energy of the system as indicated by Figure 

5-69. 
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Figure 5-69 Example of total energy behaviour during microbond simulation. Sample used was 

amorphous silica and low density polyimide (0.4 g/cm3). 

Total energy of the ensemble is following similar path to the one presented by the imposed 

force. In the initial stages of the microbond test an increase in the total energy of the system is 

being recorded until the interface failure is achieved. Afterwards, the energy fluctuations are 

being recorded as a result of creation and breakage of bond between displaced atoms. Finally, 

the energy stabilises at a value corresponding to the energy of both materials in their separated 

states. The pull-out energy used for calculation of interfacial shear strength is equal to the 

difference between initial and final total energy of the system.   

5.3.5.1 Low density silica and amorphous silica 

The samples consisting of amorphous silica and low density silica (simulating aerogel) with 

different densities have been subjected to the microbond testing with the amorphous silica 

being displaced at a constant rate. As a result, the series of the force and displacement graphs 

have been created and presented in Figure 5-70. 

 

Figure 5-70 Force versus displacement graph obtained from microbond test of silica samples with 

varying densities [g/cm3]. 

All the simulated samples follow the previously presented trend with force increase until the 

interface failure occurs. Nevertheless, a significant impact of silica density on the force 

behaviour can be noticed. With increasing silica density, a larger force is required for an 

interface failure to happens. The difference is rather substantial as the sample prepared with 

0.2 g/cm3 silica requires only 144 pN to break the interface while when using 0.9 g/cm3 silica 

the same force increases up to 460 pN. Together with increase in the force required to break 

the atom bonds the silica density is also affecting pull-out force as presented in Figure 5-71. 
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Figure 5-71 Pull out energy recorded during the interface breakage between amorphous silica and 

silica samples with varying density. 

As discussed before, the pull-out energy represents the energy of bonds between atoms from 

both materials which has been broken during the atom displacement. Not surprisingly with 

increasing silica density the pull-out energy also increases. The relation between both 

properties follows the power trend with an exponent of 1.16. By incorporating some 

geometrical features of the sample and a pull-out energy an interfacial shear strength between 

both materials has been calculated and presented in Figure 5-72. Due to the face that pull-out 

energy and IFSS are directly related same trend of increasing IFSS with increasing silica 

density can be observed.  

 

Figure 5-72 IFSS of the interface between amorphous silica and silica with varying density. 

5.3.5.2 Low density silica and epoxy 

Following previously described microbond procedure the epoxy atoms have been subjected to 

the uniaxial displacement in the presence of silica samples with varying densities. As a result, 

the force and displacement graphs have been created and presented in Figure 5-73. 
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Figure 5-73 Force versus displacement graph obtained from microbond test of epoxy and silica 

samples with varying densities [g/cm3]. 

The graphs presented in Figure 5-73, clearly indicates that all epoxy and silica samples 

followed the anticipated trend and has experienced elastic deformation until the maximum 

shear force was achieved. Nevertheless, the density of silica sample was a major factor 

affecting the force/displacement behaviour as with increasing density the interfaces presented 

stiffer response to atom movement. As a result, a 17 pN is required to break the interface 

between epoxy and 0.2 g/cm3 silica, while when utilising 0.9 g/cm3 silica required shear force 

increases to 101 pN. The density of silica sample affected not only force required to interface 

failure but also the pull-out energy. Figure 5-74 and Figure 5-75 are presenting respectively 

pull-out energy and interfacial shear strength of epoxy and silica samples. 

 

Figure 5-74 Pull out energy recorded during the interface breakage between epoxy and silica samples 

with varying density. 
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Figure 5-75 IFSS of the interface between amorphous silica and silica samples with varying density. 

Since both properties are directly related, they both follow the same trend and increases with 

increasing density following the power law with an exponent of 0.77. As a result, a significant 

difference in interfacial shear strength can be noticed with an IFSS of 46.5 MPa simulated for 

the lowest density sample while almost 190 MPa for the highest density used. 

5.3.5.3 Low density polyimide and amorphous silica 

When analysing the mechanical properties of low density polyimide and amorphous silica 

interface the atoms of the latter material has been displaced along z-axis and the following 

force and displacement graphs have been created and presented in Figure 5-76. 

 

Figure 5-76 Force versus displacement graph obtained from microbond test of polyimide samples with 

varying densities [g/cm3]. 
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Polyimide and amorphous silica composites follow expected force/displacement trend when 

subjected to atom displacement. The initial force increase followed by an interface failure and 

steady shear force decrease can be easily noticed across samples with all polyimide densities 

used. Nevertheless, the samples incorporating higher density polyimide requires larger shear 

force in order to break the interface and commence atom sliding. As a result, a 33 pN are 

required to break the interface between amorphous silica and 0.2 g/cm3 polyimide, while when 

using 0.9 g/cm3 polyimide required shear force increases to 112 pN. Similar impact of 

polyimide density on pull-out energy can be noticed in Figure 5-77. 

 

Figure 5-77 Pull out energy recorded during the interface breakage between amorphous silica and 

polyimide samples with varying density. 

As presented in Figure 5-77, the pull-out energy increases with increasing polyimide density 

following the power trend with the exponent of 0.76. This behaviour is mainly attributed to 

the higher number of bonds between higher density polyimide and amorphous silica. In order 

to compare mechanical properties of this interface a interfacial shear strength values have been 

calculated and presented in Figure 5-78. Due to the direct correlation between pull-out force 

and IFSS the same power trend is being observed when correlated with density with lowest 

IFSS of 40 MPa obtained for 0.2 g/cm3 polyimide and highest of 186 MPa achieved when 

using 0.9 g/cm3 polyimide sample.  
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Figure 5-78 IFSS of the interface between amorphous silica and polyimide samples with varying 

density. 

5.3.5.4 Low density polyimide and epoxy 

Finally, the epoxy and low density polyimide samples has been also tested using the pull-out 

technique. Corresponding force and displacement graphs have been presented in Figure 5-79. 

 

Figure 5-79 Force versus displacement graph obtained from microbond test of polyimide samples with 

varying densities [g/cm3]. 

Again force-displacement graphs presented in Figure 5-79 presents a behaviour expected from 

the pull-out test with initial force ramp, failure of the interface and finally force decrease until 

reaching full debond. In addition, a significant impact of polyimide density on the force 

behaviour can be noticed, as with increasing polyimide density a larger force is required for 

an interface failure to occurs. Together with increase in the force required to break the atom 

bonds the polyimide density is also affecting pull-out force as presented in Figure 5-80. 
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Figure 5-80 Pull out energy recorded during the interface breakage between epoxy and polyimide 

samples with varying density. 

As indicated by Figure 5-80, the pull-out energy increases with increasing polyimide sample 

density as a result of increasing number of bonds between higher density polyimide and epoxy. 

The relation between both properties follows the power trend with an exponent of 0.53. In 

addition, an interfacial shear strength between both materials has been calculated and 

presented in Figure 5-81 allowing for further comparison of mechanical properties of various 

interfaces. Resulting IFSS values presented a wide range starting with lowest IFSS of 38 MPa 

obtained for 0.2 g/cm3 polyimide and highest of 128 MPa achieved when using 0.9 g/cm3 

polyimide sample. 

 

Figure 5-81 IFSS of the interface between epoxy and polyimide samples with varying density. 
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5.3.5.5 Discussion 

Following the presentation of results for each investigated material combination the discussion 

of obtained results and the comparative study will be conducted in the following section.  

When analysing presented results regarding interface mechanical simulations a huge 

difference between IFSS values for varying densities of silica and polyimide samples can be 

noticed. Especially for the high-density materials the IFSS values can reach as high as 220 

MPa. Nevertheless, such values are not against results previously reported in the literature. 

Numerous studies investigating the interfacial strength of epoxy provided a wide range of IFSS 

values between 75 MPa and 3000 MPa [286, 406, 415, 498, 499]. However, when comparing 

the molecular dynamics results with experimental data presented in previous chapters a poor 

correlation was found. For silica (0.1 g/cm3) and polyimide (0.19 g/cm3) deposited onto the 

glass fibre the IFSS values were respectively 1.3 MPa and 4 MPa. As such the MD results are 

at least one order of magnitude too large with IFSS values of 17 MPa and 40 MPa for 

respectively silica and polyimides with density of 0.2 g/cm3. When using the power trend 

equations for mixture of amorphous silica with silica and polyimide and material density 

values approaching the 0.02 g/cm3 the IFSS values as low as 0.67 MPa for silica and 4.54 MPa 

for polyimide has been identified which might indicate better agreement at low aerogel density 

values. Furthermore, by calculating an interfacial shear strength value (presented in Figure 

5-82) a direct comparison between all four systems can be conducted. 

 

Figure 5-82 Comparison of interfacial shear strength of composites modelled with varying density 

silica and polyimide. 
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behaviour simply comes down to increasing number of bonds created between reinforcement 

and silica or polyimide atoms when higher density material samples have been used. By 

incorporating larger number of atoms in direct contact with reinforcement sample a greater 

number of bonds is created during relaxation process. In return, an increasingly higher shear 

force is required in order to achieve an interface failure and higher pull-out energy is being 

recorded. Nevertheless, especially for high density silica or polyimide samples the IFSS values 

reach rather unphysical values as high as 219 MPa. There are few reasons which should be 

considered when analysing those results. Firstly, the time scale difference is substantial. 

Typical microbond test runs at a constant rate in the time scale of microseconds. On the other 

hand, molecular dynamics simulations are limited to time scales of pico or nano seconds to 

match required computational resources [500, 501]. Secondly issue is the size-effects. Since 

MD simulation can only reproduce a small representative group of atoms of the material a 

simulated volume might fail to capture the internal structure of the material or even its bulk 

behaviour. To reduce this issue, the periodic boundaries are being introduced, replicating 

simulated volume across all boundaries. Nevertheless, by incorporating this solution a true 

effect of the surrounding media is being removed. Especially for the pull-out simulations 

incorporating fibrous materials a numerous geometrical feature is missing including curvature 

of the fibre surface or even fibre roughness resulting in overestimated results [500]. Finally, 

the molecular dynamics simulations capture idealistic image of the material without any pre-

existing defects or dislocations. As the crack creation and propagation is one of the most 

common reasons for material failure, its lack in molecular dynamics simulations significantly 

improves simulated mechanical properties [500, 501]. Especially this phenomenon is scaling 

substantially with increasing density of silica or polyimide samples, as by reducing the number 

of pores within the sample, more homogeneous and stronger material is being tested. 

Finally, when comparing both low density materials used in this study overall polyimide is 

reporting lower interfacial shear strength values than silica counterpart (especially at high 

density values). Similarly, as in previously discussed interface features there are chemical or 

physical parameters of materials responsible for such behaviour. Firstly, it is the simulated 

internal structure of both materials. In silica samples the presence of many small pores results 

in unobstructed atom movement in the initial deformation period regardless of strong atomic 

interactions (more ductile behaviour). On the other hand, polyimide atoms are more clustered 

due to larger pores present in the structure. As a result, the interactions become much stiffer 

effectively restricting atom movement and causing earlier interface failure. Additionally, as 

low density polyimide incorporates larger pores it might indicate that lesser number of atoms 

will be in a direct contact with the reinforcement sample than in case of low density silica. As 
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stated previously lower number of atoms in direct contact between both materials reduces 

number of bonds created and thus the IFSS value. With decreasing silica or polyimide density, 

all mentioned reasons become less important as further expansion of samples results in 

creation of large pores in silica structure as well. Second reason for lower polyimides’ IFSS 

lies in the interactions between atoms. In case of SA/GF composite the potential used 

recognised both materials as an amorphous silica with large number of pores included within. 

As a result, strong covalent bonds are simulated across the interface and contribute to the high 

IFSS values. Since strength of such bonds strongly depends on distance between the atoms, 

the decrease in material density significantly reduces IFSS values resulting in the lowest IFSS 

value when using silica or polyimide sample below 0.2 g/cm3 [16, 351, 502]. Epoxy/silica and 

amorphous silica/ polyimide composites are both an example of polymer-silica interaction. As 

shown in previous studies such interfaces are connected via weak interaction such as: 

hydrogen bonds, non-bonded van der Waals, and columbic interactions. Even though those 

bonds are weaker than covalent bonds, they act on a longer distance and provide higher IFSS 

values at low silica or polyimide density than covalent bonds [406, 503]. Epoxy/polyimide 

composite is the only example of polymer-polymer interface and similar interactions as in case 

polymer-silica interface are responsible for their bonding [504]. Nevertheless, comparison 

study between works presented by Clark et al. who characterised wide range of polymer-

polymer interface and Stoffels et al., who focused on silica-epoxy interface reveals significant 

discrepancies in terms of work adhesion [406, 504]. For simple SiO2/epoxy interface the total 

work of adhesion was found to be 207.85 mJm-2, while wide range of polymer interface 

investigated by Clark resulted in significantly lower total work of adhesion between 40 and 

117 mJm-2 [406, 504]. It should be highlighted that Clark et al., was investigating mainly 

hydrocarbon polymers including polypropylene and polyethylenepropylene, however by 

analysing Figure 5-82 one might assume the interaction between epoxy and polyimide might 

yield similar work of adhesion energy and results in significantly lower IFSS values than other 

investigated interfaces. Finally, it needs to be highlighted, that such mechanical results are in 

good agreement with previously reported interfacial thermal resistance results as it is widely 

accepted that mechanically weaker interfaces present higher thermal resistance values.  

5.4 Summary 

In this chapter a nanoscale simulation of thermal and mechanical properties of low density 

silica and polyimide using Large-scale Atomic/Molecular Massively Parallel Simulator has 

been conducted.  



251 

 

Following the sample validation, a range of low density silica and polyimide samples with 

varying densities were created and a correlation between density and thermal, tensile, and 

compressive properties has been derived. In terms of thermal conductivity, low density silica 

has proved to have better insulating properties than polyimide counterpart. The internal 

structure of both materials has been identified as main reason for such behaviour with closely 

interlinked polyimide molecules maintaining the energy transfer path through the sample. 

Overall, achieved results have proven to be in a close correlation with values achieved from 

previous studies and experimental tests. This investigation also allowed for the detailed 

assessment of interatomic potentials used for simulation of silica aerogels proving the 

superiority of Vashishta potential under tested conditions. When simulating the tensile and 

compressive properties of both materials a good correlation between simulated and 

experimental results has been identified for low density silica. On the other hand, a significant 

discrepancy can be noticed for low density polyimide samples for which especially modulus 

values were a few orders higher than data presented in experimental studies. Such 

discrepancies were mainly caused by too small, simulated volume of polyimide used. By 

trying to match computational resources the samples failed to precisely replicate the internal 

structure of low density polyimide resulting in overestimating its modulus.  

Furthermore, the silica and polyimide samples have been combined with amorphous silica and 

epoxy resin. Such combinations allowed nanoscale simulations to focus on quantifying the 

thermal and mechanical properties of interfaces between low density materials and mentioned 

reinforcement systems. As a result, for the first time the effect of silica and polyimide density 

upon both interfacial thermal resistance and interfacial shear strength was calculated. 

When imposing the heat flux through the simulated interfaces an extremely small values of 

interfacial thermal resistance (in a range of 10-8 Km2/W) have been achieved. Nevertheless, 

obtained values were still within expected range and were in a good correlation with the values 

obtained from literature. In addition, all the interfaces have followed similar trend with 

decreasing thermal interfacial resistance with increasing silica or polyimide density. Such 

behaviour was associated, with increasing number of atoms being in direct contact with the 

atoms of reinforcement sample when denser samples were utilised. This effectively allowed 

for a greater energy transfer through lattice vibrations and reducing thermal resistance at the 

border. The investigation has also suggested that the low density silica samples present lower 

interfacial thermal resistance than polyimide samples when combined with same 

reinforcement. Finally, it was highlighted that that the usage of nanoscale for thermal 
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investigation carries potential drawbacks such as lack of possibility of geometrical features 

implementation. 

The interfacial mechanical properties of created interfaces have been simulated by shearing 

two parallel surfaces of different materials. The comparison of results reported in this study 

presented a good fit with previously reported molecular dynamics studies, however they were 

an order of magnitude larger than experimental values presented in Chapter 4. It was found 

that all four interfaces follow the same trend of decreasing IFSS values with decreasing silica 

or polyimide density mainly due to the decreasing number of bonds created between 

reinforcement and silica or polyimide samples when lower density samples have been used. 

Nevertheless, there was a significant discrepancy in IFSS values of various interfaces with 

silica-silica interface providing highest IFSS values when high density materials were used. 

The polymer-silica interface was predicted to be stronger at low density value while, the 

polymer-polymer interface provided lowest value across almost whole density range. 

Resulting IFSS discrepancies have been attributed to the interface type and associated 

interactions strength and length. 

Following the simulation of various thermal, mechanical and interfacial properties of silica 

and polyimide samples, the MD has proven to be much more suitable for the analysis of 

materials’ thermal behaviour. When able to properly replicate the internal structure and 

composition of the material the molecular dynamics studies predicted the thermal conductivity 

values similar to the experimental ones. Similarly, the interfacial thermal resistance 

predictions were also in the range expected by the current state of knowledge. However, the 

method still yields certain limitations and quite often the molecular dynamics simulations fail 

to capture the dimensional features (for example fibre curvature) due to the large quantity of 

computational resources required to replicate such shapes. On the other hand, the molecular 

dynamic simulations are unable to correctly model the mechanical response of the materials 

and their interfaces. As a result, the predicted tensile and compressive properties were couple 

of magnitudes higher than the experimental results. This can be associated with the 

dimensional and time scale mismatch resulting in significantly quicker atom displacement 

during simulations than during the experimental measurement. Secondly issue is the size-

effects. Since MD simulation can only reproduce a small representative group of atoms of the 

material a simulated volume might fail to capture the internal structure of the material or even 

its bulk behaviour. Finally, the molecular dynamics simulations capture idealistic image of the 

material without any pre-existing defects or dislocations. As such to use the molecular 

dynamics studies in the future, there is a need for more detailed coupling mechanisms to 
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connect the nanoscale mechanical behaviour with the macroscale properties. Overall, the MD 

simulations require further expansion of the database of atomistic potentials enabling 

simulation of wider range of materials and lowering the computational resources needed. 

However, following the study in this thesis it can be concluded that in the current form the 

molecular dynamics is still a developing tool and cannot be easily implemented in the material 

analysis.   
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6 Microscale analysis of polymer-based particulate composites 

Microscale modelling of epoxy composites filled with low density silica and polyimide 

particles is conducted via the finite element analysis (FEA) in this chapter. The model can 

generate spherical particles randomly inside the resin cube in order to mimic the internal 

structure of the materials. The incorporation of thermal and mechanical properties, obtained 

from the molecular dynamics, of both low density silica and polyimide allowed for the 

investigation of the energy and load transfer mechanisms inside particulate composites. Model 

verification and validation revealed good accuracy when predicting thermal conductivity of 

the composites and a compressive modulus. As a result, further studies are conducted to 

investigate the effects of particle size and silica and polyimide density on thermal and 

mechanical properties of composites.   

6.1 Literature review 

In this section, the most common models predicting particle-filled composites properties are 

presented. The main focus is on thermal and mechanical properties, including thermal 

conductivity, elastic modulus and strength. Additionally, the overview of FEA models used 

for micromechanical simulation of particulate composites is included to provide a basis for 

further FEA of aerogel filled polymers. 

6.1.1 Constitutive modelling 

In order to predict the properties of particulate composite materials, a number of constitutive 

models have been established in the literature. In most cases, they combine the properties of 

constituent materials to derive an ‘averaged’ physical property of composite materials. In 

general, these models are relatively simple and do not require considerable computational 

power. However, they rarely incorporate interface properties between constituent materials or 

geometrical features of dispersed materials (e.g. fillers). This may significantly decrease the 

uncertainty of predicted values. In this chapter, the most popular constitutive models for 

thermal and mechanical properties of particulate composites are presented. 

6.1.1.1 Thermal properties 

The currently available models for calculating the thermal conductivity of two-component 

systems are typically best suited for high thermal conductivity filler particles and low volume 

fractions. Despite this, an attempt was made to compare experimental data with six theoretical 

and empirical models. Firstly, the parallel (Eq.49)  and series (Eq.50)  model was utilised in 

order to obtain upper and lower boundaries of thermal conductivity of two-component systems 

(𝜆𝑐) [93, 242].  
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 𝜆𝑐 = 𝑣 ∗ 𝜆𝑓 + (1 − 𝑣) ∗ 𝜆𝑚 Eq. 60 

 
𝜆𝑐 =

1

𝑣
𝜆𝑓

+
(1 − 𝑣)

𝜆𝑚

 Eq. 61 

where v stands for the volume fraction of silica aerogel particles, and 𝜆𝑚𝑎𝑛𝑑 𝜆𝑓 are thermal 

conductivities of matrix and aerogel fillers, respectively. Additionally, the geometric mean 

model was also used to calculate thermal conductivity using the equation below [505]: 

 log (𝜆𝑐) = 𝑣 ∗ log (𝜆𝑓) + (1 − 𝑣) ∗ log (𝜆𝑚) Eq. 62 

Furthermore, the Maxwell model derived from the Laplace equation for randomly distributed 

and homogeneous spheres was used [506]: 

 𝜆𝑐 = 𝜆𝑚 ∗
𝜆𝑓 + 2𝜆𝑚 + 2𝑣(𝜆𝑓 − 𝜆𝑚)

𝜆𝑓 + 2𝜆𝑚 − 𝑣(𝜆𝑓 − 𝜆𝑚)
 Eq. 63 

Next, the empirical model by Agari and Uno was introduced, incorporating both parallel and 

series models with additional constants determined experimentally [241]: 

 log (𝜆𝑐) = 𝑣𝐶2log (𝜆𝑓) + (1 − 𝑣) ∗ log (𝐶1𝜆𝑚) Eq. 64 

where, C1 is the coefficient of the effect on crystallinity and crystal size of a polymer and C2 

is a factor of ease in forming conductive chains of particles. Both values have been calculated 

by Agari and Uno based on gathered experimental data. In case of systems investigated in this 

study the values used were C1 = 1.0638 and C2 = 1.0017.  

Finally, a Nielsen model was used as it incorporates the shape of particles as well as their 

orientation and packing type within composite [507]: 

 𝜆𝑐 = 𝜆𝑚
1+𝐴𝛽𝑣

1−𝐴𝜔𝑣
  for 𝛽 =

𝜆𝑓

𝜆𝑚
−1

𝜆𝑓

𝜆𝑚
+𝐴

  and 𝜔 = 1 +
1−𝜆𝑚

𝑣𝑚
2 𝑣  

In our case, the randomly orientated spherical particles resulted in A = 1.5 and 𝑣𝑚 = 00637. In 

order to compare mentioned models, thermal conductivities for epoxy and silica aerogel 

composite (silica density of 75 kg/m3) were calculated and presented in Figure 6-1. 
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Figure 6-1 Thermal conductivity values obtained through various constitutive models in the literature. 

Values obtained for epoxy and silica aerogel (aerogel density of 75 kg/m3) composite. 

Figure 6-1 demonstrates that the series model provides the lowest results out of all investigated 

models, with the parallel model providing the highest values. Both models can be used to 

provide an upper and lower boundary value for the thermal conductivity of particulate 

composites. The remaining models seem to provide quite close values, especially in low 

particle weight fractions. Such behaviour can be explained by the fact that the Maxwell and 

parallel models do not include the interface between particle and the matrix in any form. Other 

models incorporate interface details to some extent as they incorporate coefficients based or 

calculated from the experimental data. Additionally, with the increase in the number of 

particles a higher interface area between epoxy and filler particles is achieved. This in return, 

enlarges the corresponding model error and reveals the superiority of models incorporating 

interface features. 

6.1.1.2 Mechanical properties 

The addition of particle fillers significantly affects the internal structure of matrix material and 

alters its load yielding capabilities as shown in Chapter 3.  Three effects of filler addition on 

the parenting material has been seen: 

• Beneficial – strengthening effect by creating an interpenetrating network [67].  

• Neutral –no impact on matrix material [508]. 

• Detrimental – reducing the load-bearing area of the matrix material by acting closely 

as voids [509].  
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In order to predict the properties of the resulting composite material, various analytical 

approaches have been derived, with most of the models focusing on elastic modulus. The first 

model is often attributed to Einstein and relates the elastic modulus of composite material to 

elastic modulus of matrix material and volume fraction of particles inside [510]: 

 𝐸𝑐 = 𝐸𝑚(1 + 2.5𝜃𝑉𝑝) Eq. 65 

where Ec and Em are elastic moduli of respectively composite and matrix material and Vp is a 

volume fraction of particles used. 𝜃 represents sensitivity factor and quite often is equal to 1. 

This model is designed only for low filler content and was proven unsatisfactory for filler 

content above 20 vol%. An alteration of this model has also been derived by including a 

volume fraction squared term, which accounts for the interactions between the grains of filler 

material [511].  

 𝐸𝑐 = 𝐸𝑚(1 + 2.5𝜃𝑉𝑝 + 14.1𝑉𝑝
2) Eq. 66 

Nevertheless, both models do not incorporate any filler properties and purely focus on its 

relative quantity in the material.  

A completely different approach had to be used for particulate composites with high filler 

content, resulting in two main models, isostrain and isostress. In the isostrain model, it is 

assumed that both phases of the composites carry the same strain, however, with varying stress 

due to varying stiffness in dissimilar materials in particulate composites. The opposite view is 

presented by the isostress model, which implies the same stress but varying strain for the same 

reason. The simplest examples of the isostrain model include a rule of mixture [78, 512]: 

 𝐸𝑐 = ∑ 𝑉𝑖𝐸𝑖 Eq. 67 

where Vi and Ei represent the volume fraction and Young's modulus of material phase i, 

respectively. On the other hand, the inverse rule of mixtures belongs to the isostress models 

[78, 512]: 

 
1

𝐸𝑐
= ∑

𝑉𝑖

𝐸𝑖
 Eq. 68 

Both models provide an extremely high and low value of elastic modulus of for particle filled 

composites, with the actual value falling in between them. In addition, multiple models have 

been created to account for the impact of porosity inside the composite on the elastic modulus. 

De to the fact that aerogel particles are extremely highly porous such models could still provide 

a good approximation of elastic modulus of for aerogel particle filled composites. Among all 

of them, the power law is the simplest one [67]: 
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 𝐸𝑐 = 𝐸𝑚𝑓𝑌 Eq. 69 

where Em is an elastic modulus of the matrix material, f is a fractional density of composite 

material, and Y is an empirical exponent usually in the range between 3 and 4 obtained by 

fitting to experimental data. In this study a value of 3 has been selected for Y coefficient as it 

provided the most accurate fit with the previously obtained experimental data. Other models 

have been also developed and are based on fitting to experimental data obtained from various 

closed pore composites  [513]: 

 𝐸𝑐 = 𝐸𝑚𝑒−𝐵(1−𝑓) Eq. 70 

In this case, B is a material property of how sensitive to porosity the material is and the value 

is obtained by fitting to experimental data. 

Figure 6-2 was created to compare the above models, presenting the elastic modulus of the 

composite comprising of epoxy and silica (silica density of 75 kg/m3). The modulus values for 

low density silica have been previously measured by Aloui et al. [351]. As expected, the rule 

of mixture and inverse rule of mixture provides respectively upper and lower boundaries for 

particulate composites elastic modulus values. The remaining models do fit in between them. 

However, it should be highlighted that to utilise those models; multiple factors have to be 

calculated or derived from experimental results to obtain accurate results.   

 

Figure 6-2  Comparison of elastic modulus obtained through various analytical models. Values 

calculated for epoxy and silica (silica density of 75 kg/m3) composite. The pure epoxy modulus values 

have been obtained through compressive testing in the Chapter 3.  
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Strength is another mechanical property often calculated in the case of particulate composites. 

The first model used for strength prediction is called particulate composite strength models 

[510, 514]: 

 𝜎𝑐 = 𝜎𝑚(1 − 1.21𝑉𝑝

2
3)𝜒 Eq. 71 

where 𝜎𝑐 and 𝜎𝑚 are respectively strength of composite and matrix material, while Vp is the 

volume fraction of particles and 𝜒 is an interface cohesion term (varies between 0.2 and 1). As 

in many previously presented models, the particulate composite strength model does not 

incorporate the properties of second phase material but only its' quantity. Similarly, as in the 

elastic modulus, the power-law can predict the strength of composite material with pores inside 

[67]. 

 𝜎𝑐 = 𝜎𝑚𝑘𝑓𝑝 Eq. 72 

where k is a stress concentration factor depending on the particle shape and manufacturing 

conditions, and p is an exponent, which accounts for high-stress concentration effects at the 

pores. Usually, such exponent falls in values between 3 and 6, with higher values indicating 

cracks bridging between pores. Finally, the last model is used to relate the composites strength 

and fractional density of the composite [513]. 

 𝜎𝑐 = 𝜎𝑚𝑒−𝑎(1−𝑓) Eq. 73 

where a is a sensitivity factor (value around 6) and f is representing fractional density of the 

composite. Again, to compare the models, Figure 6-3 was created, presenting the strength of 

the composite comprising epoxy and silica (density of 75 kg/m3).  

 

Figure 6-3 Comparison of strength obtained through various calculation models for epoxy and silica 

(density of 75 kg/m3) composite. 
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By analysing Figure 6-3, it can be noticed that the particulate composite strength model 

provides the highest strength values and can be used to predict the upper bound of the 

composite strength. The power law and fractional density models predict lower strength values 

of the composites, however similar to the case of elastic modulus models, they also incorporate 

a significant number of variables that require to be derived from theoretical calculations or 

experimental measurements, thus significantly reducing the flexibility of their use [67].  

Overall, when comparing the calculation models for thermal and mechanical properties, the 

models used to predict thermal properties are more flexible and require fewer input values. 

They incorporate the properties of a second-phase material and are only dependent on the 

particle loading and less on their shape or other geometrical properties. On the other hand, the 

models predicting mechanical properties often do not incorporate second-phase material 

properties and require a significant quantity of additional experimental or theoretical 

parameters to accurately predict the resulting mechanical properties of the composites. 

6.1.2 FEA method 

FEA has also been used to predict the properties of particle-filled composites on the 

microscale. It provides a particular advantage over previously described models as it allows to 

incorporate a geometrical feature of particulate composites such as particle size, shape or filler 

content. By incorporating the properties of constituent materials, the FEA user can derive a 

singular value of the investigated properties and look into the process of load or heat transfer 

through the composite structure. The following literature overview will present an overview 

of previous FEA work regarding various particulate filled composites and how they were used 

to predict thermal and mechanical properties of such materials. 

6.1.2.1 Thermal properties 

The FEA can evaluate the impact of particle additives on the thermal properties and have a 

control of particle geometrical or physical features for an iterative study. Among the current 

FEA investigations, thermal conductivity seems to be the most important parameter for 

material design and analysis. 

Firstly, to investigate material thermal conductivity, the appropriate geometrical model of the 

material must be created. There have been multiple approaches to perform it, the simplest one 

including random distribution of the spherical inclusions inside the rectangular region. Such a 

method was used by Ramani et al., Moghaddam et al., Nayak et al., or Sanada et al. [515-518]. 

In order to increase the flexibility of the models, Chen et al., Park et al., and Yang et al. have 

altered the method slightly and focused on incorporating irregularly shaped particles into the 
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investigated matrix [519-521]. Finally, other authors have modelled the particles and 

incorporated the thin interface region around the particle inclusion. By altering the properties 

of the interfacial regions, the authors could achieve more accurate thermal conductivity results 

and capture better heat flux pattern. Examples of such work include studies carried out by Qian 

et al. and Porfiri et al. [214, 522]. Once the computational model is realised, the heat flux 

across the model must be induced to obtain the thermal conductivity values. The most popular 

method to achieve it is the modelling of isothermal boundary conditions for the top and bottom 

surface of the cubic model while insulating the remaining sides of the cube. Such boundary 

conditions allow to measure the heat flux across the sample only in one direction and comply 

with Fourier’s law in 1D. Such an approach was used by all previously mentioned FEA 

investigations [515, 516, 519, 520, 523].  

Ramani et al. used the FEA to investigate thermal properties of polymeric composites [515] 

and was able to measure the impact of multiple particle features (e.g. particle geometry)on the 

matrix thermal conductivity. Also included in that study is the microstructure of the composite, 

particle shape, filler aspect ratio, and interfacial thermal resistance between the matrix and the 

filler. The authors claim that their work provides a kind of design tool to select appropriate 

combinations of particles and matrix to fit the different needs [515]. Similar work has been 

performed by Moghaddam et al., who have also modelled the thermal conductivity of particle 

modified polymers [516]. By explicitly modelling the combination of the PEEK matrix and 

Ag particles, the authors provided a stochastic FEA framework. In addition, by comparing 

modelling and experimental results, a close correlation was achieved, assuring FAE suitability 

in particular composite modelling [516]. Nayak et al., who focused on specifically pine wood 

dust (PWD) and epoxy composites [26], have used a similar mixture of experimental and 

modelling techniques. They successfully lower the thermal conductivity of epoxy resin by 

almost 60% by the addition of 36 vol% of PWD. Additionally, the simulation results have 

been compared with both experimental results and other thermal conductivity prediction 

techniques.  The results indicated the superiority of FEA, which provided a much closer match 

with experimental data [517]. Similar investigations have also been conducted for non-

polymer-based composites, with Qian et al. looking into PPS/CaCO3 and SiCpAl composites, 

Porfiri et al. investigating synthetic foams, and Yang et al. analysing diamond/aluminium 

composites [520, 522-525]. 

6.1.2.2 Mechanical properties 

The FEA has also been used to investigate the mechanical properties of the particulate 

composites and focused on such material properties as elastic modulus, strength or hardness. 
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The material modelling approach is almost identical, as is the case of previously described 

thermal investigations. However, to replicate the real-life experimental methods quite often, 

the sample shape according to the ISO or ASTM standards is modelled. In addition, across the 

FEA material mechanical investigations, a greater agreement regarding testing procedures has 

been achieved than in case of thermal measurements. As a result, for both the tensile and 

compression testing, one of the sample surfaces is being constrained (fixed) while the opposite 

face is subjected to displacement or external force in the direction according to the testing 

procedure. The resulting material response allows for a calculation of material mechanical 

properties and provides insight into the load bearing behaviour of the material.  

Ghassemieh et al. developed a model to predict the mechanical properties of polymer-based 

composites [526]. The authors investigated various constraints and displacements modes in 

order to select the most suitable approach. The resulting micro-mechanical model presented a 

close agreement with experimental results and can be used to investigate stress distribution 

inside the particle-filled composite. Nevertheless, the authors highlighted that the presence of 

flaws or impurities within the composite structure or the interface region was ignored [526]. 

Another study was carried by Tsui et al., who investigated the effects of interphase-coated 

glass beads onto Young's modulus, maximum stress concentration factor and stress 

distribution of polycarbonate composites [527]. The results were in good agreement with 

experimental results. In addition, this study revealed the importance of modelling the 

interfacial region. By altering the filler content and the stiffness, thickness, and Poisson's ratio 

of the interphase, the authors were able to reduce the material stress concentration [527]. 

Similar work has been conducted by Sun et al., who modelled the BISGMA/TEGDMA 

composites reinforced with E-glass particles [528]. In addition to the FEA, authors also 

incorporated other mathematical models such as Hashin or Mori-Tanaka models for 

comparison purposes. The study revealed that the addition of E-glass particles improves the 

mechanical properties of investigated composites. However, the FEA model provided superior 

results, especially for the high loading scenarios [528]. The same particle filler has also been 

investigated by Guild et al., who simulated the E-glass particles and epoxy composites [529]. 

However, this work focused on the fracture behaviour of particulate composites, and the 

comparison between predictions and experimental measurements has been used to validate the 

model. Furthermore, the study investigated the stress distributions inside the microstructure of 

the material, allowing for a better understanding of their fracture behaviour [529]. Several 

other works have been devoted to the FEA analysis of polymer matric particulate composites 

[207, 210, 217, 218, 221, 508, 516, 528, 530-535].  
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In addition, a significant number of FEA has also been conducted to understand the impact of 

particles onto metal or ceramics-based composites. Sozhamannan et al. developed a model to 

predict the mechanical properties of metal matrix composites [536]. Other studies include the 

hardness investigation of the Ag-Ni composites conducted by Kim, the measurement of 

mechanical properties of glass-filled aluminium by Agarwal et al., and SiC and aluminium 

mixtures by Chen et al. [521, 537, 538]. Finally, Prabu et al. has used an FEA to describe the 

impact of particle clusters on mechanical properties of metal matrix composites [539, 540].  

6.1.3 Conclusion of literature review 

Multiple models predict both mechanical and thermal properties of particulate filled 

composites based on the constituents' properties. The property models require low number of 

input values and computational resources. Especially for the thermal properties, such models 

incorporate the properties of both phase materials. However, they are only dependent on the 

particle loading and not on their shape or other geometrical properties. Additionally, property 

models focusing on material mechanical response often omit the properties of second phase 

material and require a significant quantity of additional experimental or theoretical parameters 

to predict the resulting composites' mechanical properties. 

Finite element analysis models have also been used in the prediction of the properties of 

particulate filled composites. Opposite to parameter models, they incorporate both geometrical 

and physical features of the additives and, on many occasions, have been proven to provide a 

close match with experimental results. FEA models also allow for incorporation of the 

interface properties resulting in even higher prediction accuracy. Overall, such models can be 

used to understand the load-bearing behaviour of the material and perform an iterative study 

to find the most desirable material mixture. 

6.2 Modelling 

In this section, the simulation techniques used to model the behaviour of particle-filled 

polymers will be described. It commences with thermal and mechanical properties of 

constituent materials, followed by an explanation of the geometry generating model. 

Furthermore, this section will present the meshing technique and the setups used for thermal 

and compressive investigation of particle filled polymers.  

6.2.1 Materials and geometry  

This study is specifically focusing on investigating the impact of low density silica and 

polyimide particles on epoxy resin. In the case of epoxy resin, the properties of IN2 Epoxy 
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Infusion Resin manufactured by Easy Composites were obtained from the manufacturer 

website and ANSYS repositories and are presented in Table 6-1.  

Table 6-1 Property of epoxy resin used in the current model. 

Property Value 

Density [kg/m3] 1160 

Young’s Modulus [GPa] 3.15 

Poisson’s ratio 0.35 

Bulk Modulus [GPa] 3.5 

Shear modulus [GPa] 1.66 

Tensile yield strength [MPa] 54.6 

Compressive yield strength [MPa] 95.14 

Thermal conductivity [W/mK] 0.19 

Both polyimide and silica properties as a function of their density have been investigated via 

Molecular Dynamics in the previous chapter. As a result, a new material entry has been created 

in the ANSYS material library for each investigated material density. Those entries related the 

density of the silica or polyimide with thermal conductivity and compressive properties of the 

bulk material. Afterwards, during material modelling those library inputs have been used to 

describe the mAaterial composition of modelled filler particles. Only the polyimide 

compressive modulus values have been scaled down due to the molecular dynamics study 

providing unphysical modulus values. As a result, the relationship between modulus and 

density was maintained, but the values were adjusted to fit the solid polyimide modulus values 

presented in the work by Rubehn [541]. On the other hand, the interfacial properties have been 

directly implemented into the model by defining the contact region between the particles and 

the matrix. In case of thermal conductivity simulations, the bonded contact with pure penalty 

formulation and manually specified interface thermal conductance values from MD 

simulations have been used. Similarly, for compressive modelling the bonded contact region 

has been used.  

The method of material samples generation has been previously established by Webley [542]. 

It was achieved using iterative MATLAB codes that initially generated the simulation volume 

filled with particles with a defined radius located in the random initial position. Afterwards, 

the distance between the particle edge and each side of the bounding region was measured to 

ensure that the particle was not in contact with model surfaces. If no contact has been detected, 

the model then inspected the distance between the newly generated particle and all previously 

generated particles to ensure no particle overlapping. When both conditions were approved, 
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the particle was saved, and the loop added another particle until reaching (or exceeding) the 

requested volume ratio when the ANSYS script was generated. In order to visually represent 

created geometry, the MATLAB code generated the scatter plot with all generated particles, 

as presented in Figure 6-4.  

 

Figure 6-4 Left: Location of 100 µm particles in a 1 wt% composite. The x, y and z axes of the 3D 

scatter plot represents the external boundaries of generated composite model.  

Right: Particle filled composite sample of epoxy filled with 2 wt% of 100 µm particles simulated with 

ANSYS Design Modeller. 

Afterwards, the MATLAB generated script was imported into ANSYS Design Modeller, 

which created a 3D representation of the particulate composite. It was achieved by drawing a 

circle in the centre of the particle and revolving them to generate a complete sphere. This, 

combined with a "slice material" operation, generated a cube of matrix material with spherical 

inclusions, which can be treated as hollow or solid particles depending on the assigned 

properties. The example of generated sample is presented in Figure 6-4. The size of particles 

is not uniform, as the normal distribution of particle diameter was used centring around a pre-

determined value. Such an approach has been introduced to facilitate model generation and 

produce more realistic models. Without introducing such an approach, higher volume fractions 

using larger particles would be unattainable. Even though this solution carries significant 

advantages, it also presents certain issues. Since the smaller diameter particles are easier to be 

incorporated into high particle content composites (by the MATLAB code), the normal 

distribution can also lead to bias in the particle distribution towards smaller diameters. As a 

result, the careful investigation of generated model is required to ensure that the acceptable 

balance between volume fraction and particle size range is obtained. 
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6.2.2 Meshing 

The model meshing was accomplished using the Ansys inbuild meshing system. By utilising 

the tetrahedron method, it was possible to perfectly capture the spherical shape of particles, as 

presented in Figure 6-5. The remaining meshing settings include adaptive size function, 

medium relevance centre, slow transition, medium span angle centre and default defeature 

size. Additionally, a body sizing method with a 25% smaller element size was applied to the 

particles to ensure their shape was appropriately captured. It was found that inappropriate 

particle meshing can significantly affect the size of the contact regions between particles and 

epoxy resin. The number of elements increased with increasing the number of the particles 

and varied between 50,000 and 600,000 elements. 

 

Figure 6-5 3D meshed particles with the surrounding epoxy resin hidden. 

6.2.3 Testing setup 

Following the sample generation and meshing, the samples were subjected to thermal and 

mechanical testing to calculate thermal conductivity and compressive properties.  

6.2.3.1 Thermal Testing 

Thermal analysis has been conducted using Transient Thermal analysis. In order to induce the 

heat flow through the samples, two opposing surfaces have been selected (left and right), and 

the heat flow of 1e-3 W was entering the sample through one of them and leaving through the 

other one as presented by blue arrows in Figure 6-6. The remaining surfaces of the rectangular 

sample have been modelled to be adiabatic surface with no heat transfer through them (grey 

surfaces). Furthermore, all the contact regions were assigned the interface thermal 

conductivity according to the results from the molecular dynamics study. Following the heat 
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flow application, the temperature of left and right surfaces has been measured by averaging 

the values across the surface nodes and further used to calculate the thermal conductivity. In 

addition to the thermal conductivity values, the heat flux through the model was captured as 

presented to investigate the heat transfer ability of the material further.   

 

Figure 6-6 Schematical representation of thermal analysis performed in this study. 

6.2.3.2 Mechanical Testing 

Compression testing simulations have been conducted using Static Structural analysis. As 

presented in Figure 6-7, the material's top surface (blue) has been subjected to the displacement 

boundary conditions while the bottom surface (grey) is fixed, preventing it from any 

movement. The displacement of 1e-6 m was selected, allowing to measure material's 

compressive properties within the elastic region. In addition, the contact region between 

particles and epoxy matrix was set to bonded. A reactive force was recorded following the 

displacement, allowing to calculate the composite's strength and elastic modulus. In addition, 

the stress and strain distributions have also been captured, allowing for a better understanding 

of particle impact upon epoxy resin. 

 

Figure 6-7 Schematical representation of mechanical analysis performed in this study. 
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6.3 Results 

This section focuses on the impact of particles size and density on the thermal and compressive 

properties of epoxy resin. Before the model is incorporated into such a study, validation and 

verification will be conducted to confirm model accuracy.  

6.3.1 Model validation and verification 

Model validation and verification are essential steps to confirm whether the created model 

accurately represents the investigated situation. As a result, this section will commence with 

mesh analysis later, followed by comparing simulated results with property models and 

experimental results from previous chapters. The following validation will be conducted for 

the composites comprising of 100 µm silica particles and epoxy resin due to model efficiency.  

6.3.1.1 Mesh analysis 

The mesh analysis is crucial in finding out to extent the measured property depends on the 

mesh quality. As a result, it is possible to determine the lowest number of elements required 

to obtain stable results by conducting such an analysis. As a result, by running the same 

simulation with varying meshing parameters, the simulation accuracy can be significantly 

increased, and the required computation time can be reduced. Figure 6-8 was plotted in order 

to discover the dependency of thermal conductivity on mesh quality. The varying element 

number was achieved by adjusting the relevance factor.  

 

Figure 6-8 Thermal conductivity and element quality of 1 wt% 100 µm silica and epoxy composite as 

a function of element number. 

By analysing Figure 6-8, it can be discovered that thermal conductivity significantly decreases 
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stabilise. This behaviour is strictly correlated with the fact that the mesh model could not 

correctly represent the spherical shape of particles at low element numbers. As a result of the 

particle deformation, a varying contact area between particle and epoxy was modelled, 

resulting in a significantly altered heat flux. Nevertheless, after reaching 150,000 elements, 

the results stabilise, and a further increase in mesh accuracy yields no results upon composite 

thermal properties. The elements' quality factor also supports such conclusions and as shown 

in Figure 6-8, it drastically increases with increasing element number. However similarly to 

thermal conductivity, it stabilises at around 150,000 elements with no significant improvement 

afterwards.  

A similar analysis has also been conducted for compressive testing. In this case, an elastic 

modulus has been selected as material property which dependency on mesh quality was 

analysed and presented in Figure 6-9.  

 

Figure 6-9 Elastic modulus and element quality of 1 wt% 100 µm silica and epoxy composite as a 

function of element number. 

Figure 6-9 presents a similar behaviour as in the case of thermal analysis. It indicates that the 

elastic modulus value decreases sharply with increasing elements' number until reaching 

400,000 elements when it stabilises. It is believed that again the mesh with low elements' 

number failed at capturing the microstructure of the composite. In addition, it should be 

highlighted that the elements' number required for the compressive property to stabilise is 

more than doubled of what is required from the thermal analysis. It might indicate that overall 

mechanical properties are much more dependent on mesh quality, and a smaller element size 

will be required to capture the material's load-bearing behaviour. The element quality factor 
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increases with increasing elements' number. Nevertheless, it stabilises when the mesh was 

constructed with at least 30,000 elements.  

Finally, the mesh analysis has allowed us to determine the minimum element number required 

for mechanical and thermal testing of particulate composites using the model presented in this 

work. As a result, all the following simulations will comply with the findings of mesh analysis, 

allowing to avoid results fluctuations without utilising excessive computational resources.  

6.3.1.2 Thermal analysis 

Following the mesh analysis, the thermal model has been subjected to further validation to 

ensure that the physical behaviour of the model complies with a real-life scenario. Initially, it 

was necessary to validate whether the simulation is capable of achieving a steady state. In 

order to do so, the temperature of the top and bottom surfaces over simulation time was 

recorded and presented in Figure 6-10. 

 

Figure 6-10 The temperature of the top and bottom surfaces of the analysed sample over emulation 

time. 

As presented in Figure 6-10, both surfaces' temperature changes over time, with top and 

bottom surfaces' temperature respectively increasing and decreasing over time. Such a trend 

is caused by the presence of the material's internal energy, which, when the simulation 

commences, causes temperature fluctuations. Nevertheless, upon reaching the 0.5 s mark, the 

temperatures of both surfaces converge at a constant value, and the steady temperature gradient 

across the sample is achieved. Such steady-state is necessary in order to take the accurate 

temperature measurements required to calculate the thermal conductivity. A further step of the 

thermal model verification required to test the thermal conductivity dependency upon the heat 

flow imposed across the sample. As a result, a series of simulations were performed with 
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varying heat flow between 1e-6 and 1 W and resulting thermal conductivities are presented in 

Figure 6-11. 

 

Figure 6-11 Thermal conductivity of 1 wt% 100 m silica and epoxy samples with varying heat flow. 

Figure 6-11 indicates that the thermal conductivity of silica and epoxy composites is slightly 

dependent upon the utilised heat flow, as an increase in conductivity value is observed with 

increasing heat flow. Such occurrence can be attributed to the insufficient simulation time for 

the low heat flow values, which prevent the simulation from achieving a stable temperature 

gradient and leading to lower thermal conductivity values. Nevertheless, the change in 

investigated value does not even reach 1%, and once heat flows larger than 0.001 W were 

used, the thermal conductivity completely stabilises. A further step of the verification included 

the thermal properties directionality investigation. As a result, the heat flow has been applied 

to the 100 µm particle samples across x, y and z axes to validate the homogeneity of the results. 

Obtained thermal conductivity values have been presented in Figure 6-12. 

 

Figure 6-12 Thermal conductivity of 100 µm silica and epoxy composites with varying particle 

loading across x, y and z axes. 
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Thermal conductivity values included in Figure 6-12 presents a steady decrease with 

increasing particle volume fraction. Nevertheless, they are consistent regardless of the heat 

flow direction. Across the whole investigated particle volume fraction, the difference between 

directional and averaged thermal conductivities does not exceed 3.5 mW/mK. Additionally, 

there is a slight dependency of the particle content on the measured difference, as the 7 vol% 

samples present on average a 2.3 mW/mK difference from the averaged value. In comparison, 

24 vol% samples present much more stable results, with the difference significantly decreasing 

to 0.43 mW/mK. Such results indicate the homogeneity of simulated particulate composites 

and are particularly important as they confirm the correct generation of material samples. In 

addition, it significantly reduces the simulation time, as due to the uniformity of thermal 

conductivity properties, there is no need to conduct thermal analysis in all three directions.  

Following model verification, the obtained results are compared to experimental values 

presented in previous chapters of this thesis. For comparison consistency, the thermal 

conductivity values of the 100 µm silica particles and epoxy resin composites are presented in 

Figure 6-13. For the simulation results, thermal conductivity values obtained with and without 

the results from molecular dynamics are included to evaluate the impact of the thermal 

interfacial resistance between silica and epoxy resin. The FEA results reach only 2.5 wt% of 

particle loading mainly due to the high simulation time and significant computational 

resources required to generate sample with higher particle loading.  

 

Figure 6-13 Comparison of experimental and simulated thermal conductivity values for 100 um low 

density silica and epoxy composites. 
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Nevertheless, the difference between experimental and simulated values decreases with 

increasing particle content. Such a discrepancy between experimental and simulated results 

can be attributed to the idealistic representation of low density particles in the simulated model. 

It uses spherical particles unaffected by the manufacturing process and incorporating their full 

thermal resistance capabilities. On the other hand, during the composite manufacturing process 

certain quantity of pores can be infiltrated by the liquid resin. Such occurrence effectively 

limits particles' ability to reduce energy transfer and results in higher thermal conductivity 

values. Furthermore, particles used in the experimental investigation are irregular in their 

shape, leading to varying heat transfer patterns through the composite. Regardless of all those 

issues, the model accurately predicts the thermal conductivity of epoxy composites with an 

error not exceeding 5%. What is more, Figure 6-13 also presents that incorporation of detailed 

information regarding particle and epoxy interface yield little effects on the thermal 

conductivity values of the particulate composites within investigated range. Across the whole 

particle content range, the incorporation of interface thermal conductance values obtained 

from molecular dynamics increases the thermal conductivity by 0.3%. Nevertheless, it is 

essential to highlight that the thermal conductivity difference increases slightly with the 

incorporation of larger particle quantities. It is believed that such behaviour is related to an 

increase in the interface area and might yield even more significant differences when reaching 

much higher loading scenarios.  Even though the thermal conductivity value is relatively 

similar, different heat transfer behaviour between the two models can be noticed. An example 

heat flux distribution for a 2% 100 µm silica and epoxy composites is presented in Figure 6-14. 

Please note this section plane is a part of a larger model and was produced for illustration 

purposes only.  

 

Figure 6-14 An example of heat flux distribution for a 2% 100 µm low density silica and epoxy 

composites. Section plane of the model on the left was obtained without interface details, while the 

section plane on the right incorporated thermal interface details. The arrows under images indicates 

the direction of heat flux.  
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Figure 6-14 indicates that in both cases, the heat transfer is primarily happening through the 

epoxy matrix since the low density silica particles have much lower thermal conductivity 

values. The energy is travelling around silica particles which also imply that the particle 

location plays an important role. By placing the particles close to each other, a barrier for the 

energy flow is created with only a few bottleneck areas reducing the heat transfer even further. 

However, a variation in heat flux can be spotted by a different approach to the thermal 

interface. Firstly, the model incorporating the interface details presents a wider heat flux range 

for the same modelled situation. Secondly, by incorporating the interface details, the heat flux 

through the low density silica particles become less uniform and incorporate extremely low 

heat flux regions. Those behaviours can be explained by the lower values of interfacial thermal 

conductance introduced from molecular dynamics. As presented by Ramani et al., the thermal 

conductivity of composites with high values of interfacial thermal resistance are more 

susceptible to changes due to the microstructure [515]. Thus, when altering the interfacial 

thermal conductance values, the model becomes more susceptible to the particle location and 

due to energy accumulation results in higher maximum heat flux values across the model. 

Also, by increasing interfacial thermal conductance, more heat conductance occurs through 

the interfacial region. This, in return, further limits the energy transport through the particles 

and creates low heat flux regions within particles. In order to provide a complete picture, the 

obtained results are also compared to previously described property models. As a result, 

thermal conductivity values obtained with and without detailed interface analysis along 

various models are presented in Figure 6-15.  

 

Figure 6-15 Thermal conductivity values obtained in this study and predicted by property models. 
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Analysis of Figure 6-15 demonstrates that the series model is the least accurate method 

utilised, providing values far out with the simulation data obtained in this work. On the 

contrary, all remaining models seem to provide values much closer to measured thermal 

conductivities. Maxwell and parallel models providing the best match in lower loading 

scenarios, while Nielsen, geometric mean and Agari and Uno models best represent higher 

loadings. Such behaviour can be explained by the fact that the Maxwell and parallel models 

do not include the interface in any form, while the other models incorporate such details due 

to their experimental nature. The increase in the number of particles leads to a higher interface 

area between epoxy and particles. This in return, enlarges the corresponding error and reveals 

the superiority of models incorporating interface features. Finally, when comparing the 

property models' results with current work, it was concluded that the geometric mean model 

best matches experimental data at lower loading scenarios. However, Nielsen, geometric mean 

and Agari and Uno models are more accurate at higher particle loading, which may be 

attributed to the inclusion of particle-polymer interface features present in these models.  

By analysing previous verification and validation, it can be noticed that the model used in this 

study accurately describes the heat transfer through simulated epoxy and low density 

silica/polyimide samples. As such the decision was undertaken to use it in further parts of the 

analysis and incorporate the interfacial properties obtained through molecular dynamics 

simulations.  

6.3.1.3 Mechanical analysis 

A similar investigation was conducted in order to validate the compressive model. Firstly, the 

stress and strain distributions for a 2 wt% 100 µm low density silica and epoxy composites has 

been recorded and presented in Figure 6-16. 

 

Figure 6-16 An example of von Mises stress (left) and strain (right) distribution for a 2 wt% 100 µm 

low density silica and epoxy composites.  
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As expected, the stress distribution presented in Figure 6-16 indicates that most of the load is 

transferred through the epoxy resin, with particles presenting negligible load-bearing 

capabilities. It is mainly caused by the high porosity of low density silica and its extremely 

low compressive properties. The spherical inclusions also act as stress concentration points 

with high-stress locations present on the sphere ends perpendicular to the load direction. Such 

stress distribution is expected from the weakening additives and was previously observed by 

Chen et al. [265]. Additionally, the strain distribution also yields features characteristic of 

particulate composites. With the strain being very inhomogeneous and the matrix strain higher 

at the load-carrying direction ends of particles and is significantly lower at the regions 

perpendicular to that direction. Again, a similar pattern was observed by Paknia et al. [543]. 

Following initial step required to test the elastic modulus dependency upon the surface 

displacement imposed. As a result, a series of simulations were performed with varying 

surface displacement between 0.1 and 100 µm and the resulting elastic modules are presented 

in Figure 6-17. 

 

Figure 6-17 Elastic modulus of 1 wt% 100 m low density silica and epoxy samples with varying 

surface displacement. 

As indicated by Figure 6-17, the displacement value has no impact on the elastic modulus of 

the particulate composite. Such behaviour results from a static structural analysis resulting in 

a linear relation between displacement and reactive force. The further step of the verification 

included the directionality investigation. As a result, the surface displacement has been applied 

to the 100 µm particle samples across x, y and z axes to validate the homogeneity of the results. 

Obtained elastic modulus values have been presented in Figure 6-18. 
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Figure 6-18 Elastic modulus of 100 µm low density silica and epoxy composites with varying particle 

loading across x, y and z axes. 

Elastic modulus values presented in Figure 6-18 decrease steadily with increasing particle 

volume fraction. Nevertheless, they are consistent regardless of the displacement direction. 

Across the whole loading scenarios, the difference between directional and averaged elastic 

modulus barely exceeds 30 MPa. Additionally, there is no direct dependency of the particle 

loading on the measured difference, as the most considerable variation is presented by a 14 

vol% sample with an average variation of 28 MPa. At the same time, the most stable results 

are achieved for 7 vol% loading samples with only 9 MPa average variation. Similarly, as in 

the thermal conductivity case, such results indicate the homogeneity of simulated particulate 

composites and are particularly important as they confirm the correct generation of material 

samples.  

Following model verification, the obtained elastic modulus values are compared to 

experimental values presented in previous chapters of this thesis. For comparison consistency, 

an elastic modulus values of the 100 µm low density silica particles and epoxy resin 

composites are presented in Figure 6-19.  
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Figure 6-19 Comparison of experimental and simulated elastic modulus values for 100 μm low 

density silica and epoxy composites. 

As indicated by Figure 6-19, simulated and experimental values of elastic modulus present an 

excellent agreement. Following the initial discrepancy at low partile loading, the model tightly 

follows the experimental result. As a result, it is accepted that the model presented in this study 

excels in predicting the elastic modulus values. Nevertheless, to validate results even further, 

the elastic modulus values are also compared to previously described property models and 

presented in Figure 6-20.  

 

Figure 6-20 Elastic modulus values obtained in this study and predicted by property models. 
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As indicated by Figure 6-20, the property models do not predict the elastic modulus values 

accurately. Firstly, the rule of the mixture and closed pore law are significantly overestimating 

the compressive properties of particulate composites, with the difference reaching even up to 

40%. The inverse rule of mixture and power-law model provides a much better fit, which 

provides a respectively lower and upper boundary for obtained results. Such significant 

discrepancies can be attributed to the simplicity of used property models. In most cases, the 

models predicting mechanical properties do not incorporate properties of second phase 

material or geometrical features, including particle shape or size. Additionally, they require a 

significant quantity of additional experimental or theoretical parameters to accurately predict 

the mechanical properties of resulting composites [67].To further verify the compressive 

model used in this study, the comparison of experimental and simulated values of low density 

silica and epoxy resin compressive strength has been conducted in Figure 6-21. 

 

Figure 6-21 Comparison of experimental and simulated compressive strength values for 100 μm low 

density silica and epoxy composites. 

The compressive strength values presented in Figure 6-21 indicates a significant discrepancy 

between experimental and simulated results. The model fails to capture a significant drop in 

compressive strength at low particle loading, and over the whole loading range overestimates 

the composites' strength value. Such behaviour is expected as static structural analysis applies 

the "linear law" regardless of the strain being outside the elastic region [207]. As a result, it 

does not detect material failure and produces stresses that can be much higher than the 

material's yield stress. Overall a careful investigation of obtained strength values is 

recommended [207]. In order to check the results even further, the compressive strength values 
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are also compared to previously described property models and presented in Figure 6-22. 

Opposite to the elastic modulus results, the property models are significantly more accurate in 

predicting the compressive strength values of particulate composites than the current model. 

Mainly the power law seems to replicate the experimental results quite well. On the other hand, 

the strength model, similarly to current work, tend to overestimate the compressive strength 

while the fractional density model underestimated the same property. Such discrepancies in 

compressive strength predictions only prove the difficulty in creating an accurate model.  

 

Figure 6-22 Compressive strength values obtained in this study and predicted by property models for 

100 μm low density silica and epoxy composites. 

Overall, the validation and verification of thermal and compressive models presented in this 

work revealed their suitability to predict the thermal conductivity and compressive modulus 

of particles filled polymer composites. The simulated results for both properties presented a 

close match with experimental results, allowing for a detailed analysis of the microscale 

behaviour of the material. Less of an agreement has been achieved between experimental and 

simulation results for a compressive strength with the current model overestimating this 

property. Nevertheless, following successful validation, discussed models will be used in the 

further part of this study, focusing on investigating the effects of particle size and silica or 

polyimide density upon thermal and mechanical properties of composite material prepared 

with epoxy resin and low density silica or polyimide.  
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6.3.2 Effect of particle size on composite thermal behaviour 

6.3.2.1 Low density silica  

Figure 6-23 presents thermal conductivity values of composites modelled with epoxy resin 

and varying size of low density silica particles as a function of different particle weight 

fractions.  

 

Figure 6-23 Thermal conductivity of low density silica / epoxy composites with varying particle size 

and loading. 

When analysing Figure 6-23, it can be noticed that the particulate composites' thermal 

conductivity varies with both the quantity of low density silica as well as the particle size. 

Across the whole particle size range, a common trend emerges with epoxy matrix thermal 

conductivity being reduced by incorporating larger quantities of low density silica particles. 

On average, the addition of 1 wt% of particles results in a 14% reduction in thermal 

conductivity and increases to 30% when 2.5 wt% of silica particles are incorporated. Figure 

6-23 also reveals little impact of particle size on the Tc values across the investigated loading 

range with all the composites converging at a similar thermal conductivity value at higher 

particle loading. 

6.3.2.2 Low density polyimide  

Figure 6-24 presents thermal conductivity values of composites manufactured with epoxy 

resin and varying size of low density polyimide particles as a function of different particle 

weight fractions.  
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Figure 6-24 Thermal conductivity of low density polyimide / epoxy composites with varying particle 

size and loading. 

The analysis of Figure 6-24 reveals that the addition of low density polyimide affects the 

thermal conductivity of epoxy resin similarly to low density silica. As a result, the addition of 

low density polyimide reduced the composites' thermal conductivity with increasing material 

loading. In this case, however, 1 wt% of low density polyimide provides an average of 12.6% 

thermal conductivity reduction, increasing to up to 26.3% reduction with the addition of 2.5 

wt%. Overall, across the investigated loading range, the correlation between thermal 

conductivity and particle loading seems linear for all the different particle sizes and similarly 

as in the previous case the little impact of particle size on the Tc values across the investigated 

loading range can be noticed with all the composites converging at a similar thermal 

conductivity value at higher particle loading. 

6.3.2.3 Discussion 

The results strongly indicate that the addition of low density silica and polyimide particles to 

epoxy resin reduces its thermal conductivity. Similarly, as in experimental results, such 

behaviour can be explained by analysing the energy transfer through the material. 

 

Figure 6-25 An example of heat flux distribution for a 2% 100 µm low density silica and epoxy 

composites. 
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As a result, the most significant difference comes from the reduction in solid conduction of 

the material, which is reduced by adding extremely low thermal conductivity regions of low 

density silica and polyimide particles. Both polyimide and silica are poor conductors of heat 

and combined with the high porosity, they provide even better insulation. In addition, 

dispersed particles create a barrier for energy transfer and create a bottleneck region, 

effectively limiting the heat transfer area. Both phenomena can be observed in Figure 6-25, 

with the low density particles presenting significantly lower heat flux values than surrounding 

epoxy. Additionally, the high flux regions can be identified in regions in between the particles 

as the energy accumulate there sue to not being able to travel through neighbouring particles. 

The remaining modes of heat transfer, including gas convection and radiation, can be 

neglected, as shown by previous studies. In order to compare both particle types Figure 6-26  

were prepared and plots, the average reduction in epoxy thermal conductivity as a particle 

loading function for all particle size investigated. 

   

Figure 6-26 The comparison of experimental and simulated average reduction in epoxy thermal 

conductivity as a function of low density silica and polyimide particle loading.  

Figure 6-26 indicates that the correlation between thermal conductivity and low density 

particle loading seems linear for both material types. Nevertheless, low density polyimide 

particles reduce epoxy thermal conductivity to a lesser extent when compared with the silica 

counterpart. Such phenomena can be attributed to higher thermal conductivity values of the 

low density polyimide, as presented by the molecular dynamics study. Additionally, the 

difference in thermal conductivity reduction between both composites is increasing with 

increasing particle loading. Even though the interfacial thermal resistance is higher between 

polyimide and epoxy, its effects seem outweighed by the difference in thermal conductivity of 
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constituent materials. As a result, low density PI cannot introduce the same degree of a barrier 

for energy transfer and reduce direct paths through the composite. When comparing a 

simulated thermal conductivity reduction with the experimental results from Chapter 3 a 

discrepancy can be noticed, however different for each particle type.  In case of low density 

silica particles both predicted and measured results follow similar trend with increasing Tc 

reduction when higher particle weight fraction is used. However, the experimental results 

present around 5% lower reduction of epoxy thermal conductivity values with the difference 

increasing with higher particle loading used. Again, such difference might be attributed to the 

destruction of the aerogel internal pores during the sample manufacturing ether by filling them 

with liquid resin or by crushing them during mixing stage. Significantly larger differences 

(reaching even up to 20%) can be observed between the simulated and experimental thermal 

conductivity reduction values for the epoxy samples with low density polyimide particles. In 

this case the reason for such discrepancies is the model’s lack of ability to capture the open 

pore structure of the polyimide aerogel used in the experimental research. Such structure 

enabled the significant pore infiltration and as presented by the experimental results limited 

impact on the heat transfer capability of the epoxy resin. The FEA model assumed the ideal 

manufacturing conditions which enabled complete preservation of the aerogels’ interna 

structure and suggested that further reduction in Tc values of epoxy resin can be achieved by 

further improving the manufacturing techniques of aerogel particulate composites.  

By simulating different particle size within a polymer matrix, it is possible to investigate 

particle size's effect on thermal conductivity reduction. Figure 6-27 includes the average 

reduction in polymer thermal conductivity as an particle loading function for composites 

manufactured with both low density silica and polyimide. 
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Figure 6-27 Average reduction in polymer thermal conductivity as a function of low density particle 

loading for varying particle size. Values have been calculated for composites manufactured with both 

silica and polyimide. 

Figure 6-27 indicates that the for the simulated composites the particle size has a little effect 

on the thermal conductivity reduction with all modelled samples predicting similar values 

regardless of the particle size used. This however presents a difference form the experimental 

results which indicate a variation in thermal conductivity values between epoxy samples 

prepared with different size of aerogel particles. Additionally, the modelled samples always 

predict higher Tc reduction with the difference being exacerbated with increasing particle 

loading. It can be speculated that similarly as in previous figure the ANSYS model failed to 

capture the changes happening to the internal structure of the low density materials during 

manufacturing stage and thus was not able to reflect them in the Tc values. The lack of 

difference in modelled values could also imply that the difference in thermal conductivities 

obtained in the experimental research was more likely due to the different response of particles 

with different diameters to the physical phenomena occurring during sample manufacturing 

(such as pore infiltration or particle crushing) rather than to the changes in heat transfer through 

the epoxy resin imposed by the particles. However, further studies are required to verify this 

thesis.  

6.3.3 Effect of particle density on composite thermal behaviour 

The synthesis of aerogel materials is complicated, and the production of materials with 

consistent densities pose significant challenges. As a result, the subsequent investigation will 
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focus on the impact of silica and polyimide density upon epoxy thermal conductivity. 

However, with changing density, a range of other parameters, including thermal conductivity, 

interfacial thermal resistance or heat capacity, are also being altered.  

6.3.3.1 Low density silica 

Figure 6-28 presents thermal conductivity values of composites manufactured with epoxy 

resin and varying density silica particles as a function of different silica weight fractions. For 

this investigation, 100 μm particles have been modelled as an epoxy filler.  

 

Figure 6-28 Thermal conductivity of 100 μm silica / epoxy composites with varying particle density 

and loading. All densities are given in g/cm3.  

Figure 6-28 indicates that the usage of higher density silica increases the thermal conductivity 

of the resulting composite. Nevertheless, regardless of the silica density, the correlation 

between thermal conductivity and particle volume fraction follows linear relation of 

decreasing thermal conductivity with increasing particle content. As a result, with the addition 

of the 25 vol% of silica, the thermal conductivity has been reduced by approximately 29, 22, 

14 and 2% when using silica articles with densities of respectively 0.16, 0.44, 0.63 and 0.92 

g/cm3.  

6.3.3.2 Low density polyimide  

Figure 6-29 presents thermal conductivity values of composites manufactured with epoxy 

resin and varying density polyimide particles as a function of different polyimide weight 

fractions. For this investigation, 100 μm particles have been modelled as an epoxy filler. 
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Figure 6-29 Thermal conductivity of low density polyimide / epoxy composites with varying 

polyimide density and loading. All densities are given in g/cm3. 

As shown in Figure 6-29, the density of polyimide used in epoxy composites impacts the final 

thermal conductivity of the composite. The most significant reduction in Tc of 26% is achieved 

by incorporating 15 vol% of 0.16 g/cm3 polyimide particles. At the same particle volume 

fraction, remaining investigated polyimide densities results in thermal conductivity decrease 

of 19, 9 and 2% for respectively 0.43, 0.61 and 0.91 g/cm3 polyimides. Similarly, as in the case 

of silica  particles, the relationship between composites' thermal conductivity and particles 

volume fraction follows a linear trend regardless of the density used.  

6.3.3.3 Discussion 

The increase in thermal conductivity values when using higher density silica or polimide 

particles is an expected phenomenon explained by the analysis of heat flux distribution as 

presented in Figure 6-30.  

 

Figure 6-30 An example of heat flux distribution for a 2% 100 µm silica and epoxy composites when 

using 0.16 g/cm3 (left) and 0.91 g/cm3 (right) particles. 
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As presented in Figure 6-30, the low-density particles create an obstacle for the energy transfer 

through the material. However, with increasing particle density, those obstacles become less 

effective insulators, and larger heat flux values can be noticed across particles.  This is mainly 

caused by the changes happening inside the silica or polyimide structure when increasing its 

density. As a result of densification, the porosity of particles is significantly decreasing, 

resulting in less quantity of air being encapsulated inside pores. In addition, denser material is 

providing more direct paths for the energy transfer through the conduction model. Finally, the 

lower interfacial thermal resistance for denser particles negates the potential benefits of 

particle introductions for polymer matrices. All those issues are effectively responsible for 

improving thermal conductivity of particles with their increasing density and further 

diminishing the created composites' thermal resistance properties. In order to better understand 

the impact of silica and polyimide density on thermal conductivity of epoxy, Figure 6-31 has 

been plotted presenting thermal conductivity of epoxy and polyimide or silica composites as 

a function of composites density. 

 

Figure 6-31 Thermal conductivity of epoxy and polyimide or silica composites as a function of 

composites density. 

Figure 6-31 presents the thermal conductivity of the epoxy composites as a function of their 

density. As expected, for both types of particles, the conductivity rises as the density increases, 

and they correlate well in a linear fashion with an r-squared value of 0.92 and 0.89 for 

respective silica and PI. The slope of discussed trend lines also indicates that the silica has a 

more considerable impact on composite thermal conductivity with a slope gradient of 260.4 

compared to 231.7 in polyimide. Again, it is suspected that the lower thermal conductivity of 

low density silica particles is responsible for the superior thermal resistance of epoxy and silica 

composites. Finally, to fully appreciate the impact of varying silica and  polyimide densities 
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on epoxy thermal conductivity, Figure 6-32 has been plotted. It presents the average reduction 

in epoxy thermal conductivity as a function of particle loading when using varying silica or 

polyimide densities. The values have been averaged across both silica and polyimide 

composites.  

 

Figure 6-32 Average reduction in epoxy thermal conductivity as a function of particle loading. Values 

have been calculated for composites simulated with both material types. 

Figure 6-32 again confirms that the incorporation of low-density silica and polyimide particles 

yields the most significant thermal conductivity reductions. Additionally, the difference in 

thermal conductivity reduction between varying particle densities is only increasing with 

increasing particle volume fraction. Nevertheless, this graph also indicates that with increasing 

particle density, the incremental impact on the material's thermal property is decreasing. For 

example, the difference in thermal conductivity reduction for the 25 vol% samples prepared 

with 0.924 and 0.63 g/cm3 particles is equal to 9.76%. When analysing similar density changes 

between samples prepared with 0.44 and 0.16 g/cm3 particles, the same difference equals only 

6.76% (almost 45% difference). Such results suggest that the external phenomena which might 

affect the density (or porosity) of the additive particles (such as pore infiltration during the 

manufacturing process) are more severe for the high density materials and their more careful 

application is required.  

6.3.4 Effect of particle size on composite compressive properties 

As presented in the experimental part of this thesis, the addition of aerogel particle can 

significantly affect the mechanical behaviour of epoxy resin. Additionally, the impact of 

particle size on the composites' compressive properties has been identified. In order to further 
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investigate the effect of composites microstructure on mechanical properties, the FEA 

compressive testing simulations has been carried on epoxy composites incorporating varying 

silica and polyimide particle size and particle loading. 

6.3.4.1 Low density silica  

Figure 6-33 presents the compressive modulus of composites manufactured with epoxy resin 

and varying size low density silica particles as a function of different particle weight fractions. 

For this study, the silica particle with a density of 0.16 g/cm3 has been used.  

 

Figure 6-33 Compressive modulus of low density silica/ epoxy composite with varying particle size 

and loading. 

Figure 6-33 implies that the compressive modulus of epoxy resin decreases after the addition 

of silica particles. Low density silica particles cause a constant, linear decrease in compressive 

modulus, presenting an average drop of 53% with the addition of 4.25 wt% of particles. 

Moreover, it should be highlighted that the particle size carries little effect on the compressive 

modulus, with all the composites producing relatively close results for the same particle weight 

fraction. Nevertheless, by analysing the current trend, it can be speculated that larger particles 

would produce lower compressive properties at higher loadings. Somewhat similar behaviour 

can be noticed for the composites' compressive strength values presented in Figure 6-34. 
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Figure 6-34 Compressive yield strength of low density silica/ epoxy composite with varying silica 

content and particle sizes. 

Figure 6-34 shows that compressive strength decreases with increasing loading of the low 

density silica particles following the linear fashion regardless of the particle size. The addition 

of 1, 2, 3 and 4 wt% of particles yield the decrease in compressive strength of respectively 4, 

19, 23 and 32%, much lower than in the case of compressive modulus. Especially a minor 

difference from initial 95 MPa compressive strength of pure epoxy achieved with the addition 

of 1% particle weight fraction, highlighted the model’s inability to correctly capture the 

compressive strength of the composite. Additionally, it is difficult to identify the impact of 

particle size upon the compressive strength of silica and epoxy composites. However, 

similarly, as in compressive modulus, the trend lines suggest that increasing particle loading 

more significant decrease in compressive strength can be expected for larger particles.  

6.3.4.2 Low density polyimide 

Figure 6-35 presents the compressive modulus of composites manufactured with epoxy resin 

and varying size low density polyimide particles as a function of different particle weight 

fractions. For this study, the low density polyimide with a density of 0.16 g/cm3 has been used.  
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Figure 6-35 Compressive modulus of low density polyimide/ epoxy composite with varying particle 

size and loading. 

Figure 6-35 indicates that incorporating low density polyimide particles into epoxy resin 

results in a significant decrease of compressive modulus. Regardless of the particle size, the 

compressive modulus decreases with increasing particle loading following the linear trend and 

results in a 33% reduction in epoxy's elastic modulus with the addition of 4.25 wt% of 

polyimide particles. Similarly, as in low density silica composites, particle size has little 

impact upon compressive modulus reduction. Following the presentation of the impact of low 

density polyimide loading on the composite compressive modulus, Figure 6-36 has been 

created to correlate compressive strength with particle weight fraction. 

 

Figure 6-36 Compressive yield strength of low density polyimide/ epoxy composite with varying 

particle content and sizes. 
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The analysis of Figure 6-36 reveals that the addition of low density polyimide affects the 

compressive yield strength of epoxy resin similarly to low density silica. As a result, the 

addition of low density polyimide reduced the composites' compressive yield strength with 

particle loading increasing. In this case, however, 1 wt% of low density polyimide provides 

an average of 1.9% reduction, increasing to up to 26% reduction with the addition of 4.25 

wt%. Overall, across the investigated loading range, the correlation between compressive yield 

strength and particle loading seems linear for all the different particle sizes.  

6.3.4.3 Discussion 

The presented results suggest that the addition of low density particles hinders the compressive 

properties of epoxy resin. Such behaviour is anticipated mainly because both low density silica 

and polyimide have much lower mechanical properties than epoxy resin systems [246, 247]. 

As a result, the introduction of air-filled porous particles into a coherent structure of a matrix 

decreases its' compressive properties. In addition, due to the entirely different physical 

properties of inclusions, the additive particles can be classified as irregularities in otherwise 

coherent matrix geometry. Effectively, they became the stress concentration locations that 

block the load transfer mechanism and further hamper composites' compressive properties. In 

order to compare both material types, Figure 6-37 was prepared, which plots the average 

reduction in composites' compressive modulus as a particle loading function for all particle 

size investigated. The elastic modulus was selected for further analysis as during model 

validation it presented a much closer match with experimental values.  

   

Figure 6-37 Average reduction in epoxy compressive strength as a function of particle loading. Values 

have been averaged between all particle sizes used. 
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can be explained by the superior compressive properties of PI particles used in this model, 

which again results from lower porosity when compared with low density silica. As a result of 

higher elastic modulus and yield strength, low density polyimide has much better stress 

bearing properties and thus impact the composites compressive properties to a lesser extent. 

On the other hand, due to the brittle nature and extremely high porosity of low density silica, 

its impact on the epoxy's compressive properties can be almost compared to an empty void 

inside the resins' structure. Similarly, as in the case of thermal conductivity the compressive 

values have also been compared with experimental results previously presented in Chapter 3. 

As it can be noticed the compressive modulus reduction of simulated epoxy composites with 

low density polyimide particles presents a good fit with the experimental results, however the 

difference between both is increasing with increasing particle loading. A significantly larger 

differences are present in case of low density silica composites with experimental results 

suggesting significantly more detrimental impact of silica particles on the compressive 

properties of the epoxy resin. One of the reasons for such finding might be the use of the 

spherical particles in the FEA model (in comparison to sharp and irregular particles used in 

the experimental research) which reduce the stress concentration factor and thus suggest much 

lower impact of the silica particles on epoxy’s mechanical properties during modelling. 

Additionally, the model does not introduce any manufacturing defects which might occur in 

real life which further reduce the impact of the additives.  Even though the previous results 

have shown the negligible impact of particle size upon compressive properties of composites, 

Figure 6-38 has been created. It includes the average reduction in polymer compressive 

modulus as an particle loading function for composites manufactured with both low density 

silica and polyimide. 
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Figure 6-38 Average reduction in polymer elastic modulus as a function of particle loading for 

varying particle size. Values have been calculated for composites manufactured with both low density 

silica and polyimide. 

By analysing Figure 6-38, it can be noticed that the particle size has little effect on the 

compressive modulus of simulated composites. Such a finding contradicts the experimental 

results presented in this thesis, which indicated a little effect of the smallest particles on the 

compressive strength at high particle content (> 3 wt%). All remaining particle sizes reduced 

yield strength and modulus monotonically up to 5 wt%, however with the most considerable 

reduction caused by particles with the highest diameter. A few factors can explain such 

discrepancies. Firstly, Inglis et al., who have investigated mechanical properties of particulate 

composites using Mori-Tanka and FEA solution, have also investigated similar behaviour. In 

their work, authors simulated composites with particles between 20 and 50 µm and discovered 

the little effect on the elastic region of the stress/strain curve. A much more significant impact 

has been discovered for an elastic region, where particle size dictated the slope of the 

transitional stage. This could indicate that the significant difference in the compressive 

performance of particulate composites prepared with different size of particles originates from 

their response to the displacement after reaching the elastic region. In this case, the current 

steady-state model would not capture such phenomena as it only operates in the plastic region. 

Secondly, the variation between simulated and experimental result is also caused by the 

idealistic approach of the FEA model. By assuming ideal, spherical particles, a wide range of 

external factors such as particle shape or the degree of pore infiltration is neglected. However, 

it is suspected that their effect on compressive properties is related to particle size used but 

would not be reflected in the current model. The possible approach to increase the accuracy of 
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the FEA model would be to perform a transient investigation and incorporate elastic properties 

of investigated materials. Finally, to directly compare the effects of low density particle 

addition on mechanical and thermal properties of epoxy resin,  Figure 6-39 has been created. 

 

Figure 6-39 Correlation between average reduction in epoxy compressive modulus and a reduction in 

thermal conductivity. Values have been calculated for all particle size. 

Figure 6-39 indicates the possibility of enhancing the thermal insulating properties of epoxy 

resin by introducing both low density silica and polyimide particles. Simultaneously, the 

addition of particles deteriorates the compressive properties of epoxy resin, and those materials 

are more likely to be used in scenarios with limited external loading applied to them. Both 

types of particles seem to provide a similar relation between compressive modulus and thermal 

conductivity reduction at low particle loadings. Nevertheless, with increasing presence, low 

density polyimide particles result in superior mechanical properties for the same thermal 

conductivity reduction. On the other hand, due to the highly porous internal structure, low 

density silica can produce much more significant overall thermal conductivity reductions. By 

simulating the impact of low density particles on both thermal and mechanical properties, as 

presented in this work, the opportunity for careful balancing of those properties has been 

created. Also, by incorporating the details of particulate composites microstructure into higher 

scale simulations, it would be possible to identify a combination best suiting investigated 

design, hopefully leading to greater usage of this lightweight insulation material. 

6.3.5 Effect of particle density on composite compressive properties 

Similarly, as in the case of thermal properties, the particle density also affects the load-bearing 

properties of composites. Thus, the subsequent investigation will focus on the impact of silica 

and polyimide density upon epoxy compressive modulus and strength.  
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6.3.5.1 Slow density silica 

Figure 6-40 presents compressive modulus values of composites manufactured with epoxy 

resin and varying density silica particles as a function of different particle volume fractions. 

For this investigation, 100 μm particles have been modelled as an epoxy filler.  

 

Figure 6-40 Compressive modulus of low density silica/ epoxy composite with varying particle 

density and loading. Particle density values are given in g/cm3. 

Figure 6-40 imply that the addition of low-density silica particles negatively affects the 

compressive modulus of epoxy resin. By incorporating 25 vol% of silica particles with 

densities of 0.16, 0.44 and 0.63 g/cm3, the decrease in compressive modulus of respectively 

37, 24, and 13% has been measured. On the contrary, the incorporation of 0.92 g/cm3 density 

particles had a positive impact on the compressive properties of epoxy resin with an almost 

12% increase in modulus value. Almost identical behaviour can be noticed for the composites' 

compressive strength values presented in Figure 6-41. 
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Figure 6-41 Compressive strength of low density silica/ epoxy composite with varying particle density 

and loading. Particle density values are given in g/cm3. 

6.3.5.2 Low density polyimide  

Figure 6-42 presents compressive modulus values of composites manufactured with epoxy 

resin and varying density polyimide particles as a function of different particle weight 

fractions. For this investigation, 100 μm particles have been modelled as an epoxy filler. 

 

Figure 6-42 Compressive modulus of low density polyimide/ epoxy composite with varying particle 

density and loading. Particle density values are given in g/cm3. 

By analysing Figure 6-42, it can be noticed that similarly to silica particles, polyimide particles 

also hinder the mechanical properties of epoxy resin. Nevertheless, with increasing polyimide 

density, the load-bearing properties of composites are improved, resulting in 32, 25, 16 and 

0.05 % reduction of compressive modulus when adding 25 vol% of particles with density of 
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respectively 0.16, 0.44, 0.63 and 0.92 g/cm3. However, in this case, no strengthening 

mechanism is observed when adding a high-density particle to epoxy resin. The decrease in 

compressive properties was also indicated in Figure 6-43, which presents the composites' 

compressive strength values as a function of low density polyimide volume fraction. It 

supports the findings from the analysis of compressive modulus and indicates that lower 

density polyimide yield a much more significant reduction in materials' compressive strength. 

 

Figure 6-43 Compressive strength of low density polyimide/ epoxy composite with varying particle 

density and loading. Particle density values are given in g/cm3. 

6.3.5.3 Discussion 

Lower degradation of compressive properties of epoxy resin when using higher density 

particles is an expected phenomenon that can be explained by the analysis of stress distribution 

graphs as presented in Figure 6-44.  

 

Figure 6-44 An example of von Mises stress distribution for a 2% 100 µm low density silica and 

epoxy composites using 0.16 g/cm3 (left) and 0.63 g/cm3 (right) particles. 

As indicated by Figure 6-44, the low-density particles provide a minimum load-bearing 

capability, highlighted by low-stress values across the 0.16 g/cm3 particles. With increasing 
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density, the particles become capable of carrying more significant stresses. Similarly, to 

thermal properties, this behaviour can be attributed to the changes happening inside the paticle 

structure when increasing density. As a result of particle densification, the porosity of particles 

is significantly decreasing, and the previously air-filled material become a more coherent 

structure. Such material provides much better paths for a load transfer and increases materials' 

compressive strength. In addition, the high-density particles do not introduce the same degree 

of stress concentration compared with lighter counterparts. Again, comparing both composites 

in Figure 6-44, much lower stress values can be noticed at particles' edges parallel to the load 

direction. Such a decrease in localised stress values can prevent the premature failure of the 

composite material. In order to better understand the impact of silica or polyimide density on 

epoxy' compressive modulus, Figure 6-45 has been plotted, presenting reduction in 

compressive modulus of epoxy and low density polyimide or silica composites as a function 

of composites density. 

 

Figure 6-45 Compressive modulus of epoxy and low density polyimide or silica composites as a 

function of composites density. 

Figure 6-45 indicates that composites prepared with silica and polyimide particles present 

slightly different compressive modulus values at the same density. As a result, the silica 

composite is more susceptible to compressive modulus degradation when using low-density 

particles. Nevertheless, when increasing particle density beyond 1.03 g/cm3, the silica 

composites commence presenting superior compressive modulus, further increasing above the 

pure matrix modulus values. On the other hand, the composites prepared with polyimide 

particles are superior in low-density scenarios. Nevertheless, they barely affect the 

compressive modulus values when high-density particles are used. Such phenomena can be 

explained by analysing the internal structure of both particle types at various densities. As 
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discussed in Chapter 6.3.4.3, at low particle density, silica presents much lower compressive 

modulus and strength values mainly due to higher porosity and brittleness of parent material. 

The addition of such particles blocks the load transfer mechanism and hamper composites' 

compressive properties. A similar impact is achieved with polyimide. However, with better 

mechanical properties at low densities, it is not as detrimental. With the increasing density of 

particles, their internal structure changes and starts to resemble the internal structure of 

parental materials. In the case of silica, the increase in density rapidly increases compressive 

modulus and strength of the material even up to 160 GPa when pure amorphous silica is 

reached [544]. On the other hand, the polyimide is a much more ductile material and presents 

a modulus between 2.5 and 9.3 GPa [541]. As a result, the increase in particle density yields a 

much more significant impact on composites prepared with low density silica, finally leading 

to the strengthening mechanism. The improvement in mechanical properties of epoxy resin 

with the addition of silica particles behaviour has been observed in the experimental work by 

Yamamoto et al., who incorporated crystalline and amorphous silica particles into epoxy resin 

and achieved significant improvement in both values [545]. Preghenella et al. used fumed 

silica particles and found out almost 25% improvement in tensile modulus of epoxy resin when 

adding 30 vol% of particles [249]. Nevertheless, a decrease in modulus values was noticed 

when using lower volume fraction of silica particles [249]. Hamid et al. investigated the 

mechanical properties of epoxy composites reinforced with amorphous and crystalline silica 

using a 3-point bending test. The results indicated significant improvement in epoxy modulus 

of elasticity and modulus of rupture when amorphous silica particles were added [546].  

6.4 Summary 

This chapter presents the microscale characterisation of epoxy composites prepared with low 

density silica and polyimide particles via finite element analysis.  

Firstly, the MATLAB script was used to randomly distribute spherical particles inside the resin 

cube, and the results were imported into ANSYS software to replicate the materials' internal 

structure. Afterwards, the material properties were assigned to composites' constituents as 

achieved from the molecular dynamics study. Finally, modelled material samples have been 

subjected to thermal flux and compressive displacement, allowing replicating thermal and 

mechanical testing techniques. Model verification and validation were conducted by analysing 

the dependency of investigated properties upon mesh quality or testing parameters. 

Furthermore, the comparison with experimental results presented in previous sections of this 

thesis has also been performed. Overall, validation revealed the model's good accuracy when 

predicting composites' thermal conductivity and a compressive modulus. However, due to the 
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steady-state mechanical analysis performed, the model could not accurately capture changes 

in compressive strength. The incorporation of thermal and mechanical properties of both 

particle types from molecular dynamics study allowed to investigate further the energy and 

load transfer mechanisms inside particulate composites. As a result, the impact of particle size 

and density on composites' thermal and mechanical properties has been analysed.  

As a result, the analysis of particle size impact on thermal conductivity of epoxy composites 

revealed lower thermal conductivity values achieved when incorporating low density silica 

particles regardless of their size. Such finding was mainly attributed to better thermal 

insulating properties of low density silica when compared with polyimide counterpart. 

Additionally, the smallest particles were the most effective in reducing thermal conductivity 

values mainly due to the larger number of particles incorporated, creating a barrier for energy 

transfer and reducing the number of direct paths through the composite. Particles’ density was 

also found to be an important factor affecting the thermal conductivity of epoxy composites. 

With increasing particle density, the particles become less effective insulators, and larger heat 

flux values across them are noticed. The results also indicate that with increasing particle 

density, the incremental impact on the material's thermal property is decreasing. Such results 

suggest that the external phenomena that might affect the density (or porosity) of the particles 

(such as pore infiltration during manufacturing) are more severe to low-density particles. The 

mechanical results obtained in this study strongly suggest that the addition of low density 

particles hinders the compressive properties of epoxy resin. This behaviour is attributed to the 

much lower mechanical properties of particles than the epoxy resin. Nevertheless, the 

composites created with low density PI particles present a much smaller reduction in 

compressive modulus than one created with low density silica.  Such behaviour was explained 

by higher elastic modulus and yield strength of polyimide particles resulting in much better 

stress bearing properties. Overall, the particle size had little effect on the compressive modulus 

of simulated composites. On the other hand, the particle density was found to substantially 

affect the compressive properties of epoxy composites with denser particles producing 

composites with higher compressive modulus and strength values. The density analysis has 

also revealed that low density silica composites are more susceptible to compressive modulus 

degradation at lower particle loading but provide superior compressive properties in 

comparison to epoxy and polyimide composites at higher densities. Finally, the simulated 

values have also been compared to the experimental results from Chapter 3 revealing some 

discrepancies between them. As a result, the model tends to overestimate the impact of low 

density particles on epoxy thermal conductivity while underestimating their impact on epoxy 

compressive properties. Both phenomena were attributed to the inability of the model to 
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capture the effects of the physical phenomena occurring during sample manufacturing such as 

pore infiltration or particle crushing as well as the idealistic approach of the FEA model in 

regards to the particle shape. 
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7 Conclusions and Future work 

In the following chapter, an overview of conclusions drawn from this thesis is present. 

Additionally, the outline of future work allowing further improvement of aerogel composites 

based on a conducted investigation is proposed.  

7.1 Conclusion of the thesis 

The aerogel composites are facing significant challenges before they can be broadly 

incorporated into real-life applications. They are substantially hindered by the lack 

of understanding of interactions between comprising materials. Therefore, the primary goal of 

this thesis was to provide a better insight into the interactions between aerogels and the most 

common reinforcement materials with the use of multiscale modelling and micromechanical 

testing. Additionally, the aerogel influence on the various properties of polymer 

matrices is investigated, allowing for the broader incorporation of aerogel type materials into 

future projects. To fulfil the goal of this thesis, the following objectives have been formulated:  

1. To experimentally investigate the effect of aerogel particles on the mechanical and 

thermal properties of epoxy and vinyl ester.  

2. To investigate the interfacial adhesion of aerogel fibrous composites using 

micromechanical testing methods.   

3. To use the multiscale modelling approach to study silica and polyimide aerogels' 

thermal and mechanical properties and their interactions with reinforcement 

materials.  

7.1.1 Thermomechanical characterisation of aerogel particulate composites 

This work had revealed that the addition of silica aerogel particles facilitated a significant 

reduction in epoxy and vinyl ester thermal conductivity, providing approximately a 40% 

reduction in thermal conductivity of both when a particle loading of 5 wt% was applied. 

Additionally, it was also found that the largest particles tend to reduce thermal conductivity 

the most, while polyimide aerogel particles had negligible effects. The superior performance 

of large particles has been attributed to their lower surface-to-volume ratio resulting in lower 

pore infiltration when compared with smaller particles.  Nevertheless, the superior thermal 

properties were also associated with a decrease in composites' compressive properties. It was 

found that the compressive yield strength and compressive modulus of the aerogel filled 

composites decrease with increasing aerogel content resulting in as much as 56% reduction in 

compressive properties of epoxy and 42% of vinyl ester. Additionally, no significant 

differences in compressive properties has been found between composites manufactured with 
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varying sizes of silica aerogel particles. On the other hand, the composites created with 

polyimide aerogel particles presented a much smaller reduction in composites' compressive 

properties when compared with silica aerogel particles.  

Thermomechanical properties of aerogel filled composites have also been under investigation. 

It was revealed that in the case of both epoxy and vinyl ester resin, their coefficients of thermal 

expansion decrease with increasing particle content. The main reason behind such behaviour 

was low intrinsic CTEs of the aerogels and the interface region between resin and aerogel, 

restricting the mobility of polymers chains surrounding aerogel particles. What is more, the 

size and type of aerogel particles used yielded no impact on the CTE values of created 

composites materials.  

When analysing the glass transition temperature both TMA and DMA have been used, with 

TMA indicating that the addition of low quantities of aerogel particles can increase the glass 

transition temperature of both epoxy and vinyl ester while the DMA results suggesting that 

the aerogel particles can only decrease Tg. After initial difference, the results obtained through 

both methods followed the same trend with decreasing glass transition temperature with 

increasing aerogel content. The initial difference between both techniques was attributed to 

uneven heating rates, various arrangement of temperature sensors and the influence of sample 

sizes leading to lag in the measured temperature of the sample. In case of polyimide aerogel 

both TMA and DMA indicated increase in Tg following the addition of particles. Regardless 

of aerogel type the addition of particles reduced the storage modulus of polymer resins. 

Finally, the impact of aerogel particles on the heat distortion temperature of both resins was 

investigated. As a result, for both epoxy and vinyl ester the HDT increase at low loading 

scenarios and further addition of particles leading to a linear decrease in HDT. Since HDT is 

principally a function of sample stiffness and Tg, it is suspected that initial increase in HDT 

values might correspond to the increase in polymers’ Tg values as presented by TMA. Further, 

linear decrease in the HDT values with addition of more aerogel particles might results from 

decreasing stiffness of the composites manufactured with high aerogel loading.  On the other 

hand, PI aerogel particles' introduction has achieved different results with much larger increase 

in heat distortion temperature recorded than for any of the silica aerogel composites.   

7.1.2 Mechanical characterisation of aerogel and fibre interface 

In this work, the visual observation of microdroplet formation indicated a large shrinkage of 

polyimide aerogel in a curing and silica aerogel in the drying phase. Alongside the microbond 

sample preparation, the bulk silica and polyimide aerogel samples have also been created. The 
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investigation of aerogels' internal structure via BET and MIP methods have proved the good 

quality of both aerogels with porosity exceeding 80% and other properties in a similar range 

as commercially available products. The micromechanical analysis was conducted following 

the microbond test procedure with samples subjected to visual inspection and AFM scanning 

upon test completion.  As a result, the microbond test revealed that both silica and polyimide 

aerogel present relatively poor adhesion to various fibres with average IFSS not exceeding 2.5 

MPa. In addition, polyimide aerogel presented superior adhesion to all tested fibre types, 

which was mainly attributed to larger shrinkage during curing and more significant difference 

in heat expansion coefficient, which both contributed to larger residual stresses. In the case of 

silica aerogel, the material shear properties could be a limiting factor leading to cohesive 

matrix failure. Finally, the samples prepared with carbon fibre were characterised with the 

largest IFSS values. Such behaviour can be attributed to its geometrical features, such as high 

surface roughness and small diameter. Nevertheless, the superior adhesion of aerogels to 

carbon fibre could also result from the difference in the sample size, which would be 

responsible for different internal structure and sample test behaviour.  

7.1.3 Nanoscale interface simulation 

Following the sample validation, a range of silica and polyimide samples with varying 

densities has been created and a correlation between density and thermal, tensile, and 

compressive properties has been derived. The low density silica has proved to have better 

insulating properties than the polyimide counterpart in terms of thermal conductivity. The 

internal structure of both materials has been identified as the main reason for such behaviour. 

When analysing low density silica and polyimide tensile and compressive properties, a good 

correlation between simulated and experimental results has been identified for low density 

silica. On the other hand, a significant discrepancy can be noticed for low density polyimide 

samples for which especially modulus values were a few orders higher than data presented in 

experimental studies. Such discrepancies were mainly caused by utilisation of too small 

simulation volume for polyimide. By creating the model matching computational resources, 

the samples failed to precisely replicate the internal structure of low density polyimide 

resulting in overestimating the material’s modulus.   

Furthermore, the low density silica and polyimide samples have been combined with two 

reinforcement systems, including amorphous silica and epoxy resin. As a result, for the first 

time, the effect of silica and polyimide density upon both interfacial thermal resistance and 

interfacial shear strength was calculated. When imposing the heat flux through the simulated 

interfaces an extremely small thermal resistance values in a range of 10-8 Km2/W have been 
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achieved. Such values were still within the expected range and were in a good correlation with 

the values obtained from the literature. In addition, all the interfaces have followed a similar 

trend with decreasing thermal interfacial resistance with increasing density. Such behaviour 

was associated with an increasing number of silica and polyimide atoms being in direct contact 

with the atoms of the reinforcement sample when denser samples were utilised. The 

investigation has also suggested that the low density silica samples present lower interfacial 

thermal resistance than polyimide samples when combined with the same reinforcement.  

Finally, the interfacial mechanical properties of created interfaces have been simulated by 

shearing two parallel surfaces of different materials. The comparison of results reported in this 

study presented a good fit with previously simulated interfaces, but not with the experimental 

results obtained through the microbond experiments. The results suggested that all four 

interfaces follow the same trend of decreasing IFSS values with decreasing aerogel density. 

This was mainly associated with the decreasing number of bonds created between 

reinforcement and silica or polyimide atoms when lower density samples have been used. 

Nevertheless, there was a significant discrepancy in IFSS values of various interfaces with a 

silica-silica interface providing the highest IFSS values when high-density samples were used. 

The polymer-silica interface was simulated to be stronger at a low-density value, while the 

polymer-polymer interface provided the lowest value across almost the whole density range. 

The resulting IFSS discrepancies have been attributed to the current state of the molecular 

dynamic simulations being unable to correctly model the mechanical response of the materials 

and their interfaces. 

7.1.4 Microscale modelling of polymer-based particulate composites 

The nanoscale results have been incorporated into finite element analysis of epoxy composites 

prepared with low density silica and polyimide particles. The model was created by using 

MATLAB script to distribute spherical particles inside the resin cube randomly. Upon 

importing into ANSYS, the material properties were assigned to composites' constituents as 

the molecular dynamics study achieved. Modelled material samples have been subjected to 

thermal flux and compressive displacement, allowing replicating thermal and mechanical 

testing techniques. Model verification and validation revealed good accuracy when predicting 

composites' thermal conductivity and a compressive modulus. However, due to the steady-

state mechanical analysis performed, the model could not accurately capture changes in 

compressive strength.  

The created model allowed the investigation of the impact of particle size and density on 

composites' thermal and mechanical properties.  As a result, the analysis of particle size impact 
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on thermal conductivity of epoxy composites revealed lower thermal conductivity values 

achieved when incorporating low density silica rather than polyimide particles regardless of 

their size. Additionally, the smallest particles were the most effective in reducing thermal 

conductivity values mainly due to the larger number of particles incorporated, creating a 

barrier for energy transfer and reducing the number of direct paths through the composite. 

Particles’ density was also found to be an important factor affecting the thermal conductivity 

of epoxy composites. With increasing particle density, the particles became less effective 

insulators, and larger heat flux values were noticed across the samples.  

The results of modelling of mechanical results obtained in this study strongly suggest that the 

addition of low density silica or polyimide particles hinders the compressive properties of 

epoxy resin. Nevertheless, the composites created with low density PI particles present a much 

smaller reduction in compressive modulus than one created with low density silica. Overall, 

the particle size had little effect on the compressive modulus of simulated composites. On the 

other hand, the particle density was found to substantially affect the compressive properties of 

epoxy composites, with denser particles producing composites with higher compressive 

modulus and strength values. The density analysis has also revealed that low density silica 

composites are more susceptible to compressive modulus degradation. Finally, the simulated 

values have also been compared to the experimental results from Chapter 3 revealing some 

discrepancies between them. As such, the model tends to overestimate the impact of low 

density particles on epoxy thermal conductivity while underestimating their impact on epoxy 

compressive properties.  

7.2 Future Work 

This study was focusing on tackling the issues facing aerogel composites. Regardless of the 

progress made, a wide range of improvements can be introduced, facilitating the use of those 

type of materials. As a result, the following chapters highlight the future work that the author 

believes might help increase the understanding of aerogel composites.  

7.2.1 Thermomechanical characterisation of aerogel particulate composites 

Even though this investigation has defined a wide range of thermal, mechanical and 

thermomechanical properties of epoxy and vinyl ester-based composites, there is still much 

uncertainty regarding aerogel-filled polymers.  

Firstly, a better understanding of the internal structure of such composites should be achieved. 

As a result, a series of transition electron microscopy, FTIR, elemental mapping, or micro-

computed tomography should be conducted. It would be interesting to combine such 
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investigations with the matrix viscosity investigation performed in this study, allowing to 

understand the pore infiltration phenomena. Additionally, a more detailed characterisation of 

the internal structure could improve the current understanding of the aerogel-filled composites' 

load and heat transfer behaviour. Finally, the FTIR spectrums could identify the chemical 

interactions between composites constituents and possibly relate them to the bulk material 

properties.  

Secondly, a comparison between various aerogel filled polymer composites manufacturing 

processes could be undertaken. By comparing an already wide range of manufacturing 

techniques, identifying the most effective one could broaden the usage of aerogel composites.  

Such a study would have to consider a wider range of parameters, including the easiness of 

application, preservation of aerogel pores, and resulting composite properties. In addition, a 

more comprehensive range of material combinations could be investigated. This study was 

only limited to polymer-based matrices; nevertheless, very little study has been performed to 

understand the impact of aerogel particles on ceramics or metal matrix systems. In terms of 

aerogels the organic, carbon or single element aerogels could also be used. Finally, regardless 

of the aerogel type, the particle geometrical features' impact should also be further 

investigated. This study has only focused on varying particle size, however other features such 

as particle shape or surface roughness could also impact the bulk material properties.  

7.2.2 Mechanical characterisation of aerogel and fibre interface 

Since it was the first time the micromechanical investigation of aerogel adhesion was 

conducted, a wide range of improvements and future work can be suggested. 

Firstly, this investigation suggested that similar samples have to be prepared to use microbond 

results for comparison purposes. As a result, future studies could focus on deriving the sample 

manufacturing methods to prepare samples with identical external geometries and internal 

structures. Even though the lengthy and complicated process of silica aerogel synthesis is 

extremely hard to control, only with uniform samples the impact of investigated factors on 

interfacial adhesion can be measured. This could even imply using the different 

micromechanical testing procedure, allowing for a different sample shape.  

Secondly, the impact of fibre surface chemistry on the aerogel adhesion properties could be 

evaluated. Even though this study focused on various fibres, the possibility of enhancing 

aerogel adhesion properties by means of fibre sizing has not been examined at all. The future 

study in the initial stages could focus on utilising commercially available fibres with pre-

applied sizing with further aspects of developing the sizing specifically for aerogel type of 
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materials. Such investigation could also be applied to a wider range of aerogel and fibre 

combinations than presented in this study. The silica aerogel is currently the most popular 

aerogel type for the production of aerogel blankets. However, the interfacial study of other 

aerogel types such as carbon, polyimide and other oxide aerogels used could promote their 

incorporation into aerogel composites.  

Finally, the future study could also focus on relating the aerogel interfacial adhesion with the 

mechanical performance of aerogel blankets. Since the measurement of aerogel interfacial 

properties yields minimal impact on understanding the mechanical performance of the whole 

composite. In addition, further investigation into the physical nature of the aerogel interface 

could also be related to understanding the interfacial mechanism of other porous matrices such 

as cement. 

7.2.3 Nanoscale interface analysis 

The conducted nanoscale investigation focused on the impact of aerogel density and thus 

porosity on the mechanical, thermal, and interfacial properties of aerogel.  

Firstly, future work should focus on more accurate replication of the polyimide aerogel. The 

simulated volume used in this study has proven to be too small to capture the polyimide aerogel 

internal structure adequately. As a result, the incorporation of larger computational resources 

could allow for a more accurate investigation of polyimide aerogel properties. Additionally, 

future work could focus on the validation of molecular dynamics results via experimental 

means. The incorporation of increasingly popular nanoscale techniques could provide results 

much more applicable to the simulated length scale. The comparison between experimental 

and simulation results could also suggest a potential area of improvement for created MD 

models.  

Secondly, the future study could evaluate the impact of the material temperature on 

composites' properties as those materials are widely used in extreme temperature condition. 

The understanding of the temperature influence on especially interfacial properties could allow 

for better aerogel and reinforcement combinations. In addition, future work could also be 

focusing on the investigation of the fibre/ particle sizing on the interfacial properties of the 

aerogel composites. By incorporation of a layer of sizing atoms on the reinforcement surface, 

the impact of various chemical sizing could be evaluated before introducing experimental 

testing.   

Finally, a better correlation of nanoscale results with higher scale simulations should also be 

established. Currently, molecular dynamics simulations can be useful to investigate a wide 



311 

 

range of effects on the nanoscale. Nevertheless, there is no straightforward coupling 

mechanism allowing for the direct incorporation of MD results into higher scale models. The 

derivation of such mechanisms could potentially increase the usefulness of nanoscale 

simulations to a wider range of engineering community.  

7.2.4 Microscale characterisation of polymer-based particulate composites 

This study has created a microscale model that estimates the thermal conductivity and 

compressive modulus of aerogel filled polymers. Nevertheless, the overshooting of 

composites' yield strength was also noticed. As a result, the micromechanical model could be 

improved by incorporating a transient compressive test or the nonlinear material analysis to 

capture the material's yield point. In addition, upon introducing such changes, the same model 

could be used to investigate the tensile properties of aerogel and polymer composites. In 

addition, this model has been only validated for the most studied epoxy and silica aerogel 

composites. However, to prove its' versatility, the additional validation incorporating other 

types of aerogels and the matrices should be conducted. Such study could incorporate organic, 

carbon or single element aerogels and consider non-polymeric matrix types, including 

ceramics or hybrid matrices.   

Besides overcoming the limitations of the current model, further study could also look into the 

effects of the interface volume. In the current study, the interface was assumed as a surface of 

the particle with certain properties. However, by altering the thickness of the interface region, 

a more detailed investigation of the interface impact on the aerogel filled composites could be 

measured. In addition, with the incorporation of a few more material properties or changes in 

sample geometry, the model could be used to evaluate other properties of aerogel composites. 

Except for previously mentioned tensile properties, the model could focus on a wider range of 

mechanical properties such as shear or bending and some thermomechanical properties, 

including coefficient of thermal expansion. Finally, the material properties achieved from the 

micromechanical model should be transferred to higher scale models. The bulk material 

properties could be directly inputted into the macroscale simulations without explicitly 

modelling the internal structure of the composite material. Such an approach would require 

less computational resources to complete simulations and further progress the idea of 

multiscale modelling.  
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Appendix 

Appendix A The remaining results of post microbond fibre surface analysis 

In this section, the additional results achieved during the course of the macromechanical 

testing of the aerogel and fibres interface are presented. It includes additional SEM images, 

results of elemental analysis and remaining AFM spectra. Firstly, the additional SEM images 

will be presented. Figure A-0-1 and Figure A-0-2 capture the silica aerogel residues on the 

surface of the respective glass and PET fibre, with a 10k magnification highlighting the typical 

spherical structure of silica aerogel. 

 

Figure A-0-1 The SEM images of silica aerogel residues on the surface of glass fibre. 

  

 

Figure A-0-2 The SEM images of silica aerogel residues on the surface of PET fibre. 

Much less residue can be noticed in the case of polyimide aerogel as presented in Figure A-0-3, 

Figure A-0-4 and Figure A-0-5, which provides a magnification at the surfaces of respectively 

glass, carbon and PET fibres post microbond. This is because the little residue left on those 

fibres are agglomerated in larger lumps rather than evenly spread across the fibre surface. 
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Figure A-0-3 The SEM images of polyimide aerogel residues on the surface of glass fibre. 

 

 

Figure A-0-4 The SEM images of polyimide aerogel residues on the surface of carbon fibre. 

 

 

Figure A-0-5 The SEM images of polyimide aerogel residues on the surface of PET fibre. 
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The results of the elemental analysis are presented in Table A-0-1 and Table A-0-2. They 

include the average chemical composition of fibre surfaces regions for virgin and post 

microbond fibres. Each value was achieved as an average of the results for at least two regions.  

Table A-0-1 Results of elemental analysis of virgin fibres and fibres post shearing of silica aerogel 

droplets. 

 Element Content [%] 

Sample C O Mg Al Si Ca Total 

Glass Fibre - 40.4 1.7 7.5 32.7 17.6 100 

GF/SA - 38.78 - 6.4 41.1 13.7 100 

Carbon Fibre 100 - - - - - 100 

CF/ SA 91.3 7.3 - - 1.4 - 100 

PET Fibre 69.7 30.3 - - - - 100 

PET/SA 68.8 28.8 - - 2.4 - 100 

 

Table A-0-2 Results of elemental analysis of virgin fibres and fibres post shearing of polyimide 

aerogel droplets. 

 Element Content [%] 

Sample C O Mg Al Si Ca Total 

Glass Fibre - 40.4 1.7 7.5 32.7 17.6 100 

GF/PI 11.7 54.7 - 6.6 27.0 - 100 

Carbon 

Fibre 
100 - - - - - 100 

CF/ PI 100 - - - - - 100 

Pet Fibre 69.7 30.3 - - - - 100 

PET/PI 100 - - - - - 100 

 

Finally, the topographies of glass, carbon, and PET fibre post microbond test of silica and 

polyimide aerogel droplets are included in Figure 0-6 and Figure 0-7. 
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Figure 0-6 AFM topography scans of fibre surfaces post the silica aerogel microbond test. Images 

presents a) glass fibre b) carbon fibre and c) PET fibre. 

 

Figure 0-7 AFM topography scans of fibre surfaces post the polyimide aerogel microbond test. Images 

presents a) glass fibre b) carbon fibre and c) PET fibre. 
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