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Abstract

Autonomous manufacturing is broadly defined as a set of manufacturing practices

with the wide adoption of advanced autonomous technologies, e.g., autonomous

robotic systems. With the purpose of shaping future manufacturing operations,

autonomous manufacturing plays a pivotal role on the fourth industrial evolution.

In advanced manufacturing contexts, fixed, static and inflexible transportation

systems such as conveyor belt refrain the greater performances and efficiency of

large-scale fixed-base robotic manipulators in autonomous manufacturing. Mo-

bile robots, as flexible and movable platforms, can be cooperated with the fixed-

base robotic manipulator to perform both material transportation and material

handling tasks at production lines. However, due to the many technologies in-

volved, material transportation by the mobile robot and material handling by

the fixed-base robotic manipulator have not been studied on how to develop a

holistic, integrated, cooperative and autonomous robotic system. To solve this

challenging issue, a strategy that is capable of seamlessly integrating different

modules into a cooperative mobile robot and manipulator system (Co-MRMS)

and provides autonomous material transportation with sufficiently accurate and

robust capabilities for material positioning, is required to investigate. This thesis

deals with the system integration and performance improvement for a Co-MRMS

which contains a fixed-base robotic manipulator and a mobile robot. Compared

to previous works, this research is focused on the specific challenges arising from

heterogeneous robots that must be coordinated along with the complex set of

ii



tasks required for autonomous manufacturing applications.

In this thesis, a new integrated simulation framework is proposed to compre-

hensively demonstrate the cooperative concepts of the whole proposed Co-MRMS

which integrates a mobile robot with a fixed-base manipulator. Furthermore,

to validate the feasibility of the proposed Co-MRMS, a case study on robotic

material transportation and composite lay-up, which is based on a real-world

scenario commonly found in advanced composite manufacturing, is investigated.

The simulation-based results demonstrate promising features of the proposed Co-

MRMS.

From this simulation-based case study, a flexible and efficient interaction mode

is designed for the proposed Co-MRMS and a novel positioning system is devel-

oped for the relative positioning between the mobile robot and the fixed-base

robotic manipulator. In the developed positioning system, a new two-stage po-

sitioning framework with multi-sensor fusion positioning is proposed, which con-

tains two different kinds of localization approaches for the robotic manipulator

continually perceiving the mobile robot. One positioning approach is ultrasonic

sensors fused with an inertial measurement unit (IMU) by using the filtered

extended Kalman filter (EKF) algorithm and another positioning approach is

vision-based positioning by identifying ArUco marker. Crucially, to ensure the

robustness of positioning, a seamless switching strategy for the robotic manipu-

lator to relocalize the mobile robot is presented for the case in which the vision

sensor fails.

Another contribution in this thesis is the performance improvement of ad-

vanced visual-based simultaneous localization and mapping (SLAM) system in

scenarios that contain blurred frames by integrating an efficient image deblurring

framework, which can be used for the phase of autonomous material transport.

The conventional localization systems in manufacturing rely on external setups
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such as ArUco marker, lacking of sufficient flexibility to adapt to autonomous

manufacturing of the future. Visual-based SLAM enables autonomous robotic

behaviors which allow the mobile robot to adequately handle dynamic environ-

ments by visual sensors. It takes advantage of the natural markers from the

around environment and allows the mobile robot to move autonomously toward

the target. However, challenges arise when applying visual-based SLAM in the

practices of autonomous manufacturing. Particularly, blurred images that exist

in visual-based SLAM can result in low-quality outcomes and are thus stud-

ied in this work. The proposed efficient image deblurring framework is feasible

in real-world scenarios and incrementally enhances the positioning accuracy of

visual-based SLAM according to the results in the TUM RGBD dataset and

TUM Visual-Inertial dataset.

At last, a physical prototyping Co-MRMS, which is basically comprised of a

fixed-base robotic manipulator and a mobile robot was developed. Cooperative

behaviors and handling tasks to advance composite manufacturing serve as a case

study. Abundant evaluations through a series of tasks were performed to evaluate

the performance of individual components of the proposed Co-MRMS through a

small-scale robotic cell consisting of a 6 degrees of freedom manipulator and a

Turtlebot3 Burger mobile robot. An effective machine vision system has been de-

veloped to support the robotic tasks described above by providing the capabilities

for object detection, localization and fiber orientation detection and dealing with

uncertainties such as size and shape of fiber plies. In conclusion, by exploiting the

availability of the proposed Co-MRMS, it is possible to implement a flexible sys-

tem that provides autonomous material transportation and sufficiently-accurate

material handling capabilities that extend beyond what is currently adopted in

the industry.
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Chapter 1

Introduction

1.1 Background and Motivation

In modern society, robots play an increasingly vital role in almost all areas of

life, including applications in medical health, autonomous manufacturing and in-

telligent services. For decades, robotic systems have been used in manufacturing

to replace human workers to do several tasks that are dangerous or include high

volumes of materials [1]. Even in the short term, employees can experience fa-

tigue or become distracted due to the repetitive nature of their work, leading

them to make errors. Due to the dexterity and high levels of machine learning,

robots can avoid the common failures of human workers such as fatigue and dis-

traction, which have become commonplace in industry context [2]. According to

the International Federation of Robotics (IFR), about 3 million industrial robots

were applied in worldwide manufacturing in the year 2021, demonstrating the

flourish of industrial robots [3]. Due to the widespread use of robotic systems,

numerous studies have been carried out on enhancing the capability of robots to

execute various manufacturing tasks, e.g. material handling, transporting and

assembly [4–6].
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Over the recent years, manufacturing has developed rapidly with the changing

environment in the form of huge demand for customers, growing global compe-

tition, etc. To tackle these challenges and survive in the intensely competitive

environment, manufacturing is paying increasing attention to flexibility, efficiency

and other manufacturing characteristics [7–10]. Therefore, the comprehensive el-

ements, such as automation, flexibility, efficiency and informatization, have grad-

ually become critical points to improve in the manufacturing context. Until now,

automation has been involved in several stages of manufacturing, replacing the

operations that purely rely on humans. With this trend, industrial robotic ma-

nipulators and mobile robots are widely utilized in manufacturing to perform 4D

tasks, namely dumb, dangerous, dull, and/or dirty [11]. Thus, industrial robots

are indispensable parts of advanced manufacturing.

Generally, traditional automated robotic systems are built with the purpose of

a particular process in manufacturing. For example, the conventional fixed-base

robotic manipulators are generally involved in custom-designed fixtures that are

caged within a secure enclosure to ensure the safety of workers. Whereas, the

challenges to manufacturing such as fierce competition stimulate the develop-

ment of robots and thus multiple forms of robots have been employed except the

conventional fixed-base robotic manipulator. A few examples of using various

forms of robotic systems in manufacturing are given here [12–18]. Collaborative

robots have attracted manufacturers for their capability in interacting with hu-

mans to perform tasks that contain direct physical contact, e.g. assembly and

disassembly [12]. Mobile robots have been developed in quantity to transport

large loads within manufacturing environments [13]. In manufacturing environ-

ments that contain large parts located at multiple stationary stations such as

the shipbuilding industry or aerospace industry, industrial mobile manipulators

are being developed as they are economical solutions and are allowed to work in

different stations with the same tasks [14]. Multiple mobile manipulator systems
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have been studied for the assembly of a large structure, i.e., airplane wing [15].

Industrial manipulators, usually attached to a fixed basement and consisting of

multiple jointed arms and end-effectors, have been used predominantly in the au-

tomotive industry for important operations, e.g. welding, painting and material

handling [16]. A robotic system containing multiple mobile robots has found sig-

nificant importance in inspecting and maintaining equipment located at a large

number of distributed servicing points in various manufacturing and industrial

scenarios [17]. Multiple robotic manipulators have shown notable advantages in

performing cooperative tasks such as peg-in-hole as well as handling large and

heavy objects [18].

Indeed, during the past decades, the interest in developing different robotic

systems in a manufacturing context has significantly increased and significant

milestones have been achieved. However, there still are abundant challenges and

technological bottlenecks that need to be solved before robots can completely

replace humans to perform manufacturing tasks as expected now.

1.1.1 Robotic Systems in Advanced Manufacturing

Mobile robots and robotic manipulators are the most common robotic systems

employed in advanced manufacturing, playing different roles for scheduled tasks

on the basis of their own characteristics [19]. Mobile robots can move around

without needing a fixed physical location. As material transport is a typical task

in manufacturing, deploying mobile robots to perform such a task can reap vari-

ous crucial benefits such as flexibility, safety, and efficiency. By contrast, robotic

manipulators are usually attached to a fixed physical location, constructed by

multiple linked manipulators and end-effectors for performing various manufac-

turing tasks such as assembly and material handling. To date, both of these two

different types of robots have been studied as independent robotic systems respec-

3



Chapter 1. Introduction

tively and extensively, and a large number of researchers have been dedicated to

improving the performance of robotic systems in terms of flexibility, autonomy

and versatility [6,13]. Meanwhile, various robotic systems have emerged and can

be broadly classified into single and cooperative robotic systems without former

reference. The cooperative robotic system, which integrates more than one robot,

is becoming competitive and has been widely applied in advanced manufactur-

ing to perform cooperative tasks such as material transportation and handling at

production lines [15,17,18]. Compared to a single robotic system, multiple robots

work together as a single robotic system, presenting and combining a number of

advantages such as versatility and efficiency.

Moreover, the cooperative robotic system has several different forms like multi-

ple mobile robots, multiple robotic manipulators and mobile manipulators. With-

out the formal classification from the existing literature, cooperative robotic sys-

tems are broadly divided by the author into cooperative homogeneous robotic

systems and cooperative heterogeneous robotic systems. A cooperative homo-

geneous robotic system generally consists of the same type of robot, performing

a similar task with a single robotic system. For example, a cooperative mobile

robotic system is composed of groups of mobile robots. It has been studied ex-

tensively for a manufacturing task that needs more than one mobile robot, such

as lifting and transporting heavy objects in advanced manufacturing.

A cooperative heterogeneous robotic system generally consists of different types

of robots. For example, a mobile robotic manipulator is a typical cooperative

heterogeneous robotic system that integrates a robotic manipulator into a mobile

platform. Advantages offered by the robotic manipulator such as dexterity and

benefits provided by the mobile platform such as mobility, are combined into a

single robotic system. Thus, the work area of the mobile robotic manipulator

is extended and the system is allowed to work in different locations, making it

flexible to perform several manufacturing tasks. In the framework of Industry 4.0,
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mobile robotic manipulator is a reality available and enable to execute mechanical

and repetitive tasks. However, the tasks that are performed by this system are

limited due to the light load and speed of the attached robotic manipulator [20].

Compared with the integrated mobile robotic manipulator, this thesis is con-

cerned with another type of cooperative heterogeneous robotic system that con-

tains a mobile platform and a fixed-base robotic manipulator, namely coopera-

tive mobile robot and manipulator system (Co-MRMS), which has been relatively

unexplored in literature. The fixed-base robotic manipulator is responsible for

demanding manufacturing tasks such as performing heavy loads and complex

assignments, while the mobile robot is used as the intermediate to supply mate-

rials. As this robotic system fundamentally consists of two different and separate

robots, both the independent and interactive behaviors of robots will be investi-

gated in this thesis.

1.1.2 Limitations and Opportunities

As is mentioned above in Section 1.1.1, a large variety of robotic systems have

emerged within advanced manufacturing context, which can be categorized into

the following mainstream classes: single robotic system (single mobile robot and

single robotic manipulator) and cooperative robotic system (mobile manipula-

tor system, multiple mobile robots system and multiple robotic manipulators

system) [12–18]. However, these robotic systems have not yet covered all the cir-

cumstances in manufacturing. For large-scale industrial robotic systems, heavy

fence guarding is generally required to ensure the safety of human workers. Tra-

ditional material transport systems for the fenced robotic manipulator such as

conveyor belts, are fixed, static and inflexible, reducing the flexibility of manu-

facturing as well as consuming lots of workspace [16]. By contrast, mobile robots

have been widely used as a platform for material transport due to their flexibility
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and mobility, which creates opportunities for further cooperation with the fixed-

base robotic manipulator [17]. In this case, the fixed-base robotic manipulator

and the mobile robot can be cooperated and integrated as a single robotic sys-

tem to perform both material transport and handling tasks at production lines.

This new type of cooperative robotic system has received little attention, which

is challenging to build owing to the incorporation of different types of robots and

the involvement of many technologies such as material detection and localization.

In addition, when the cooperative robotic system is put into practical applica-

tions within the manufacturing context, other challenges are as well introduced.

For example, current manufacturing is facing fierce competition and has been

developed rapidly with the changing environment. Therefore, the robots in man-

ufacturing are required to not only work in a stable environment but also enable

to adapt to dynamic and incompletely structured environments [19]. A stable

environment means that the environment remains static and unchanged over

time. The past few years have seen the rapid development of robots within a

stable environment, especially in manufacturing industry. The robots are usually

programmed offline and the path is planned in advance based on a structured en-

vironment [21]. However, dynamic conditions are unavoidable, i.e. the operation

environment is changed or dynamic with unexpected cases. This potentially leads

to the failures of robots. Thus robots are required to become autonomous and en-

able to adapt to complex, uncertain, dynamic and incompletely structured man-

ufacturing environments. Compared with the traditional robotic system working

in a stable environment, autonomous robotic systems are intelligent to deal with

small variations and adapt to changing environments in a task, thereby executing

high-level tasks without planned and predefined programming [7].

From the technology standpoint, integrating a fixed-base robotic manipulator

and a mobile robot as a single robotic system is challenging as the system requires

the integration of multiple sub-systems and robotic capabilities. In addition, the
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scientific challenges of this research mainly focused on building a new form of a

complete cooperative robotic system and conducting experiments to validate the

proposed system’s capabilities.

Motivated by these challenges and opportunities, a cooperative robotic sys-

tem that contains a fixed-base robotic manipulator and a mobile robot involved

with many technologies for autonomous manufacturing, namely is presented in

this thesis. Different components are integrated for intelligent and flexible ma-

terial transportation and handling. Multi-sensor fusion positioning system and

an improved visual-based SLAM algorithm are proposed to further improve the

robotic behaviors of a whole robotic system. In this thesis, the described coop-

erative robotic system is industrially relevant, seeking to provide a strategy that

combines different modules in a flexible system, providing autonomous material

transport as well as accurate and robust material handling capabilities.

1.2 Research Aim, Questions and Objectives

1.2.1 Research Aim

This research investigates a cooperative mobile robot and fixed-base robotic ma-

nipulator system, involving related positioning problems for material handling

and SLAM problems for autonomous material transport.

In advanced manufacturing, material transport and handling have not been

integrated into a single autonomous robotic system, which is challenging due

to the many technologies involved, including path planning, material detection

and localization, etc. To achieve autonomous material transportation as well as

accurate and robust material handling, the development of combining different

components is required.
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In addition, conventional material transport techniques for the fixed-base robotic

manipulator by mobile robot commonly require predefined offline programming.

These two robots work independently with relatively little interaction. In this

scenario, any changes to the process can lead to the failure of material trans-

port and require considerable offline programming effort, lacking the anticipated

flexibility and efficiency. Consequently, material transport techniques for the

fixed-base robotic manipulator by mobile robot have traditionally been limited

to little interaction with minimal reliance on sensing technologies.

Visual-based SLAM enables autonomous robotic behaviors, allowing the mobile

robot to adequately adapt to a dynamic environment and mainly depends on

visual sensors [22]. However, challenges arise when applying visual-based SLAM

in the practices of autonomous manufacturing. Particularly, blurred images that

exist in visual-based SLAM can result in low-quality outcomes. The research on

combining image deblurring and visual-based SLAM has not received significant

attention in the literature and is studied in this work.

The aim of this research is to investigate a new form of cooperative robotic sys-

tem that enables to perform material transport and handling tasks autonomously

and flexibly in advanced manufacturing.

1.2.2 Research Questions

The scope of this research is advanced manufacturing. In order to develop a

cooperative mobile robot and fixed-base robotic manipulator system for perform-

ing material transport and handling tasks in advanced manufacturing, several

research questions are formulated in the beginning phase of the literature review

and real industrial scenarios, which are listed below. Research question 1 ad-

dressed the overall background of using Co-MRMS in advanced manufacturing

while Research question 2, Research question 3 and 4 addressed some technical

8



Chapter 1. Introduction

problems in the proposed Co-MRMS. Each of these questions is complex to ad-

dress when a strategy is required to perform both autonomous material transport

and flexible material handling in a single robotic system. By addressing these

research questions, the proposed Co-MRMS achieves the aim of this research

successfully and makes new knowledge contributions in robots for autonomous

manufacturing.

1 What is the current situation of using cooperative robotic manipulators and

mobile robot systems in advanced manufacturing?

2 How to use the cooperative fixed-base robotic manipulator and mobile robot

system to realize both autonomous material transport and flexible handling?

3 How to achieve accurate and robust positioning in the proposed Co-MRMS?

4 How can the proposed Co-MRMS transports the material in a fast-changing

environment?

1.2.3 Research Objectives

To meet the above research aim and answer the research questions, the following

objectives have been set:

1. Perform a comprehensive literature review on the state-of-the-art techniques

of robotic systems in advanced manufacturing as well as positioning and SLAM

methods, and identify the limitations of existing works in relation to applying a

cooperative mobile robot and robotic manipulator system in autonomous manu-

facturing.

2. Develop a cooperative mobile robot and robotic manipulator system to serve

as a promising strategy for autonomous material transfer and handling tasks in

autonomous manufacturing.
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3. Conduct an integrated simulation based on Objective 2 to comprehensively

demonstrate the feasibility of the proposed robotic system.

4. Develop a sensing system for accurate and robust identification and posi-

tioning.

5. Develop a new approach that allows the mobile robot to transport the

material autonomously in a dynamic manufacturing environment.

6. Evaluate the quantitative performance of the techniques developed in Objec-

tive 4 and Objective 5, the feasibility and effectiveness of the proposed Co-MRMS

in Objective 2.

1.3 Research Methodology

A research methodology is a way to systematically resolve a research problem. It

defines the components of research activity and states the adopted strategy and

rationale of different steps [23]. Research philosophy is the fundament of research

methodology, which provides guidelines about choosing suitable research strate-

gies or methods [24]. Generally, four philosophical approaches to research are ac-

knowledged: positivism, constructivism, post-positivism and interpretivism [25].

Positivism uses data to verify hypotheses, requiring quantitative analysis [26].

Constructivism emphasizes on individual beliefs and experiences, solving research

problems via constructing models, diagrams, etc [27]. Post-positivism lies be-

tween positivism and constructivism. It not only emphasizes the independence of

observation but also asserts that the observation is affected by the values and ex-

periences of the researcher [28]. Interpretivism is commonly used in social science

without gathering data to interpret the research object by social constructions. In

interpretivism, qualitative analysis is emphasized over quantitative analysis [29].
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Fig. 1.1. The framework of research methodology.

Fig. 1.1 shows the framework of the adopted research methodology. Firstly, the

research problem is identified. This research addresses a new form of cooperative

robotic system and its performance in advanced manufacturing. The main issues

dealt with are developing a novel Co-MRMS and optimizing the subsystems for

autonomous operations. Secondly, the adopted research philosophy in this work

is determined, which is post-positivism. Thus both qualitative and quantitative

analysis are used. Deductive research is a method that tests a prior hypothesis or

theory by collecting data and empirical observation [26]. It is used as the research

mode in this work. Three research strategies adopted are opinion, empirical and

analytic research [30]. Opinion strategy is used for obtaining other people’s views

while empirical strategy is used for observation [30]. An analytic research strategy

is adopted for analyzing the obtained information [30]. For research techniques,

literature surveys, case studies, experiments and prototyping are employed in this

work to collect data. The investigations and developments have been broken down

into several smaller studies that focus on one or more of the research questions

introduced in Section 1.2.2, which are described as follows.
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1.3.1 Literature Review

Literature review is performed in this thesis to provide a critical analysis of the

cooperative mobile robot and manipulator system in advanced manufacturing, as

well as the current state-of-the-art technology including robotic positioning and

SLAM, which can be integrated into Co-MRMS to improve the performance of the

whole system. With the purpose of identifying the limitations of existing state-of-

the-art techniques and improving the autonomy and flexibility of Co-MRMS, the

crucial knowledge gaps in the literature are determined and have been addressed

subsequently in this research. As is shown in Fig. 1.2, the literature review

process can be divided into five steps. The first step is the research question

definition. Then, based on the specific research question, the advantages and

disadvantages of the general techniques are known according to a substantial

amount of literature review. Afterward, the literature review is narrowed down

depending on the chosen approach. Finally, the knowledge gaps are determined

through an in-depth literature review.

Fig. 1.2. Literature review process.
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1.3.2 A Simulated Case Study in Composite Manufacture

An integrated simulation framework is investigated to comprehensively demon-

strate the concepts of the whole proposed Co-MRMS, given that applying the

proposed robotic system to a real scenario directly is time-consuming, expensive

and difficult.

Material transportation and composite material lay-up tasks in composite man-

ufacture are chosen as an application example for the proposed Co-MRMS as it

provides the opportunity to investigate the feasibility of the proposed Co-MRMS.

This case study will primarily seek to address Research Question 2 (see Section

1.2.2). Moreover, the development of approaches for enhancing the performance

of the proposed Co-MRMS studied in this thesis is driven by the findings in this

case study.

1.3.3 Positioning Design for the Proposed Co-MRMS

The first development for enhancing the performance of the proposed Co-MRMS

is the positioning. In this thesis, the positioning problem studied addresses that

the fixed-base robotic manipulator can have accurate and robust interaction with

the mobile robot by using sensing technologies. The attention given to this prob-

lem is derived from the simulated case study in composite manufacture and ob-

servation of material transport in real industrial scenarios. The mobile robot with

material is generally driven to the predefined stop location, then the fixed-base

robotic manipulator executes material handling by offline programming without

identifying the position of the material. These two robots work independently

with relatively little interaction, lacking the anticipated autonomy and flexibility.

This investigation addresses the problem of robotic interaction when the mobile

robot transports material to the fixed-base robotic manipulator. To achieve the
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robotic interaction, robustly and accurately perceiving the positions of the mobile

robot is necessary for the fixed-base robotic manipulator. This needs to explore

the benefits of combining multiple sensors into a single positioning system for

the fixed-base robotic manipulator to perceive and estimate the positions of the

mobile robot. The performance of the positioning system is evaluated through

a series of physical static and dynamic experiments. I go on to identify the po-

sitioning system that enables the robotic manipulator to estimate the positions

of the mobile robot in the case of visual sensor failure. The output of this work

is a two-stage positioning strategy, allowing seamless switching between different

sensor suites based on sensor state for the robotic manipulator relocalising the

mobile robot. This work addresses Research Question 3 (see Section 1.2.2) for

accurate and robust positioning in the proposed Co-MRMS.

1.3.4 Autonomy Enhancement for the Proposed Co-MRMS

The second development for enhancing the performance of the proposed Co-

MRMS is the autonomy of the system. Owing to the techniques of SLAM, the

mobile robot in the proposed Co-MRMS is able to work in a dynamic and chang-

ing environment, which significantly enhances the autonomy of the proposed Co-

MRMS. In this thesis, the study of SLAM seeks to apply an advanced SLAM

algorithm to the phase of autonomous material transport in a manufacturing

environment and addresses the problem of blurred images. This problem is in-

vestigated by integrating the advanced SLAM algorithm and image deblurred

algorithm to incrementally enhance the SLAM accuracy for autonomous mate-

rial transport by a mobile robot. The performances are evaluated on the mobile

robot in the real world as well as the famous TUM RGB-D dataset [31] and TUM

Visual-Inertial dataset [32]. This work addresses Research Question 4 (see Section

1.2.2) for autonomous material transport by a mobile robot in manufacturing.
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1.3.5 Prototype Verification of the Proposed Co-MRMS

As a simulated case study in composite manufacture has been conducted, a pro-

totype is built up to verify the feasibility and cooperative behaviors of the pro-

posed Co-MRMS in the real world. Similar to the simulated case study, material

transfer and handling operations in advanced composite material manufactur-

ing are chosen as applied tasks since composite material manufacturing mainly

relies on manual labor and individual skills, especially in transport and lay-up

processes. Comprehensive physical experiments conducted with a 6 Degree-of-

Freedom (DoF) serial manipulator and a two-wheeled differential drive mobile

robot, demonstrate the efficient interaction and high performance of the Co-

MRMS for autonomous material transportation, material localization, fiber ori-

entation detection and grasping of material. This real-world case study further

seeks to address Research Question 2.

1.4 Thesis Organisation

This thesis is composed of seven chapters and the remainder of this thesis is

organized as follows.

Chapter 2 critically reviews the existing research in the area of cooperative

robotic manipulators and mobile robot systems and covers the state-of-the-art in

robotic positioning and SLAM. Within the scope of the contributions of this the-

sis, the knowledge gaps are discussed and the limitations of the current techniques

are identified.

Chapter 3 proposes an integrated simulation framework to comprehensively

demonstrate the cooperative concepts of the whole proposed Co-MRMS. In ad-

dition, a case study on robotic material transportation and composite material
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lay-up, which is based on a real-world scenario commonly found in advanced com-

posite manufacturing, is investigated to validate the feasibility of the proposed

Co-MRMS in a simulation-based environment.

Chapter 4 investigates the interaction and positioning problem of the pro-

posed Co-MRMS by sensing techniques with the consideration of unavailable sen-

sors. An interaction mode is designed and a novel positioning system comprised of

two different kinds of positioning methods is developed for the relative positioning

between the mobile robot and the fixed-base robotic manipulator. Additionally,

to ensure the robustness of the positioning system, a seamless switching strategy

for the fixed-base robotic manipulator relocalizing mobile robot, is presented for

the case in which the vision sensor fails.

Chapter 5 addresses the problem of blurred images that exist in visual-based

SLAM, decreasing the quality of autonomous navigation for mobile robots. An

efficient image deblurring framework is introduced to incrementally enhance the

SLAM accuracy for the autonomous navigation of mobile robots.

Chapter 6 describes a prototype system to validate the feasibility of the pro-

posed Co-MRMS through a case study on material transportation and handling

tasks in advanced composite manufacturing. Adequate experimental results are

provided to illustrate the capabilities of material transportation and accurate

material handling of the proposed robotic system.

In the end, Chapter 7 provides the conclusions drawn from this thesis and a

collective discussion on the research findings obtained from each of the studies

with regard to the overall research aim and objectives. Then, the individual

contributions to knowledge made in this thesis are summarised and presented.

Limitations of the reported work are described and possible directions for future

work are discussed based on the current research findings.
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The logic behind the thesis organization design is finding the knowledge gap

and solutions from the literature review first and then using simulation-based

experiments to initially demonstrate the solutions. The submodules are then

verified and an integrated demonstrator is set up and validated in the real world.

Therefore, the layout and organization of the thesis are shown in Fig. 1.3. The

underlying research questions addressed and the focal points of each chapter are

displayed on a chapter-by-chapter basis.

Fig. 1.3. Organisation of the thesis.
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Literature Review

This chapter gives a literature review of the Co-MRMS in advanced manufactur-

ing, as well as the current state-of-the-art technology including robotic positioning

and SLAM, which can be applied into the Co-MRMS to improve the performance

of the whole system. The chapter is comprised of three sections covering the re-

view of the Co-MRMS, robotic positioning and SLAM techniques. A summary

of reviewed literature is provided to highlight the current knowledge gaps, their

limitations and how these problems are addressed in this thesis.

2.1 Cooperative Mobile Robot and Manipulator System

Due to the increasing competition in a globalized environment, manufacturers

need to constantly evolve their production systems to accommodate the chang-

ing requirements of markets. Nowadays, production is transforming the paradigm

from a great deal of ready-made products to mass-customized production. One

of the impacts of this tendency on production systems is that the manufacturing

process is required to be more flexible and can promptly adapt to handle more

production variation and smaller batch sizes [19]. Since robot-based production
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has been an indispensable part of advanced industrial manufacturing, another

impact is that more and more robotic systems will be deployed in the manufac-

turing industry along with substantial investigation of the robots [7]. With the

coming of Industry 4.0, robotic systems can significantly promote the manufac-

turing process and thus a growing number of tasks will be performed by robots in

the future [33]. Different types of robots that are deployed in industry generally

include large-scale industrial robotic manipulators with fences, mobile manipula-

tors, small-scale stationary robotic manipulators and mobile platforms. On one

hand, these robots can replace humans in carrying out repetitive manual tasks.

On the other hand, they can enter into more hazardous environments to fulfill

several dangerous tasks.

Normally, robotic manipulators that are used prevalently in manufacturing,

are statically placed in a guarded cell to continuously repeat a delicately prede-

fined sequence of actions without changes for decades. It is not surprising that

these typical robotic manipulators cannot provide considerable flexibility and thus

transformable production systems to such a degree lack adequate capabilities of

current production systems [21]. While traditional robotic manipulators are auto-

mated to a large degree but are difficult to reconfigure, manual labors are flexible

to perform various tasks in a manufacturing environment but are uneconomical

for large-scale production, especially in countries that lack human power. For the

next generation of manufacturing, mass customization requires combining high

flexibility with a high degree of automation [34]. To achieve this goal, robotic

manipulators are expected to be one of the promising enablers of this transition

to a transformable future factory. In order to reach the demanded level of flexibil-

ity, robots need to possess more autonomy and cope with dynamic environments.

Another kind of robot that has been widely employed in advanced manufactur-

ing environments is mobile robot. Owing to their mobility, mobile robots have

been extensively utilized in a variety of tasks such as material transport and
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part-feeding. Michael and Roger et al. in [35] stated that the number of mobile

robots will increase in manufacturing and more complex tasks are expected to be

accomplished by mobile robots.

The aforementioned two different types of robots, mobile robots and robotic

manipulators, are distinct robots and possess expertise in different aspects within

the manufacturing environments. Due to the limitation of single robots, different

cooperative forms of robotic systems have emerged [17,18]. For example, in Fig.

2.1, two different cooperative forms between a mobile robot and a robotic manip-

ulator are shown. As is the most typical cooperative form of a mobile robot and

a robotic manipulator, mobile manipulators have been extensively investigated

because of their mobility, collaboration and flexibility [14, 15]. Mads et al. [36]

focused on mobile industrial manipulator applications and surveyed 12 general

industrial application requirements, which combines academic research and indus-

trial applications. However, little emphasis has been placed on the importance

of system architecture. Additionally, a number of issues of mobile manipulators

proposed in previous literature have been solved since then. New techniques have

emerged and can be integrated into the system to improve its performance. This

section overviews the typical framework of mobile manipulators including hard-

ware and software components, and the applications of systems in industry to

gain a full understanding of the system.

Fig. 2.1. The different cooperative forms between a mobile robot and a robotic ma-
nipulator.
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2.1.1 System Overview of Mobile Manipulator

It remains challenging for a mobile manipulator to cope with the relationship

between modularity and integration. On one hand, modularity decomposes the

whole complex into several subsystems, which will be easier to build up. On the

other hand, the synergies of the integrating systems are as well need to be con-

sidered to ensure that the incorporation of the components will make the whole

system work effectively [37]. In this thesis, the components of the mobile manip-

ulator system will be introduced and are divided into two subsystems: hardware

module and software module. The typical framework of a mobile manipulator

involving system components is displayed in Fig. 2.2.

Fig. 2.2. The framework of mobile manipulator system.
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2.1.1.1 Typical Hardware Modules

The hardware module of a typical mobile manipulator contains four parts, which

are a mobile platform, a robotic manipulator, multiple sensors ad an end-effector

of the manipulator. Simply put, the mobile platform is used for movement. The

end-effector is generally integrated with the robotic manipulator for manipulation

and performing operational tasks such as pick-and-place. Sensors are used for

perceiving the environment or objects. These components can be modular, which

allows being combined together arbitrarily and flexibly to build up the mobile

manipulator system.

1) Mobile platform

For a mobile manipulator, the mobile platform is generally used for navigation

and localization because of its mobility. The platform normally works in the

plane and thus its DoFs are 3, which are the positions of the robot center and

rotation angle. For mobile platforms using omnidirectional wheels, which can

move into any direction directly without turning on the ground, the platform is

holonomic. Based on this, different modes of autonomous control systems have

been designed [38]. Nowadays, there are a number of companies focusing on

the development of mobile platforms, which leads to the widespread adoption of

mobile platforms in a variety of areas.

2) Manipulator

In advanced industry, there are two main kinds of robotic manipulators. One

is large-scale but has to be fenced because its working velocity is relatively high,

which is dangerous for humans. It has extensive applications in industry, such as

metal cutting and forging. However, this kind of robotic manipulator is normally

pre-programmed to repeat the same tasks. The size of another kind of manipu-

lator is comparatively small and thus is compatible with human interaction. In
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general, its work velocity and payload are quite low but it can be mounted into

a mobile platform to perform more complex and flexible tasks. Usually, manip-

ulators are equipped with end-effectors to achieve complex tasks. Manipulators

with different DoFs have been designed and adapted to different tasks and sce-

narios. Manipulators with 3 or 6 DoFs are commonly introduced. The former is

similar to a human’s arm and thus generally used in humanoid robots while the

latter has been employed extensively in advanced industry due to its advantages

of simplicity and flexibility. In [39], both the flexible arm and rigid arm have been

designed and cooperated with a mobile platform to work in different scenarios.

3) Sensors

A variety of sensors such as cameras and wheel encoders have been used in a

robotic system for obtaining the desired information. For example, a head sen-

sor in the robot is analogous to a human’s eyes and normally mounted on the

pan-tilt of a robot to perceive the information around the environment. Another

example is using a force/torque sensor that is mounted on the end-effector of a

robotic manipulator to stop the system operation if the detected force exceeds the

threshold. If multiple sensors are utilized in a robotic system, the fusion method

must be considered to acquire reliable and accurate data. In [40], a workspace

monitoring system, which contains three stereo cameras and one time-of-flight

camera, is used in the VALERY project for protecting the tool of a mobile ma-

nipulator and has proven its effectiveness. Besides, sensor data generally contains

noise, which can be reduced by numerous methods such as the Kalman filter and

particle filter [41]. Overall, sensors are vital for robotic systems as they can pro-

vide crucial information for the key behaviors of robots such as path planning

and controlling.

4) End-effector

The end-effector of the robotic manipulator is equivalent to a human’s hand and
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has been broadly used for grasping assignments. The shape of the end-effector

changes according to the specific task. For example, a cable-driven gripper with

internal sensors has been designed for picking strawberries in [42]. Nowadays,

some bionics end-effectors like the shape of an eagle’s claw have been designed

for improving grasping performance. As mentioned before, some sensors have

been employed and combined with end-effectors for safety considerations or to

provide assistance to perform tasks. In [43], sensitive force feedback sensors were

built up with end-effectors to stop the system automatically if the detected force

exceeds the threshold. In [44], aided by other modules and components such as

controller and sensors, the robotic manipulator with end-effector was set up to

accurately and reliably perform tasks such as object handling.

2.1.1.2 Typical Software Modules

For a mobile manipulator system, the software module involves multiple parts,

which combine disciplines of environment and object perception, path and motion

planning, system control and human-robot interaction. In general, depending on

the requirements of a specific task, different software structures and strategies

are adopted to adapt to the task. In the following part, the fundamental software

modules in a mobile manipulator system are introduced.

1) Environment and Object Perception

Perceiving information about the environment to avoid collision is the first

step in operating a software module, which is closely related to using various

sensors. Until now, a number of vision-based sensor systems have been extensively

employed for detecting objects and humans to avoid a collision. In [45], a thermal

vision system based on a thermal camera and neural network technology was

utilized for environment detection by acquiring the temperature image. The

system is robust, reliable and not easily affected by the light or skin colour of
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humans. To avoid the collision, authors in [46] used a torque sensor to detect

the external forces, which are then integrated into the admittance controller for

rapidly responding to the collision forces. Meanwhile, as using visual sensors

for perception has been one of the popular research fields in the last decades, a

number of techniques have been adopted to process the obtained images. Liu et

al. [47] utilized extreme learning machine (ELM) face recognition with Microsoft

Kinect sensors for fast perception, which has been implemented on a four-wheeled

mobile robot and achieved good performance in terms of speed and accuracy.

Researchers in [48] used a deep learning approach to accurately detect the target

while researchers in [49] used visual saliency modeling for object recognition.

Bonn et al. [50] used detect architecture based on a deep neural network to find

the tools and complete the challenge well in the Mohamed Bin Zayed international

robotics challenge 2017. To get a better understanding of the environmental

scene, image segmentation that partitions a digital image into multiple image

segments has received more and more attention [51].

2) Path and Motion Planning

Mobile manipulator planners usually contain two parts: motion planning for

the manipulator and path planning for the mobile platform. The algorithms used

in both planning parts can be the same or different. The common planning al-

gorithms can be divided into preprogrammed planning and real-time planning,

which depends on whether the environment map is known or unknown. In previ-

ous works, there was plenty of research based on structured environments, which

means that mobile manipulators can achieve localization and navigation by pre-

programming. Nowadays, the trend of robotic planning is transformed into a

more flexible mechanism, requiring the robotic system to have the capability

of dealing with a dynamic environment. SLAM is one common solution that

allows the system to perform real-time planning by mapping the environment
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and localizing itself simultaneously. To achieve successful path and motion plan-

ning, localization is indispensable and various localization approaches have been

investigated and used in industry, such as odometry-based methods, ape-based

methods, bar code methods and laser triangulation methods [35]. Moreover, ow-

ing to the unstable environment or dynamic obstacles, collision avoidance is an

important factor that needs to be considered when designing the planning [52].

3) Control Algorithms

From the perspective of development history, a robotic control system has gone

through the stages of semi-automated control and automated control and gradu-

ally moved towards the stage of autonomous control. A semi-automated control

system enables the robotic system to perform tasks with partial automation but

has to involve human intervention in many cases. In comparison, automated

control, based on predefined heuristics, allows the robotic system to work inde-

pendently but cannot deal with changing environments. An autonomous control

system can learn and adapt to changing environments, and evolves as the envi-

ronment with no need for human intervention, which has been the practical way

to achieve a completely intelligent industry.

The control system that includes controller and control algorithms aims to make

the whole system perform better in tracking, disturbance rejection, robustness

and so on. Controlling for mobile manipulators is a complex problem because the

system involves both manipulator and mobile platform. In the past, a number

of research has been done on the whole body control [53], which means that

both mobile platforms and robotic manipulators move at the same time. The

discretization method has been as well used for mobile manipulator controlling,

where the mobile platform and manipulator adopt different and respective control

methods [54]. For a system combining a non-holonomic mobile platform and

a holonomic manipulator in [55], a robust adaptive controller considering the
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coupling was proposed by designing Lyapunov functions of subsystems relatively

and the disturbance rejection ability of the designed controller was proved by

simulation but lacks physical experimental results. Nowadays, some researchers

are considering using the damping controller to improve the interaction between

the mobile manipulator and other objects. In this case, the mobile platform

moves unless it reaches a set of constraints such as the singularity, minimum of

manipulability, distance to objects and angular deviations. In a real environment,

the situation is more complicated and these four constraints can not ensure all

fully intuitive collaborations and thus more control constraints are required to be

studied in the future [56].

4) Human-Robot Interaction

Safety and interaction methods are two key factors in the way of realizing

human-robot collaboration. The interaction can be divided into two ways, con-

tact and contactless operation. Contact operation has traditionally been the

standard approach for human-robot interaction. This allows direct contact with

the machine (e.g. via joystick) and requires extensive training to familiarize with

the system. To date, a number of contactless interaction methods have been in-

troduced, such as pose, speech and brain waves. The contactless methods above

are simple for workers to use but have not been applied widely. Additionally, in-

tuition is the tendency of human-robot interaction, where the robot can forecast

the human’s following movement based on the movement library and extensive

training. MIT (Massachusetts Institute of Technology) team [57] presented a

data-driven approach and built a human motion library, which can reach 70%

or higher correct classification on predicting human trajectory. Therefore, it

can be concluded that contactless and intuitive operations are the tendency of

human-robot interaction. Besides, both mental and physical factors need to be

considered to make the robotic system safe and comfortable for humans. In the

future, human operators can interact with the robotic system easily and naturally
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without abundant professional knowledge.

2.1.2 Applications in Industry

Both hardware and software components in mobile manipulators have been in-

troduced individually in the above sections. These components can be integrated

into a whole robotic system to implement several tasks and one of the signifi-

cant application areas for the mobile manipulator is industry. In fact, the sales

of mobile manipulators have increased rapidly in recent years, especially in the

industry area. Until now, mobile manipulators have been successfully applied in

logistics for object transport and handling. Other industrial applications such

as painting for large equipment and homokinetic joint assembly [58] have been

researched as well. It can be predicted that the sales of mobile manipulators will

still have a considerable increase for achieving Industry 4.0 and several key tech-

niques such as autonomous control and dealing with dynamic environments will

get major breakthroughs in the next decades. At present, since mobile manipu-

lators are suitable for both transporting objects and performing pick-and-place

tasks, this robotic system has been mainly applied to two industrial areas, which

are logistics and manufacturing.

1) Logistics

Logistics is an area that calls for a vast mobile manipulator because it has a

high volume of transferring tasks. The operating environments for mobile ma-

nipulators such as factories and warehouses are generally stable and unchanged.

Extensive research regarding mobile manipulators with object-transferring capa-

bilities has been conducted. Robotics-enabled logistics and assistive services for

the transformable factory of the future [59], a project founded by European Com-

mission, aims to realize a robotic system not only used in the intelligent automatic

logistic systems but also used in some assistant services such as preparing and
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assembly. As one of the achievements of the project, Madsen et al. [60] applied

two mobile manipulators into the real industry environment for pump production,

where one of them mainly worked as a logistics robot for transporting the rotor

from one workstation to another while another mobile manipulator was used as

an assistant for assembly and quality control. Although the two mobile manipu-

lators cooperated well, the experimental results indicated that several problems

existed with this technology. For example, the hardware setup of the system is

quite time-consuming and some navigation errors often occur. Additionally, the

speed and safety of the system need further investigation before the technology

can be truly applied in the real environment.

2) Manufacturing

Except for the area of logistics, manufacturing is another area in which mo-

bile manipulators have shown high potential in different fields of manufacturing.

For example, as mentioned in the previous section, Madsen et al. [60] investi-

gated using two mobile manipulators (Omni Rob and Little Helper) in water

pump manufacturing [60]. Researchers in [61] proposed a mobile manipulator for

collaborative autonomous kitting in car manufacturing. For some manufactur-

ing tasks that require high precision such as drilling and screwing, a stationary

manipulator has been widely applied as it is not difficult for the fixed robotic

system to guarantee demanding accuracy and performance while a mobile ma-

nipulator cannot easily achieve this owing to its multiple modules and complex

control mechanism. Nevertheless, Guo et al. [62] successfully applied a mobile

manipulator in aerospace manufacturing for drilling work which requires both

high accuracy and flexibility. In addition, plenty of experiments have been con-

ducted to validate the feasibility of the system. Paul et al. [63] applied a mobile

manipulator to a screwing task and the experimental results showed that the sys-

tem and human work together well and it can be extended into other industrial
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areas in the future.

Assembly is a common task in manufacturing and stationary robotic manipula-

tors have been greatly deployed in fixed assembly lines. However, advanced man-

ufacturing is faced with mass-customized production, addressing the demand for

changeable assembly lines and flexible robotic systems. Compared to stationary

manipulators, mobile manipulators are more flexible and adaptive, contributing

to more production and less cost in the industry. Researchers in [64] developed

a mobile manipulator for automated structure assembly. The system is capa-

ble of performing a series of tasks for the brick building in a semi-structured

environment.

2.1.3 Key Findings

Robotic systems have promoted the development of industry majorly in the last

decades. Due to the extensive research and increasing knowledge of robotic sys-

tems, various robotic systems are now being applied in a variety of settings.

Among the various kinds of robots, a mobile platform with a manipulator is a

practical robotic system since it can move flexibly and handle stuff easily, which

is suitable for work in industry for a variety of tasks such as transporting and

pick-and-place. Through the overall literature review of mobile manipulator’s

research, framework and applications in recent years, the key issues based on the

findings are outlined below.

Firstly, Co-MRMS generally refers to a single robotic system, namely a mobile

manipulator, where the robotic manipulator is mounted on the mobile robot and

these two distinct robots are coupled as a whole. To date, the mobile manipulator

has been substantially investigated and widely used in industry but the tasks that

are performed by this system are limited due to the light load of robots. Mobile

manipulator is mainly used for material transport and simple manipulation in in-
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dustry. In the real industrial environment, the situation is quite complicated. For

instance, some tasks are demanding for robotic systems to possess superior ca-

pabilities such as performing heavy loads and super-accurate assignments. There

are currently a large number of robotic manipulators that are fixed for complex

and heavy tasks, using mobile robots as intermediates to supply the materials.

In this case, the fixed-base robotic manipulator and the mobile robot can be

regarded in the same robotic framework, where two robots are loosely coupled.

This kind of Co-MRMS has received little attention, lacking sufficient investiga-

tions. Additionally, the interaction between the fixed-base robotic manipulator

and the mobile robot is one of the crucial issues. To realize a successful interac-

tion, perceiving the state of a mobile robot accurately and robustly is necessary

for the fixed-base robotic manipulator, which is still an open research question.

Secondly, in general, the current mobile manipulators are automated systems

with pre-programming, while the industry environment requires that the robotic

system be applied to dynamic and changeable scenes with real-time program-

ming. Until now, the system has not reached a sophisticated level of intelligence

yet. For example, in some cases, the system meets a number of problems or am-

biguous information that it cannot handle independently, requiring intervention

from human operators. Based on the literature review above, fully autonomous

robotic systems that can complete the entire task independently, will be the fu-

ture direction of research work. Thus, the autonomy of robotic systems needs to

be further investigated.

Thirdly, techniques used in other areas will be more and more adopted in the

development of mobile manipulators. For example, researchers in [48] used deep

learning which is mainly used in the computer vision field to detect and pick

up garbage. According to the experimental results, the recognition is relatively

effective and accurate, revealing the potential in cleaning lawns. In the future,

an increasing number of research used in other areas will be combined with the
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mobile manipulator to explore more application possibilities.

2.2 Positioning Approaches in Robotics

With the development of the Internet of Things (IOT) in recent years, robots

have been widely used in many indoor scenarios such as factories and airports.

To determine their own positions in the environment, positioning has become an

essential component and numerous sensors have been deployed for indoor posi-

tioning. For example, Automated Guided Vehicles (AGVs) have been generally

applied in industry for several tasks such as transporting material from one place

to another. Aided by the visual sensors, AGVs can easily and accurately navigate

in the building by detecting the artificial markers that are set in the environment.

As one of the most important components for a robot’s autonomous navigation,

positioning in robotics has been extensively researched and a variety of methods

have been proposed [65].

Classified by the obtained positioning information, positioning methods can

be further divided into absolute positioning method and relative positioning

method [66]. The absolute positioning method uses external devices and the ab-

solute position information can be acquired while positioning information needs

to be derived and calculated from the data of sensors such as inertial sensors

and encoders in the relative positioning method. Additionally, according to the

usages and principles of sensors, the methods of positioning can be divided into

two categories, which are single sensor positioning method and multi-sensor fu-

sion positioning method. For the single sensor positioning method, the positions

of the agent are estimated depending on a single sensor, among which LiDAR

and cameras are universally utilized with specific advantages and limitations.

The visual sensors are low-cost and can provide high performance. However, the
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performance of perception is easily affected by changes in environments such as

illumination variation. By contrast, high-frequency data can be obtained from

LiDAR but the data resolution is usually not adequate and the content informa-

tion needs to be converted into more intuitive information. Compared with the

single sensor positioning methods, multi-sensor fusion positioning methods im-

prove the robustness as well as the accuracy of positioning greatly by collecting

and fusing the environmental information from different types of sensors. Addi-

tionally, for the sake of using multiple sensors for positioning, it is possible that

the robotic system contains two or more positioning methods to adapt to different

scenarios, allowing switching among different sensor suites. Thus, the auxiliary

positioning method can be used as a substitute if the primary positioning method

is unavailable in some cases. Based on these advantages, the related research in

multi-sensor fusion positioning methods has become an important focus in the

study of state estimation.

The first part of this section reviews and presents the state-of-the-art indoor

environment positioning methods by a standalone sensor, covering the funda-

mental positioning principle of widely used sensors including camera, IMU and

ultrasonic sensors. The second part of this section introduces the multi-sensor

fusion positioning methods by using multiple sensors. Furthermore, the multi-

sensor fusion methods are broadly classified into traditional methods (Kalman

Filters, Bayesian network and Particle filter) and learning-based methods. Lastly,

based on the employment of multiple sensors, literature works in repositioning

by switching different sensor suites are introduced.

2.2.1 Single Sensor Positioning

In indoor positioning systems, cameras are usually used as a standalone tool or

combined with other types of sensors for identification, tracking, and navigation
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in indoor environments [67–70]. By collecting the information from cameras and

deploying a set of image processing techniques, this approach has a distinct grow-

ing application. For visual indoor positioning methods, cameras are either fixed

in the environment to track mobile entities such as robots and people or affixed

on the mobile entities. In the first category, object tracking is performed with

no need for the mobile entities to load any device. Methods in the second cat-

egory use cameras for monitoring and capturing image frames from the user’s

perspective. The collected image frames are usually mapped with the obtained

image frames from the configuration stage or acquired during the space recon-

struction. The visual positioning systems are allowed to adopt various cameras

(e.g. monocular cameras, stereo cameras, RGB-D cameras) for identifying ar-

tificial markers like ArUco marker and natural markers that belong to parts of

the environment. In [71], a standalone vision system with a neural networks-

based algorithm was researched for object detection and tracking. Shahjalal et

al. [72] used a set of fixed cameras in indoor environments to reduce the rate of

mobile robot’s location errors and built an application that can be used in the

Android platform to receive images obtained from several different simultaneous

transmission links. Experimental results showed that the distance error margin is

mitigated to 0.10 m by using a set of four cameras for positioning. Diop et al. [73]

attached two visual cameras on a wheeled mobile robot, where one was located

in the front-looking direction while another was located in the downward-looking

direction. With the developed image processing algorithm, the mobile robot’s

positions and orientations can be yielded. Experimentally, the real-world effec-

tive test on a wheeled mobile with two cameras demonstrated that the vision

odometer is 10 times better than the wheel odometer in the accuracy of trav-

eled distance estimation. However, the visual method suffers accumulation errors

in long-term traveling. In the last part of the research, a framework of unique

artificial landmarks was proposed to minimize the accumulation error.
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Owing to the recent advances in manufacturing and hardware designing, IMU

has become ubiquitous due to its low cost and lightweight. Additionally, it en-

ables high-accuracy positioning especially for micro aerial vehicles (MAVs) and

mobile devices, possessing enormous potential in large-scale emerging applica-

tions such as autonomous driving, virtual reality (VR) and augmented reality

(AR) [74–76]. Over the years, inertial sensors have been extensively deployed

for the positioning of robotic systems, especially in GPS-denied scenarios such as

indoor environments.

Fig. 2.3. Structure of IMU.

As a commonly used relative positioning method, IMU generally contains a

triaxial accelerometer that measures accelerations and a triaxial gyroscope that

measures angular velocities. The structure of IMU that includes an accelerom-

eter and a gyroscope is shown in Fig. 2.3. Typically, each sensor can provide

three measurement values defined for x-axis, y-axis, and z-axis while acceleration

values and angular velocity are kept separately [77]. Through the process of cali-

bration, more accurate measurement data can be obtained from IMU. Afterward,

velocities, positions and orientations can be gained by one or more integrations.

This positioning method has the advantages of low cost and easy implementation.

Nevertheless, positions, velocities and attitude are gained by accumulating the in-

ertial data from IMU while the errors of state estimation are as well accumulated

over time, which can cause huge drift although each error of IMU measurement

is minor.
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Mathematically, acceleration is integrated once for obtaining velocity and twice

for obtaining positions. Acceleration provided by the accelerometer contains three

acceleration components that correspond to motion, gravity and error. The source

of acceleration measurement error involves deterministic elements such as axis

misalignment, bias and random elements [78]. In the following equation [79], the

acceleration ã is given as a combination of a motion component am, a gravitational

component ag, the bias ba and measurement noise εa.

ã = am + ag + ba + εa (2.1)

Since only the accelerations caused by motion rather than gravity have to be

integrated, the velocities vn at time n can be estimated by accumulating motion

accelerations [79]:

ṽn = v0 +
n∑

k=1

am,k∆t (2.2)

where v0 is the initial velocity and ∆t is the integration time. Similarly, the

displacements sn at time n can be estimated by accumulating velocities [79]:

s̃n = s0 +
n∑

k=1

vk∆t (2.3)

For gyro in IMU, the measurement model can be expressed as follows [79].

ω̃ = ω + bω + ηω (2.4)

, of which ω̃ is the measured angular velocity while ω is the true angular velocity.

bω and ηω are gyro bias and additive measurement noise respectively. Therefore,

the orientation can be derived from gyro measurements by using Taylor expansion

[79]:

θ(t+∆t) ≈ θ(t) + ω∆t (2.5)

For outdoor positioning, the global positioning system (GPS) is the most popular

system used in outdoor environments for position determination. However, GPS

cannot be deployed in indoor environments due to the requirement of line-of-sight

(LOS) when connecting the satellites with the handset. Thus, “indoor GPS” po-

36



Chapter 2. Literature Review

sitioning system, which contains a receiver, pseudolites and other transmission

devices, has been adopted as an independent positioning system. The core con-

cept of the “indoor GPS” is that the receiver continuously receives the signal

through indoor transmitters, which is similar to the outdoor GPS positioning

system.

Ultrasound defines the spectrum of sound waves with high frequency that is

beyond human perception (more than 20 kHz). Since the technology does not

require direct visibility between signal readers and transmitters, it is considered

as a more effective positioning solution than GPS. As a type of “indoor GPS”,

ultrasonic positioning system has been widely used in a variety of economic sec-

tors such as warehouses and healthcare owing to its centimeter-level positioning

precision. The flow chart of the positioning principle based on the ToF (Time-of-

flight) method is displayed in Fig. 2.4, where the signal propagation time between

the “base station” and signal receiver is measured and the corresponding distance

is obtained by applying tags that transmit ultrasound impulses. The receivers

scan ultrasonic signals and send information to the central system for position

calculation by multilateration method.

Fig. 2.4. Positioning by range-based method.

In the algorithm of planar positioning, there requires at least three anchor nodes

with known locations to calculate the location of the target point by distances
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from anchor nodes to the target point. Assume that the positions of target point

P is (x, y) and the base stations B1, B2 and B3 are located at fixed positions

(x1, y1), (x2, y2) and (x3, y3) respectively. The distances between the target point

and the base stations are d1, d2 and d3 respectively, which can be known by the

speed of the ultrasonic wave and ToF [80]:
d1 =

√
(x− x1)2 + (y − y1)2

d2 =
√

(x− x2)2 + (y − y2)2

d3 =
√

(x− x3)2 + (y − y3)2

(2.6)

Then the positions (x, y) of target point P can be derived from the above equation

and shown in the following equations [80]:x
y

 =

2(x1 − x3) 2(y1 − y3)

2(x2 − x3) 2(y2 − y3)

−1 x2
1 − x2

3 + y21 − y23 + d23 − d21

x2
2 − x2

3 + y22 − y23 + d23 − d22

 (2.7)

2.2.2 Multi-sensor Fusion Positioning

The sensors introduced above have commonly existed in indoor positioning lit-

erature and numerous research about robotic positioning have been conducted

relying on a single sensor [81]. Nevertheless, introducing an additional sensor

modality can assist the indoor positioning system to obtain more information

about the state of the agent or the around environment, which has become an

important direction in the research field of robotic positioning. By relying on

more than one sensor modality, the positioning system can possess plenty of dis-

tinct advantages such as accuracy and robustness improvement [82]. In the last

few decades, multi-sensor fusion approach which integrates multiple information

sources to obtain robust and reliable sensing performance has been extensively

researched as a typical option for accurate and robust robot state estimation [83].

A number of positioning techniques based on multi-sensor fusion have been pre-

sented to date [84, 85]. According to the classification in [86], the multi-sensor

fusion methods can be divided into traditional methods and learning-based meth-
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ods. Traditional fusion methods involving the Kalman filter, Bayesian network

and Particle filter, have been studied and extensively used for decades while the

learning-based sensor fusion approach is still in its infancy and has not been

widely adopted since many challenges in this research area remain to be solved.

2.2.2.1 Traditional Multi-sensor Fusion Methods

In this subsection, three traditional typical multi-sensor fusion methods, which are

Kalman filter, Bayesian network and Particle filter, are introduced respectively.

Since the formulation of the Kalman filter (KF) allows multiple sensor modal-

ities to be arbitrarily fused, KF has been extensively applied in sensor fusion

systems. Additionally, the algorithm is able to perform in real-time, which as

well increases its popularity. Usually, the KF formulation contains a prediction

process corresponding to a form of state-space modeling and followed by a cor-

rection process. As a non-linear formulation of the KF, the extended Kalman

filter (EKF) approximates the models of state transition through linearisation

and is commonly used in literature. Researchers in [87] proposed a positioning

system based on the multi-sensor fusion of radar, ultrasonic and odometry data,

using the EKF algorithm to determine the positions and orientation of a mobile

robot in an indoor environment. The work in [88] utilized an EKF approach to

integrate IMU and vision data extracted from sped-up robust feature and ran-

dom sample consensus algorithms to estimate the mobile robot pose in an indoor

environment. Authors in [89] proposed a hybrid modes data fusion approach.

The IMU data was fused with ultrasonic data by EKF when it was available

while the trained least squares support vector machine corrected the inertia nav-

igation system during outages. In [90], the researchers applied EKF to fuse the

wheel encoder and computer vision system with augmented reality code. In a

simulation environment, the approach can successfully deal with unknown initial
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positions and robot kidnapping problems. Likewise, EKF can be incorporated

with the SLAM technique, which is known as EKF-SLAM. Gao et al. [91] used

an enhanced EKF-SLAM based on directional endpoint features extracted from

laser data for an indoor navigation task of mobile robots. In [92], the relative

performance of two filter works Particle filter and EKF, were compared in terms

of performances in positioning and tracking. The experimental results concluded

that they have similar tracking accuracy but the Particle filter is much more

demanding than EKF in computation cost.

Bayesian network, known as Belief network or directed acyclic graphical mod-

els, are a subset of probability graph models. For a multi-sensor fusion system,

the nodes of the graph mean modeled variables while the connections between the

nodes represent their conditional dependencies. Simply put, by using the directed

acyclic graphical models and connecting all the involved random variables of the

system according to their conditional independence, the Bayesian network is then

formed. For random variables, the expression of the joint probability distribution

can be given by the following equation [93].

p(x1,...,xk) =
k∏

i=1

p(xi|paxi ) (2.8)

where x denotes a set of nodes and paxi
means all the parents node of node xi.

Overall, this approach can combine multiple pieces of evidence to give the

expression of uncertainty and thus is generally used in fusing several sensor data

for obtaining reliable estimation. Each sensor data is taken as a Bayes estimation

and then the joint posterior probability distribution of a multi-sensor system can

be obtained by incorporating the associated probability distribution of individual

objects. By minimizing the likelihood function of the joint posterior probability

distribution, the fusion value of a multi-sensor setting is acquired. Hidden Markov

Models (HMM), which are based upon dynamic Bayesian network, are a popular

example used in evaluating temporal processes such as speech recognition. The
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evaluating joint probability between the states x and observations y during the

overall process can be described as follows [94].

p(x1:n,y1:n) = p(x0)

n∏
i=1

p(yn|xn)p(xn|xn−1) (2.9)

In above equation, p(x0) is the prior probability. p(yn|xn) represents the emissions

such as likelihood and p(xn|xn−1) represents the transition dynamics.

Many examples of Bayesian fusion can be found in multi-sensor fusion liter-

ature. He et al. [95] used an HMM approach to obtain the probabilistic fusion

of multiple modalities for the indoor positioning of a mobile device. A graph

structure was proposed to store the information from multiple sensors for the

offline processing phase while a multi-modal particle filter was utilized to fuse

the information seamlessly for the online processing phase. The designed system

and proposed algorithm were evaluated on the iOS platform and showed robust,

accurate, highly-integrated positioning results.

Basically, Particle filter is a branch of Bayesian estimation methods, which

recursively estimates the posterior probability of the state involved with some

observations from sensors. Particularly, this approach builds up the probability

density function of the state by considering all previous sensor observations. To

estimate the state, the prediction of the belief p(xi|y1:i−1) is firstly calculated and

the formal expression is given as follows [96].

p(xi|y1:i−1) =

∫
p(xi|xi−1)p(xi−1|y1:i−1)dxi−1

(2.10)

where xi is the state estimation at step i and y1:i−1 are all the observations of

sensor data from step 1 to step i− 1.

Then, the posterior probability of the state estimation is updated recursively by

Bayes’ theorem which is based on probabilistic inferences. The update equation

is shown below [96]:

p(xi|y1:i) =
p(yi|xi)p(xi|y1:i−1)

p(yi|y1:i−1
)

(2.11)
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A great deal of literature in terms of multi-sensor fusion by using the Particle

filter method can be found in applications ranging from robotic area to motion

recognition. To estimate the location of the humans in indoor environments,

Pham et al. [97] used a Particle filter module to fuse the motion information

from wearable IMU that was attached to human subject passive and location

information from infrared sensors distributed in the environment.

2.2.2.2 Learning-based Multi-sensor Fusion Methods

Owing to the advances of machine learning in recent years, a great deal of research

works have been conducted on the usage of tailored artificial neural networks

(ANN) for sensor fusion [98,99]. Although there exists a large number of literature

dedicated to using ANN algorithms for objective specific sensor fusion, learning-

based method still remains extensively unexplored and the standardization among

the positioning methods is lacking [86].

Generally, ANN is used in the processing process before implementing ac-

tual fusion [100–102]. To estimate the roll angle which is used as a “pseudo-

measurement” for the following steps, the authors in [100] firstly used a neural

network module, which is based on the widely-used method Back-Propagation

algorithm and IMU data. Then the pseudo roll angle was utilized into a Linear

Kalman Filter algorithm for the state estimation of a vehicle. Wang et al. [101]

used Channel State Information and deep learning-based algorithms for indoor

positioning applications. By using the neural network method, the features of

wireless channel information were explored and the optimal weights were trained

and obtained as fingerprints, which were used for the feature extraction of posi-

tioning. To reduce the computational complexity of the neural network method, a

greedy learning algorithm was incorporated into the system. The weights gained

from the offline training phase were then fused together within a probabilistic
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method in the online stage for location estimation. Jamil et al. [102] proposed

using learning to prediction model and sensor fusion method for position estima-

tion in indoor environments. In the sensor fusion module, for the sake of obtaining

the noise-free and drift-free orientation matrix of the object, Kalman filter was

used in fusing three 3-axis sensors of IMU, which are, accelerometer, gyroscope,

and magnetometer. The positions of the object were then gained through the

integration of linear acceleration. In the learning to prediction model, the pre-

diction based on Kalman filter is tuned by the learning module to improve the

performance of the prediction algorithm, while the learning module based on an

ANN framework continuously receives the output data from the Kalman filter as

feedback to determine the external parameters and assess the performance of the

prediction algorithm.

2.2.2.3 Repositioning in Multi-sensor Fusion Positioning System

For the sake of multi-sensor fusion positioning, sensor suites switching can be

used and validated to perform robust state estimation [103]. Authors in [104]

indicated that MEMS-based inertial sensors such as IMU are suitable for pose

estimation in environments where GPS signals are unstable. In the case of GPS

failure, camera is an excellent substitute to aid inertial navigation owing to its low

cost and high-dimensional information. Thus, a measurement model was derived

first, where geometric constraints are defined when a static feature is observed

from several camera poses. This model was then combined into an EKF-based

algorithm for state estimation without involving the 3D feature position to reduce

the computational complexity of the system. According to the experiments in

indoor and outdoor environments, the proposed vision-aided inertial navigation

system can handle different cases and achieve accurate, robust and real-time state

estimation.
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In [105], the researchers investigated a multi-sensor fusion approach to improve

the robot navigation performance in accuracy and robustness. EKF-based frame-

work involving multiple sensors was presented to seamlessly handle additional or

lost sensor signals. The modular design allows for deploying a limitless number of

sensor types and sensors with the scheme of online self-calibration of the sensor

suite. In addition, re-linearization of the state prediction was achieved by Iterated

EKF and a state buffering scheme for dealing with highly nonlinear systems. To

demonstrate the efficiency of state estimation framework, different types of sen-

sors including a GPS receiver, visual sensor, inertial sensor and pressure sensor

were combined into a robotic system for indoor and outdoor navigation. The ex-

perimental SLAM results indicated that the proposed method can efficiently and

seamlessly switch between different sensor elements, which improves the system

performance in robustness and fail-safety, especially in long-term tasks.

The failure of GPS receivers or dynamic maneuvers containing challenging

motion might result in the loss of important information such as attitude and

heading, which leads to a disastrous scene. Similar to [105], researchers in [106]

adopted a backup scheme for state estimation to handle the scenario of GPS

failures. If the GPS is available, the normal operation that fuses GPS, static

pressure, inertial sensors and three-axis electronic compasses, is performed and

the position update from GPS is applied to EKF. Otherwise, the navigation sys-

tem switches to backup operation, where the filter update employs airspeed vector

measurement in place of the position update. From the simulated flight test, the

EKF-based inertial navigation system with the proposed backup algorithm can

provide continue orientation estimation even in the case of GPS failures and a

seamless switch from backup operation to normal operation once the GPS signal

is recovered.

Hausman et al. [103] fused multiple sensors including GPS, ultra-wideband
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range measurements, visual sensor and IMU measurements into an integrated

multi-sensor fusion system for state estimation. The positioning system allows

seamless switching between different sensor modalities according to the statis-

tical signal quality analysis. Additionally, self-initializing and self-calibrating

approaches were introduced for escaping external calibration or initialization as

well as handling erroneous measurements. The evaluation on a real robotic sys-

tem indicated that the design of seamless sensor suites switching enhances the

robustness of systematic state estimation.

2.2.3 Key Findings

Visual sensors have been extensively deployed in robotic positioning owing to their

high accuracy and precision, but the performance is easily affected by a variety

of factors such as confined view. To ensure the robustness of positioning, fusing

more than one sensor for positioning is a common practice. For the multi-sensor

fusion approach, an ANN-based sensor fusion algorithm usually requires a large

computational load and training process, which is not suitable for real-time per-

formance. In traditional fusion methods, EKF can deal with the nonlinear system

through Taylor expansion while ensuring computational efficiency for providing

real-time state estimation.

2.3 Image Deblurring in SLAM

In the last decades, the research on mobile robots, especially in the aspect of

autonomy improvement, has attracted considerable attention from worldwide re-

searchers and brought about major progress and breakthroughs [107,108]. Presently,

mobile robots possess the capability to perform complex tasks with partial au-

tonomy, whereas input and interaction from humans are needed in the past to
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ensure the system can be operated properly. By now, mobile robots have been

applied to diverse fields including manufacturing. It is expected that mobile

robots have more autonomy and can perform complex tasks independently in dy-

namic environments without human intervention [109]. To achieve autonomous

navigation and path planning, it is necessary and challenging that robots can up-

date the environment map and positioning themselves in the environment. This

challenge has been greatly investigated and numerous approaches have been pro-

posed. Simultaneous localization and mapping (SLAM) is an important solution

that was formulated in the 1980s [110, 111]. The concept of SLAM is defined as

follows: when the robot enters into an unknown environment, it can construct a

map of the surrounding environment and positioning itself in real time with the

aid of external sensors such as camera and LIDAR. The SLAM system aims at

obtaining a globally consistent pose estimation of the robot and environmental

map. In recent years, visual sensors have been largely applied to SLAM systems

owing to their number of advantages such as small volume and richness of in-

formation. However, challenges arise when applying visual-based SLAM in the

practices of autonomous manufacturing. For example, blurred images that exist

in visual-based SLAM can result in low-quality outcomes [22]. Thus, minimizing

the effects of blurred images in visual-based SLAM is focused on in this thesis.

In this section, a detailed literature review of the current state-of-the-art in

SLAM and image deblurring methods is first provided. Then, the advanced

technique of SLAM systems combined with image deblurring methods is reviewed

to highlight the knowledge gaps.

2.3.1 Visual-based SLAM System

In the past couple of decades, SLAM has been extensively studied, resulting in

many different solutions with the aid of various of different sensors such as Laser
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scanners [112] and sonar [113]. Recently, the interest in visual-based SLAM, has

enormously increased due to the rich visual information obtained from low-cost

video sensors [22]. Owing to the recent advances in Central Processing Unit

(CPU) and graphics processing units (GPU) technologies, the major drawback,

which is the high computational cost, is no longer an insurmountable problem and

thus the real-time implementation of the required sophisticated SLAM algorithms

can be performed to process images and extract crucial information. As a matter

of fact, various visual sensors such as monoculars and cameras that combine color

and depth (RGB-D) have been utilized as promising SLAM solutions.

Fig. 2.5. Classical visual SLAM framework.

Visual-based SLAM system usually deploys one or more visual sensors to re-

ceive 2D images, which serve as the input of SLAM information. Generally,

the visual-based SLAM system can be divided into five main modules: sensor

data input, visual odometry, nonlinear optimization, mapping and loop detec-

tion [114]. Fig. 2.5 demonstrates a general view of the five main parts normally

presented in visual-based SLAM techniques. Visual odometry is a process to es-

timate the robot’s position through the information from sensor input, which is

usually called the front-end, while the part of nonlinear optimization is a process

to determine the most likely poses of the robot and is called the back-end. The

mapping process is responsible for the construction of an environmental map.
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The part of loop closure detection enables the SLAM system to correct the ac-

cumulated drifts at the end of the trajectory. In visual-based SLAM systems,

other different types of sensors such as IMU can be integrated as well, resulting

in diverse forms of input data such as image data, IMU data and depth data. In

regards to visual-based SLAM, visual SLAM (VSLAM) uses solely cameras and

visual-inertial SLAM (VI-SLAM) uses both cameras and IMU, attracting most of

the research and giving an excellent illustration of new SLAM strategies. Thus,

VSLAM and VI-SLAM are emphatically surveyed in this work.

2.3.1.1 Visual SLAM System

One of the groundbreaking VSLAM solutions, which is known as Mono-SLAM,

was introduced by Davison et al. [115] in 2007. In this SLAM system, a sin-

gle monocular camera is employed to implement the real-time Structure from

Motion. By extracting sparse features of the images using a Shi and Tomasi

detection operator [116] and matching new features to those already observed

using a normalized sum-of-squared difference correlation, the environment map

is constructed based on the probabilistic framework. However, using a single

monocular camera means that the camera is hard to calibrate and the absolute

scale of the system can not be gained. In addition, as an EKF was utilized in the

system for state estimation, this SLAM approach can only extract and track a

limited number of features to reduce the computational cost of the EKF, which

constrained the performance of the system in large scenes.

Newcombe et al. [117] presented a depth-only mapping algorithm using a fully

direct method, which is known as dense tracking and mapping (DTAM). This

is the first time applying a fully direct method in the literature. The system

comprises two main modules, which are dense mapping and dense tracking. In

the dense mapping stage, multi-baseline stereo is used for mapping and then the
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space continuity is considered to optimize the generated map and compute the

3D coordinates of all pixels. In addition, data cost volume, which represents the

average photometric error of multiple frames, is defined to estimate the depth

values. Subsequently, the inverse depth of the current frame is derived from the

depth values to integrate the reconstruction with minimizing the photometric

error. In the second stage, the input image of the current frame is compared and

aligned with images generated from the dense reconstructed map. The algorithm

presents high accuracy and sufficient information of reconstruction but requires a

large computational cost to process and store the data owing to the high level of

density reconstruction. Therefore, state-of-the-art GPUs are needed to operate

DTAM in real time.

Compared to dense maps, where pixel information of most or all of the image

frames is used to reconstruct maps, the sparse method obtained information from

a small selected subset of the pixels and mainly focused on trajectory correctness.

As a well-known sparse point cloud features-based SLAM, ORB-SLAM was first

proposed in 2016 [118]. It works in four parallel threads: map initialization,

tracking, local mapping, and loop closure. In the process of map initialization,

the initial correspondences are found based on the extracted Oriented FAST and

Rotated BRIEF (ORB) features in the current frame and matches search in the

reference frame. In parallel threads, a homography and a fundamental matrix

are computed to apply relative orientation. The initial map of landmarks or 3D

points is created by triangulation. The tracking stage is matching features in the

current image frame with previously created keyframes. By applying resection

techniques such as the perspective-n-points method, the pose of the robot is

estimated as the 3D positions of the matched features have been determined in

the previous procedure. As for the back-end step, local mapping uses the current

image frame to adjust the pose of the robot and construct new map points. This is

achieved by performing bundle adjustment that minimizes the reprojection error
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of 3D map points. Loop closure is responsible for the drift error correction in the

loop and new loop detection. The loop closure and all the poses are refined by

bundle adjustment or graph optimization if the revisited place is detected with

the deployment of the bags of words technique.

Originated from monocular feature-based ORB-SLAM, ORB-SLAM2 algorithm

[119] extended the application and can be implemented for stereo and RGB-D

cameras. Differing from methods based on photometric and depth error or Itera-

tive Closest Point (ICP), the back-end of ORB-SLAM2 adopts bundle adjustment

and achieves higher accuracy in RGB-D results. Using monocular observations

and stereo points makes the better performance of ORB-SLAM2 than other state-

of-the-art direct stereo SLAM algorithms. However, the unidentification of highly

similar frames is likely to cause the failure tracking and state loss situation. Ad-

ditionally, the requirement of keeping the same frame rate between the acquired

images and processed images makes it difficult to apply to embedded platforms

with real-time operation. In spite of this, there are still several embedded imple-

mentations based on CPU or GPU platforms that can be found in the literature.

In 2012, Henry et al. [120] first implemented the SLAM by using a Microsoft

Kinect, which is a type of RGB-D camera. The researchers utilize the information

obtained from the camera to build a 3D dense model of the environment and esti-

mate the 6 DoFs pose of the camera. The Features from Accelerated Segment Test

(FAST) [96] features are extracted from RGB images and subsequently matched

with the features obtained from the previous frame via the Calonder descriptors.

Then random sample consensus alignment procedure is performed to obtain a

subset of feature matches that correspond to a consistent rigid transformation

and combine with dense ICP to determine the best frame-to-frame alignment.

In addition, sparse bundle adjustment is utilized to improve global optimization

for obtaining a globally consistent map. The method of matching the current

frame with the previously collected keyframes is utilized for the process of loop
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closure detection. Based on this algorithm, a number of variant RGB-D SLAM

have been researched. Endres et al. [121] proposed an RGB-D-SLAM that re-

places the FAST features with three different features, which are scale-invariant

feature transform, speeded up robust features, and ORB feature. The researchers

also contributed a 3D pose graph optimization by the g2o framework instead of

bundle adjustment for consistent global optimization.

2.3.1.2 Visual-Inertial SLAM System

Although significant improvements have been developed in the research of VS-

LAM, a key limitation of using VSLAM is the lack of sufficient robustness within

challenging environments such as low texture and illumination changes. Numer-

ous researchers have investigated the coupling of cameras and IMUs for solving

the robustness problem of VSLAM [122–125].

Qin et al. [122] proposed a real-time monocular visual-inertial state estimator

in 2018, which was called Monocular Visual-Inertial System (VINS-Mono). The

IMU data between the adjacent frames is pre-integrated and the images from

the camera are processed as a measurement process to extract features. Then,

an initialization process is performed through a non-linear optimization process

that minimizes both the visual and inertial errors to provide the initial guess

of states. Also, the VINS-Mono algorithm implements online relocalization and

a 4-DoF pose-graph optimization module that fuses the IMU data and features

observations from the visual sensor. When compared with other SLAM systems

such as Robust Visual Inertial Odometry [123], Visual Inertial ORB-SLAM [124]

and Open Keyframe-based Visual-Inertial SLAM, VINS-Mono demonstrates high

accuracy yet high memory usage as well. In spite of this, due to the fact that the

VINS-Mono system merely considers the latest IMU states such as pose and ve-

locity for the optimization process, this SLAM algorithm still has the advantages
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in embedded implementations.

Fig. 2.6. The pipeline of ORB-SLAM3. [125]

On the basis of ORB-SLAM and ORB-SLAM2, the ORB-SLAM3 algorithm

was proposed in 2021 [125]. Similar to its predecessors, the algorithm contains

three main threads, which are tracking, local mapping, loop closure and map

merging instead of loop closure. The framework of ORB-SLAM3 is presented in

Fig. 2.6. A multi-map representation called Atlas maintains both active maps

and non-active maps. In an active map, the incoming frames are localized by the

tracking thread and optimized continuously through the local mapping thread.

Non-active maps are stored for relocalization and place recognition, loop closure

and map merging. ORB-SLAM3 follows the same principle as VIORB in the

threads of tracking and local mapping but adds map merging in the third thread.

In the thread of loop closure and map merging, both the active and non-active

maps in the atlas are used to detect the common regions. The loop correction

is performed if the common area locates at the active map, or maps merge are
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conducted to form a single active map.

Another important contribution of ORB-SLAM3 is the visual-inertial initializa-

tion method based on the Maximum-a-Posteriori (MAP) estimation. Vision-only

and inertial-only MAP estimation are applied respectively and then jointly op-

timized by a full visual-inertial bundle adjustment. This algorithm is able to

work with pure visual modes with sensors such as monocular, stereo and RGB-

D or visual-inertial modes. However, the online performance of ORB-SLAM3

is not good, which is demonstrated in [126]. Authors in [127] compared three

modern approaches, which are ORB-SLAM3, OpenVSLAM and RTABMap. By

performing in several different datasets, the experimental results illustrated that

ORB-SLAM3 failed to process in several experiments.

2.3.2 Image Deblurring Methods

Over the years, algorithms have been improved significantly in many fields of

our life. It is common that images are acquired as the input data to feed to the

system for desired output. To ensure that the images can be well interpreted,

image degradation should be handled for better processing of algorithms [128].

Due to the natural scene illumination or the point spread function (PSF), which

refers to the response of an imaging system such as a camera to a point object

or point source, the captured images inevitably contain blur or noise [129].

Image deblurring is a classical task of image restoration. There are numerous

causes that give rise to different types of image blurring such as out-of-focus

blur and motion blur. When the object in the scene is located out of the range

of depth-of-field, the out-of-focus blurring occurs. Generally, the techniques of

out-of-focus deblurring correspond to the extension of the depth-of-field of the

camera. Motion blur refers to the obvious streaking of moving objects in image

frames, which resulted from the rapid movement of the camera or long exposure
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when being utilized for changes recorded of a single exposure [130].

Advanced techniques of image deblurring against motion blur are the most

commonplace as motion blur is generally not what the photographer wants to

introduce to the captured image [131]. As mentioned before, motion blur occurs

due to rapid camera movement or changes in the recorded scene. Capturing an

image needs a certain exposure time. During this exposure time, if the movement

of an image that projects into the sensor exceeds the size of a single pixel, mo-

tion blur arises. The longer the exposure time, the more severe blur appears in

the image. The blurring kernel, which is generated by the accumulated motion

trajectory of the scenic spots, records the energy distribution in the image and

influences the area of the scenic points amid the exposure time [132]. Therefore,

the most direct method of reducing the blur phenomenon is shortening the ex-

posure time. For example, when capturing the image using an exposure time

that is lower than the shutter, the blur in the image caused by the camera shake

can be minimized. Whereas, in some scenarios, decreasing exposure time causes

problems as well, such as high noise and color cast. Until now, there are plenty

of image restoration approaches that have been developed to solve the blur prob-

lem in different scenarios. The image deblurring approaches can be classified in

various forms, for instance, blind deblurring and non-blind deblurring according

to whether the blur state is known or not [133]. Additionally, the classification

can be divided into traditional method methods and learning-based methods in

accordance with different restoration principles. The following gives a detailed

introduction to deblurring methods by this classification.

2.3.2.1 Traditional Image Deblurring Methods

Generally, the traditional image deblurring technique first builds the model of the

blurring process and solves the inverse process with the aid of various mathemat-
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ical tools such as the optimization method. The classic form of the traditional

deblurring approach is given as follows [134]:

g(t) = h(t) ∗ f(t) + n(t) (2.12)

n(t) represents the noise term. As the blurred image g(t) is known, the original

image f(t) and blurring kernel h(t) can be estimated by the blind deblurring ap-

proach. Or f(t) is estimated based on the known g(t) and h(t), which is recognized

as a non-blind deblurring solving process.

Since the 1960s, image problems have been transformed into the frequency

domain to solve the problem of image deblurring. Classical deconvolution frame-

works such as Wiener filter [134] and Lucy-Richardson [135, 136] have been pro-

posed. As one of the most typical techniques in the field of image deblurring,

Wiener filter demonstrates substantial capability in dealing with blurred images

caused by linear motion or out-of-focus optics. The noise has a great impact on

the image deblurring algorithm which is based on the frequency domain. Ba-

sically, the main concept of Wiener filter is minimizing the mean squared error

between the estimated image and the desired image, which is produced by lin-

ear time-invariant filtering of the observed images with stationary known addi-

tive noise and signal and noise spectra. In Wiener filter deblurring, an optimal

trade-off between noise smoothing and inverse filtering can be achieved because

the additive image noise is removed and the blurring is inverted simultaneously.

Thus, Wiener filter is a simple and efficient algorithm for image deblurring.

The Richardson-Lucy deconvolution, proposed by William Richardson and

Leon Lucy, is an iterative procedure based on Bayes’ theorem of conditional prob-

ability related to the PSF and degraded image for image deblurring [135, 136].

The main idea of this deconvolution is to represent the blurred image pixels

with respect to the known PSF and unknown sharp image. One problem of

Richardson-Lucy deconvolution is that an underlying theory is required in the
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calculation for determining the size of the blurring kernel. Although the blur-

ring kernel is involved in the deblurring calculation, the size of the blur kernel

is assumed to be known, hence making the devolution process non-blind. This

algorithm is adequately efficient even in the presence of noise with no need for

any prior information from the input image.

In most real-world cases, PSF is unknown and thus the blind deblurring prob-

lem is more practical than non-blind deblurring. Based on the traditional de-

volution algorithms, a number of new blind deconvolution algorithms have been

designed and can be found in a variety of literature.

Projection-based blind deconvolution and maximum likelihood restoration are

two basic blind deconvolution approaches [133]. The former firstly gives an initial

estimation of PSF and then the initial estimation of the sharp image is obtained

by non-blind deconvolution. This process is repeated and will cease until the

requirement of a predefined convergence criterion is satisfied. This approach is

insensitive to noise and robust against inaccuracies of support size. However, it

is not unique and errors will be caused if the local minima have been initiated

unsuitably. In regards to the latter, parameters such as PSF and covariance

matrix are estimated by using maximum likelihood. Owing to the non-uniqueness

of PSF estimation, PSF parameters such as symmetry and size can be considered.

This approach has the advantage of low computational complexity with obtaining

the blur, noise and power spectra of the true image. However, it converges to

local minima for solving the estimated cost function.

Authors in [137] combined the Richardson-Lucy deconvolution with a pyramid

structure for image restoration. A three-layer pyramid structure was built and

the Richardson-Lucy algorithm with different numbers of iterations was used from

coarse scale to fine scale. Compared with the Richardson-Lucy deconvolution,

less computation time was required by implementing the proposed algorithm.
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The performance of image restoration was satisfactory without the ringing effect

according to the simulation results.

In [138], the PSF was firstly estimated and then the Wiener filter was performed

to deblur the image after obtaining the estimated PSF. Specifically, to accurately

estimate the PSF, blur orientation and extent caused by uniform linear motion

were obtained by adapting Rekleitis’ approach [139] which uses information from

the motion blur to estimate the optical flow map. Following this, motion param-

eters caused by uniform acceleration motion were obtained by using the average

autocorrelation function. Based on these motion parameters, the PSF was created

and non-blind deconvolution was then implemented.

2.3.2.2 Learning-based Methods

With the rapid development of machine learning, diverse learning-based image

restoration methods have emerged in recent years [140–143]. Compared with

image restoration tasks such as image denoising and super-resolution, learning-

based image deblurring methods started slightly later.

Generative Adversarial Networks (GAN), introduced by Ian Goodfellow et al.

[140] in 2014, is a learning method to generate synthetic data that is remarkably

similar to real known input data. By using this method, convincing images

involving various types of images can be generated and its amazing ability to

reflecting higher-order semantic logic has been shown. There are two models

involved in GAN: generator network and discriminator network. The generator

network takes random input values such as dimensional noise vectors to generate

images and assimilate them to the real images by using a deconvolutional neural

network. The discriminator network offers a contrast between the generated

image and the real image and determines whether they look alike. A GAN model

is a method of adversarial learning and various image restoration methods based
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on this have been proposed in recent years.

Inspired by the work on image-to-image conversion and image super-resolution

in GAN, Kupyn et al. [141] proposed a GAN-based framework: DeblurGAN,

which is an end-to-end conditional GAN used for motion deblurring. In the con-

structed GAN model, both the generator network and discriminator network are

trained. During the training phase, the generator network is trained and the

discriminator network is introduced as well, where the two networks are trained

in a confrontational manner. Through this alternate training approach, the per-

formance of both networks can be improved when continuously competing with

each other. Two loss functions, content loss and adversarial loss, are built and

combined as the total loss for image deblurring. Generally, the content loss is

responsible for recovering the general image content while the adversarial loss is

responsible for recovering the image details. The experimental results showed

that a blurry image can be transformed into its corresponding sharp version by

the trained generator network.

Kupyn et al. further extended this method to a new framework of Deblur-

GANv2 [142]. Compared with DeblurGAN, the authors adopted a feature pyra-

mid network as the generator while using a relativity discriminator as the dis-

criminator to improve the deblurring efficiency and performance. In the feature

pyramid model, a higher spatial resolution is rebuilt from the semantically rich

layer by following a top-down path. The top-down and bottom-up paths with

high-resolution details are complemented by the horizontal connection between

the compartments. Feature maps with different scales are obtained as the output,

where all layers of information are integrated to improve the image deblurring

performance. The feature semantic information in the low level is relatively small

but contains an accurate target location while the feature semantic information

in the low level is richer but has a relatively rough target location. Owing to the

independence of predictions at different feature layers rather than fused features
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for predictions, the feature pyramid network can handle convolution and other

processing at different times, which enhances deblurring efficiency and perfor-

mance.

Scale-recurrent Network (SRN-DeblurNet) is another learning-based approach

proposed by Tao et al. [143] for deblurring tasks. Compared to many recent

learning-based approaches, SRN-DeblurNet is smaller in structure and number

of parameters, which is easier to be trained.

2.3.3 SLAM System Involving Image Deblurring

A massive effort in evaluating the robustness of different SLAM systems has been

made but mainly focused on singular specific types of perturbations [144, 145].

Bujanca et al. [146] introduced a systematic evaluation methodology to assess

the robustness of different SLAM algorithms such as OpenVINS, ORB-SLAM2,

ORB-SLAM3 and FullFusion in scenarios containing singular perturbation or

multiple disturbance. The authors illustrated that the camera is widely deployed

in SLAM and motion blur that results from the camera’s rapid movement hinders

both direct alignment and feature detection. Thus, the capability of dealing with

motion blur is taken as one of the most significant benchmarks when evaluating

the effectiveness of SLAM system. The three baseline datasets, TUM, ICL-NUIM

and EuRoC-MAV, are selected and used to thoroughly quantify the evaluation

results. From the experimental results, if only a small portion of the blurred im-

age frames are encountered, ORB-SLAM3 can quickly recover from the dynamic

scene, otherwise, it will fail to perform mapping and localization.

Guo et al. [147] developed a DeblurSLAM framework based on the Visual

SLAM system ORB-SLAM2 and deblurring network DeblurGANv2 to improve

the image quality by removing the motion blur in the image. The input images are

first delivered to the process of blur detection, where the sharpness of the image
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is calculated by the Laplacian algorithm. Then the image is determined as a clear

image or blurred image according to the comparison of Laplacian variance and set

threshold. If the image is determined as a clear image, the processed image is sent

to the SLAM part. Otherwise, the image that is regarded as a blurred image is

fed into DeblurGANv2 for deblurring. The ORB-SLAM2 and DeblurSLAM were

evaluated by performing on both the TUM and KITTI datasets. The experi-

mental results revealed that DeblurSLAM improves the feature point extraction,

matching effect and trajectory accuracy in contrast with ORB-SLAM2. However,

the processing time of image deblurring is generally vast, which is not quantified

in this research and thus cannot prove the real-time capability of DeblurSLAM.

In [148], Luo et al. improved the ORB-SLAM2 system with a traditional

image prepossessing algorithm, which is an adaptive image sharpening adjust-

ment based on information entropy. The SLAM system can deal with the failure

of localization and mapping resulting from the raid movement and large-angle

rotation of the camera. The adaptive image sharpening adjustment allows to

automatically determine the information entropy threshold for the preparation of

image sharpening adjustment. The images with information entropy lower than

the threshold are sharpened to extract the feature points better. By combining

the ORB-SLAM2 system and adaptive sharpening adjustment, the trajectory ac-

curacy is improved without adding too much processing time according to the

experimental results obtained from the three sequences of the TUM dataset.

Authors in [131] proposed a novel hybrid visual odometry method on the basis

of a deep deblurring network and Direct Sparse Odometry (DSO) to improve the

robustness of the system in motion blur scenes. The local motion trajectory of

the camera for each frame within the exposure time is calculated while the con-

ventional algorithms estimate the camera pose within a particular point in time.

By contrast, the former method allows to model the motion blur in the image

explicitly and the model can be utilized in the tracking process. The image de-
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blurring is achieved by SRNDeblurNet and combined with DSO as a motion blur

aware visual odometry (MBA-VO) system. MBA-VO performs better accuracy

and robustness than ORB-SLAM and DSO in the real-world datasets collected

from the authors but achieves lower accuracy than ORB-SLAM observed from the

three sequences results in the public open-source dataset TUM. Similar to [147],

the processing time of MBA-VO is not recorded as a benchmark to assess the

real-time capability of the proposed system.

Mustaniemi et al. [149] provided a deblurring thought aided by the inertial in-

formation. The motion blur is first estimated and the translation and rotation of

the camera can be derived mathematically from inertial measurements. Wiener

deconvolution filter is then convolved with the image for the image deblurring.

The method was tested on both static and dynamic datasets containing motion

blurred images and performed in a scenario of visual reconstruction with tradi-

tional feature points detector and descriptor RANSAC. The experimental results

illustrated that the approach improves the performance of keypoints detection

and localization accuracy of the detector. The capability in dealing with motion

blur was validated. However, the approach has not been applied to a complete

SLAM system and cannot testify its effectiveness in SLAM applications.

2.3.4 Key Findings

Over the years, the development of SLAM system, especially capabilities in both

mapping and localization, has been noticeable. Compared with the initial SLAM

which can only map small-scale fields such as small rooms, the current SLAM

system can perform on large-scale spaces. Additionally, owing to the advances

in sensors, computing systems and machine learning, the utility and research of

SLAM have been extended to multiple areas such as semantic mapping and dense

3D reconstruction except the initial landmark-based mapping. Until now, SLAM
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system has been applied into different scenarios but there still exist some areas

that need to be further improved such as robustness. Robustness is the capa-

bility of a system to escape fatal failures with continuous accurate performance

and quick recovery ability from nonfatal failures. Once fatal failures happen,

the system is unable to perform normal functions without external intervention.

Therefore, fatal failures need to be avoided and the robustness of SLAM should

be ensured. Commonly, the fatal failures of SLAM systems result from various

environmental perturbations such as sudden illumination changes, noise, blurred

images and dynamic scene changes. In the current research, the robustness of

SLAM is widely considered as the most difficult challenge.

Although learning-based image deblurring has achieved significant develop-

ment, there are still a number of challenging problems. Specifically, learning-

based image deblurring methods require a large set of paired input-output im-

ages, making the training process very time-intensive. Additionally, obtaining the

paired training data is difficult and expensive in real-world applications. Suffering

from interference among different tasks and fatal forgetting of previous learning,

most existing image deblurring approaches are unable to be directly extended to

multiple tasks as they are built for specific tasks. Designing an individual net-

work for each task is costly in calculation time and memory, which greatly limits

its applications. Traditional image deblurring, in contrast, has been developed

over the years and a large number of algorithms have been proposed. It can be

incorporated with SLAM techniques to improve the robustness and accuracy of

SLAM with great adaptability and training time-saving.
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2.4 Summary

In this chapter, a literature review on Co-MRMS in manufacturing, robotic po-

sitioning and SLAM approaches has been presented to understand the state-of-

the-art and identify the knowledge gaps, where both fundamental developments

and advanced techniques have been covered.

Section 2.1 comprises the literature review of the collaborative mobile indus-

trial manipulator, where both system architecture and applications have been ad-

dressed. Hardware and software components that are involved in the system have

been introduced and the industrial applications (logistics and manufacturing) of

the robotic system have been surveyed. Findings showed that more research is

needed for the collaborative robotic system that contains a mobile robot and a

fixed-base robotic manipulator, and the autonomy of the robotic system needs to

be enhanced as well. These findings correspond to Research Objective 1 to 3 and

serve as motivation for the research work presented in this thesis, which advances

the state-of-the-art in applying a cooperative mobile robot and fixed-base robotic

manipulator system into manufacturing.

Section 2.2 has been devoted to indoor positioning methods including single

sensor and multi-sensor fusion methods. For single sensor methods, three rep-

resentative sensors IMU, camera and ultrasonic sensors have been introduced,

covering their positioning principles and features. Nevertheless, using a single

sensor is difficult to meet the requirements of robotic positioning while the appli-

cation of multi-sensor fusion is the trend of positioning methods. The positioning

system that fuses multiple sensors for a fixed-base robotic manipulator to identify

the mobile robot in Co-MRMS is lacking, which is one of the knowledge gaps iden-

tified in this section, corresponding to Research Objective 4. Another knowledge

gap is inadequate consideration about cases that not all the sensors are contin-
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uously available. The multi-sensor fusion methods have been categorised under

the traditional method and the learning-based methods. The former further com-

prises of Kalman filter, Bayesian network and Particle filter methods. By building

“experience”, learning-based fusion methods have demonstrated good potential

for positioning accurately online. However, they are heavily limited due to their

requirement for a substantial learning phase and poor scalability. Among tradi-

tional algorithms, Kalman filter-based algorithms have been extensively used as

the more reliable approach for their balance between accuracy and computational

efficiency. Considering the necessity for both real-time performance and position-

ing accuracy, the research in this thesis deploys Kalman filter-based algorithms

for sensor fusion.

In Section 2.3, a number of fundamental techniques and developments of SLAM

systems and image deblurring methods have been reviewed. Since the accuracy

of ORB-SLAM3 greatly exceeds other existing systems, and the system allows

for both visual and visual-inertial operation modes with different visual sensors

such as RGB-D cameras and stereo, this thesis outlines the problem of blurred

frames that are addressed in this work and devotes to further improvement of

ORB-SLAM3 in terms of image deblurring, which corresponding to Research

Objective 5. The methods in image deblurring were classified into traditional

and learning-based methods. As mentioned above, learning-based methods re-

quire substantial offline training and are poor in scalability. Whereas, traditional

methods have been developed for decades and balance well between deblurring ef-

fectiveness and efficiency. These methods have not been integrated with advanced

SLAM systems for enhancing the performance of SLAM, which is a knowledge

gap in this field. Finally, this chapter reviewed the recent state-of-the-art SLAM

system involving image deblurring. Findings showed that ORB-SLAM3 with the

traditional deblurring method has not been investigated and thus focused on in

this research.

64



Chapter 3

Integrated Simulation of the

Proposed Co-MRMS

3.1 Introduction

As Chapter 2 has illustrated, the Co-MRMS that contains heterogeneous robots

has been largely investigated, where a robotic manipulator is mounted on a mobile

robot and these two distinct robots are coupled as a whole. In contrast, in the real

industrial environment, a fixed-base robotic manipulator and a mobile robot that

commonly communicated and cooperated for a series of tasks such as part feeding

and handling can also be integrated into a single robotic system but have not been

investigated. In advanced manufacturing, a large number of robotic manipulators

are generally fixed and fenced to perform various manipulation tasks, requiring a

part-feeding system to supply the materials [150].

Nowadays, supplementing materials mainly rely on conveyors and human oper-

ators [151]. These feeding solutions lack the anticipated flexibility and efficiency

when having to deal with dynamic tasks [152]. Thus, in order to achieve greater

flexibility as well as efficient production, it is essential to develop flexible and
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autonomous part-feeding systems for advanced manufacturing. Today, mobile

robots, as flexible and movable platforms, have been a popular choice at pro-

duction lines to transport materials. Considerable progress has been made in

using mobile robots for fixed-base robotic manipulators to transport and feed

part materials. However, in advanced manufacturing, material transport by mo-

bile robots and subsequent operations by fixed-base robotic manipulators are

generally separated with few interactions between them. A fixed-base robotic

manipulator and a mobile robot have not been integrated into a single robotic

system as mobile manipulator systems, which is challenging due to the many tech-

nologies involved, including path planning, material detection and localization,

etc. Achieving this requires the development of a strategy that combines different

modules in a flexible system and provides autonomous material transportation

and sufficiently-accurate material handling capabilities. Therefore, a Co-MRMS

that contains a fixed-base robotic manipulator and a mobile robot is proposed

and investigated in this thesis to improve the flexibility and intelligence of using

mobile robots to feed parts to fixed-base robotic manipulators.

In order to validate proposed methods and algorithms before they are applied

to a real scenario, simulation is an effective way. This chapter presents a case

study in a simulation environment to explore some of the necessary considerations

when implementing the system, demonstrating how the proposed Co-MRMS can

be utilized in advanced manufacturing for material transport and handling. The

case study examined is set in the context of advanced composite manufacturing

for several reasons. In the last decades, composite materials have attracted much

attention because of their outstanding performance, especially their small weight-

to-strength ratio [153]. They are typically made up of multi-directional layers of

high-strength fibers, connected by a plastic resin. The manufacturing of compos-

ite parts is complex, time-consuming and prone to errors [154]. Currently, it is

mostly a manually driven process. The use of robotics in the field of composite
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material manufacturing is a technique worthy of investigation.

The remaining parts of this chapter are organised as follows: The integrated

simulation of utilising proposed Co-MRMS for composite material transport and

pick-and-place operations is presented in Section 3.2. Section 3.2.1 describes

the framework of the integrated robotic system in a simulation environment and

Section 3.2.2 demonstrates the modeling methods, including the modeling of de-

formable materials and the simulation of the machine vision module. In Section

3.2.3, the simulation results and their analysis are discussed. Finally, Section 3.3

summarises this chapter.

3.2 Development of the Integrated Simulation Environ-

ment

3.2.1 Integrated Robotic System Framework

The proposed Co-MRMS integrates an autonomous mobile robot with a fixed-

base manipulator. The mobile robot is responsible for transporting the composite

material. With the help of a vision module, the position and orientation of the

raw material are sent to the fixed-base robot manipulator. This latter robot is

used for grasping each fiber ply and placing it correctly according to the designed

lay-up manufacturing specifications. The simulation framework for the proposed

Co-MRMS is presented in Fig. 3.1. Robotic path planning for both the mo-

bile and fixed robot platforms was implemented in MATLAB® [155]. A camera

was mounted on the end-effector of the fixed-base robotic manipulator to sup-

port a machine vision solution. OpenCV [156] was used for image processing.

Simulations of the full system were generated in CoppeliaSim.
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Fig. 3.1. The simulation framework of Co-MRMS.

The simulation framework can be divided into two stages: autonomous raw

material transportation and composite material handling. In the first stage, the

mobile robot deploys a collision-free path obtained by using a modified variant of

the Bi-directional RRT* path planning algorithm based on [157], which enables

the robot to autonomously navigate from any start location to a goal location.

Once the mobile robot arrives at the goal, the second stage begins. Odometry data

of the mobile robot is transmitted to the CoppeliaSim simulation environment

through the use of the Robot Operating System (ROS) [158]. Following the

reception of the estimated material position, the fixed-base robotic manipulator

moves its end-effector, which carries an arrangement of suction cups for grasping

operations, from the home position to a standby position above the material. The

machine vision module is activated once such position is reached and an image

of the scene is captured through the camera. The image is processed in OpenCV

to gain a more accurate estimation of the material position and to compute the

fiber orientation. Such position is transmitted to CoppeliaSim through UDP

(User Datagram Protocol). The fixed robot manipulator adjusts the end-effector

position and orientation, according to the received vision data. The end-effector

approaches the deformable material, grasps the material and transfers it to the
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mould. Finally, the robot returns to its home position.

In this work, the Turtlebot3 Burger differential drive mobile robot was chosen

as the mobile robot platform in simulation experiments due to the unavailability

of industry-standard mobile robots and the convenience for system validation.

The robot setup in the simulation environment is presented in Fig. 3.2.

Fig. 3.2. The robotic setup in CoppeliaSim, (a) and (b) are Turtlebot3 Burger and
KUKA KR90 R3100 industrial manipulator model respectively while (c) is the inte-
grated simulation environment.

3.2.2 Deformable Object modeling and End-Effector Design

3.2.2.1 Deformable Object modeling

The modeling of the deformable composite material within CoppeliaSim was in-

spired by the particle-based method described in [159] and consists of represent-

ing a sheet material as an array of primitive cuboids. For each individual cuboid

within the model, up to four dummy links were attached to the shape at a fixed

distance from the outer edges. A simple 3x3 example of a composite material

model, consisting of individual cuboids and associated dummies, is shown in

Fig. 3.3. Dummies between adjacent cuboids were linked by dynamic overlap-

ping constraints to emulate the stretching and bending behaviors of the material.

These dynamic constraints constrain the relative motion between linked dummies.

These maintain a connection between adjacent cuboids while permitting distur-
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bances to the overall structure of the collection of bodies, which subsequently

enable deformation.

Fig. 3.3. Modeling the non-rigid nature of composite material as an array of
dynamically-linked cuboids.

3.2.2.2 End-effector Design

Having developed an approach to model composite material as a non-rigid, de-

formable body within CoppeliaSim, it is also necessary to develop a model for

the vacuum suction-based end-effector. CoppeliaSim’s default library provides a

simple vacuum suction cup model that enables the simulation of vacuum suction

grasping for the manipulation of rigid bodies. However, without any modifica-

tions, this model cannot realistically interact with the composite material model

as it is developed to grasp only a single rigid body within the simulation envi-

ronment. When used to grasp the simulated composite material, a numerical-

method-induced sagging effect will occur around the vacuum suction cup as the
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end-effector will pick up the deformable object from a single point corresponding

to one cuboid. In reality, however, a suction cup gripper should maintain contact

with the entire region of cloth directly underneath the suction cups. Therefore,

the default suction cup model was modified to enable compatibility with the ap-

proach to modeling deformable materials by ensuring more proper contact behav-

ior between all elements that lie within the grasp region of a suction cup during

grasping operations. The modified suction cup gripper with four suction cups

provides a useful simulation component for quickly evaluating different gripper

designs comprising an arrangement of multiple suction cups. This is an important

resource for future design processes that seek to minimize sagging effects during

the transfer of composite material sheets of a known shape and size.

Fig. 3.4. The sagging effects of deformable material handling in CoppeliaSim, (a) End-
effector mounted with camera and vacuum suction cup in simulation environment; (b)
Image captured from simulation showing the grasping interactions between the vacuum
suction cup gripper and composite material model.

The capability of the robot end-effector to deal with ply sagging was tested

in a simulation environment. Fig. 3.4 shows images of an example simulation

involving the use of a 4-cup and single-cup vacuum suction gripper to transfer

a sheet of composite material across the workspace. Compared with single-cup

vacuum suction gripper, 4-cup vacuum suction gripper reduced the sagging effects

significantly, reaching satisfactory performance in dealing with ply sagging. It

should also be noticed that each suction cup maintains complete contact with

the material and sagging effects are minimized in the convex region defined by

the four contacts between the gripper and the composite material.
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3.2.3 Machine Vision Operations

3.2.3.1 Material Localization

In order to localize the position of the material, its geometry information plays

a key role. As shown in Fig. 3.5, images captured by the simulated vision sensor

are converted to grayscale images to reduce unrelated information. Afterward,

a Gaussian blur filter [160] is adopted to smooth the data. The image is then

transformed into a binary image and post-processed through morphological op-

erations. Finally, the pose information of the material is obtained by analyzing

its shape and area.

Fig. 3.5. Image processing workflow.

When the relative height between the camera and material is fixed, the scale

of image pixels and real-world distance can be calculated in accordance with the

pinhole camera theory [161]. Therefore, the real distance between the center of

the camera and the surface of the part is inferred.

3.2.3.2 Fiber Direction Identification

In order to detect the texture of the material, the end-effector translates down-

wards along the z-axis, until the relative height between the material and the

camera reaches 100 mm. With a series of pre-processing operations (Gaussian

blur and morphological operations), the reflections produced by the fibers are
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extracted from the material texture. As the fibers are not perfectively straight,

calculating the slope and intercept of the fitting lines is not straightforward. To

overcome this, all detected fibers in the image space are transformed into the

Hough space [162]. Each line in the image space is represented by a point in the

Hough space. As shown in the following equation [162], the formula of the line

in the image space is:

ρ′ = xcos(θ′) + ysin(θ′) (3.1)

where ρ′ is the distance from the origin to the line, and θ′ is the angle between

the positive x-axis and the normal to the line. As shown in Fig. 3.6, each point

in the image space corresponds with a curve in the Hough space. If points lie in a

line in the image space, all the corresponding curves of these points will intersect

at a common point in the Hough space. Thus this point can be used to detect

the line in the image space.

Fig. 3.6. The corresponding between image space and Hough space.

3.3 Simulation-based Experiments

The Co-MRMS, which employs a KUKA KR90 R3100 industrial fixed-base ma-

nipulator and a Turtlebot3 Burger differential drive mobile robot, was first mod-

eled in CoppeliaSim to verify the performance in fulfilling the transportation and

lay-up task of the proposed system. The simulation results in CoppeliaSim and

the view of composite material placed on a mobile robot and mould are presented

in Fig. 3.7.
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Fig. 3.7. The process of material transport and handling in CoppeliaSim, (a) Simu-
lation environment in CoppeliaSim; (b) and (c) are composite material’s placement on
mobile robot and mould respectively.

Additionally, an integrated camera and a gripper unit with four suction cups

were modeled on the KUKA KR90 end-effector so that the detection and grasp-

ing of the material can be simulated. Based on the modeled Co-MRMS, two

simulation-based experiments were conducted to evaluate the attainable accu-

racy of the composite material vision system. First, an experiment evaluating

localization accuracy was assessed. Using the modified bi-directional RRT algo-

rithm [157] to compute a collision-free path, the mobile robot drove autonomously

to a randomly generated goal within the manipulator workspace. Then, the vision

system was employed to correct the simulated error in the wheel odometry-based

positioning system by applying the object localization algorithm described in

Section 3.3.3.1. To evaluate the repeatability of the localization results, this ex-

periment was conducted 10 times. In addition, to simulate the accumulation of

error in wheel odometry observed in real environments, Gaussian noise was intro-

duced and superimposed with the simulated wheel odometry measurement of the

mobile robot’s position relative to its starting position. Gaussian noise has gener-

ally been used in signal processing to deal with uncorrelated random noise and is

also commonly adopted in neural networks for modeling uncertainties [163]. It is

statistically defined by a probability density function (PDF) that is equivalent to

74



Chapter 3. Integrated Simulation of the Proposed Co-MRMS

a normal distribution (also known as Gaussian distribution). In other words, the

odometry error due to wheel slippage was assumed to be Gaussian-distributed.

Table 3.1: Localization and fiber orientation detection error in simulation environ-
ment.

MAE RMSE

Material localization
Wheel odometry/mm 158.48 121.21

Vision/mm 11.53 9.00

Fiber orientation detection Vision/degree 0.70 0.048

Setting the mean and standard deviation of the Gaussian distribution to 100

mm and 70 mm, respectively, the wheel odometry position error in x and y are

given by:

Error(x) =
1√
2σπ

e
−(x−µ)2

2σ2

Error(y) =
1√
2σπ

e
−(y−µ)2

2σ2

(3.2)

where µ is the Gaussian mean and σ is the standard deviation. With the material

position data obtained from the machine vision system and wheel odometry, the

localization accuracy can be evaluated through Mean Absolute Error (MAE)

and Root Mean Squared Error (RMSE). Here the ground truth was retrieved

from the simulation. The results are presented in Table 3.1, where the MAE

and RMSE of wheel odometry were 158.48 mm and 121.21 mm, respectively,

while the MAE and RMSE of the vision system were 11.53 mm and 9.00 mm,

respectively. Compared to the wheel odometry-based estimation, the proposed

machine vision system reduced the localization error by 93% and demonstrated

its ability in improving the localization accuracy.

In the second experiment, the fiber orientation detection algorithm was evalu-

ated by comparing the output of the algorithm against the ground truth. Here

the orientation of the material was incremented by 10 degrees between the range

of [0◦, 180◦] relative to the camera frame. Like before, the accuracy is expressed

by the MAE and RMSE and is shown in Table 3.1. The MAE and RMSE for fiber
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orientation detection were found to be 0.70◦ and 0.048◦, respectively. Since the

experiments were conducted in a simulation environment, the lighting conditions

in the scene can be controlled, which shows that under ideal conditions, the fiber

orientation detection algorithm can provide accurate estimates.

In real world composite manufacturing, the placement and orientation of plies

greatly determine the properties of composite material parts. For example, a

5◦ misalignment of ply cause 20% strength degradation [164]. For plies that

are larger than the size of the designed composite material part, there are no

specified requirements about the positional accuracy as plies can be trimmed for

the designed part. For plies that require no trimming, the tolerance of position

depends on the specified working instructions. Therefore, there is no uniform

requirement for positioning accuracy. For fiber orientation deviation, it is required

to be less than 3◦ [165]. In this research, the fiber orientation detection error in

the simulation environment is 0.70◦, which meets the required standards.

3.4 Summary

In this Chapter, the proposed Co-MRMS consisting of a fixed-base robotic ma-

nipulator and a mobile robot was established in a simulation environment to

evaluate its feasibility and accuracy. In CoppeliaSim, a material transfer opera-

tion that involves the use of a mobile robot to transport composite material to a

fixed-base robotic manipulator is first simulated and then the transported mate-

rial is handled to a mould in a simulation environment, proving the feasibility of

the proposed robotic system. In addition, as validated in multiple simulations,

the MAE and RMSE for material localization can be drastically reduced by us-

ing machine vision to correct odometry errors. The fiber orientation can also be

accurately estimated within suitable tolerances through the use of machine vision
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techniques, validating the accuracy of the proposed Co-MRMS for the composite

material layup.

The machine vision-based positioning approach presented here is limited by

the requirement of strong differences between the target and background. In

Chapter 4, a further investigation into perceiving the positions of objects by a

fixed-base robotic manipulator is provided to show how it can be extended to

enable accurate and robust positioning.

77



Chapter 4

Multi-sensor Fusion Positioning

System for the Co-MRMS

4.1 Introduction

The developments reported herein stem from the proposed Co-MRMS for material

transport and operations in manufacturing. Generally, the stoppage of a mobile

platform is scheduled to feed parts for the fenced industrial robotic manipulators

on production lines. To enhance the flexibility and efficiency of production, a

flexible part-feeding scheme allowing interactions between the fixed-base robotic

manipulator and the mobile robot is considered but involves several challenging

tasks. For instance, when the mobile robot moves around the fixed industrial

robotic manipulator, one of the key problems is that the positions of the mo-

bile robot must be perceived by the manipulator accurately and robustly before

performing other tasks such as grasping. Therefore, an important concern for

the cooperative robotic system is that the fixed-base robotic manipulator can

robustly and accurately perceive and track the mobile robot, as otherwise it will

undermine the performance of handling objects. Additionally, the positioning
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approach for the proposed Co-MRMS is required to be considered. Owing to

the rapid development of machine vision techniques, an image-based positioning

system using cameras has been developed as a promising positioning solution for

industrial applications, as well as robot positioning [166]. Nevertheless, there are

no limitation-free sensors. On one hand, it has been demonstrated that the vision-

based positioning system can provide accurate and reliable information about the

state, especially with fiducial visual markers, which have been widely used in liter-

ature. The well-known “ArUco” visual marker, developed by Garrido-Juradoetal

et al. [167] in 2014, has been used extensively as a low-cost and straightforward

solution to obtain position information. In [168], the authors tested the position-

ing accuracy of ArUco marker. The conducted experiments demonstrated that

the positioning error is less than 0.005m by using a webcam when the distance

between the camera and the marker is less than 1.2m. Thus, the vision-based

positioning system using the ArUco marker has been verified as a superb accurate

positioning method and is used in this work. On the other hand, there are some

challenges for visual positioning methods, such as a random blocked view and

low-quality and distorted images, which result in the failure of visual positioning.

In this case, it is reasonable to combine vision system with other sensors for robot

positioning [169]. An IMU can offer a robust signal with a high sampling rate

while suffering from accumulated errors owing to the integration during state es-

timation. Ultrasonic sensor system is superior in accuracy for indoor environment

positioning but work at a slow rate with random outliers. To address limitations

and utilise the specific features of standalone sensors, IMU and ultrasonic sensors

are fused to provide auxiliary state estimation for positioning. Benefiting from

the design of a backup positioning system, seamless switching positioning is al-

lowed and thus robust repositioning of the mobile robot can be achieved for the

fixed-base robotic manipulator.

In the proposed Co-MRMS, a fixed-base robotic manipulator and a mobile
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robot are coupled as a whole and have a shared workspace. In this case, the

interaction model and coordinated control are significant for a workspace sharing

system especially one that contains moving agents. Liu and Tomizuka [170] estab-

lished the workspace sharing interaction model between a robot and a human to

perform collaborative tasks. In [171], the kinematic modeling between a human

and exosuit was established. To adapt to different terrains, impedance learning

was utilized in the inner loop to regulate the impedance parameters of the exosuit

while human-in-the-loop was deployed in an external loop to adjust speeds. Yu et

al. [172,173] used visual and force sensors to obtain human motion and the inter-

action force for human–robot co-transportation task. Impedance-based control

strategy and an advanced robot end-effector controller were proposed successively

to deal with uncertainties in robot’s dynamics. Author of [174] deduced the rel-

ative kinematic interaction model of swarms of mobile robots for leader-follower

formation control. In spite of these advances, cooperative/ hybrid robotic sys-

tems involving mobile robot platforms and fixed-base robotic manipulators have

received little attention in the context of part feeding and interaction mode de-

sign. By contrast, this work addresses the interaction between a mobile robot

and a fixed-base robotic manipulator in a single cooperative robotic system. By

establishing a novel interaction mode between the mobile robot and robotic ma-

nipulator, the efficiency and flexibility of material detection and grasping can be

improved.

This chapter firstly designs an interaction mode between the fixed base robotic

manipulator and mobile robot of the proposed Co-MRMS and then introduces a

multi-sensor fusion positioning system, containing two different positioning ap-

proaches for the robotic manipulator to perceive the positions of mobile robot in

an indoor environment. One approach is ultrasonic sensors fused with IMU by

EKF. Furthermore, an outlier rejection mechanism is implemented to escape out-

liers from ultrasonic measurement. Another approach is based on machine vision.
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In Chapter 3, the input image is first transformed into a binary image, and then

the target is localized through morphological operations. This approach is limited

by the requirement of strong differences between the target and background. In

this chapter, another machine vision approach for positioning is achieved by de-

tecting the ArUco visual marker, without requiring the strong difference between

the target and background. Based on the EKF-based positioning and vision-

based positioning, a positioning switching strategy according to the visual sensor

state allows the robotic manipulator to reposition the mobile robot seamlessly.

The remaining parts of this chapter are organized as follows: In Section 4.2,

the designed interaction mode of the Co-MRMS is presented and validated by

simulation-based experiments. In Section 4.3, the coordinate frames in the posi-

tioning system are introduced and the transformation between different coordi-

nate frames is derived. Section 4.4 gives a detailed description of the multi-sensor

fusion positioning system, involving two different positioning approaches and the

seamless positioning switching scheme. Finally, Section 4.5 presents the results

of a series of static and dynamic physical experiments, which were conducted

to evaluate the performance and behavior of the positioning system, while the

summary of this chapter is given in Section 4.6.

4.2 Interaction of Co-MRMS

The objective of designing the interaction mode for the Co-MRMS is to enhance

the flexibility and efficiency of part-feeding for the fixed base robotic manipulator

by a mobile robot. Given that obtaining the accurate position of an object is the

prior target, the interaction model is simplified without considering orientational

information. Assume that the state vector is X, which is
[
x y z

]T
. The states

of the robotic manipulator and mobile robot are represented as XR and XM

81



Chapter 4. Multi-sensor Fusion Positioning System for the Co-MRMS

respectively. The relative distance between the robotic manipulator and mobile

robot denoted by drel(t), which is

drel(t) =
√

(xR − xM)2 + (yR − yM)2 + (zR − zM)2 (4.1)

The interaction mode between the mobile robot and fixed-base robotic manip-

ulator in Co-MRMS has been designed and the framework is shown in Fig. 4.1.

The relative distance drel(t) is calculated and the interaction between two robots

can be divided into three stages: If the location of the mobile robot is out-of-

scope of the fixed-base robotic manipulator, the robotic manipulator keeps static

without movement; If the relative distance is smaller than the value that set for

the sake of safety and object identification, both robots stop, waiting for the fol-

lowing operations such as object detection and material grasping; If the mobile

robot located in the scope of the robotic manipulator and the relative distance

is larger than the set value, the robotic manipulator moves quickly to the mobile

robot.

Fig. 4.1. Interaction design of Co-MRMS.

The interaction mode was validated in a simulated environment and the result
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is shown in Fig. 4.2. For the convenience of validation, the mobile robot is

simplified as a moving point and the fixed-base robotic manipulator is a two-

link robotic arm. As is shown in the figure, the fixed-base robotic manipulator

keeps static when the moving point is out-of-scope. When the moving point is

in the scope and the relative distance between them is larger than the set value,

the fixed-base robotic manipulator promptly moves to the moving point. If the

relative distance is smaller than the set value, both of the robots stop. Therefore,

the feasibility of the designed interaction mode is validated.

Fig. 4.2. Demonstration of designed interaction.

So far, the interaction mode of the integrated robotic system has been designed

and validated. The movement of the fixed-base robotic manipulator depends on

the relative distance between the mobile robot and the fixed-base robotic manipu-

lator. To obtain the relative distance, the industrial robotic manipulator needs to

continually perceive the positions of the mobile robot. Therefore, positioning the

mobile robot accurately and robustly for the robotic manipulator in Co-MRMS

is a critical technique and is as well the research focus of this thesis.
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4.3 Coordinate Frame Transformation

Fig. 4.3. Schematic diagram of the Co-MRMS and coordinate frames.

As is illustrated in Fig. 4.3, five sets of the coordinate frame are defined in the

whole system for coordinate transformations to derive the predicted equations and

measurement equations for positioning. Here, four stationary ultrasonic sensors

are arranged around the workspace and form a positioning system (Xu, Yu, Zu).

Base coordinate system (Xb, Yb, Zb) is defined in the base axis while end-effector

coordinate frame (Xe, Ye, Ze) is located at the end-effector of robotic manipula-

tor. The mobile robot coordinate frame (Xm, Ym, Zm) is fixed orthogonally to the

origin located at the centre between the two wheels of the mobile robot. Cor-

respondingly, the obtained raw IMU readings are attached to the mobile robot

coordinate frame and are in correspondence with the direction of the mobile

robot’s motion. To unify the coordinate frames for EKF-based positioning, the

accelerations from the accelerometer of IMU are transformed into the ultrasonic

sensor coordinate frame. Since the end-effector of the fixed-base robotic manipu-

lator moves along with the mobile robot for tracking, the transformation from the

84



Chapter 4. Multi-sensor Fusion Positioning System for the Co-MRMS

ultrasonic sensor coordinate frame to the end-effector coordinate frame should be

calculated and it can be expressed as

XE = f(q)TUBX
U (4.2)

where TUB denotes the transformation matrix from the ultrasonic sensor frame

to the base coordinate frame and q is the vector of joint angles. The joint an-

gles can be obtained by inverse kinematics as the end-effector target position is

known. Owing to the dynamics modeling of the fixed-base robotic manipulator,

the corresponding torque is calculated and then applied to each joint. Therefore,

the trajectory tracking for the end-effector can be fulfilled.

For the visual positioning approach, an eye-in-hand camera is fixed on the

end-effector of the robotic manipulator and thus the camera coordinate frame

(Xc, Yc, Zc) is attached. ArUco marker coordinate frame (Xa, Ya, Za) is attached

on the ArUco marker and the marker positions obtained from image processing are

relative to the eye-in-hand camera coordinate frame and should be transformed

into the end-effector coordinate frame to facilitate the tracking. Therefore, the

transformation of the marker position from the camera coordinate frame to the

end-effector coordinate frame can be expressed as

XE = TCEX
C (4.3)

where TCE denotes the transformation matrix from the eye-in-hand camera frame

to the end-effector coordinate frame.

4.4 Development of the Multi-sensor Fusion Positioning

Method

In this work, the information fusion includes two meanings: one is the fusion

of IMU and ultrasonic sensor based on the EKF algorithm for the position es-

timation of mobile robots, and another is the fusion of two different kinds of
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positioning methods for repositioning. This section first discusses the two kinds

of positioning methods that are deployed for localising a mobile robot in an in-

door environment. These are EKF-based approach fusing IMU with ultrasonic

positioning system and vision-based approach by camera with ArUco marker.

Each positioning technique has both limitations and capabilities. The position-

ing method using camera with ArUco marker has high accuracy and precision

but is not robust due to the sudden “blind spots” or distorted captured images,

while the EKF-based fusion positioning method with ultrasonic sensor and IMU

is robust to the detection distance or views but is not as accurate and precise as

the visual positioning method with ArUco marker. Then the seamless switching

strategy for relocalising the mobile robot is introduced to deal with the case that

the camera becomes unavailable.

4.4.1 EKF-based State Estimation

As a classic sensor fusion approach for nonlinear systems, EKF was employed to

estimate the positions of mobile robots. The position prediction is done through

IMU readings and the correction comes from the position data of the ultrasonic

sensor. The EKF algorithm, taking advantage of specific features with overcoming

the limits of standalone sensors, presents a better resulting performance than an

individual sensor. The general forms of the prediction model and correction model

in discrete-time domain are given, respectively:

Xi+1 = f(Xi, ui+1) + εi+1. (4.4)

Zi+1 = h(Xi+1) + υi+1. (4.5)

where X is the state vector corresponding to the positions and velocities in

X-Y plane, which is
[
x y vx vy

]T
. εi+1 and υi+1 represent the system noise

and measurement noise, respectively. Both of the noises are modeled using zero
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mean Gaussian distribution with associated covariance matrices:

εi+1 ∼ N(0, Qi+1).

υi+1 ∼ N(0, Ri+1).
(4.6)

Control vector u, which corresponds to the mobile robot accelerations along x

and y directions, is represented by
[
ax ay

]T
. The acceleration along x or y axis

can be expressed as:

ãn = a + ba + εa (4.7)

where ãn and a are the nominal and true acceleration respectively. ba represents

the bias and εa is the measurement noise. According to the practical measure-

ment, the bias of IMU got minor changes in an hour, which can be assumed

that the bias is constant during the short-term tracking. Moreover, the bias can

be measured by first recording some readings while the IMU is stationary, then

taking those values as ‘offsets’ when reading the acceleration values in the future.

Let ∆T denotes the sampling time interval. The state prediction of the mobile

robot in this work is defined by:

Xi+1 = f(Xi, ui+1) + εi+1 =


xi + vx(i)∆T + 1

2
ax(i+1)∆T 2

yi + vy(i)∆T + 1
2
ay(i+1)∆T 2

vxi + ax(i+1)∆T

vyi + ay(i+1)∆T

 + εi+1 (4.8)

4.4.1.1 Positioning by Ultrasonic Sensor System

The ultrasonic positioning system used in this work consists of four stationary

beacons, a mobile beacon, a router and the dashboard beacon software. Each

beacon has five transceivers. The distance of the mobile beacon that is affixed to

the mobile robot is calculated by the router with receiving ultrasonic signals from

the stationary beacons. The position of the mobile beacon can be calculated:

pi+1 =
√

(xi+1 − xs)2 + (yi+1 − ys)2 + (zi+1 − zs)2 (4.9)
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where (xi+1, yi+1, zi+1) represents the positions of mobile beacon at time i+1,

and (xs, ys, zs) represents the stationary beacon’s coordinates. With position

readings from the ultrasonic positioning system, the correction model of EKF

can be presented as the following equation:

Zi+1 = h(Xi+1) + υi+1 =

xi+1

yi+1

 + υi+1 (4.10)

4.4.1.2 EKF Process

Now, the non-linear system in state-space has been obtained. Then, the EKF

procedures can be operated as follows by the given prediction and correction

models [175]:

• Initialisation with state X0 and covariance matrix P0

• State prediction by motion model:

X̂i+1|i = f(X̂i|i, ui+1) + εi+1 (4.11)

where X̂ represents the estimate of the state vector X.

Covariance matrix prediction:

Pi+1|i = FiPi|iF
T
i + Qi (4.12)

where Fi is the Jacobian matrix of the prediction model and can be written as:

Fi =
∂f

∂X
|X̂i|i,ui+1

(4.13)

Outlier rejection:

Since ultrasonic signals may be delayed or reflected by obstacles in real cases,

non-updated readings or error values with a drastic change are obtained occasion-

ally from ultrasonic sensors. Thus, a straightforward outlier rejection strategy to
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reject outliers from ultrasonic sensor data is proposed. In each iteration, the

difference between readings at time i+1 and time i from the ultrasonic sensor is

calculated and compared with a constant positive value. If the following equation

is satisfied, Zi+1 will be considered as an outlier.

|Zi+1 − Zi| ≥ ρ× v × ∆T (4.14)

where v is the driving speed of mobile robot and ∆T is the sampling time interval,

and ρ is the adjustment factor. Likewise, if the difference between Zi+1 and Zi is

equal to 0, it is taken as no updated reading from the ultrasonic sensor. Then the

measurement data at time i+1 is abandoned. Otherwise, the ultrasonic receiver

data will be adopted in the correction step of the EKF algorithm if satisfying the

formula:

0 < |Zi+1 − Zi| < ρ× v × ∆T (4.15)

Due to the EKF-based estimation with the outlier rejection method, the effects

of error readings from the ultrasonic sensor can be effectively reduced and the

distinguished measurement data can be used for the correction model.

• Measurement data update:

Zi+1 = h(Xi+1) + υi+1 (4.16)

• Calculation of Kalman gain:

Ki+1 = Pi+1|i ×HT
i+1 × (Hi+1 × Pi+1|iH

T
i+1 + Ri+1)

−1 (4.17)

where Hi is the Jacobian matrix of the measurement model and can be written

as:

Hi+1 =
∂h

∂X
|X̂i+1|i,ui+1

(4.18)

• State update:

89



Chapter 4. Multi-sensor Fusion Positioning System for the Co-MRMS

X̂i+1|i+1 = X̂i+1|i + Ki+1(Zi+1 − Ẑi+1|i) (4.19)

where Ẑi+1|i is the estimated measurement and can be written as:

Ẑi+1|i = h(X̂i+1|i) (4.20)

• Covariance matrix update:

Pi+1|i+1 = (I −Ki+1Hi+1)Pi+1|i (4.21)

Afterward, by setting the estimated state as the target position XE defined in

Section 3.2, trajectory tracking by the EKF fusion method can be realized and

the equation is stated below.

X̂i+1|i+1 = XE (4.22)
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Fig. 4.4. EKF-based algorithm flow chart.

The flow chart of the EKF-based algorithm with the outlier rejection method

is shown in Fig. 4.4. It should be noted that the update frequency of IMU is

around 200 Hz while the ultrasonic sensor is around 3.65 Hz, which occurs to the

data unsynchronization during fusion. To solve this issue, the adopted EKF-based

fusion strategy is employed as follows: The predicted state and covariance matrix

obtained from the motion model will be corrected if available measurement data

is received. Otherwise, the positions of the mobile robot will be estimated with

the motion model solely.
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4.4.2 Vision-based Estimation

Another positioning approach by aided camera detecting ArUco marker, except

EKF-based algorithm fusing ultrasonic sensors and IMU, is utilized in this work.

The used marker is generated with OpenCV library and affixed on top of the

mobile robot. A standard ArUco marker is defined by a 7x7 square array, where

data and fault detection are contained in an inner 5x5 matrix of each row and

generate a binary pattern. The marker is identified by the unique pattern that

is encoded in each ArUco marker, which is robust with a low failure rate. Addi-

tionally, the marker orientation can be detected by the layout of the four corners.

Distortion of images occurs commonly in the applications of computer vision,

which affects measurement accuracy. To correct the image distortion, the pro-

cess of camera calibration is conducted with OpenCV to determine the intrinsic

and extrinsic parameters of the camera. Intrinsic parameters are related to the

camera itself and correspond to its internal characteristics such as focal length

and optical centres while extrinsic parameters refer to coordinates transformation

between the camera frame and the world frame. As the frame of the marker is

identified, multiple computational steps will be performed to obtain the relative

pose between the camera and marker and the processes are described in Fig. 4.5.

Fig. 4.5. Marker detection process.

The original image is firstly converted to a grey-scale image, then the image

binarization is fulfilled through the threshold method. Contours in the image are

detected by means of a Canny edge detector [176]. By the Suzuki algorithm [177],

92



Chapter 4. Multi-sensor Fusion Positioning System for the Co-MRMS

contours in the image are extracted and filtered with discarding and deleting

shapes other than square and closely adjacent shapes. Further processed marker

is analysed by detecting the black and white pixels and segmenting the marker

image into cells. With Otsu’s method [178], a binarized image is generated again

by setting the threshold value. The pixels of both colours are counted in each

cell, and a certain grid map is obtained based on the average binary value of the

cell. In order to enhance the accuracy of the ArUco marker detection, corners of

the marker are found with sub-pixel interpolation by the cornerSubpixel function

in the OpenCV library. Afterward, the pose of the camera with high accuracy

is estimated using the optimization method of Levenberg-Marquardt algorithm

[179].

4.4.3 Seamless Switching Repositioning Strategy

The design of the proposed localising system enables the robotic manipulator

to estimate the auxiliary state of a mobile robot with additional sensors, which

allows seamless switching between different sensor suites. On one hand, including

additional sensors benefits the enhancement of estimating the robot’s state. On

the other hand, the elements of the different sensor suites are capable of seamless

switching, which improves the fail-safety and versatility of the positioning system.

Fig. 4.6. Two-stage seamless switching strategy for repositioning.

As shown in Fig. 4.6, a seamless switching relocalising strategy with two main
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stages is proposed for the positioning system. The first stage processes vision

data to estimate the positions, while the second stage fuses IMU and ultrasonic

sensors by the EKF with the outlier rejection method for seamless switching.

As one of the most popular fiducial markers, the ArUco marker presents high

accuracy and speed in pose tracking [180]. Therefore, the common case is the

change from vision-based position estimation to EKF-based positioning in the

case of unavailable vision data. At each time, a judgment statement is performed

to determine whether the Aruco marker is detected. If the position outputs

from vision are zero, then the vision system is labeled as a disabled state. The

positioning system is seamlessly switched to the backup positioning stage, which

is the EKF-based positioning method fusing IMU and ultrasonic positioning data.

As a result of the seamless switching repositioning strategy, the positioning of the

integrated robotic system will be robust against an occluded visual sensor, which

can achieve reliable and accurate tracking performance.

4.5 Experimental Evaluations

4.5.1 System Hardware and Experimental Setup

Extensive experiments including static and dynamic state estimation were per-

formed to evaluate the performance of adopted positioning approaches and the

proposed switching strategy for repositioning. The overall experiment flowchart

is given in Fig. 4.7.
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Fig. 4.7. Overall experiment flowchart.

Fig. 4.8. Experiment layout.

The hardware system design for experimental implementation is given in Fig.

4.8, where TurleBot3 Burger and UR10e were used as the mobile robot and

robotic manipulator respectively. The four stationary ultrasonic beacons and
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a mobile beacon affixed on the mobile robot were supplied by the Starter Set

HW v4.9 of Marvelmind. As a high performance optical motion capture sys-

tem, the OptiTrack Trio camera was utilized and placed on the flat terrain to

determine the real-time positions of the mobile robot and the measurement was

taken as the ground truth. A low-cost and monocular camera was mounted on

the end-effector of the fixed-base robotic manipulator to identify the positions of

the ArUco marker. In this work, the large size 1.6m×1.6m experimental table is

setup based upon two considerations. On one hand, the beacons in the ultrasonic

positioning system can be conveniently arranged at a certain distance from each

other to ensure positioning accuracy. On the other hand, sufficient scope is re-

quired for mobile robot motion. Robot control and computations were processed

on a laptop with an Intel i7-8750H, 8 GB RAM.

4.5.2 Static State Estimation Experiment

The static state estimation experiment aims to compare the EKF-based fusion

approach and stand-alone ultrasonic sensor system in positioning accuracy, pre-

cision and update frequency. Therefore, the mobile robot was placed at different

predefined positions and the data by two positioning approaches were acquired.

The root-mean-squared errors (RMSE) of positioning were calculated and quanti-

fied by the cumulative distribution function (CDF). In this experiment, the static

performances of the EKF-based fusion approach and stand-alone ultrasonic sen-

sor system for positioning a mobile robot were investigated and compared from

accuracy, precision and update frequency. Firstly, the four stationary ultrasonic

beacons were installed at the four corners of a platform to ensure the mobile robot

can be located in the effective coverage area of the ultrasonic positioning system

consistently. The IMU is placed statically on the table and 10,000 accelerations

are collected. The ground truth of acceleration is zero. Therefore, the bias and
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the noise of the IMU data can be obtained by calculating the average and stan-

dard variation of collected data, which can be used to get the Q for the EKF

algorithm. The bias and the noise of the ultrasonic sensor are tuned by the first

recording readings before the experiment, then taking the bias as ‘offsets’ when

reading the values in the future. The noise can be calculated and the variance of

the data can be used to obtain the R for the EKF algorithm. Then the mobile

robot was placed successively at the predefined four positions and the positioning

data by the two approaches were acquired. Next, the RMSE of positions was

calculated and quantified by the CDF.

Fig. 4.9. Positioning error CDF comparison.

Fig. 4.9 depicts the comparisons of the position error CDF between the EKF-

based approach and stand-alone ultrasonic sensor system at four defined points.

The median (p50), 95th percentile (p95) errors and standard deviation (STD)

are summarised in Table 4.1. As expected, the ultrasonic sensor reveals high-

accuracy in indoor environment positioning as 95th percentile errors are less than

0.04m. It can be observed that median positioning errors of both the EKF-based
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approach and ultrasonic sensor system are below 0.04m with a little difference.

This suggests that an EKF-based approach attains comparable accuracy to the

ultrasonic method. Furthermore, both of the approaches achieve high-precision

performance which is reflected by the millimetre-level STD. Additionally, it shows

by practical measurement that the positions were updated by ultrasonic sensors

with 3.65 HZ while it can reach to 181.9 HZ through the EKF-based position

approach. Thus an EKF-based positioning approach fusing IMU with ultrasonic

sensors can export high-accuracy and high-precision in positioning while keeping

high update frequency in static positioning.

Table 4.1: Positioning errors and STD at four predefined test points.
Point position Estimator p50/m p95/m STD/m

EKF-based 0.037 0.043 0.0033Point 1
[0.009m, -0.75m] Ultrasonic sensor 0.036 0.039 0.0018

EKF-based 0.024 0.026 0.0025Point 2
[0.775m, -1.49m] Ultrasonic sensor 0.027 0.027 0.0012

EKF-based 0.017 0.016 0.0027Point 3
[1.55m, -0.75m] Ultrasonic sensor 0.020 0.020 0.0026

EKF-based 0.03 0.03 0.0013Point 4
[0.92m, -0.065m] Ultrasonic sensor 0.033 0.033 0.0016

To evaluate the convergence rate of the EKF-based method, a simulation was

implemented in Matlab. The initial estimation error was set to 5cm. The update

frequency of IMU was set to 200 Hz while the update frequency of ultrasonic

sensor was set to 3.65 Hz. The EKF-based positioning process is shown in Fig.

4.10. As can be seen from the figure, the EKF-based positioning method requires

around 0.5 seconds to reach the steady state, proving the fast convergence rate

of EKF-based positioning method.
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Fig. 4.10. EKF-based positioning process.

As is described in the section of the EKF process, a potential issue of an

ultrasonic sensor system is that outliers exist randomly during operation and the

measurement reading may be obtained with a drastic change compared to the

previous reading, such as positioning in Fig. 4.11. In this work, the outliers of

ultrasonic sensor measurement can be effectively eliminated on account of the

proposed outlier rejection method in Section 4.1.2, which is another competitive

advantage in positioning.

Fig. 4.11. Positioning with outliers of ultrasonic sensor system.

4.5.3 Dynamic State Estimation Experiment

The dynamic experiments were conducted to determine the accuracy and robust-

ness of the proposed positioning system and seamless switching repositioning

strategy when the mobile robot moves. The mobile robot was driven along a

complex path involving linear motions and a U-turn while the end-effector of the
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manipulator kept tracking the mobile robot. While the mobile agent moved along

the path, the (x,y) positions of the mobile beacon were determined by the ranges

obtained from four stationary beacons and trilateration.

Fig. 4.12. Comparisons of trajectories.

The experimental results of trajectories, x-axis position and y-axis position us-

ing different approaches are shown in Figures 4.12, 4.13 and 4.14 respectively, in

which the ultrasonic sensor marked as green line represents the ultrasonic receiver

data for mobile robot positioning. The end-effector marked as yellow line repre-

sents the end-effector positions of the robotic manipulator, EKF-based marked

as purple line represents the robot positions after fusing IMU with ultrasonic

receiver data by EKF, ground truth marked as red line represents the robot po-

sitions obtained from OptiTrack, and wheel encoder marked as blue dash line

represents the robot positions using wheel encoder that embedded in a mobile

robot.
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Fig. 4.13. Comparisons of x-axis position.

Fig. 4.14. Comparisons of y-axis position.
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Fig. 4.15. Comparisons of positioning error.

From the results, outliers from an ultrasonic positioning system occur randomly

during mobile robot moving, which leads to a dramatic positioning error. While

fusing ultrasonic receiver data with IMU by the EKF method, the trajectory is

smoothed and the abnormal value is eliminated even when incorrect ultrasonic

readings are obtained. Furthermore, comparing the results of five trajectories, the

vision system has outstanding stability and accuracy if the ArUco marker can be

recognised by the camera while the positioning with wheel encoder gradually

deviates from the ground truth with time accumulation over a period. RMSE of

different positioning approaches during dynamic motion is shown in Fig. 4.15.

At the end point, the RMSE of the wheel encoder is 0.0608m, which is much

larger than the vision’s 0.015m, the ultrasonic sensor system’s 0.0095m and the

EKF-based approach’s 0.0057m. It is observed that the EKF-based approach

with ultrasonic sensor and IMU performs well without accumulated error but got

a lower than 0.05m deviation at the U-turn. This is attributed to the variational

transceiver and different arrival time of ultrasonic signals. Nevertheless, the EKF-
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based approach achieves accurate millimeter level positioning without outlier and

accumulative positioning error.

Moreover, to demonstrate the capability of the seamless switching reposition-

ing strategy, the ArUco marker was covered randomly at two phases to cause

drop-outs of visual measurements and the dependent sensor suite is indicated in

the figures where the US represents the ultrasonic system. As expected, once the

dropouts of the visual update occur, the position of end-effector of the robotic

manipulator then seamlessly switches to the EKF-based state estimation, which

shows the robustness and capability of the proposed seamless switching reposi-

tioning strategy.

4.6 Summary

In this chapter, an interaction mode between the mobile robot and fixed-base

robotic manipulator has been first designed for the proposed Co-MRMS. Based

on the relative distance between the mobile robot and fixed-base robotic ma-

nipulator, the proposed Co-MRMS performs different forms of interaction. The

simulation-based experiments were conducted to validate the feasibility of the

proposed interaction mode.

Then, a multi-sensor fusion positioning system for the fixed industrial manip-

ulator to perceive and interact with a mobile robot was developed. To accurately

and robustly acquire the positions of the mobile robot, two different kinds of in-

door environment positioning methods, the EKF-based approach fuses ultrasonic

sensors with IMU and the vision-based approach with ArUco marker, have been

adopted. In addition, with an outlier rejection method strategy, the EKF-based

approach can eliminate the outlier of ultrasonic sensor measurement. Further-

more, a two-stage positioning strategy allows the fixed-base robotic manipulator
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to reposition the mobile robot seamlessly to deal with the scenario that the visual

sensor is occluded.

Through a series of static and dynamic experiments, it has demonstrated that

the EKF-based multi-sensor fusion positioning approach can achieve compara-

tive millimetre-sized accuracy as an ultrasonic sensor system while keeping a

high update frequency. In contrast to the wheel encoder positioning, the pro-

posed positioning system can suppress the positioning drifts over time through

the benefits from the camera and ultrasonic sensor. The fixed-base robotic ma-

nipulator achieves desirable robust perceiving, even in the case when the visual

sensor fails.

According to the static experiments, the EKF-based positioning approach fus-

ing IMU with an ultrasonic sensor can export high-accuracy (the RMSE is 0.04m)

and high-precision (the STD is 0.0033m) in positioning while keeping a high up-

date frequency of 181.9 HZ in static positioning. Evaluations through dynamic

experiments demonstrate that the proposed positioning system can suppress the

positioning drifts over time when compared with the wheel encoder. The two-

stage repositioning strategy can support the robotic manipulator to perceive the

positions of the mobile robot robustly, even in the case when the visual sensor is

occluded.

This chapter has addressed the problem of intelligent interaction between the

fixed-base robotic manipulator and the mobile robot. Thus, the proposed po-

sitioning system is confined to a local space, which is not suitable for global

positioning in a manufacturing environment. In Chapter 5, the positioning of

the mobile robot is extended to the global positioning by using SLAM. This is

because SLAM allows the mobile robot to map the dynamic environment and lo-

calise itself continuously, enabling higher adaptability, flexibility and capabilities

in dealing with change and uncertainty.
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Chapter 5

Efficient Image Deblurring

Framework for SLAM

Enhancement

5.1 Introduction

In modern manufacturing, mobile robots play a major role and boost the automa-

tion degree in a manufacturing environment. They are capable of doing tasks such

as moving standard-sized goods from one position to another [35]. However, these

mobile robots generally perform fixed tasks within a static environment, which is

far less autonomous and intelligent. Traditionally, the production line in manu-

facturing is fixed and invariable, which allows the mobile robot to transport the

materials with a predefined route within a static environment. Nevertheless, cur-

rent manufacturing transforms the environment more frequent and fast, and thus

demands highly flexible and adaptive robotic systems to meet the requirements

of versatile production systems [19]. Besides, the current localization of mobile

robots mostly relies on external setups, such as artificial markers and installing
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beacons, which are inflexible to deal with a dynamic environment and incapable

of adapting the infrastructure accordingly.

SLAM allows the mobile robot to navigate autonomously in an unknown en-

vironment by mapping the surrounding environment and localising itself on the

map, which has been increasingly investigated for flexible manufacturing [181].

Compared with other range-finding devices such as radar and laser, visual sen-

sor has a number of advantages including the richness of information acquisition,

small volume and low energy consumption. Recently, owing to the abundant tex-

ture information provided by the external environment, SLAM system that uses

visual sensors has received rising attention, especially applied to the mobile robot.

Meanwhile, challenges arise when applying visual-based SLAM in the practices

of autonomous manufacturing. Particularly, blurred images that exist in visual

SLAM can result in low quality outcomes and are thus studied in this work. Due

to the recent advances in CPU and GPU technologies, the major drawback, which

is the high computational cost, is no longer an insurmountable problem and thus

the real-time implementation of the required sophisticated SLAM algorithms can

be performed to process images and extract crucial information. As a matter of

fact, various visual sensors such as monoculars and RGB-D cameras have been

utilized as promising SLAM solutions. As the literature review in Chapter 2

shows, a large number of fundamental techniques and developments of SLAM

systems and image deblurring methods have been proposed. Among numerous

SLAM systems, ORB-SLAM3 was proposed on the basis of ORB-SLAM and

ORB-SLAM2, proposing the concept of multi-map representation called Atlas

and an innovative visual-inertial initialization method. Studies in [125] showed

that the accuracy of ORB-SLAM3 greatly exceeds other existing systems and the

system allows for both visual and visual-inertial operation modes with different

visual sensors such as RGB-D cameras and stereo.

With regards to image deblurring methods, the literature review in Section
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2.3.2 shows that learning-based methods require substantial offline training and

have poor scalability while traditional methods have been developed for decades

and balance well between deblurring effectiveness and efficiency. This Chapter ad-

dresses the problem of blurred images which exist in SLAM systems that contain

a visual sensor, decreasing the quality of mobile robots’ autonomous navigation

in a dynamic environment. Thus, an efficient image deblurring framework con-

taining blur detection, image sharpening and image deblurring, is proposed and

integrated into ORB-SLAM3 to enhance the accuracy of the SLAM system. The

performance of the proposed framework is evaluated on the famous TUM RGB-

D dataset and TUM Visual-Inertial dataset, comparing with the benchmarked

performance of the original SLAM algorithm. The feasibility of the system is

evaluated on a real mobile robot. This work corresponds to Research Questions

4 for autonomous transport by a mobile robot in manufacturing.

The remaining part of this chapter is organised as follows. In Section 5.2, the

overall framework of the proposed efficient image deblurring SLAM (EID-SLAM)

is presented while Section 5.3 introduces the algorithms in the process of image

deblurring. Section 5.4 reports the experimental results conducted to evaluate

the system performance on the basis of the trajectory accuracy of SLAM. Finally,

a summary of the chapter is provided in Section 5.5.

5.2 Framework of Efficient Image Deblurring SLAM

The proposed EID-SLAM is built on ORB-SLAM3 [125], which is an ORB

feature-based SLAM system and can be divided into three main threads, namely

tracking, local mapping, and loop and map merging. Feature points are detected

and matched by the ORB algorithm at first and then the nonlinear iterative

optimisation is performed based on the bundle adjustment (BA) algorithm to
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obtain the camera pose and 3D map. As the performance of the ORB-SLAM3

algorithm depends heavily on feature extraction and matching, running rapidly

in an environment or dealing with the fast movement of the object will fail to

extract sufficient stable matching point pairs, which leads to the inadequacy of

input information for the beam adjustment method. In the proposed EID-SLAM,

images are pre-processed before feature points extraction of the tracking thread

based on a set of algorithms including blur detection, image sharpening and image

deblurring.

5.2.1 Overall Framework

The overall framework of the proposed EID-SLAM is shown in Fig. 5.1 in which

the image deblurring process and ORB-SLAM3 are both included. The deblurring

process is comprised of three steps, which are blur detection, image sharpening

and image deblurring. The first step performs blur detection based on the Lapla-

cian method. If the obtained image is determined as a blurred image, then the

image sharpening algorithm and image deblurring algorithm based on the Wiener

filter are executed sequentially. Otherwise, the image is directly loaded into the

following modules of ORB-SLAM3.

Fig. 5.1. The framework of proposed EID-SLAM.
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ORB-SLAM3 system starts with the process of initialisation according to the

obtained data from sensors such as camera and IMU. Followed by the tracking

thread with inertial and visual data to accomplish a series of operations such

as calculating the camera pose with respect to the active map, extracting ORB

features from the input image and determining if the current frame is a keyframe.

The data obtained from the tracking thread are then passed to the local mapping

thread for constructing the environment map. Lastly, the common areas between

the active map and the whole Atlas are detected to decide whether to perform

loop correction or conduct a map merge. In the proposed EID-SLAM, the image

deblurring process is added as the image preprocessing part before the feature

detection of ORB-SLAM3.

5.2.2 Tracking Thread

ORB-SLAM3 supports visual mode which uses visual sensors only and visual-

inertial mode which uses visual sensors and inertial sensors together [125]. Dif-

ferent modes correspond to different initialisation methods. In visual mode, the

same procedure as in ORB-SLAM is used to find the initial motion, where ORB

descriptor and FAST points matching are performed between two initial frames.

Homography models and fundamental matrix are calculated and scored, then the

initial motion is obtained and the features are triangulated by using the one with

a higher score. After this, an up-to-scale map that contains several keyframes and

hundreds of points is obtained and optimised using BA by the mapping thread.

The visual-inertial mode contains three steps for system initilization. Similar

to ORB-SLAM, the initial motion is estimated firstly and merely relies on vi-

sual frames. But the difference in this step is that IMU preintegration between

keyframes with a higher frequency is implemented along with vision-only MAP

estimation. The second step of initialisation in visual-inertial mode is optimising
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the inertial parameters by using the up-to-scale map and preintegrated IMU data

gained from the previous step. In the last step, a joint visual-inertial full bundle

adjustment by taking previous visual-only estimation and inertial-only estimation

as seed, is accomplished to obtain the final estimated parameters such as scale

and camera pose.

Then the system starts tracking thread after completing the initialization. The

sensor pose, velocity and IMU bias are obtained in the visual-inertial system

whilst only camera position and posture are gained in the visual SLAM system.

In the visual SLAM system, an ad-hoc uniform velocity model is adopted first and

the keyframe model is used as a substitute in the case of the motion model failure.

If both of the types of tracking models are unavailable, the relocation function will

be triggered to relocate the keyframes. Then the feature points extracted from

frames are used for camera pose calculation and tracking. Image quality is crucial

for feature point extraction, which inspires the addition of image deblurring part

before the step of image feature point extraction. Meanwhile, the map is projected

into the frame and more map point correspondences are searched once an initial

set of feature matches and the camera pose are estimated. By using the beam

adjustment method, the reprojection error is minimised and the local map points

are tracked, which optimizing the camera pose of the current frame. The last

step of the tracking thread is to determine whether to generate a new keyframe

according to the rules. Specifically, the frame that meets certain criteria is defined

as a keyframe and inserted into the constructed map as a map point. In the visual-

inertial SLAM system, at first, both the motion model and IMU parameters are

used to robustly predict the camera pose. Then the current frame is optimised

with the Gauss-Newton algorithm on the basis of feature reprojection error of

matched points and IMU error. Followed by an optimization for map update,

which links the current frame and the last keyframe and uses prior estimation

and Hessian matrix that got from current frame optimisation.
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5.2.3 Local Mapping Thread

The Local mapping thread is in charge of the optimisation of keyframes in a

local window and all points observed by these keyframes and the management of

keyframes. The local BA of visual-inertial ORB-SLAM differs from the local BA

of visual ORB-SLAM in that the former includes IMU error terms in cost function

and thus additional states of inertial parameters are calculated per keyframe.

For keyframe management, it is reasonable to discard redundant keyframes to

restrain the explosive growth of map size in visual ORB-SLAM. But this strategy

is not suitable for visual-inertial ORB-SLAM that involves IMU information due

to the motion constraints of consecutive keyframes. The keyframe management

policy of visual-inertial ORB-SLAM is that two successive keyframes in the local

window differ in less than a certain length, are taken as redundant and removed

from mapping.

5.2.4 Loop and Map Merging

In the continuous moving, there exists a certain error between the calculated

camera pose and map points gained from the triangulation, which leads to the

gradual accumulation of errors with the increase of frames. The loop closure

thread is responsible for reducing the accumulated drift and is triggered when

the system re-enters into the previously mapped scene. The place recognition

system is deployed based on the bag-of-words method to achieve long-term data

association, especially for relocalization and loop detection. Once the closed

loop is detected, global BA optimisation is carried out to reduce the cumulative

error in the trajectory. This optimisation shows high robustness and usability

but might be very costly when applied to a large-scale scene. Thus, pose-graph

optimisation is adopted to reduce the computation requirements as the structure
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is ignored. In contrast to the visual ORB-SLAM, the pose-graph optimisation

of visual-inertial ORB-SLAM is performed on 6 DoFs since the scale is observed

by IMU data. Afterward, a full global BA in a parallel thread is performed to

optimise all states, including visual and inertial parameters.

For visual ORB-SLAM, a map merging operation will be launched if the keyframe

in the active map and the keyframe from a different map saved in the Atlas are

matched, involving an aligning transformation. Since the map contains many

elements and requires a long time for merging, the process of merging is divided

into two steps. In the first step, the merge is performed in a welding window

determined by the neighbors of the matched keyframes in the covisibility graph.

The second step uses pose-graph optimization to correct the rest of the merged

map. The merging algorithm in visual-inertial ORB-SLAM follows similar steps

with pure visual ORB-SLAM but adds the inertial information into the merging

process.

5.3 Image Deblurring Algorithm

Motion blur degrades the quality of images and impacts the feature point extrac-

tion in the ORB-SLAM3 system, which might cause the insufficiency of feature

points and inaccuracy of the pose estimation in the front-end [147]. If the num-

ber of extracted feature points is less than a certain value, the back-end of the

SLAM system even cannot obtain the data from the front-end and it will lead to

failed tracking. In this context, a set of image processing algorithms including

blur detection, image sharpening and image deblurring, is presented to improve

the image quality before the tracking thread of SLAM module.

112



Chapter 5. Efficient Image Deblurring Framework for SLAM Enhancement

5.3.1 Blur Detection

The algorithm of blur detection is based on the Laplacian operator, which is

fast to implement. Laplacian operator is defined as a second-order differential

operator, which can be deployed to assess the 2nd derivative of an image [182].

Assumed that function f and the Laplacian operator of f is given as:

Laplace(f) =
∂2f

∂x2
+

∂2f

∂y2
(5.1)

By making a difference on the second derivative of the Laplace operator in x and

y directions, the Laplace operator of discrete function can be obtained and the

detailed operation is presented as follows.

1) First order difference in x direction:

▽f(x) = f(x) − f(x− 1) (5.2)

2) Second order difference in x direction:

▽(▽f(x)) = ▽f(x + 1) −▽f(x) = (f(x + 1) − f(x)) − (f(x) − f(x− 1))

(5.3)

3) After simplification:

▽(▽f(x)) = f(x− 1) − 2f(x) + f(x + 1) (5.4)

4) Extract the previous coefficient: [1, - 2, 1]

Similarly, the coefficients in the y direction can be obtained, which is [1, - 2,

1]. The Laplace kernel matrix is gained by superposition and shown in Fig. 5.2.

Fig. 5.2. The Laplacian kernel. [182]
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The Laplacian operator-based method can be used for blur detection owing to

its definition, namely the 2nd derivative of an image. Similar to the Sobel and

Scharr operators, the Laplacian highlights regions of an image involving drastic

intensity changes. As is known, the image is more likely blurry if there are few

responded edges. In case an image contains high variance, which means that

there is a wide stretch of edge-like and non-edge-like responses, indicating that

the image is a normal and in-focus image. However, if there is very low variance,

namely, there is a tiny stretch of responses, indicating that the image is blurred.

By converting the input image into a grey-scale image, the blur detection al-

gorithm can compute the amount of blur in the converted image. If the image

is considered not blurred, it will be directly transferred to the tracking thread of

SLAM without further process. This measure can reduce the time of deblur pro-

cedure and ensure the real-time performance of SLAM system. Fig. 5.3 reveals

the process of the blur detection framework based on the Laplacian operator and

the process is illustrated as follows. Firstly, the input image is converted into a

gray-scale image. Afterward, the single channel of the gray-scale image is con-

volved with the Laplacian kernel to get a response map. Then the variance of

the response map is calculated and compared with the set threshold. The image

is regarded as blurred if the variance is less than the set threshold. Otherwise,

the image is determined as not blurred.

Fig. 5.3. Process of blur detection based on Laplacian operator.
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5.3.2 Image Sharpening

Image sharpening is performed if the obtained image is identified as a blurred

image. In this process, the sharpness of the image is enhanced. In essence, the

detailed edges and target contour in the image are apparent. The policy of feature

point extraction is selecting pixels that are largely different from the surrounding

pixels. Therefore, the edge information and target contour in the image are

required to be extrusive. Consequently, the algorithm of image sharpening is

introduced in this work.

Fig. 5.4. Process of image sharpening.

Generally, image sharpening is beneficial to extract more corner information

in the image, especially for blurred images. Depending on this process, extract-

ing ORB features in the tracking thread and detecting the feature points can be

easier achieved, which enhances the stability of the system. The process of the

adopted image sharpening algorithm is as follows, and the flow chart of the pro-

cess is shown in Fig. 5.4. The image is firstly converted into a gray-scale image

and followed by a bilateral filter to filter the low-pass noise with edge-preserving.

Subsequently, the bilateral filtered image is convolved with the sharpness filter

shown in Fig. 5.5 to detect the edges in all directions [183]. By adding the

detected edges and the original image, the edge information in the image is high-

lighted, which sharpens the image.
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Fig. 5.5. The convolution kernel. [183]

5.3.3 Image Deblurring

As Wiener filter can achieve an optimal trade-off between noise smoothing and

inverse filtering, it is a simple and efficient algorithm for image deblurring [184].

Therefore, Wiener filter is chosen as the image deblurring tool in this work. For

non-blind deblurring, assume that signal, noise spectra and additive noise are

known and stationary, Wiener filter can produce an estimation of a target or

desired random process by linear time-invariant filtering of an observed noisy

process by minimising the mean squared error between the desired process and

the estimated random process. In contrast, for a blind deblurring system, the

PSF is unknown and needs to be estimated for applying Wiener filter.

Modeling the degradation process mathematically reflects the process of image

degradation, which is crucial to restoring the images from blurred images. The

process of image degradation is caused by many factors, which makes it difficult

to analyze and model individually. Generally, the degradation model can be

described as shown in Fig. 5.6.
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Fig. 5.6. The degradation model.

Correspondingly, the mathematical degradation model in the time domain and

frequency domain can be described respectively by [185]:

gb(t) = hb(t) ∗ fd(t) + n(t) (5.5)

G(f) = H(f)F(f) + N(f) (5.6)

In the Eq. (5.5), gb(t) corresponds to the observed degraded image, fd(t) rep-

resents an original image, hb(t) is the degradation kernel, which is also known

as the PSF. PSF describes the degree of blurring that applies imperfect optics

to any given object. n(t) refers to the noise term introduced in the process of

image acquisition. Eq. (5.6) represents the mathematical degradation model in

the frequency domain.

The goal is to find a convolutional function, namely Wiener filter w(t), where
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the estimation of f(t) can be obtained [185]:

f̂(t) = w(t) ∗ g(t) (5.7)

F̂(f) = W(f) ∗G(f) (5.8)

where F̂(f) represents the discrete Fourier transforms (DFT) of f̂(t) [186]. The

deconvolutional result, f̂(t), can be obtained by inverse discrete Fourier transforms

(IDFT) [186].

As mentioned before, Wiener filter is built on the basis of minimum mean

squared error, which can be described as the following form [185]:

e(f) = E
∣∣∣F (f) − F̂ (f)

∣∣∣2 (5.9)

From above equation, replacing the F̂ (f), the minimum mean squared error can

be determined as [185]:

e(f) = E
∣∣∣F(f) − F̂(f))

∣∣∣2
= E

∣∣F(f) − (W(f)G(f))
∣∣2

= E
∣∣F(f) − (W(f)[H(f)F(f) + N(f)])

∣∣2
= E

∣∣[1 −W(f)H(f)]F(f) −W(f)N(f)

∣∣2
(5.10)

By expanding the Quadratic equation, the following equation can be obtained

[185]:

e(f) = [1 −W (f)H(f)][1 −W (f)H(f)]∗E
∣∣F(f)

∣∣2
−[1 −W (f)H(f)]W ∗

(f)E
{
F(f)N

∗
(f)

}
−W (f)[1 −W (f)H(f)]∗E

{
N(f)F

∗
(f)

}
+W (f)W ∗(f)E

∣∣N(f)

∣∣2
(5.11)

Given that noise and signal are independent, the following equation can be ob-

tained [185]:

E
{
N(f)F

∗
(f)

}
= E

{
F(f)N

∗
(f)

}
= 0 (5.12)
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In addition, the power spectrum can be defined as follows [185]:

Sf = E
∣∣F 2

(f)

∣∣
NOf = E

∣∣N2
(f)

∣∣
(5.13)

Then the minimum mean squared error can be represented as [185]:

e(f) = [1 −W(f)H(f)][1 −W(f)H(f)]
∗S(f) + W(f)W

∗
(f)NO(f) (5.14)

To find the minimum value, W(f) is derived and the equation is set to equal to

zero [185].
d(f)
dW(f)

= W ∗
(f)NO(f) −H(f)[1 −W(f)H(f)]

∗S(f) = 0 (5.15)

Then, the Wiener filter is derived as follows [185].

W(f) =
H∗

(f)S(f)

H2
(f)S(f) + NO(f)

=
H∗

(f)

H2
(f) +

NO(f)

S(f)

(5.16)

Fig. 5.7. Wiener filter process.

The flow chart of image deblurring applying Wiener filter is shown in Fig.
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5.7. Firstly, the observed image in time domain is acquired as input data. Then

DFT is applied to transform the input image from time domain to frequency

domain [186]. Two crucial parameters, normalised PSF and noise to signal ratio

are estimated according to the input information. PSF is firstly initialised and

then handled by Wiener filtering. By applying constraints to the filtered PSF,

the estimated PSF is obtained. This work estimates the noise variance of image

by the method proposed by John Immerkær [187].

SNR =

√ ∑Mp−1
0

∑Np−1
0 (g(i, j))2∑Mp−1

0

∑Np−1
0 (g(i, j) − f(i, j))2

(5.17)

where Mp and Np are the number of pixels in the length and width of the image

respectively. g(i, j) and f(i, j) are the gray values of the original image and the

denoised image at (i, j) respectively.

Afterward, the filtering operation is performed based on the previous calcula-

tion, and the restored image in frequency domain is gained. To transform the

deblurred image from frequency domain to time domain, IDFT is applied. Until

now, the image deblurring process using Wiener filter is accomplished and the

restored image in time domain is finally obtained from observed blurred images.

5.3.4 ORB Algorithm

As mentioned before, the performance of ORB-SLAM3 is heavily determined

by feature point extraction and matching. Thus, running in an environment

with blurred images is difficult to get adequate and stable matching point pairs,

which causes the failure of positioning and tracking. As a fast and robust feature

points detector, Oriented FAST and rotated BRIEF (ORB) was presented in

2011 [188]. It consists of two parts: oriented FAST for feature point detection

and rotated BRIEF feature descriptor. The FAST corner detection algorithm
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was first proposed in 2006 [189] and represented good performance in robustness

and real-time detection when compared with other feature point identification

algorithms. Essentially, the gray value of each pixel in the image is compared

with the surrounding points. If most of the surrounding pixels are brighter or

darker than chosen pixel then it is considered as a feature point.

Fig. 5.8. FAST feature point detection. [189]

Taking Fig. 5.8 [189] as an example, the process of FAST feature detection is

explained below:

1) Choose a pixel p in the image and set the selected pixel as the centre. The

gray value of p is Ip.

2) Set appropriate gray value threshold value t.

3) Regard a Bresenham circle of radius 3 with 16 pixels around the pixel p.

4) Compare the gray value of p with the 16 pixels. If there are a set of con-

secutive n pixels in the circle which are all greater than Ip + t, or all lower than

Ip − t, then p is determined as a corner.

5) To improve the efficiency of the detection algorithm, the gray values of pixels

1, 5, 9 and 13 are firstly compared. Therein at least three of these four pixels

satisfy the above conditions, the remaining 12 points will be continually checked.
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Otherwise, if at least three of the four pixels 1, 5, 9 and 13 are not brighter or

darker than pixel p, then p is not considered as a possible feature point.

6) Repeat the above procedure until all the pixels in the image are checked.

After obtaining the location of feature points, the method of detecting intensity

change around the corner is applied to assign an orientation to each key point

and obtain the scale. Assume that a corner’s gray value is offset from its centroid

which refers to the intensity of the image patch, this vector can be used to com-

pute the orientation of feature point [188]. The specific procedures are shown as

follows.

In a small image patch, the moment of the patch is defined as:

mpq =
∑
x,y

xpyqI(x, y) (5.18)

The centroid of the patch is obtained as:

C =

(
m10

m00

,
m01

m00

)
(5.19)

By constructing the vector from the corner’s geometric center O to the centroid

C, the orientation of the image patch is then given by [188]:

Θ = atan2(m01,m10) (5.20)

By implementing the above methods, FAST corners possess the capability of

rotation and scale invariance, which is resistant to noise and largely improves the

performance of FAST feature point extraction.

The information of extracted feature points needs to be stored to represent

an object for matching. In the ORB algorithm, BRIEF descriptor is used to

convert the extracted keypoints into a binary feature vector that only contains 0

and 1. Firstly, BRIEF uses a Gaussian kernel to smooth the image and makes

the descriptor resists being sensitive to high-frequency noise. Then, in a defined

neighborhood, a random pair of pixels are selected and their gray values are
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combined into a binary string, which is considered as the descriptor of the feature

point.

Fig. 5.9. BRIEF description.

By comparing the pair of intensities, the BRIEF binary feature descriptor is

determined. As shown in Fig. 5.9, if pixel x is brighter than pixel y, the corre-

sponding bit is assigned as the value of 1, otherwise, it is 0.

A binary test τ is defined by [188]:

τ(p;x, y) =

1 : Ix < Iy

0 : Ix ≥ Iy
(5.21)

where Ix and Iy are the intensities of image patch p at pixel x and pixel y respec-

tively.

The feature is defined as a vector for n binary test point pairs and the BRIEF

descriptor can be obtained by the following equation [188]:

fn(p) =
∑

1≤i≤n

2i−1τ(p;xi, yi) (5.22)

However, the BRIEF descriptor is not invariant to rotation. ORB algorithm adds

the functionality of rotation awareness without losing the speed aspect of BRIEF.
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5.4 Evaluations

In this section, experiments were performed to validate the effectiveness of EID-

SLAM and the experimental results are presented. All the experiments were

processed on a laptop with an Intel i7-8750H, 8 GB RAM. The operating system

is Ubuntu 16.04 64bit and the program uses C++ compilation.

5.4.1 Evaluation Using TUM RGB-D Dataset

In this experiment, the famous open dataset TUM RGB-D, which was collected

by Microsoft Kinect Sensor in various indoor scenes, is utilized. The collected

dataset is mainly comprised of three parts, which are RGB image, depth image

and the obtained real trajectory acquired by the high accuracy and precision

motion capture system. 7 sequences with regard to dynamic scenes in TUM

RGB-D dataset are utilized. The sequences have several motion blur scenes,

which is suitable to demonstrate the utility of the proposed image deblurring

framework.

At first, it is qualitatively validated that the procedure of image deblurring can

improve the performance of feature point extraction. The number of matching

pairs was compared quantitatively. In addition, the EID-SLAM system and the

original ORB-SLAM3 were compared in blurring scenes to verify the advantage

of the proposed image deblurring framework. Specifically, each sequence was

operated 10 times to obtain reliable experimental data.

In the process of operation, the adding module of image deblurring in SLAM

system detects the blurred images first and the images regarded as blurry are then

sent to the processes of sharpening adjustment and image deblurring. Afterward,

the preprocessed image is transmitted to the process of feature point extraction.
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The feature points extraction between the motion blurred image and deblurred

image, were compared and the result is shown in Fig. 5.10. As found at the figure,

the left is the image that existed in the sequence with motion blur while the right

is the deblurred version. The highlighted key points indicate the main differences

in feature point extraction between the two images. It can be clearly seen that

much information in the image has been improved and highlighted after image

deblurring, which thus extracts more feature points compared with the original

blurred image.

Fig. 5.10. Point extraction comparison between blurred image and deblurred image.

The matching effect of the blurred image and the deblurred image was com-

pared as well and the experimental result is displayed in Fig. 5.11. As shown in

the figure, the image deblurring framework improves the feature points matching

obviously, which verifies its effectiveness.

Fig. 5.11. Matching comparison between blurred images and deblurred images.

125



Chapter 5. Efficient Image Deblurring Framework for SLAM Enhancement

The EID-SLAM system and original ORB-SLAM3 were tested on the 7 se-

quences of TUM RGB-D dataset. Absolute trajectory error (ATE) is correspond-

ing to the difference between the camera’s true pose and the estimated pose. The

difference is taken as the benchmark to evaluate the accuracy of SLAM system.

To calculate this, the ground truth and the estimated pose are aligned according

to the time stamp and then each pair of poses is compared. ATE in frame i is

defined by the following equation [190]:

Fi = Q−1
i Spi (5.23)

where Qi is the ground truth of pose in frame i while pi is the estimated pose

obtained from the SLAM system. S represents the similarity transformation

matrix from the calculated pose to the ground truth.

The RMSE of ATE is determined as follows [190]:

RMSE =

√√√√ n∑
i=1

(x̂i − xi)2

n
(5.24)

where x̂i is the estimated pose of the ith image frame in the sequence and xi

represents the ground truth.

The comparison of ATE in both SLAM systems is shown in Fig. 5.12 and the

comparison of translational errors is displayed in Fig. 5.13.

Fig. 5.12. Absolute trajectory error of both SLAM systems.

126



Chapter 5. Efficient Image Deblurring Framework for SLAM Enhancement

Fig. 5.13. Comparison of translational errors of both SLAM systems.

The RMSEs of both ORB-SLAM3 and proposed EID-SLAM systems in 7 se-

quences are listed in Table 5.1. The experimental results demonstrate the effec-

tiveness and advantages of EID-SLAM on most of the sequences.

Table 5.1: Evaluation on TUM RGB-D dataset.

Sequences ORB-SLAM3 EID-SLAM (proposed)

fr1-360 0.200037 m 0.188247 m

fr1-desk 0.0179495 m 0.0303257 m

fr1-desk2 0.066585 m 0.0261665 m

fr1-room 0.069272 m 0.061698 m

fr1-rpy 0.0248158 m 0.0217395 m

fr3-rpy 0.8140617 m 1.099708 m

fr1-xyz 0.0098497 m 0.0099305 m

The average tracking time on 7 sequences of RGB-D dataset is presented in

Table 5.2. It is observed that the average tracking time of EID-SLAM is slightly

increased due to the image deblurring. The average percentage of increase is

16.4%.
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Table 5.2: Average tracking time on RGB-D dataset.
Sequences ORB-SLAM3 EID-SLAM (proposed) Percentage of increase

fr1-360 0.01956531 s 0.02244842 s 0.147358258

fr1-desk 0.02402865 s 0.02795 s 0.16319477

fr1-desk2 0.02466 s 0.02907 s 0.178832117

fr1-room 0.02289 s 0.02634 s 0.150720839

fr1-rpy 0.02306 s 0.02673 s 0.159150043

fr3-rpy 0.02609 s 0.02914 s 0.116903028

fr1-xyz 0.02315 s 0.02852 s 0.231965443

5.4.2 Evaluation Using TUM Visual-Inertial Dataset

TUM Visual-Inertial dataset was collected by an Event-based camera and IMU

in a variety of outdoor and indoor scenes. It is resilient to motion blur scenes due

to the deployment of expensive Event-based cameras. To validate the proposed

image deblurring framework, a number of frames in the sequences were firstly

motion blurred with motion length and angle. Then the EID SLAM and ORB-

SLAM3 were evaluated based on the blurred sequences. Sequences containing

corridors and several offices were chosen to simulate the industrial scene when

using mobile robots for transporting materials. As the ground truth of TUM

Visual-Inertial dataset is only available in the room where all sequences start and

end, the drift at the end of the sequence is consequently measured.

Fig. 5.14. Point extraction comparison among clear image, blurred image and de-
blurred image.

The comparison of feature points extraction among a clear image, a blurred

image and a deblurred image is shown in Fig. 5.14. As can be seen from the figure,

the extracted feature points from blurred images have been drastically reduced
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compared with the original clear image while getting distinct improvement after

image deblurring.

The matching effect among clear image, blurred image and deblurred image is

displayed in Fig. 5.15. Compared to a clear image, the number of matches in

the blurred image is significantly decreased but the image deblurring framework

obviously improves the matching effect of the blurred image, demonstrating the

effectiveness of image deblurring.

Fig. 5.15. Matching effect comparison among clear image, blurred image and de-
blurred image.

The RMSEs of ORB-SLAM3 and proposed EID-SLAM on 5 sequences of TUM

Visual-Inertial dataset are listed in Table 5.3. The proposed EID-SLAM has less

error than ORB-SLAM3 in most sequences, verifying the advantages of image de-

blurring framework in improving the accuracy of SLAM that existed with blurred

images.
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Table 5.3: Evaluation on TUM Visual-Inertial dataset.

Sequences ORB-SLAM3 EID-SLAM (proposed)

corridor1 0.0823986 m 0.0874096 m

corridor2 0.0271294 m 0.0165418 m

corridor3 0.2345634 m 0.1324068 m

corridor4 0.1498789 m 0.1376378 m

corridor5 0.0722924 m 0.0591188 m

The comparison of both ORB-SLAM3 and proposed EID-SLAM in average

tracking time on TUM Visual-Inertial dataset is presented in Table 5.4. The

average percentage of increase is 9.4%. It is observed that the EID-SLAM needs

slightly more time than ORB-SLAM3 owing to the image deblurring module.

Table 5.4: Average tracking time on TUM Visual-Inertial dataset.
Sequences ORB-SLAM3 EID-SLAM (proposed) Percentage of increase

corridor1 0.03297182 s 0.03461313 s 0.110835423

corridor2 0.03281996 s 0.03472322 s 0.049779174

corridor3 0.0336072 s 0.03366856 s 0.057990735

corridor4 0.03328383 s 0.03697286 s 0.001825837

corridor5 0.0361146428 s 0.04134231 s 0.251015772

5.4.3 Evaluation Using Real-world Robot

The proposed EID-SLAM system was as well tested experimentally in real-world

scenarios to evaluate its feasibility. The dataset was collected by the Pepper

robot [191] equipped with an Intel RealSense depth camera D435i and the ex-

perimental setup is shown in Fig. 5.16. The specific process is as follows. The

camera was first calibrated to get the parameters such as intrinsics, extrinsics, and

distortion coefficients. Then, the Pepper robot with a camera was driven along a

path involving linear motions and turning motions to obtain blurred images for

validating the feasibility of the proposed EID-SLAM.
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Fig. 5.16. The experimental setup for evaluating EID-SLAM system.

The collected dataset contains a number of blurred frames and was performed

by ORB-SLAM3 and EID-SLAM respectively. The comparison of key points

detection between a blurred frame and a deblurred frame is displayed in Fig.

5.17, where the deblurred frame detects more key points than the blurred frame.

Fig. 5.17. The comparison of key points detection between blurred frame and de-
blurred frame.
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By implementing the EID-SLAM, the trajectory of a robot can be obtained

and is shown in Fig. 5.18. The translational positions and rotational angles of

trajectory are presented in Fig. 5.19, showing the detailed linear motions and

turning motions of the robot. The generated trajectory validates the feasibility

of EID-SLAM.

Fig. 5.18. The trajectory of robot.

Fig. 5.19. The translational positions and rotational angles of trajectory.
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5.5 Summary

In this chapter, the proposed EID-SLAM system has been presented based on

ORB-SLAM3 and image deblurring framework. The obtained images are first

detected by the Laplacian operator-based blur detection algorithm. If the image

is identified as blurred, the image sharpening algorithm is performed to make the

detail edges and target contour in the image more apparent. Following this, the

sharpened image is handed to the image deblurring module for deblurring the

blurred image. Subsequently, the processed images are passed to the tracking

thread of ORB-SLAM3 after initialization. Whereas, if the captured image is

identified as clear, the image is directly transferred to ORB-SLAM3 for feature

point extraction and matching.

The proposed EID-SLAM system has been compared with ORB-SLAM3 in

terms of average absolute trajectory error and average tracing time. The experi-

mental results tested on TUM RGB-D dataset and TUM visual-inertial dataset

suggested that the EID-SLAM system achieves better performance than ORB-

SLAM3 while the experimental results tested on the real-world dataset validate

the feasibility of EID-SLAM. Innovatively, the image deblurring framework was

combined with ORB-SLAM3, which improves the accuracy of the SLAM system

with increasing around 12.9% processing time.

Until now, the proposed Co-MRMS has been modeled in a simulation envi-

ronment and the performance in fulfilling the transportation and handling task

is verified in Chapter 3. Chapter 4 and this chapter have further and deeply

explored the local and global positioning approach respectively for the proposed

Co-MRMS. In Chapter 6, the combined behavior of the proposed Co-MRMS is

validated and the accuracy of machine vision algorithms is assessed in real-world

scenes.
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Chapter 6

Prototype Verification of the

Proposed Co-MRMS through a

Case Study on Composite

Manufacture

6.1 Introduction

Due to the interesting properties and high strength-to-weight ratio, the applica-

tions of composite materials have raised considerably in the last decades [192,193].

They are usually made of multiple plies of fibers (e.g. carbon, glass and/or syn-

thetic fibers), layered up in alternating orientations and held together by resin.

Therefore, the laying-up of fiber plies is the fundamental manufacturing phase

in the production of composite materials. It is usually performed by human

operators, who handle and transport the raw materials, making composite man-

ufacturing time-consuming, labour intensive and prone-to-errors.
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The manual lay-up process requires skilled workers with knowledge and expe-

rience attained over several years. Common techniques used in manual lay-up

and further highlighted the complexity and skills involved in the process were

discussed in [194], which indicated that laying up laminators need to be trained

before operations. This is a problem for long-term sustainability due to a reduc-

ing number of skilled workers [195]. Quality is also going to be dependent on

the individual, so it is harder to maintain consistent quality with manual lay-up.

Different from manual system, automated composite lay-up by robotic system

can be performed 24 hours a day, which is possible to be more time-saving than

manual system and is worth investigating as a replacement for manual lay-up.

The demand for the phasing in of robotic solutions to improve process efficiency

and increase operator safety has grown significantly in recent years. Automated

Tape Laying (ATL) [196] and Automated Fiber Placement (AFP) [197, 198] are

two popular automated technologies employed in automotive lay-up of composite

material. However, limited by the heavy cost of specialised equipment and low

flexibility, they are not suitable for making small composite parts [199]. Up to

now, investigations on the use of commercially available robotic platforms for

composite lay-up are on the rise in composite manufacturing.

Previous works have investigated the viability of using robotic systems in ad-

vanced composite manufacturing by exploiting the flexibility of robots to meet

the stringent demands of manufacturing processes. In [200] and [201], complete

systems for handling and laying up prepreg on a mould were developed. Robotic

workcells were demonstrated with different modules. Bjornsson et al. [202] sur-

veyed pick-and-place systems in automated composite handling with regards to

handling strategy, gripping technology and reconfigurability etc. This survey

indicated that it is hard to find generic design principle and the best solution

for handling raw materials for composite manufacture depends on the specific

case study. Schuster et al. [203] demonstrated how cooperative robotic manip-
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ulators can execute the automated draping process of large composite plies in

physical experiments. Szcesny et al. [204] proposed an innovative approach for

automated composite ply placement by employing three industrial manipulators,

where two of them were equipped with grippers for material grasping and the

third manipulates a mounted compaction roller for layer compression. A com-

parable hybrid robot cell was developed by Malhan et al. [205, 206], where rapid

refinement of online grasping trajectories was studied. Despite these advances,

cooperative/hybrid robotic systems involving mobile robot platforms and fixed-

base robotic manipulators have received little attention in the context of advanced

composite manufacturing.

Due to the requirement of accurate localization and fiber orientation detection,

an efficient vision system is of great importance for autonomous robotic systems

in advanced composite manufacturing. Fiber orientation detection is challenging

due to the high surface reflectivity and fine weaving of the material, and thus it

has still predominantly been accomplished manually in practice [207, 208]. Tra-

ditional machine vision methods for fiber orientation detection of textiles prefer

to utilise diffused lighting [209], such as diffuse dome [210] and flat diffuse [211]

illumination measuring techniques. Polarisation model approaches have been

particularly popular for measuring fiber orientation, where the contrast between

textile features such as fibers and seams are used to identify the structure of the

material relative to the camera [212]. However, when considering the specific

application of advanced composite manufacturing, changes in lighting conditions

are often unavoidable because of the moving shadow of the robot arm cast on the

material. The integration of vision systems with robotics was considered by only

a few of the previous works. This means systems are inflexible as they are un-

able to cope with dynamic variations within advanced composite manufacturing

processes.

As the above literature review has shown, in composite manufacturing, popular
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automated technologies employed in automotive lay-up of composite material are

not suitable for making small composite parts owing to the limits of heavy cost

of specialised equipment and low flexibility. Additionally, material transport and

composite lay-up have not been integrated into a single autonomous robotic sys-

tem, which is challenging due to the many technologies involved, including path

planning, material detection and localization, etc. Achieving this requires the

development of a strategy that combines different modules in a flexible system

and provides autonomous material transportation and sufficiently-accurate ma-

terial handling capabilities. This chapter builds up a prototype of the proposed

Co-MRMS and presents a physical case study on robotic material transportation

and composite lay-up, which is based on a real-world scenario commonly found in

advanced composite manufacturing. Compared to previous works, this research

addresses specific challenges that arise from the introduction of different robots

that must be coordinated along with the complex set of tasks covering transport,

detection, grasping and placement of deformable material for composite manufac-

turing applications. Furthermore, robotic systems without integration of vision

systems are inflexible as they are unable to cope with dynamic variations within

advanced composite manufacturing processes and this is considered by only a few

of the previous works.

Until now, the proposed Co-MRMS has been modeled in a simulation envi-

ronment and the performance in fulfilling the transportation and handling task

is verified in Chapter 3. Chapter 4 and this chapter have further and deeply

explored the local and global positioning approach respectively for the proposed

Co-MRMS. In Chapter 6, the combined behavior of the proposed Co-MRMS is

validated and the accuracy of machine vision algorithms is assessed in real-world

scenes.

When the mobile robot drives out of the scope of the fixed-base robotic ma-

nipulator, it relies on SLAM for positioning and the performance of SLAM has
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been verified separately in Chapter 5. This chapter focuses on the verification

of the feasibility and handling performance of the proposed Co-MRMS when the

mobile robot drives in the scope of the fixed-base robotic manipulator. To ad-

dress this, deploying a prototype of the proposed Co-MRMS to perform a series of

tasks in composite material manufacturing, is investigated and served as the case

study. Therefore, a physical Co-MRMS, which consists of an autonomous mobile

robot, a fixed-base manipulator and a machine vision sub-system is expanded

from the simulated case study demonstrated in Chapter 3 and presented in this

chapter. The mobile robot transports the material autonomously to a predefined

position within the working range of the fixed-base manipulator. A machine vi-

sion system is designed and integrated with the robotic manipulator to detect

the location of the material and estimates the fiber orientation to enable the ma-

nipulator to accurately handle the material. This is achieved by employing an

ArUco marker detection algorithm [213] to compute the position of the material,

and a Fourier transform-based algorithm [214] combined with a least squares line

fitting method [215] to calculate the material’s fiber orientation. Afterward, the

manipulator accurately grasps the material and places it onto a mould. Physical

experiments were conducted to verify the cooperation behaviors of the Co-MRMS

and quantify the accuracy of the handling.

The rest of this chapter is organised as follows. In Section 6.2, the overall frame-

work of Co-MRMS research and adopted machine vision approaches in physical

experiments are presented, while Section 6.3 introduces the robot setup and ma-

chine vision system design. Section 6.4 reports the physical experimental results

conducted to evaluate the prototype system performance on the basis of the fea-

sibility of laying up fiber plies, how accurately the plies are placed on the mould

and how capable the system deals with uncertainty. Finally, a summary of the

chapter is provided in Section 6.5.
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6.2 Proposed System and Approaches

6.2.1 Further Development of the Proposed Co-MRMS Framework

As a whole, the proposed Co-MRMS consists of three modules covering visual-

based SLAM for autonomous transporting, multi-sensor fusion positioning for

mobile robot identification and a prototyping Co-MRMS for performance vali-

dation. The framework is presented in Fig. 6.1. From a hardware perspective,

the proposed Co-MRMS involves four components: a mobile robot, a fixed-base

robotic manipulator, a sensing system and a host PC. The four different compo-

nents are combined and cooperated as a whole robotic system. In this integrated

robotic system, the mobile robot is responsible for transporting material from a

given starting location within the workshop floor (e.g. the storage area) to the

robotic manipulator.

Fig. 6.1. Further development of the proposed Co-MRMS framework.

For this module, the visual-based SLAM has been investigated in Chapter 5

to support the mobile robot conducting autonomous material transport in a dy-
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namic manufacturing environment. After arriving at the scope of the fixed-base

robotic manipulator, aided by the multi-sensor fusion positioning system pro-

posed in Chapter 4, the estimated positions of the mobile robot are accurately

and robustly sent to the fixed-base robot manipulator via the host PC. Finally, the

robotic manipulator handles the material from the mobile robot. The prototype

system of the proposed Co-MRMS is developed in this chapter to validate the in-

teractive behaviors and material handling ability. Specifically, composite material

manufacture is chosen as the case study for investigation. The composite material

transport and lay-up are conducted by the Co-MRMS. To achieve this, the fixed

manipulator is used for grasping each fiber ply and placing it correctly according

to the designed lay-up manufacturing specifications. Robotic path planning for

the mobile robot and robotic manipulator was implemented in MATLAB® [155].

Image processing algorithms were developed by using OpenCV, an open-source

computer vision and machine vision software library that provides a common in-

frastructure for computer vision applications and accelerates the development of

machine perception capabilities. Being a BSD-licensed product, OpenCV makes

it easy for businesses to utilise the library and modify the code. The integration

of the Co-MRMS was implemented via ROS.

6.2.2 Localization and Fiber Direction Identification Approach

The aim of the machine vision system is to detect and locate the composite ma-

terial and identify the orientation of the fiber in the work space according to the

requirements of composite material manufacturing processes. The extracted po-

sition and orientation of the material are provided to the host PC, which uses the

information to plan target coordinates for the robot arm to grasp the composite

material transported by the mobile robot. Generally, the position of the material

can be approximated continually using wheel encoders of the mobile robot, but
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substantial error accumulated over time due to the wheel slippage. This can be

compensated by the vision system which provides higher accuracy position in-

formation relative to the manipulator end-effector frame and it is necessary to

enable accurate localization of composite material. This corrected position esti-

mation can further be used to eliminate the build-up of error within the wheel

odometry-based localization system. Thus machine vision plays a crucial role

in the proposed Co-MRMS that can be applied to composite material manufac-

turing. By combining both machine vision and wheel odometry-based data, the

proposed localization system can be robust and accurate.

Yet the application requires an approach for object detection that is robust to

variations in the size and shape of the material. To overcome these challenges,

firstly, a marker-based approach is adopted to enable the proposed Co-MRMS

to locate the material accurately. Then, a method for accurate and robust fiber

orientation detection is developed. Here it is assumed that the relative position

between the marker and the material is fixed. By locating the marker, the position

of the material can be inferred from the relative position between the marker and

the material. This provides the proposed Co-MRMS with a higher accuracy

estimation of the position of the fiber material, which does not accumulate errors

over time. Then, the orientation of fiber is detected to support the composite

lay-up process. More details will be given in the following sections.

6.2.2.1 Localization Approach

As shown in Fig. 6.2, this work uses a single ArUco vision marker for material

localization material. The principle of using a camera to detect and obtain the

position of the ArUco vision marker has been described in detail in the section

of vision-based estimation in Chapter 4. Therefore, it will not be covered again

here.
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Fig. 6.2. An ArUco marker example.

As shown in Fig. 6.3, the material is placed on the x direction of the marker.

Using dcc to denote the distance between the centre of the material and the marker

(assumed to be known as a priority), (xmar, ymar) to denote the marker position,

and Θ to denote the marker orientation in the x-y plane. The relative position

of the material can be calculated by:xmat = xmar + dcc cos(Θ)

ymat = ymar + dcc sin(Θ)
(6.1)

Where the final position (xmat, ymat) corresponds to the x and y positions of the

material centroid.

Fig. 6.3. Composite material detection.

Using this approach, the position of the material can be determined robustly

regardless of the size and shape of the material. Once the position of the material

is detected, target commands are sent to the robot to move the end-effector above

this centre position. Additionally, there is no restriction for the size and shape

of the material as long as the centre of the fabric is fixed. Thus, this localization
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approach is suitable for handling different size and shape of fabric patches.

6.2.2.2 Fiber Orientation Detection Approach

The orientation of the composite material during placement on a mould must be

carefully controlled in a composite lay-up process. This is due to the material

being anisotropic, meaning it provides varying strength along different directions

across the material. In order to make sure that the plies are layered as designed,

strict requirements are imposed for the orientation of each layer of fibers to obtain

the expected composite parts. The Fourier Transform [216] is a popular image

processing tool that has proven to be effective for a variety of image processing

applications such as image enhancement and image compression. In this work,

the Fourier Transform is applied for fiber orientation analysis, where an image is

converted into the frequency domain to obtain its spatial frequency components.

The transformed image can be calculated by [216]:

F(µf ,νf ) =

∫ +∞

−∞

∫ +∞

−∞
f(x,y)e

−i2π(µx+νy)dxdy (6.2)

where µf and νf are spatial frequencies. In order to robustly detect the ori-

entation of fibers from an image using the Fourier transform, a high gradient

image possessing strong directional change in intensity must be acquired. This

is achieved through the use of a spotlight mounted together with the camera to

produce strong reflections from the fibers of the material.

Fig. 6.4. Fiber orientation detection procedure.

The detection process is shown in Fig. 6.4. An image captured by the camera
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is first converted to a grey-scale image. Then the Fourier transform is applied

to obtain the frequency domain image. A series of morphological procedures are

applied to generate several discrete points that lie along the line in the direction

of the fibers. The centre of these points can be analysed by contour detection.

Finally, a fitted straight line for this set of points is computed and the orientation

of this line is calculated according to its slope. Here curve fitting is achieved

through the use of the least squares line fitting method. It should be noted that

this approach is inspired by the high surface reflectivity and colour difference

between yarn and fibers. Therefore, it’s suitable for materials like carbon fiber

while other methods need to be considered in detecting low surface reflectivity

and colour difference materials such as fiberglass.

Assume that the points obtained from the morphological procedures are (x1, y1),...,

(xn, yn), and the fitted straight line equation is yi = axi+b. The process for curve

fitting is to identify appropriate values for (a, b) that minimises the total squared

error E [217]:

E =
n∑

i=1

(yi − axi − b)2 (6.3)

The above equation can be re-expressed as [217]:

E = ∥Y −XB∥2 , (6.4)

where

Y =


y1
...

yn

 , X =


x1 1
...

...

xn 1

 , B =

a
b

 ,

The explicit expression of E as a function of Euclidean vector norm is [217]:

E = ∥Y −XB∥2

= (Y −XB)T (Y −XB)

= Y TY − 2(XB)TY + (XB)T (XB).

(6.5)
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According to the stationary condition of E with respects to B requires

dE

dB
= 2XTXB − 2XTY = 0, (6.6)

which leads to the stationary point

B = [XTX]−1XTY. (6.7)

Thus the original equation can be represented by a least squares solution, B =

[XTX]−1XTY given that [XTX]−1 exists which depends on the data collection.

The values for (a, b) are obtained by [217]:

a =

∑
x2
i

∑
yi −

∑
xi(

∑
xiyi)

n
∑

x2
i − (

∑
xi)2

b =
n
∑

xi

∑
yi −

∑
xi(

∑
xiyi)

n
∑

x2
i − (

∑
xi)2

(6.8)

This provides the fitted line, y = ax + b. Using the computed gradient of the

line a, the orientation can be calculated by: Θ = arctan(a), where Θ is the fiber

orientation angle in x-y plane taking x-axis as a reference position. Therefore,

as long as the relative orientation of fibers and yarn is known, fiber orientation

detection can be adapted to different kinds of prepregs. The prepreg used in

this work is carbon fiber reinforced polymer (CFRP) composites. The relative

orientation of fibers and sewing yarn is known in advance, which is at 90◦.

6.3 Experiment Setup

The composite material used here is a small sheet of fabric prepreg. The physical

experiments are described, where the specific robotic layout and designed tools

are defined.

6.3.1 Robot Setup

In this work, the Turtlebot3 Burger differential drive mobile robot was chosen

as the mobile robot platform in physical experiments due to the unavailability
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of industry-standard mobile robots. As the Turtlebot3 Burger is an open-source

mobile robot, low-level access to the robot’s individual functionalities is possible,

providing easy access to wheel odometry-based readings that can be sent to the

host PC through a ROS network. For the fixed-base robotic manipulator, the 6

DoFs KUKA KR90 R3100 industrial manipulator was chosen for implementation

in the simulation environment to model a realistic industrial environment. In

physical experiments, the 6 DoFs KUKA KR6 R900 manipulator was used due

to its lower scale and availability. Nevertheless, both robots share the same

control scheme, allowing algorithms to transfer without modification between the

two systems.

6.3.2 Machine Vision System Design

The machine vision system comprises a commercial low-cost webcam, a spotlight

and a customised camera mounting unit. Localization of the material and fiber

orientation detection are achieved through the use of a spotlight mounted together

with the camera to produce strong reflections from the fibers of the material.In

order to attach the camera to the end-effector of the fixed-base manipulator and

ensure that the camera is orthogonal to the material plane, a camera mount-

ing unit was designed by CAD (Computer-aided design) software and then 3D

printed. The CAD design and mounted 3D-printed piece are presented in Fig.

6.5. During physical experiments, the camera was inserted into the holder fac-

ing downwards, while the spotlight was attached to the external surface of the

mounting unit facing in the same direction as the camera.
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Fig. 6.5. The machine vision system design, (a) CAD model and physical dimensions
of the module; (b) and (c) are the camera mount setup during physical experiments.

6.3.3 Host Computer and Related Software

Following the description of the proposed Co-MRMS, Matlab and OpenCV have

been used to support the development of crucial robotic capabilities for this work.

The path planning routine for the mobile robot, based upon a bi-directional vari-

ant of the Rapidly-exploring Random Tree algorithm [157], was implemented on

Matlab. Likewise, the planning of manipulator actions for grasping was devel-

oped in Matlab, where reasoning is applied on sensory information to identify

target positions and complete motions for the end-effector. The robot was actu-

ated using Point-To-Point movement. The Interfacing Toolbox for Robotic Arms

(ITRA) toolbox [218], developed for the control of KUKA robots, provided the

interface for directly sending actuation commands from Matlab to the KUKA

robot controller unit for manipulator control, while ROS provided the interface

for the actuation of the Turtlebot3 Burger. The vision system relied upon images

captured by a webcam mounted on the end-effector of the manipulator to ob-

serve the environment. Then the OpenCV library was used for the development

of machine vision algorithms that processed images obtained by the camera.
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6.4 Evaluations

The manual lay-up process requires skilled workers with knowledge and experience

attained over several years. This is a problem for long-term sustainability due to

a reduced number of skilled workers. Quality is also going to be dependent on the

individual, so it is harder to maintain consistent quality with manual lay-up. Dif-

ferent from manual system, automated composite lay-up by robotic systems can

be performed 24 hours a day, which is possible to be more time-saving than man-

ual system and is worth investigating as a replacement for manual lay-up. System

performance is evaluated on the basis of the feasibility of laying up fiber plies, how

accurately the plies are placed on the mould and how capable the system deals

with uncertainty. To validate the developed system, several experiments were

conducted to test the capabilities of the Co-MRMS. Initially, simulation-based

experiments were carried out according to the proposed approaches in Section 2

and the accuracy of the vision system was assessed. Subsequently, physical exper-

iments were conducted on an integrated robotic system to validate the combined

behavior of the proposed Co-MRMS and assess the accuracy of machine vision

algorithms in real-world scenes.

6.4.1 System Interaction Behavior Evaluation

The cooperative system interaction behavior was evaluated by physical experi-

ments, of which a set of execution routines consisting of five active phases and

two idle phases were obtained. This corresponds to the complete performance

with a duration of approximately 87 seconds, involving approximately 18 seconds

idle pauses time. Fig. 6.6 plots the time evolution of the x and y positions of

the mobile robot (odomx and odomy, respectively), and the x, y and z positions

of the manipulator end-effector (kukax, kukay, and kukaz, respectively) accross

148



Chapter 6. Prototype Verification of the Proposed Co-MRMS through a Case Study
on Composite Manufacture

these execution phases recorded from a single trial of the experiment. The first

phase consists of the autonomous drive of the mobile robot. The duration of this

phase varies according to the start point, goal point and the subsequent path

to move between these two points. After the mobile robot arrives at the goal

point, it remains stationary to await the machine vision processing phase. This

corresponds to a flat curve from the end of phase 1 for odomx and odomy in Fig.

6.6. After a brief pause where all systems remain idle to indicate that the mobile

robot has reached its destination, the host PC sends the wheel odometry estima-

tion of the mobile robot’s position as a target command to drive the manipulator

towards the approximate location of the material (phase 2). Here the build-up

error in the estimated position arising from wheel slippage causes a misalignment

between the centre of the composite material (carried by the mobile robot) and

the end-effector of the manipulator. Once the manipulator reaches the target

position, both robots remain stationary as the vision system captures an image

and runs the localization algorithm to compute a higher accuracy estimate of the

mobile robot’s true position.

Fig. 6.6. Turtlebot3 Burger and KUKA robot positions during the experiment.

Phase 3 then consists of refining the position of the end-effector using the vision-

based estimate of the mobile robot position to reduce the misalignment between
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the manipulator and composite material. In the fourth phase, the manipulator

lowers the z position of the end-effector from 420 mm to 250 mm (relative to

the base frame of the manipulator, which is treated as the world coordinate

frame) to provide the camera with a close-up view of the composite material.

This is necessary to ensure a satisfactory image can be obtained for accurate

fiber orientation detection. In the final phase, machine vision parameters are

adjusted for the new image depth and the fiber orientation angle of the material

is computed using the algorithm described in Section 2. This information is

used to rotate the end-effector to correct for the angular offset between the end-

effector and composite material. This facilitates the placement of the material

in a controlled orientation during grasping operations by ensuring that the fiber

direction is normally aligned with the z-axis rotation of the end-effector.

This experiment demonstrated the capability of the integrated system to cor-

rect any manipulator positional offset error that arises from wheel slippage of the

mobile robot through higher accuracy estimation provided by machine vision.

Compared to the wheel odometry-based localization, the vision system corrected

the position in the x and y direction by 156.87 mm and 23.17 mm in this case.

Fig. 6.7. Composite material lay-up experiment.

Due to the high degree of flexibility and wide compatibility of the approach, the

fixed-based manipulator can be substituted by other industrial robotic manipu-

lators when considering the availability of equipment. As is shown in Fig. 6.7,

150



Chapter 6. Prototype Verification of the Proposed Co-MRMS through a Case Study
on Composite Manufacture

experiments including material detection, fiber orientation identification, han-

dling and placement were implemented in 6 degrees of freedom UR 10e with a

handling tool inspired by tapes. The results indicate that the developed system

is capable of performing a complete fiber plies lay-up process.

6.4.2 Machine Vision System Accuracy Evaluation

To measure the accuracy of the machine vision algorithms in the real world,

additional experiments were conducted.

The first experiment was used to quantify the errors in the measured position of

the mobile robot using the vision-based localization algorithm and wheel odom-

etry. The setup for the experiment is shown in Fig. 6.5, where the camera and

spotlight are mounted on the end-effector of the KUKA robot positioned above

the Turtlebot3 Burger platform. The mobile robot was driven autonomously to a

randomly generated goal within the workspace of the manipulator and the wheel

odometry-based position reading was obtained. The fixed-base manipulator was

then manually controlled to align the end-effector directly above the centroid of

the composite material. The feedback position information of the end-effector

was obtained from the KUKA controller and used as the ground truth in this ex-

periment. Finally, the vision-based estimate of the material position was obtained

by applying the localization algorithm with both robots fixed. This experiment

was conducted 20 times for statistical significance. For this reason, the mobile

robot drove autonomously to a randomly generated goal within the workspace of

the manipulator, of which the travelled distances were different each time. The

average travelled distance of the mobile robot was 340.9mm. Table 6.1 reports

the MAE and RMSE for both wheel odometry estimation and vision-based esti-

mation relative to the ground truth. It was found that the MAE and RMSE for

wheel odometry was 19.88 mm and 24.72 mm, respectively. This was much larger
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than the MAE and RMSE for vision-based localization, which was 4.04 mm and

4.75 mm respectively. Evidently, machine vision reduced the wheel odometry-

based error by 80%, which significantly improves the accuracy for localization

when used in conjunction with wheel odometry.

The systematic lay-up accuracy is quantified by measuring the deviation be-

tween the placement center and fiber plies. This work uses a single ArUco vision

marker for material localization. As long as the centre of the fabric is fixed, this

localization approach is suitable for handling different sizes and shapes of fabric

patches which is shown in Fig. 6.8. Here, the RMSE of (i) and (ii) are obtained

with little difference, which are 5.10 mm and 5.48 mm respectively.

Fig. 6.8. Different size and shape of fabric patches.

Additionally, an experiment was conducted to quantify the accuracy of machine

vision for fiber orientation detection. Like the first experiment, a camera and

flashlight were mounted on the end-effector of the robotic manipulator. A sample

piece of composite material was placed in a fixed position in the workspace of the

manipulator while the end-effector was positioned directly above the centre of the

material with their rotation axes aligned at 0◦. The orientation of the end-effector

about the z-axis was incrementally increased by 10◦ within the range of [0◦, 180◦].

152



Chapter 6. Prototype Verification of the Proposed Co-MRMS through a Case Study
on Composite Manufacture

At each interval the fiber orientation detection algorithm was used to measure the

orientation angle of the fiber relative to the camera, which should coincide with

the rotation angle of the end-effector under ideal conditions. Thus the measured

angle was compared against the end-effector rotation, used as the ground truth,

to compute the MAE and RMSE. Moreover, fiber orientation detection accuracy

under three different light conditions (no flash light, low flash light, high flash

light) were investigated. Fiber orientation readings shown in Fig. 6.9 reveal

that the identification is more accurate with stronger flash light. The MAE and

RMSE for fiber orientation detection were shown in Table 6.1. Furthermore,

manual lay-up was tested by picking and placing the same materials under the

same conditions. Table 6.1 shows the accuracy of the developed Co-MRMS and

manual system in lay-up. The placement accuracy differs by 1 mm approximately.

Fig. 6.9. Fiber orientation readings under different light conditions.

Table 6.1: Material localization and fiber orientation detection error.

MAE RMSE

Material localization
Wheel odometry/mm 19.88 24.72

Vision/mm 4.04 4.75
Manual system/mm 3.08 3.67

Fiber orientation detection Vision (high flash light)/degree 5.11 5.73
Vision (low flash light)/degree 5.91 6.70
Vision (no flash light)/degree 6.59 7.12

Manual system/degree 2.09 2.61
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Fig. 6.10. Vision detection error varies with fiber orientation angle.

Furthermore, the error in fiber orientation detection in the real world was

greater than the simulation results as the composite material was modelled as

a non-rigid body, of which the optical features (high specular reflectivity and

high absorption of light) of the material were not simulated and the illumination

environment in the real world is far more challenging than the simulated envi-

ronment. Moreover, the alignment between the camera and the normal of the

material was not exact in the physical setup, which introduces additional projec-

tion errors when detecting the orientation of the fiber as shown in Fig. 6.10. The

investigation shows that the closer the true fiber orientation is to 0◦, the higher

the accuracy in fiber orientation detection. This can be overcome by applying a

two-step detection strategy as follows. The first step consists of computing an

approximate rotation angle for the end-effector to roughly align the camera with

the fiber orientation which corresponds to the zero degrees region. Subsequently,

a finer tuning on the end-effector rotation is performed by applying a second in-
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stance of the fiber orientation detection algorithm, which produces an estimate

for the fiber orientation angle with minimal error.

The strategy was evaluated in physical experiments. As expected, the per-

formance yielded greater accuracy in fiber orientation detection. The error of

the vision system was reduced to 0.23 degrees approximately. In comparison,

the detection error was around or below 1 degree by the derived fiber reflection

model in [219] and the frequency domain machine vision algorithm in [220] showed

around 5 degrees error for braid angle measurement. This indicated that the pro-

posed machine vision system with a two-step strategy can achieve high accuracy

in fiber orientation detection. In addition, the systematic error is approximately

1.84 degrees due to the nonalignment between the camera and fiber orientation

and is lower than the manual system’s 2.61 degrees. Nevertheless, the system

is capable of meeting the high accuracy orientation detection requirements in

composite material manufacturing.

6.5 Summary

In this chapter, the overall framework of the proposed Co-MRMS research has

been presented and introduced. Three modules, which are visual-based SLAM for

autonomous transporting, multi-sensor fusion positioning for mobile robot iden-

tification and a prototyping Co-MRMS for performance validation, have been

included in the framework. Since multi-sensor fusion positioning and visual-

based SLAM have been investigated in Chapter 4 and Chapter 5 respectively,

this chapter addresses the validation of cooperative and handling behaviors of

proposed Co-MRMS. Therefore, a prototype of the proposed Co-MRMS, which

comprised of a fixed-base manipulator, an autonomous mobile robot and a sens-

ing sub-system, has been developed for validation. Through a case study of
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autonomous material transfer and handling in advanced composite manufactur-

ing, the feasibility and handling ability of the proposed Co-MRMS have been

verified. Additionally, the experimental results also verify that the prototype of

the proposed Co-MRMS can achieve high accuracy in localization (the root mean

squared error is 4.04 mm) and fiber orientation detection (the root mean squared

error is 1.84 degrees) and enable dealing with uncertainties such as the shape and

size of fiber plies.
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Chapter 7

Discussion, Conclusion and

Recommendations for Future

Work

Owing to the fast growing deployment of modern robotics in recent decades,

a great deal of new challenges to the advancement of robotic techniques have

been arising. As manufacturing has developed rapidly over the decades, there

has been a great drive for the development of advanced robotic systems to cope

with changeable manufacturing environments. Greater emphasis on flexible and

autonomous robotic systems has been placed for both safety and productivity

reasons. Although robotic systems have been extensively researched and the

research has led to a great boost in manufacturing efficiency, there is still much

to be improved in terms of system autonomy and flexibility.

In this chapter, the research findings from each chapter are discussed collec-

tively in the broader context of robotic systems. Then, the contributions to

knowledge presented in this thesis are summarised. Finally, the limitations of the

proposed system and relevant applied methods are discussed and views on the
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future perspectives based on this research are presented.

7.1 Key Research Findings

This thesis has presented investigations on a Co-MRMS that is composed of

both a mobile robot and a fixed-base robotic manipulator for manufacturing

applications. During the study process, a number of research findings have been

obtained as well as the literature review in Chapter 2. The four research questions

introduced in Section 1.2.2, which had initially set out to address in this research,

are reviewed here to respond to the original aim of this research.

1 What is the current situation of using cooperative robotic manipulators and

mobile robot systems in advanced manufacturing?

In Chapter 2, it is observed that despite advanced manufacturing has deployed

different forms of robotic systems, the flexibility and fast adaptability to rapidly

changing manufacturing environment are still insufficient. Robotic manipulators

and mobile robots are robots commonly used in advanced manufacturing. Coop-

erative robotic manipulator and mobile robot system, generally refer to a single

robotic system, namely mobile manipulator, where the robotic manipulator is

mounted on the mobile robot and these two distinct robots are coupled as a

whole. To date, mobile manipulators have been substantially investigated and

widely used in industry but the tasks performed by this system are limited due

to the light load of robots.

In advanced manufacturing, there are a large number of robotic manipulators in

manufacturing, consisting of multi-linked manipulators and end-effectors, which

are statically attached to a fixed surface and continuously repeat a delicately pre-

defined sequence of actions without changes for decades. Mobile robots are used

as intermediates to supply the materials for the fixed-base robotic manipulator.
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In this case, the fixed-base robotic manipulator and the mobile robot can be

regarded as a whole cooperative robotic manipulator and mobile robot system,

where two robots are loosely coupled in the same robotic framework. This form

of Co-MRMS has received little attention, lacking sufficient investigations.

Additionally, these two distinct robots are generally taken as independent units

with little interaction, hampering the autonomy and flexibility of production in

manufacturing. The interaction mode of the Co-MRMS that contains a fixed-

base robotic manipulator and a mobile robot, and the information of mobile

robots obtained through sensing technologies have been studied in Chapter 4 for

operations.

Furthermore, the cooperative robotic manipulator and mobile robot system is

traditionally deployed in fixed, structured environments with a weak ability to

deal with challenging environments. SLAM enables the robotic system to map the

environment dynamically and localise itself simultaneously, which is investigated

in Chapter 5 to enhance the autonomy and flexibility of the robotic system.

2 How to use the cooperative fixed-base robotic manipulator and mobile robot

system to realize both autonomous material transport and flexible handling?

Looking at the current state-of-the-art, material transport and flexible handling

are two separate tasks and are usually operated by independent robotic systems

without correlation. Hence, to realise both autonomous material transport and

flexible handling in a single robotic system, a mobile robot that is responsible

for material transport and a fixed-base robotic manipulator that is responsible

for material handling, are the basic components of an integrated robotic system.

In Chapter 2, the framework of a typical cooperative robotic manipulator and

mobile robot system, namely mobile manipulator, has been presented with cov-

ering the fundamental hardware and software modules. Founded on this, the

proposed Co-MRMS, which comprised of a fixed-base manipulator and a mobile
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robot, is presented and validated through simulation-based experiments in Chap-

ter 3. For this research, composite material manufacture is chosen as the case

study for investigation. The procedures using the proposed Co-MRMS system

for composite material transport and handling can be divided into several phases.

Firstly, the mobile robot carrying material is driven autonomously by the plan-

ning algorithm to the scope of a fixed-base robotic manipulator. Then, aided by

the sensing system, the fixed-base robotic manipulator accurately identifies the

location of material for handling and fiber orientation for lay-up. Following this,

the fixed-base robotic manipulator with a designed handling mechanism handles

the composite material and completes the process of lay-up. The physical exper-

iments that demonstrate the feasibility and efficiency of the integrated robotic

system, are displayed in Chapter 5.

3 How to achieve accurate and robust positioning in the proposed Co-MRMS?

Assisted by various sensing technologies, the fixed-base robotic manipulator

can obtain the positions of the mobile robot, thereby prompting the interaction

between two robots. That is, in the proposed Co-MRMS, accurately and robustly

positioning the mobile robot by the fixed-base robotic manipulator is critical

for achieving the interaction. Until now, single sensor positioning methods that

used single sensor and multi-sensor fusion positioning methods that used multiple

sensors, have been extensively investigated.

Owing to the rapid development of machine vision techniques, visual-based

system using cameras has been developed as a promising solution for various

industrial applications, as well as robot positioning [166]. For example, in the

case study of material transport and flexible handling in advanced composite

manufacturing that was introduced in Chapter 3 and Chapter 5, vision systems

are indispensable to performing optimum fiber orientation identification, material

localization and quality monitoring. In [221], a camera was mounted on the end-
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effector of a robotic manipulator to effectively localise and handle raw material

while an external camera was adopted to monitor the draping quality. Never-

theless, vision systems have not been well integrated with robotic systems in

advanced composite manufacturing, which demands high accuracy and real-time

processing capabilities.

Recall in Chapter 3 the machine vision sub-system is involved in the proposed

Co-MRMS. The conducted simulation tests validated that material localization

can be drastically reduced by using machine vision to correct odometry errors.

The fiber orientation can be accurately estimated as well. In addition, visual-

based positioning system can provide accurate and reliable information of the

mobile robot through the artificial marker ArUco. However, compared with the

single sensor positioning methods, multi-sensor fusion positioning methods can

improve the robustness of positioning greatly by collecting and fusing the envi-

ronmental information from different types of sensors. Considering the case that

the visual-based positioning is disabled, IMU and ultrasonic sensors are included

as complementary sensors and the multi-sensor positioning method EKF is used

for sensor fusion. This design allows for seamless sensor suite switching. Exper-

imental results in Chapter 4 showed that the positioning approach is capable of

accurately obtaining the positions of the mobile robot, yet is able to continually

and robustly maintain a high quality positioning solution even in the case when

the vision sensor is disabled.

4 How can the proposed Co-MRMS transports the material in a fast-changing

environment?

Conventionally, in the manufacturing industry, mobile robots are deployed in

a stable and controlled environment and driven along the predefined path for

material transport. In this case, the working environment is required to remain

static and unchanged over time. However, to adapt to the rapid development and
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changing environment in manufacturing, robots are required to not only work in a

stable environment but also enable to adapt to the complex, uncertain, dynamic

and unstructured environment, which is identified as autonomy as well as one of

the important objectives that Industry 4.0 pursue.

Without the intrinsic information provided by the controlled environment,

achieving autonomous transport is difficult. Existing techniques in literature have

already demonstrated the employment of SLAM to overcome such problems. For

example, Campos et al. [125] showed that ORB-SLAM3 greatly exceeds other

existing systems and the system allows for both visual and visual-inertial oper-

ation modes with different visual sensors such as RGB-D cameras and stereo.

However, this required high-quality captured images for feature point extraction

and distorted captured images may cause a failure of the tracking. For instance,

motion blur degrades the quality of the image and impacts the feature point

extraction, which might cause the insufficiency of feature points and inaccuracy

of the pose estimation of visual SLAM. Adding an image pre-processing module

before the tracking thread of the SLAM module can improve the image quality

and thus enhance the performance of the SLAM system. This concept of im-

age pre-processing is adopted in Chapter 6 and focuses on the image deblurring

such that the accuracy was refined as the effect of a blurred image can be re-

duced. Thus, the proposed image pre-processing module can be combined with

the SLAM system and used for autonomous material transport by mobile robots

in dynamic and incompletely controlled environments.

7.2 Contributions to Knowledge

In this section, a number of developments that advance the state-of-the-art in

Co-MRMS within manufacturing environment are presented. In the following,
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the major contributions to knowledge of this thesis are summarised.

Limitations of Co-MRMS in manufacturing: A literature review of existing re-

search in the area of robotic systems within the context of manufacturing has been

presented, covering the fundamental system framework of cooperative robotic

manipulator and mobile robot system, and the state-of-the-art in methods of

robotic positioning and SLAM. The knowledge gaps have been discussed thor-

oughly based on an analysis of the literature and the limitations of the reviewed

work have been identified.

Novel Co-MRMS: A Co-MRMS, which is basically comprised of a fixed-base

manipulator and an autonomous mobile robot has been proposed, and a prototype

has been built up for material transport and handling tasks. The system has been

verified on a case study of material transport and lay-up in advanced composite

manufacturing. To enable the system to work, a machine vision system integrated

with the robots for accurate material detection, localization and fiber orientation

identification has also been developed. Through the simulation-based and phys-

ical experimental results, the efficient interaction and high performance of the

proposed Co-MRMS for autonomous material transportation, material localiza-

tion, fiber orientation detection and grasping of deformable material have been

demonstrated. Thereinto, the presented machine vision approach can achieve

high accuracy in localization (the root mean squared error is 4.04 mm) and fiber

orientation detection (the root mean squared error is 1.84 degrees) and enable

dealing with uncertainties such as the shape and size of fiber plies.

Flexible interaction mode for the proposed Co-MRMS: The interaction mode

between a fixed-base robotic manipulator and a mobile robot has been designed

for flexible and efficient part-feeding. The robotic manipulator responds quickly

to the mobile robot, rather than waiting for the mobile robot to stop at the

predefined position, enhancing the efficiency and flexibility of part-feeding.
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Multi-sensor fusion positioning system for the proposed Co-MRMS: The posi-

tioning framework for the fixed-base robotic manipulator perceiving the positions

of the mobile robot has been designed for the interaction between two agents. A

positioning system contains two different kinds of localization approaches which

are ultrasonic sensors fused with IMU by filtered EKF algorithm and vision-based

method by camera identifying ArUco marker, has been proposed. Taking into

consideration that the visual sensor fails, the two positioning methods are allowed

to switch seamlessly as a repositioning strategy.

Efficient image pre-processing module for SLAM: An efficient image deblurring

framework against the problem of blurred images has been introduced for en-

hancing the performance of the SLAM system which is used for the autonomous

navigation of mobile robots in dynamic environments. Before the feature points

extraction in the tracking thread of SLAM, the captured images are processed

based on a set of algorithms including Laplacian-based blur detection, image

sharpening and Wiener filter-based image deblurring.

7.3 Limitations

In this work, a wide range of considerations of the proposed Co-MRMS have been

covered. Nevertheless, as is shown in the literature review of the state-of-the-art

in Chapter 2, the Co-MRMS involves multiple modules and achieving autonomous

control for manufacturing tasks is a hard problem. Although a number of devel-

opments have been presented in this thesis, there are still several limitations that

have not been addressed in the range of this research.

Chapter 3 and Chapter 5 used the educational mobile robot platform Turtlebot

3 Burger rather than an industrial standard mobile robot for the conducted in-

vestigations. This meant experiments and evaluations were limited to small-scale
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setups due to the small size of the Turtlebot3 platform. Additionally, it should

be noted that the trials in Chapter 5 incorporate the manipulation actions for

grasping the material in physical trials with tapes rather than vacuum suction

hardware. Nevertheless, in both the simulation-based and physical experiments,

autonomous material transportation, localization, fiber orientation detection and

handling capabilities were achieved. However, additional development work is

necessary to implement the proposed system framework onto an industrial stan-

dard set of hardware to validate the proposed system.

7.4 Future Perspectives Based on Co-MRMS

This work investigated the challenges of addressing inflexible robotic systems in

manufacturing environment and developed a novel Co-MRMS that can adapt

to multiple tasks while achieving high performance. Until now, the research

on the Co-MRMS that involved both a mobile robot and a fixed-base robotic

manipulator has remained lacking.

Accordingly, this research developed a number of techniques that advance the

state-of-the-art in Co-MRMS within manufacturing environment by demonstrat-

ing the feasibility to perform both material transport and handling tasks while

remaining high accuracy. Evaluations were conducted thoroughly through a num-

ber of simulation-based and physical experiments to quantify and validate the

advantages of the proposed robotic system and associated approaches.

This thesis carried out a number of tasks such as material transport and draping

within composite manufacturing as the case study to validate the feasibility of

the proposed Co-MRMS. However, wrinkles and gaps are commonly generated

during the process of composite material draping and are mainly eliminated by

human operators. Thus, one interesting research direction for investigation is
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the feasibility of developing a method to correct any creases or poor contacts

between the composite material and the mould in the composite draping process

through the use of the manipulator(s), which can maximise the quality of draping

process when performed autonomously using a cooperative robotic system. One

potentially viable approach to correcting the defect in draping involves applying

hybrid position-force control to achieve both precise movement and consistent

pressure on the material surface.

Another interesting avenue to examine is the investigation into the feasibility

and potential of non-stopping grasping in the proposed Co-MRMS, where the

fixed base robotic manipulator can accurately handle the material on a mov-

ing mobile robot. To date, the performance of material supplement by mobile

robots has been limited to fixed stoppage positions and stoppage intervals that

are predefined for the fixed-base robotic manipulator to handle material, yet the

strategy of non-stopping grasping offers the adaptability and flexibility to per-

form material handling task that will otherwise be impossible to achieve within a

changeable and dynamic environment due to the limited interaction between two

robots. The dynamics modelling between the mobile robot and fixed-base robotic

manipulator can be further derived and combined with the interaction modelling

deduced in Chapter 4 to design an adaptive controller for this problem.

In Chapter 5, I have proposed an EID-SLAM system based on ORB-SLAM3

and image deblurring framework to improve the robustness of ORB-SLAM3.

However, the adopted blind image deblurring algorithm needs to estimate the

PSF first and then implement Wiener filter for image deblurring, which is time-

consuming. Therefore, to overcome this drawback, further development is needed.

This thesis has also conducted a preliminary study of a cooperative robotic

system that consists of a fixed-base robotic manipulator and a mobile robot. In

advanced manufacturing, different parts need to be distributed to the fixed-base
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robotic manipulator by multiple mobile robots in some cases such as assembly

and disassembly. Consequently, other forms of cooperative robotic systems such

as a cooperative robotic system consisting of a fixed-base robotic manipulator

and multiple mobile robots are worth studying and the investigations presented

in this thesis pave the way for this research direction.
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Appendix A

Hardware Specifications

Table A.1: Hardware used in this thesis.
Hardware Quantity Specification

Robotic manipulator 3
The Universal Robots UR10e

KUKA KR90 R3100
KUKA KR90

Mobile robot 2
Turtlebot3 Burger
Pepper Robot

Ultrasonic sensor system 1 Starter Set Super-MP-3D

IMU 1 MPU9250

Camera 3
Webcam

OptiTrack V120: Trio
Intel® RealSense™ depth camera D435i
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Appendix B

Model Parameters for Composite

Material Deformation

One important factor in modeling deformable objects is the stiffness level of the

material. The adopted method for modeling deformable objects in CoppeliaSim

enables this stiffness to be adjusted by tweaking two different types of model

parameters: the x and y dimensions of each individual primitive cuboid (rep-

resented by Lx and Ly respectively) and the principle moments of inertia along

the x, y and z axes (represented by Ix, Iy and Iz respectively). The primitive

cuboid dimensions and principle moments of inertia are presented in the table

below, where the height of each cuboid represents the thickness of the composite

material.

Table B.1: Model parameters for composite material deformation.
Model parameters Value

Principle moment of inertia Ix /mm2 1.25

Principle moment of inertia Iy /mm2 4.25

Principle moment of inertia Iz /mm2 15.00

Length Lx /mm 12.00

Width Ly /mm 6.00

Height Lz /mm 1.00
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