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A B S T R A C T

The separation of gases is a complex and often expensive issue within industry,

with energy-intensive distillation techniques often being the accepted solution. The

discovery of tailorable Metal-Organic Frameworks (MOFs), however, is introduc-

ing an alternative route through separation techniques such as Pressure Swing

Adsorption (PSA). Their tailorabiltiy promotes higher gas selectivities, the caveat

is that experimentally assessing the full range of MOFs is unfeasible. Computa-

tional modeling could therefore be utilised to better evaluate the complete MOF

pool. However, a unique subset of MOFs containing Coordinately Unsaturated

Sites (CUS) are not well described computationally by standard forcefields. This

work will therefore focus on developing a CUS model based off the work of Fis-

cher et al.[1], which couples traditional modeling techniques with high level theory

Quantum Mechanical (QM) methods, to tackle this challenging MOF class.

This thesis outlined a refined CUS model which was capable of capturing ethy-

lene adsorption in HKUST-1. Furthermore, the model was able to use the same

CUS parameters from HKUST-1 and transfer them to model other copper-paddlewheel

MOFs. This adsorbent transferability is of especial importance for large-scale screen-

ing applications, limiting the required number of QM calculations for modeling

CUS-containing MOFs. The new model also demonstrated marked improvement

in simulating the binary adsorption of ethylene/ethane in HKUST-1, compared

with standard forcefields. This validation was key as the main focus of this work

was for application in multi-component systems, i.e gas separation.
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The CUS model was also successful expanded to carbon monoxide adsorption,

which required further development of the CUS procedure. The updated CUS

model showed a large improvement in describing carbon monoxide adsorption

behaviour in HKUST-1, over currently available models. Importantly, the adsor-

bent transferability, demonstrated for ethylene adsorption in copper-paddlewheel

MOFs, was also retained using the updated CUS procedure.

The results of this computational study illustrate a new and exciting approach

to capturing this complex CUS interaction. Furthermore, it highlights the great

potential of MOFs in challenging gas separations.
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In science one tries to tell people,

in such a way as to be understood by everyone,

something that no one ever knew before.

But in poetry,

it’s the exact opposite.

— Dirac [2]
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Part I

I N T R O D U C T I O N

This section will look into the structure that makes up Metal-Organic

Frameworks (MOFs) and their potential role within industry as ad-

sorbents. Furthermore, it will delve into some of the motivations be-

hind better describing the adsorption mechanisms involving MOFs and

more specifically the reason molecular modelling is required.
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1
I N T R O D U C T I O N

The research into Metal-Organic Frameworks (MOFs) has gained increasing inter-

est within the scientific community in recent years.[3] These porous materials are

made up of organic linkers and metal centres that can be combined into three-

dimensional nanoporous polymer frameworks. The interest in these materials is

primarily rooted in their very high attainable porosities and in their tailorabil-

ity, derived from the various possible choices of organic ligands and metals that

can create a variety of topologies and binding sites. The sheer number of MOF

variations becomes apparent when looking at the Cambridge Structural Database,

which currently contains over 50,000 MOF structures.[4] This number is expected

to continue to grow rapidly with the development of computational software de-

signed to identify potentially undiscovered MOFs.[5, 6]

The polymer’s metal centre can be in the form of a metal ion or cluster. These

metal centres are interconnected by organic linkers using metal coordination bonds,

expanding the material into three dimensions, creating 3D cages which allow diffu-

sion through interconnected pore windows. The organic linkers are predominantly

made up of hydrocarbons, which can be extended in length, primarily through the

addition of hydrocarbon groups such as aromatic rings, as in the case of the NOTT-

100 MOF family.[7] This linker control therefore enables tailoring of the sizes of

both these MOF pores and the windows which connect the pores, introducing the

possibility of controlled diffusion effects for different adsorbate molecules.[8]

The control of the general structural characteristics and binding sites of MOFs,

combined with the high porosities, provides exciting prospects for MOFs to be

used in various applications. These materials are being actively researched for

applications both in large scale processes such as catalysis, gas storage and ad-

sorption separation, and also more specialised roles such as chemical sensors and

2
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drug delivery vehicles.[9] While there is a great potential for MOFs to become im-

portant materials for a variety of industries, it should be remembered that their

development is still very much in its infancy. Currently, one of the few MOFs to be

manufactured commercially is HKUST-1 (Cu-BTC), sold under the name ’Basolite

C300’, which was only discovered and properly characterised in 1999.[10] As such,

new MOFs are constantly being discovered and existing MOFs are continuing to

be shaped into more suitable forms for a given application.

The research into MOFs is continuing to innovate with new pre/post synthe-

sis techniques making MOFs more industrially attractive and interesting materials.

For example, the organic linkers can be post-synthesis functionalised with a variety

of groups, such as -OH, -Br and NH2. This has been shown to increase the affinity

of a MOF to certain compounds[11], improving their selectivity for practical gas

separations. This control over binding sites has highlighted MOFs potential uses

in applications such as catalysis[11], drug delivery[12] and as chemical sensors.[13]

Interpenetration is another phenomenon that can be found, and utilised, in

MOFs where large void volume would have been found with the presence of only

a single MOF structure.[14] Subsequently, additional overlapping MOF structures

form to create an intertwining MOF lattice. This has the benefit of creating po-

tentially stronger adsorption sites in the smaller pores and improves structural

stability, but at the cost of a reduced pore volume.[14] This can again amplify ef-

fects for a desirable binding site by doubling their presence within a MOF lattice

and also give some control over pore sizing, albeit not with much scope for small

adjustments.

Another structural feature that can be found within MOFs is flexibility. This can

occur when using certain organic linkers in which the linkers can reversibly col-

lapse down into a closed pore state and also expand up into an open pore state,

depending on the experimental conditions. The degrees of flexibility within MOFs

vary considerably, in which some can be considered rigid, partially flexible (e.g

ring rotation occurs) or fully flexible (e.g breathing, transforming between a fully

open and fully closed state).[15] The potential triggers for changes in a flexible
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MOF structure are many, including pressure, temperature and photosensitivity.[15]

One of the most closely studied MOFs with regards to flexibility is MIL-53, which

shows a 35% reduction in cell size between its open and closed states.[16] These

large changes in MOF pores can lead to interesting adsorption isotherms, in which

small changes of pressure can lead to dramatic uptakes in adsorption, as pores

switch from the closed to open state. This response to pressure can be utilised

within a number of applications, for example gas storage in which a high working

capacity (difference of adsorbed amount) could potentially be achieved across a

relatively small pressure range, if it falls within this flexible pressure region.

Additionally, some MOFs contain binding sites known as Coordinatively Unsat-

urated Sites (CUS), also known as Open Metal Sites (OMS). CUS occur when the

metal within the MOF is not fully coordinated; this enables it to form strong coor-

dination bonds with certain adsorbates such as unsaturated hydrocarbons through

electron donation from the π orbitals of the hydrocarbon to the metal site.[17] This

unique adsorption mechanism puts CUS-containing MOFs in a prime position as

potential adsorbents for gas separation processes. The CUS can exploit differences

in electron donation capabilities for certain gas mixtures, such as ethane/ethy-

lene[18], where only the ethylene gas will be able to form these coordination bonds

with the MOF[19], producing a high gas selectivity. The formation and adsorption

mechanisms for CUS will be discussed in much greater detail in Chapter 3.

It will be this latter phenomenon of CUS that will be the main focus of this thesis,

relating to adsorption-based separation of gas mixtures. This is because currently

within industry a large number of gas separations are achieved through energy

intensive techniques such as distillation[20], which exploit differences in boiling

points to separate the gas mixtures. This technique becomes very costly for gas mix-

tures when the components have similar boiling points, such as for ethane/ethy-

lene mixtures in which this separation makes up 75-85% of ethylene production

costs.[21] Therefore alternative gas separation techniques such as swing adsorption

have the potential scope to greatly reduce the energy cost of various gas separa-

tions.
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Swing adsorption separation works by exploiting the selectivity of the adsor-

bent for components of a gas mixture under given conditions. There are many

variations, including Pressure Swing Adsorption (PSA), Temperature Swing Ad-

sorption (TSA) and Vacuum Swing Adsorption (VSA).[22] In the case of PSA, to

promote adsorption, high pressures would be used and then lowered during re-

generation of the adsorbent. VSA can actually be considered a subset of PSA.[23]

However, rather than operating at higher pressure and lowering to ambient, it ad-

sorbs at ambient pressures and drops to very low pressure for the regeneration

stage. Finally, TSA uses lower temperatures to increase adsorption for the sepa-

ration stage, while higher temperature can be used for the desorption step.[24]

Additionally, it should be noted that these swing adsorption processes can also be

combined [25], perhaps requiring less extreme conditions than would be required

individually or increasing effectiveness of the regeneration step.

These swing adsorption systems may all operate using the Skarstrom cycle,

which has been used commercially, and therefore will be the procedure high-

lighted for these techniques,[26] albeit simplified. A gas mixture enters an adsorp-

tion chamber, at an extreme condition (i.e high pressure for PSA); the selected

adsorbent should preferentially adsorb the unwanted component while enabling

the desirable component to diffuse through. Eventually, the adsorbent will begin

to saturate and the unwanted gas will breakthrough, at this stage the gas mixture

should be redirected to a second adsorption chamber. While the second chamber

is being utilised, the extreme condition in the first vessel should be reversed (i.e

low pressure for PSA), enabling desorption of the unwanted component followed

by venting [26]. The advantage of this procedure is that it enables the swing ad-

sorption to operate as a cyclic process.

It should be noted that it is also feasible for the adsorbent to be preferentially ad-

sorbing the wanted gas component, as would be the case in most ethane/ethylene

gas separations using CUS-containing MOFs. This does however require a further

desorption step, typically using an inert gas or applying vacuum, which would

increase operating costs of the process.[27]
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All the adsorption swing techniques mentioned will still share the same reliance

on the selectivity of the adsorbent to make it a viable alternative to techniques

such as distillation. The control over MOF structure and binding sites, already

discussed, promote it as a viable candidate for various gas separations. The issue

lies with how to assess potential adsorbent performance of such an intimidatingly

large pool of MOFs. Experimentally, it would only be possible to evaluate a very

small fraction of the available MOFs due to the time-consuming nature of adsorp-

tion experiments. Furthermore, there are various safety concerns associated with

performing experiments at some of the more extreme adsorption conditions. For

example, Tagliabuea et al. [22] highlight that assessment for natural gas purifica-

tion would need to be conducted at pressure ranges across 3-17 bar to replicate the

likely conditions for currently available industrial PSA equipment.

As such, there is potential for computational modelling to play a pivotal role in

adsorbent material design, e.g. through high through-put adsorption screening of

MOFs. This would be using computational modelling to identify the MOFs with

the best selectivity for a given gas mixture composition through adsorption sim-

ulations. This computational screening could enable the large range of MOFs to

be narrowed to a select few high-performing MOFs to be further studied using

more traditional experimental methods, for a given application. This approach has

already been suggested by groups such as Watanabe et al.[28] which examined

the performance of 30,000 MOFs in CO2/N2 separation, before the highest simu-

lated performers where experimentally evaluated. This approach not only enables

a greater pool of MOFs to be investigated but, as mentioned, also has the key

advantage of allowing hypothetical/unsynthesised MOFs to also be tested. This

last advantage could become increasingly important due to recent developments

in computational approaches, which enable vast numbers of stable hypothetical

MOFs to be identified.[6, 28, 29]
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This step into using computational screening of MOFs, however, has a strong re-

liance on simulations being able to accurately replicate the adsorption mechanisms

and the MOF structures. The great number of unique structural and binding fea-

tures found within MOFs introduces many layers of complexity to this endeavour.

For instance, MOFs with interpenetration may not be 100 % interpenetrated, with

some localised areas of the MOF still retaining the single MOF structure,[30] which

would be challenging to properly account for within simulations. This defect type,

as well as many others, are only just beginning to be understood in regards to

both experiment and simulations. An interesting introduction to this subject can

be found in works such as Fang et al.[30] and Sholl et al.[31]; the author would also

recommend recent work by Sarkisov[32] which focuses on simulation techniques

for accounting for defects.

The issue of accounting for flexibility is also a challenge when simulating MOFs.

The inclusion of moving framework atoms within simulations requires a signifi-

cant increase in computing power[33] as well as a reliance of proper models for

describing the framework’s structural behavior. Jimenez et al.[34] illustrated the

need to properly account for flexibility within the simulation of flexible MOFs,

showing that neither the open nor the closed state of the MOF ZIF-8 could ad-

equately capture the full adsorption isotherm for nitrogen. One new approach

has been proposed by Gee et al.[33] which uses a hybrid simulation method to

efficiently capture flexibility, using a combination of Monte Carlo and Molecular

Dynamics (explanations of these methods can be found in Chapter 2). The descrip-

tion of flexibility within simulations, however, still remains a complex challenge

and will require a fine balance between accuracy and computing cost.

As mentioned, it is CUS in MOFs that will be the main focus of this thesis,

which also causes complications within simulations. The challenge of simulating

CUS comes from trying to account for the coordination bonding, found for some

adsorbates.[1][35] Standard forcefields are not designed to account for this type of

interaction and therefore can lead to very inaccurate predictions of adsorptions in

this class of MOFs.[35] This deficiency regarding CUS-containing MOFs, for cer-

tain adsorbates, is well known in the research community, and therefore they are
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routinely omitted in even recently published screening simulation papers.[36]

As such, this work will conduct an evaluation into the current performance of

available molecular models for MOF adsorption with a focus on CUS-containing

MOFs and their potential to be expanded to large-scale screening of MOFs, see

Chapter 3. The first major aim of the project will be to develop a model capable

of simulating individual olefin/paraffin adsorption isotherms on a wide range of

MOFs. The adsorbates were mainly selected due to the availability of experimental

data for comparison.[37] This validation into the transferability of the model is a

key step, as without the model being transferable to other MOFs it cannot be ap-

plied in a large-scale screening approach. Subsequently, the model will be applied

to predict competitive binary adsorption of olefin/paraffin (Chapter 4). Chapter

5 focuses on extending the model to cope with more polar adsorbates (e.g CO)

in which electrostatic interactions play a key role. Finally, Chapter 6 will attempt

to look into a new MOF structure which exhibits interesting structural properties,

such as interpenetration and flexibility. Overall, the goal will be to develop a new

model which provides detailed insight into the molecular level adsorption mech-

anisms on MOFs with CUS, and constitutes a useful tool to design new materials

for challenging separations.
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Part II

B A C K G R O U N D T H E O RY

This section will focus on two levels of simulation, namely Quantum

Mechanics and Classical Simulations. The use of structural analysis soft-

ware will also be discussed briefly at the end of the chapter.
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2
T H E O RY

This thesis uses two main theories in unison, quantum and classical. Quantum

techniques make use of high levels of theory, as they rely on understanding the

systems using quantum mechanics and therefore correctly describing the behav-

ior of sub-atomic particles. This has the advantage of often being highly accurate

and provides in-depth physical understandings of the underlying phenomena of

interest. Therefore this theory can be used effectively to generate potential energy

surfaces within a system. This approach, however, has the drawback of being very

computationally expensive and time consuming, and therefore can usually only

be applied to very small systems. This is turn means that it can be hard to relate

quantum approaches to experimental observables.

Classical approaches are much more simplistic, they focus on describing the be-

havior of atoms/molecules or groups of atoms/molecules. This may initially not

seem much lower level than that of quantum theory, but the reader must appreci-

ate the sheer number of sub-atomic particles in a group of atoms and the difficultly

in attempting to capture how they all interact simultaneously. Classical methods

enable the user to study much larger systems and therefore, through the use of

thermodynamics and statistical mechanics, relate simulations to experimentally

relevant properties and observables. The drawback of this is that the way in which

atoms/molecules interact must be correctly described, and this can be challenging

with simplistic representations of atoms/molecules. Therefore there is a constant

balance to be found within classical theory between accurately representing the

system while retaining low computational cost to enable the theory to be applied

to large enough systems. Often these interactions are derived empirically, tuning

atomistic interactions in an attempt to replicate experimental properties.

10
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The background theory behind these two main methods utilised in this project

will be discussed within this section; however this is not meant to be a comprehen-

sive explanation of these approaches and, as such, relevant external resources will

be suggested at the appropriate points of each section. Additionally, some of the

more general inputs for the software may be elaborated within. The more specific

details of simulation/calculation inputs can be found within the relevant results

chapters.

2.1 classical simulations

This section will provide a brief explanation of the foundation behind classical

theory and the requirement for a model to describe a simulated system. Due to

quantum theory being higher level it should likely be described first. However,

classical theory is the main basis of this thesis and introduces some key concepts

utilised in both theories more seamlessly.

2.1.1 Simulation Methods

In experiments, a thermodynamic macrostate property at equilibrium, such as tem-

perature, is normally averaged across a given time to ensure the correct equilib-

rium value is measured. This is important as the macrostate property is really a

reflection of a collective set of microstates, e.g the velocity of a group of molecules,

which will continually fluctuate over time. Molecular dynamics (MD) is a simula-

tion technique that utilises this idea of averaging a set of microstates over time to

predict macrostate properties. For instance, a MD system could be set up and the

average temperature calculated based on the number and speed of the molecules

present, utilising Newton’s equations of motion.[38] If a heat source were to be

added, not only could the new equilibrium temperature be found but also the evo-

lution of temperature gradient within the system with respect to time. This is a

major advantage of MD simulation; it enables not only equilibrium properties to

be studied but also the stages before equilibrium is reached. The drawback of this

is that attaining equilibrium can be very time consuming, especially as systems

grow in size to better reflect a real system.
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Therefore, when it is only the final equilibrium value of the thermodynamic

property which is of interest, this computer cost associated with the pre-equilibrium

stage of MD can sometimes be reduced by using a different technique called Monte

Carlo (MC).

MC is different to other simulation techniques as it does not follow the con-

cept of time. Whereas, in some simulations, the complete history of the system

affects its path and trajectory, the MC method relies only on the previous state.[39]

This means the molecules do not need to follow a physically realistic trajectory

but can be instantly transported to a new location. This enables equilibrium to

be achieved much faster as the full trajectories of each atom do not need to be

followed towards equilibrium, greatly reducing simulation time. This can be ad-

vantageous for certain cases, for example in which there is a gas adsorbing in a

MOF with an accessible pore but only through a very constricted pore window. In

MD simulations it would take a very long time for the system to reach equilibrium

as diffusion through that window will require very specific orientations/energies

from the MOF and adsorbates. This is not an issue for MC as the adsorbate can be

translated and inserted directly into that pore space, reaching equilibration much

faster. However, in this scenario if the pore window was actually too constricted

to enable diffusion through, when using molecular dynamics (MD) if an adsor-

bate molecule tried to fit through the cage window it would be, correctly, unable

to enter the cage, as it would first have to be in a state were it overlapped with

framework atoms. However, in MC the pore space would still be available if the

pore was large enough to fit adsorbate molecules and therefore it would lead to

overestimation of adsorption capacity. It should be noted, that this MC issue can

be solved by inserting a blocking atom into the inaccessible cages within the frame-

work structure, a technique discussed later within this thesis (Chapter 3).
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2.1.2 Statistical Mechanics and Ensembles

A link is required between the microstates simulated in MC and MD simulations,

and the macrostate properties wanting to be studied, which is found in statistical

mechanics. An ensemble is defined as a large collection of microstates used to

replicate a given system’s macrostate, therefore depending on the system wanting

to be studied a different ensemble is used. The system being simulated can have

a variety of thermodynamic constraints set; Energy (U), chemical potential (µ),

temperature (T), pressure (P), number of particles (N) and volume (V). Generally,

three variables are kept fixed, allowing the relationship between certain unfixed

variables to be investigated, each of these variations represents a specific ensemble

type. According to the first postulate of statistical mechanics, if the microstates

have the same energy, volume, and number of particles, then they occur with equal

frequency in the ensemble.[40] From this it can be deduced that the time averaged

macrostate properties being studied are equivalent to the average of a large enough

ensemble[38], becoming exact as the ensemble size (i.e the number of microstates)

tends towards infinity; this concept is known as ergodicity. This relationship can

be better seen in Equation 1, for variable V at microstate i and where Pi is the

probability of that microstate occurring within the ensemble:

V = 〈V〉Ensemble =
∞∑

Microstates

Vi.Pi (1)

This Equation draws a parallel between experiment and simulation, as much as

in experiments the variable must be averaged over a long enough time to ensure

equilibrium, V ; MC simulations must be sampled over a large enough ensemble.

One of the most used ensembles is the Canonical Ensemble, which refers to a

system with a constant N, V and T. This can be visualised as a constant volume

system surrounded by an infinite reservoir with which it can exchange energy,

thereby enforcing the constant temperature of the system. As the system is now

able to exchange energy, each microstate within the system has an associated prob-

ability of occurring, based on its corresponding energy via the Boltzmann factor.
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[38] The collection of all possible microstates is known as the partition function,

shown in Equation 2.[41]

Q(N,V , T) =
1

Λ3NN!

∫
drN · exp[−β ·U(rN)] (2)

where
Q Partition Function

Λ Thermal de Broglie Wavelength

β 1/kb.T (kb is the Boltzmann constant)

U System Energy

r atom-atom distance

N Number of atoms

It follows therefore that the probability of a microstate, i, can be expressed as a

ratio of its energy against that of the partition functions, shown in Equation 3.[40]

The partition function’s role is to act as a normalising factor, relating the energy of

the microstate i to that of every possible microstate within the system.

Pi =
exp(−β(Ui))∑
j exp(−β(Uj)

(3)

where
P Probability

i/j microstates

This concept of probability is utilised within the Metropolis method for Monte

Carlo (MC) simulations.[42] In the Canonical ensemble, no atoms can be added

or removed, but simply moved. The Metropolis method outlines a procedure to

decide when a move is accepted, which is based on the old and new systems’

energy:
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1. Select a random particle and calculate its current energy U(rN)

2. Displace the particle position by ~∆.

(r’ = r + ~∆). Then calculate this particle’s new energy U(r ′N)

3. Accept the move with the probability based on the equation:

acc(r→ r ′) = min(1, exp(−β[U(r ′N) −U(rN)])) (4)

4. Generate random number (Ranf) between 0-1

5. If Ranf < acc (r→ r’) then accept move

The acceptance ratio (acc) in Step 3 sets the probability of the translation move

being accepted. If there is a drop in energy after the move then the move will

always be accepted, as acc(n → ′ n) will equal one and therefore will always be

greater than Ranf. If there is not a drop in energy after the move then it will have

a probability of being accepted based on the Boltzmann factor within Equation 4,

becoming less likely to be accepted the more unfavourable the move.

The use of random numbers to introduce probability into the acceptance ratio is

key as it enables unfavourable moves to also be accepted. This is important as the

system must be ergodic (every microstate must be accessible within a finite num-

ber of MC steps).[41] This probability also allows energy barriers to be overcome

in certain situations and local minima escaped, so that even more favourable states

may be found, which involve a temporary unfavourable position. The use of prob-

ability, however, has a strong reliance on the random number generator in step 4,

if it does not generate numbers between 0-1 uniformly then it will introduce a bias

which could lead to incomplete sampling of the microstates.

The Canonical Ensemble can be used to derive various other useful ensembles;

the one utilised within this thesis is known as the Grand Canonical ensemble. This

ensemble swaps the constraint on N for µ, making the system fix µ, V & T (rather

than N, V & T). This can be visualised as a constant volume system surrounded

by an infinite reservoir with which it can exchange both energy and molecules.

Thereby, enforcing the constant temperature and chemical potential of the system,
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while allowing number of atoms to fluctuate. This leads to a slightly more complex

partition function (Equation 5) than found in the Canonical Ensemble (Equation 2),

as the new functional must account for fluctuations in the number of atoms in the

system.[41]

Q(µ,V , T) =
N=0∑
∞

exp[β · µ ·N]VN

Λ3NN!

∫
drN · exp[−β ·U(rN)] (5)

where

µ Chemical potential

Monte Carlo again can probe this system using random steps, however, now

there are three move types; consisting of insertions, deletions and translations of

molecules.[41] The probability of accepting each of these move types will again re-

late to system energy depending on the Boltzmann distribution (as previously seen

in Equation 3), but will also require a new term considering the chemical potential

and number of molecules within the system. Equation 6 shows the relationship

between probability of state i occurring within the Grand Canonical system (based

on the new partition function in Equation 5):

Pi =
VN

Λ3NN! · exp(−β(Ui − µ.Ni))
Q(µ,V , T)

(6)

This probability distribution shown in Equation 6 leads to the acceptance crite-

ria for each of the move types using the same metropolis method illustrated previ-

ously for the Canonical ensemble. In Equation 7, it can be seen that the acceptance

ratio is exactly the same as in the Canonical example, this is because no atoms are

being created or destroyed meaning a term relating to number of molecules is not

required. In Equations 8 and 9, a new term must be included to account for the

volume (V) freed up or taken by these move types.
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Translation:

acc(r→ r ′) = min(1, exp(−β[U(r ′N) −U(rN)]))
(7)

Insertion:

acc(N→ N+ 1) = min(1,
V

Λ3(N+ 1)
exp(−β[µ−U(N+ 1) +U(N)]))

(8)

Deletion:

acc(N→ N− 1) = min(1,
Λ3N

V
exp(−β[µ+U(N− 1) −U(N)]))

(9)

This section briefly covered the Canonical and Grand Canonical ensembles as

they are the most relevant to the work conducted in this thesis. However, it is worth

noting there are many other important ensembles; such as the isothermal-isobaric

ensemble which keeps temperature, pressure and number of particles constant.

This enables the study of the relationship between system energy and system vol-

ume. For a more detailed discussion of ensembles the author would suggest the

work by Frenkel et al.[41] and a more recent publication by Tuckermann et al.[43]
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2.1.3 Models

In the previous section, the conditions for acceptance of moves were discussed,

which required the energy of the system to be known. This entails determining

the change in potential energy within the system after a move. For example, if a

molecule is moved across a system (translated) the potential energy change will

be calculated by comparing the molecule in both the old and new molecule posi-

tions, based on the attractive/repulsive relationship between this molecule and the

surrounding atoms already in the system. However, before delving into how this

potential energy is calculated it is important first to know the types of interactions

which make up these attractive/repulsive effects. There are four main intermolec-

ular (non-bonding) forces which we group under the term ’van der Waals’ forces:

1. Pauli Exclusion Principle- This principle states that two or more electrons

cannot share the same quantum state, preventing molecules from collapsing.

This is the repulsive term within van der Waals Forces; it relates to the large

repulsion felt between atoms when their electron clouds begin to overlap and

therefore occurs at short atom-atom distances.

2. London Dispersive Forces- This is a weakly attractive force occurring from

electrons in adjacent atoms forming temporary dipoles instantaneously, for

both polar/non-polar molecules. This interaction is created by induced dipoles

which will dissipate if the atoms move away from each other.

3. Electrostatics- This force can be either attractive or repulsive. It occurs from

the interaction between molecules’ permanent multipoles, as well as charged

ions. When positively charged sites approach negatively charged sites it is

an attractive interaction, whereas if the two sites have the same charge then

it will be repulsive. Generally, for molecules the forces are attractive as the

molecules can orientate themselves in such a way as to enable opposite poles

to be facing each other.
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4. Polarization- This is an attractive interaction. It is the interaction between per-

manent multipoles and induced multipoles. As a polar molecule approaches

a polarisable molecule it induces a temporary complementary dipole, much

like in the London Dispersive forces in which it is two polarisable molecules

approaching each other.

2.1.3.1 Repulsive & Dispersive Interactions

In molecular simulation the repulsive ’Pauli Exclusion Principle’ and attractive

’London Dispersive Forces’ are usually described together through the use of the

Lennard Jones (LJ) potential, shown in equation 10.

U = 4ε

[(
σ

r

)12
−

(
σ

r

)6]
(10)

where

r Interacting atom-atom distance

Its two main parameters can be seen in Figure 1, where epsilon (ε) represents

the attractive depth and sigma (σ) represents the separation distance at which

the potential energy equals zero. The sigma value effectively denotes the end of

the repulsive region, were orbitals of the two molecules would no longer overlap.

The r−12 term in Equation 10 refers to the Pauli repulsion interaction, whereas

r−6 is the dispersive interaction. One additional parameter used is a high cut-off,

shown in Figure 1. Due to the large power terms, on both the interactions, the

interaction energy decays quickly in relation to r. Therefore calculations can be

stopped at relatively short distances as the LJ potential becomes insignificant. This

greatly improves computing efficiency. Additionally, it should be noted that there

are many other potentials such as Buckingham[44] or Morse[45], but LJ potential

is by far the most common to represent these interactions.
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Figure 1: Illustration of LJ potential.

A collection of sigma and epsilon values for each atom type is known as a force-

field. There are many different forms of forcefields which control various aspects

of a molecular system; from bond strength, bond angles to non-bonded interac-

tions. In this work’s GCMC simulations, when referring to a forcefield it relates

to how an atom or collection of atoms interact. For example to simulate how a

framework’s copper atom and oxygen adsorbate atom (e.g from a water molecule)

would interact, you have to obtain the forcefield values for copper and the force-

field values for oxygen from a water model. To predict how they would interact

you would mix these values; commonly this is done through the Lorentz-Berthelot

combining rules, shown below:

σij =
σi + σj
2

(11)

εij =
√
εi · εj (12)
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2.1.3.2 Electrostatics and polarization

The interaction of both electrostatics and polarization require a polar molecule

or ion, therefore for adsorption in MOFs if the adsorbate molecule is non-polar

(e.g methane) then these interactions can be ignored. For polar adsorbates, the

electrostatic interaction of two atoms can be determined using Coulomb’s law:

UElec =
qi · qj · e2

4π · ε0 · r
(13)

where
i/j Different atoms

q Static point charges

r Pairwise atom-atom distance

e Elementary charge ( 1.60217662 x 10
−19C)

ε0 Vacuum permittivity (8.854187817 x 10
−12 F.m−1)

The polarization interaction, on the other hand, is very complex and compu-

tationally expensive to calculate. This is due to a polarization interaction being

heavily dependent on the effects of various surrounding atoms simultaneously,

therefore it must be solved using a many-body approach rather than pairwise. It is

therefore normally accounted for using an effective point charge, implicitly deter-

mining the polarization effects within the point charges of the electrostatic calcula-

tion. The advantage of this approach is that it is simple to incorporate into existing

simulations and greatly saves on computational cost. However, it should be noted

that it is an estimation and the importance of polarization could be expected to

increase with more polarizable molecules. There are a few research groups cal-

culating polarization interactions explicitly relating to MOF adsorption, such as

Pham et al.[46]

The electrostatic interaction has a very slow decay with respect to potential en-

ergy across the particle pairwise distance. This means that for a 3D GCMC system

where periodic boundary conditions are used, Equation 13 would lead to a poorly

converging sum (a brief explanation of periodic boundary conditions can be found

at the end of this section). Therefore the truncation method (high cut-off) used with
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the LJ potential should not be applied, as doing so would introduce a large error

due to a significant portion of potential energy being unaccounted for within the

system. One of the most commonly used solutions to this issue is the Ewald sum-

mation[47], which calculates the full electrostatic potential by treating the long and

short range interactions independently.

Figure 2: Representation of the Ewald Summation.

Firstly, the Ewald summation assumes that the system has a net neutral charge.

It surrounds each point charge (Particles i with charge qi, Equation13) within the

system with an equal and opposite charge distribution, such that the sum of this

charge distribution will cancel out qi. This charge cloud is represented by the com-

mon Gaussian distribution, shown in Figure 2 . The resulting potential attributed

to a charged and screened particle decays quickly to zero across large distances,

meaning they can be summed without large associated computing costs.

This charge screening distribution must then be determined to isolate the po-

tential relating solely to the point charges, this is illustrated in Figure 2. This

compensating charge distribution is calculated using a rapidly converging Fourier

series.[41][38] The final form of the Ewald summation can be seen below:

Ui =
1

2

N∑
j=1

qi · qj
4π · ε0

( ∞∑
|n|=0

erfc

[
|rij+n|
α

]
|rij +n|︸ ︷︷ ︸

Real Space

+
4π

V

∑
k6=0

cos(k · rij)
k2

· e−
k2·α2
4

︸ ︷︷ ︸
Fourier Space

)

+
q2i

4π · ε0 ·α ·
√
π︸ ︷︷ ︸

Self-Correction Term

(14)

where
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1/2 Factor accounts for double counting (summing) of i/j interactions

qi/j Point charges

rij Pairwise distance

V Unit cell volume (Lx · Ly · Lz)

n Real space lattice vectors (nxLx ·nyLy ·nzLz)

α Gaussian width for screening (higher value, higher computing cost)

k Fourier space lattice vectors (2πkxLx · 2π
ky
Ly
· 2πkzLz )

In Equation 14, the Fourier term is solving the charge screening distribution

within Fourier space and then converting it into real space. This enables the real

space term to only have to deal with the quickly converging short range elec-

trostatic interactions. The final term is simply used to correct for atom self-self

interaction which would be counted within the former summations. Overall, this

technique enables electrostatics to be calculated with high accuracy, while remain-

ing computationally efficient. This should be considered a brief overview into the

Ewald summation; the author would recommend introductory works such as Touk-

maji et al.[47] and for a more in-depth look into derivation of the relevant equa-

tions, Lee et al.[48]

2.1.3.3 Elecrostatics- Wolf Summation

The Ewald summation was the main technique used within this work for calcu-

lating MOF-adsorbate interactions, as accurately capturing this relationship is key

to correctly describing adsorption (especially at low coverage). Although Ewald

summation was designed to balance computational cost with accuracy, it is still

a relatively computationally expensive technique. This becomes an issue when in-

serting a high number of adsorbates as the adsorbate-adsorbate interaction rapidly

increases. As such, a method called the Wolf summation is used to describe these

interactions. The Wolf summation is a much newer method than that of Ewald

summation, proposed by Wolf et al.[49] in 1999. It has many similarities to that

of the Ewald summation and therefore only the major assumptions behind the

method will be discussed.
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A major issue with any truncation within electrostatics is that the interaction

sphere selected will almost never be neutral.[49] Wolf et al. overcome this issue of

truncation by utilising a term to always neutralise the system no matter the cut-

off selected. This term is found by observing that it is the outer charges on the

surface of the interaction sphere that cause this imbalance. Therefore by removing

the energy of the surface of the interaction sphere, the neutral energy inside the

sphere can be determined[50]:

UElec,Neutral =
1

2

N∑
i=1,j6=i

∑
rij<Rcut

qi · qj
rij︸ ︷︷ ︸

Energy of Whole Sphere

− lim
rij→Rcut

qi · qj
rij︸ ︷︷ ︸

Energy of Sphere Surface

(15)

where
1/2 Factor accounts for double counting (summing) of i/j interactions

qi/j Point Charges

rij Pairwise Distance

RCut Cut-off Radius for Interaction Sphere

This shifts the sphere energy away from the true value by a constant, which is

corrected using the term below:

UElec,Shift =
1

RCut

N∑
i=1

q2i (16)

The Wolf summation in this form however would require a prohibitively high

value of RCut for acceptable convergence [50], greatly increasing computing cost.

As such, a damping factor (α) is used to compensate for lowering RCut, in which

high values of the damping factor allow smaller RCut to be applied. The final form

of the Wolf summation is as follows:
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UElec,Neutral =
1

2

N∑
i=1,j6=i

∑
rij<Rcut

qi · qj
rij

· (erfc(rijα))

− lim
rij→Rcut

qi · qj
rij

· (erfc(rijα))

−

(
(erfc(rijα))

RCut
+
α√
π

) N∑
i=1

q2i

(17)

The final Equation 17, leads to a computationally fast method of determining

electrostatics, however as it is not exact (unlike Ewald summation) it was only

utilised for the adsorbate-adsorbate interaction. Although, in this work it has been

decided to use both the Ewald and Wolf summations, studies involving MOFs

have shown that the drop in accuracy for using just Wolf summation is not signifi-

cant.[51]
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2.1.4 Computational Techniques

This section will briefly elaborate on a number of techniques used within the

GCMC simulations to improve computational efficiency.

2.1.4.1 Periodic Boundary Conditions

The early sections tried to illustrate how simulations could replicate real experi-

mental systems, this however did not address the question of how to feasibly sim-

ulate such a large system. The technique called ’periodic boundary conditions’ is

often used, in which a small unit cell is mirrored in each of its axes (for adsorption

in 3D MOFs this will be x, y, z). This can be better visualised in Figure 3, which

shows the unit cell (boxed) being replicated in 2 dimensions. When a molecule

passes through a boundary wall it will be translated to the opposite side of that

wall’s boundary, as illustrated by the dotted line molecule in Figure 3. This tech-

nique is often used to simulate bulk fluids, however it is also especially effective

for the MOF crystal structures being used within this work. This is because the

MOF is essentially a small unit cell being replicated constantly and therefore can

be simulated by making the simulated unit cell the smallest repeating unit of the

MOF. When the atom passes through the boundary wall and re-enters the opposite

unit cell wall it is effectively in the same surrounding MOF environment it would

have found itself if it simply moved through a larger unit cell.
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Figure 3: Illustration of periodic boundary conditions for a GCMC adsorption system
(black- MOF atoms, red- adsorbate atom ).

It therefore allows infinite systems to be simulated while the simulation only

holds a finite amount of real atoms (i.e within the box), vastly saving on compu-

tational power required. However, when using this technique it is important that

’finite size effects’ do not occur; this means that the size of the initial unit cell does

not affect the outcome of the simulation. Essentially, the unit cell must be large

enough that it can replicate a real system. This can be tested by increasing the unit

cell size, if the initial cell is large enough the outcome of the simulation should not

be affected.

2.1.4.2 Potential Mapping

The technique of potential mapping is an important method within GCMC sim-

ulations to save on computing costs. A potential energy map (PMAP) is created

for each type of LJ interaction site within the adsorbate (i.e carbon dioxide would

require, 1x carbon PMAP and 1x oxygen PMAP). It is formed by inserting an indi-

vidual LJ site into the unit cell and translating it within an even spacing to form an

energy grid, see Figure 4. Therefore, during simulations when the same interaction
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site is inserted it can calculate the adsorbate-adsorbent interaction strength from

interpolation of the nearest grid points in the relevant PMAP, rather than doing a

full LJ calculation for all surrounding atoms. The initial computing cost of creating

the pmaps is greatly offset when multiple simulations are required to be run. In

the case of adsorption simulations, multiple pressure points are required and often

at different temperatures, all of which can use the same PMAPs. However, the grid

points within the pmap must be fine enough to enable accurate interpolation, with

a finer grid requiring higher upfront computing costs.

Figure 4: Illustration of creation of a pmap within a grid for a GCMC adsorption system
(black- MOF atoms, red- adsorbate atom ).

This technique is also used for electrostatics, known as an EMAP. However,

within electrostatics only one emap is required, formed by a probe atom, which is

a pseudo-atom that has no LJ parameters but has a point charge of +1.0. This is

because the only changing variable for different electrostatics sites in an adsorbent

would be the point charge (rather than in LJ sites where it would be both σ and

ε), therefore each electrostatic interaction site can be directly scaled against just

one EMAP. This is especially useful for EMAPs due to the high computing costs

associated with their calculation.
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2.1.4.3 Biasing

In GCMC simulations, it has been so far discussed as completely randomised

moves probing the given system. This leads to a large number of wasted move at-

tempts as the method probes areas/configurations in which the move type would

be highly unlikely to be accepted (e.g trialling moves on top of existing framework

atoms). One of the major advantages of using MC techniques is biasing, which

can be implemented to improve the number of accepted moves, thereby greatly

increasing the speed of simulations.[41] One such technique is configuration bias-

ing; this separates a trial molecule’s potential based on orientation dependent and

independent parts. It then trials a number of orientations for the molecule and im-

proves the likelihood of an energetically favourable orientation to be generated. In

any form of biasing, however, the acceptance rules must also be altered to ensure

that the likelihood of reversibility of GCMC is maintained, and that the system is

correctly sampled.[52]

Snurr et al.[52] proposed a cavity bias which can be especially useful in ad-

sorption simulations, greatly increasing the likelihood of inserting moves being

accepted. It probes a number of possible insertion points to evaluate if there is a

sufficiently large enough radius to accept an inserted molecule, it then randomly

selects one of the suitable cavity points. In this work a similar technique is used

based on potential energy, obtained from potential maps. This biasing uses the

potential of the maps to identify highly favourable unit cell points for the given

adsorbate and prioritises these sites for certain move types. The only biased move

types used in this thesis’s GCMC simulations are the insertion and deletion moves.

Both these becomes increasingly important the more densely packed the unit cell

becomes, the cost being a more complex acceptance procedure.
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2.1.5 Forcefields

In the Models Section, the use of forcefields to describe the interactions between

atoms/molecules has been discussed. However, how these forcefields are formed

has not been elaborated on. Generally, there are two main routes to parameteris-

ing a forcefield. One is tuning the forcefields empirically in an attempt to replicate

an experimental observable or various experimental observables. This can lead to

various different parameters being generated for the same atom, depending on the

desired experimental property/properties to be matched against. Another, more

recently used, route is to use high level theory such as quantum mechanics to tai-

lor the forcefield against.

In general, to describe van der Waals interactions it is the former method that

is utilised. For instance, TraPPE aims to quantitatively replicate phase equilibria

and various other thermophysical properties while limiting the use of pseudo-

atoms[53][54], forcefield sites which don’t relate to the physical presence of an

atom. Furthermore, some of these forcefields attempt to implicitly account for

electrostatic interactions, thereby substantially saving on computing power by not

having to explicitly calculate electrostatics techniques, through methods such as

Ewald/Wolf summations.

The right forcefield to use therefore depends on the desired output and also the

system conditions being used. For the framework atoms in this work, two well

known forcefields will be used, the Universal Force Field (UFF) [55] and DREID-

ING [56], due to their extensive use in describing adsorption in MOFs.[57] UFF

is required as the DREIDING forcefield does not contain many values for metals

which are commonly found in MOFs. Due to the number of different adsorbates

being used, the forcefields utilised will be listed within their relevant chapters,

however the Transferable Potentials for Phase Equilibria (TraPPE[53]) is one of the

most common.
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2.1.5.1 United Atom

In the aforementioned forcefields, the use of united atoms is a common technique

within molecular simulations to increase computational efficiency. Essentially, a

collection of atoms in a molecule are grouped into one single bead and treated as

one interaction site. This greatly reduces the number of interactions required to be

calculated, saving on computing power. The single site is then re-parameterised to

accurately replicate the effective binding characteristics of the group of atoms (i.e

in LJ potential σ and ε).

Figure 5: Methane represented by 5 atomic sites (left), coarse grained methane represented
by 1 atomic site (right).

An example of this can be seen in Figure 5, which shows the united atom rep-

resentation of methane found in the TraPPE forcefield. The methane is reduced

from five interaction sites to just one. However, the detailed shape of the methane

molecule is lost and, therefore, orientation of the methane molecule will not be

captured in the simulation. This is an important point, as it highlights that in

systems where orientation of the molecule is key then care must be taken when

using coarse-graining. Finally, it is important not to group too many atoms within

a single bead as too much structural information of the molecule may be lost and

description of the effective binding characteristics of all the atoms will be poor.

Still, these coarse grained forcefields have been shown to perform well for various

small olefin and paraffin adsorbates in adsorption in MOFs[18][1][58], which will

be a major focus of this work.
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2.1.5.2 Point Charges

When a van der Waals forcefield does not include electrostatics implicitly, depend-

ing on the adsorbate, the electrostatic interactions will likely need to be explic-

itly determined. In GCMC simulations this is commonly done through the use

of point charges (see Ewald section), in which atoms and pseudo-atoms are as-

signed a charge to attempt to replicate the system’s electrostatic behavior. Sim-

ilar to van der Waals forcefield parameterising this can be done through semi-

empirical/empirical fitting to replicate an experimental observable, such as mea-

sured ionization energies.[59]

Additionally, this can also be achieved through quantum mechanical techniques.

Quantum software can be used to generate a target output, such as an electrostatic

potential surface, and then a fitting procedure is used to assign and optimise as-

signed point charges to the system in an attempt to replicate the specified target.

The difficulty in this approach is that there are various quantum softwares which

can be used and also many fitting procedures that are available, depending on the

output desired to be fit against.

This is just a very general description of point charge assignment and the author

would like to recommend the reading of works by Nazarian et al.[60] for a short

introduction into the various available methods.
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2.1.6 GCMC Procedure

In Figure 6, the full GCMC procedure used in this thesis can be seen. Initially,

the MOF structure is provided, with the assumption that the MOF remains rigid

throughout the simulations. The necessary pmaps and emaps are then generated

on this structure. Once the GCMC simulation begins, a certain percentage of the

initial simulation steps (move attempts) is isolated as the system attempts to reach

equilibrium at the specified pressure. After the equilibration stage is complete, the

system begins recording the configuration information within the unit cell for con-

version to adsorbed amount later in the procedure, this is known as the sampling

stage.

Once the GCMC simulation is completed, the sampling configuration informa-

tion must be transformed into relevant results, during the post GCMC conversion

stage. Firstly the number of molecules in a unit cell can be used to determined the

mmol/g adsorbed. The number of adsorbate molecules can be converted to mmol

using Avogadro’s constant, while the unit cell can be represented by mass using

the density of the MOF. However, this is the absolute amount adsorbed, whereas

in experiment it is the excess adsorbed that is measured. Excess adsorbed is the

amount of adsorbate present minus the amount of adsorbate that would be present,

at the same conditions, in the absence of the adsorbent. Therefore the absolute ad-

sorbed values were converted to excess using the Myers and Monson method[61],

see Equation 18.

ηExcess = ηAbsolute − Vp.ρv (18)

where
η Adsorbed amount

Vp MOF pore volume

ρv Bulk gas density

[ A Modelling Study in Harnessing Metal-Organic Frameworks For Challenging Gas Separations ]



2.1 classical simulations 34

Figure 6: Representation of the GCMC procedure.
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2.2 quantum theory

In the quantum theory section, the main focus will be a subsection of this field

known as Density Functional Theory (DFT). DFT is an approach used to determine

the energy of a given system of particles through solving the Schrödinger equation.

This section will look into the major assumptions behind this method as well as

some of the key parameters utilised within the code.

2.2.1 Concept

In the late 19th century and early 20th century there were a number of discoveries

that led to how the atom is thought of today. The culminations of experimental

evidence suggested that the atom is made up of negatively charged electrons and

a positive nucleus[62], raising the question why did they not collapse together due

to attraction. Bohr proposed in 1913 that classical physics did not govern the be-

havior of atoms but that a new set of laws, now known as quantum mechanics,

did. This lead to Schrödinger’s equation which aims to describe the time evolu-

tion of an atomistic system due to these quantum effects[62]. It can describe the

allowed energy levels of a quantum system through wavefunctions, by assuming

that particles can be thought of as wave-like in nature. These wavefunctions can be

represented by vectors, and will contain all the information regarding a particle’s

state within a system (e.g positions and velocities).

The time-independent many-body Schrödinger’s equation can be seen below

for an isolated system and must be solved to determine the ground state (lowest

energy) of the system[63][64][62]:

ĤΨ
(

{ri}︸︷︷︸
Electrons

{RI}︸︷︷︸
Nuclei

)
= EΨ

(
{ri}︸︷︷︸

Electrons

{RI}︸︷︷︸
Nuclei

)
(19)

where
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Ĥ Hamiltonian Operator

Ψ Wavefunction, describing quantum state of particles (Eigenstate)

r/R Position Vectors

E Eigenvalue (Proportionality Constant)

In a quantum system, for every observable (e.g energy) there is a corresponding

linear operator. The operator maps one quantum state to another state:

Â︸︷︷︸
Operator

Ψ︸︷︷︸
Orginal State

= Φ︸︷︷︸
New State

(20)

However, when the operator maps from one state to the exact same state, a scalar

factor is required:

ÂΨ = Ak︸︷︷︸
Scalar Factor

Ψ (21)

This scalar factor is known as an eigenvalue, and is equal to the value of the

observable operator type at that quantum state. Therefore in Equation 19, if the

Hamiltonian operator is for energy states, then the eigenvalue will be the system

energy for that wavefunction’s quantum state.

The Schrödinger’s equation must be solved for each particle in the system, this

means that for a 3D system of, for example, 4 nuclei and 20 electrons this becomes

a 72 dimensional problem (3 coordinates for each particle). This situation can be

improved by applying the Born-Oppenheimer approximation, which assumes that

the wavefunctions of the nuclei and of the electrons can be decoupled. This is

because the nuclei are much heavier and therefore slower than the electrons, there-

fore while the electrons are finding their ground state the nuclei are essentially

stationary. This means that the Coulomb potential associated with the nuclei can

be treated as a static external potential (Vext). The wavefunctions found in the

Schrödinger’s equation can therefore be simplified in Equation 22 enabling elec-

tron wavefunction to be solved separately:
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Ψ
(
{ri}{RI}

)
= ΨElectrons{ri} ·ΨNuclei{RI} (22)

The form of the energy Hamiltonian operator for a many-body system with fixed

nuclei then takes the form [64][65]:

137Ĥ = −
h2

2Me
·
∑
i

∇2i︸ ︷︷ ︸
Kinetic Energy

+
∑
i

Vext(ri)︸ ︷︷ ︸
Coulomb Electron-Nuclei

+
1

2

∑
i=1

∑
j>1

e2

|ri − rj|︸ ︷︷ ︸
Coulomb Electron-Electron

(23)

where
h2 Reduced Planck’s constant

Me Reduced Mass of an electron

∇ Gradient Vector operator

V potential of external field acting on particle

e Charge

r particle position

This use of the Born-Oppenheimer approximation does simplify the Schrödinger’s

equation. However, for large systems it still leaves solving Schrödinger’s equation

near impossibly demanding in terms of computing power, for anything other than

hydrogen-like systems. In the previous example, with 4 nuclei and 20 electrons,

using this approximation only reduces the dimensional problem from 72 to 60. It

is at this stage that ’Density Functional Theory’ (DFT) can offer a solution.

Density Functional Theory relies on two fundamental assumptions (first and sec-

ond Hohenberg-Kohn theorems, respectively)[65]. These assumptions are related

to a new variable known as electron density, which can be thought of as an expec-

tation factor of the number of electrons within a given volume:

1. The ground state energy of a many-electron system depends only on a unique

functional of the electronic density (n(r)).

E = E(n(r)) (24)
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2. The correct ground state electron density is the one that minimises the energy

of the electronic density functional.

E(n(r)) > Emin(nmin(r)) (25)

The electron density can be determined in terms of the wavefunctions, as shown

in Equation 26. If the energy of the system is expressed in terms of the electron

density this reduces the dimensional problem from depending on 3N to just 3

spacial dimensions:

n(r) = ψ∗(r1, r2, r3, rn)ψ(r1, r2, r3, rn) (26)

This problem can be further simplified if the electrons are though of as a point

charge interacting with a field of electrons. Therefore, rather than solving all the

electrons simultaneously, each electron can be solved individually[62]:

ψ(r1, r2, r3, rn) = ψ(r1) ·ψ2(r2) ·ψ3(r3) . . . ψn(rn) (27)

=⇒ n(r) = 2
∑
i

ψ∗i (r)ψi(r) (28)
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Finally the energy (E) of the system can be expressed in terms of electron den-

sity[66]:

Esystem = Eknown + Eunknown (29)

Eknown =−
h

Me
·
∑
i

∫
ψ∗i∇2 ∗ψid3r︸ ︷︷ ︸

Kinetic Energy

+

∫
Vext(r)n(r)d

3r︸ ︷︷ ︸
Coulomb Electron-Nuclei

+
e2

2

∫ ∫
n(r)n(r ′)

r− r ′
d3r · d3r ′︸ ︷︷ ︸

Coulomb Electron-Electron

(30)

In equation 29, the unknown term is correcting for the electron exchange and

correlation energy and relates to the quantum electron interaction. This arises as

the DFT calculation treats the electrons as interacting with an electron density field

rather than specific electrons. This exchange and correlation energy tries therefore

to account for effects such as how the movement of an electron would affect sur-

rounding electrons and vice versa.[63] The exact form of the exchange correlation

functional is unknown, however, and therefore is approximated based on the elec-

tron density.

2.2.2 Exchange Correlation Functionals

The simplest form of the exchange correlation functional is the ’Local Density

Approximation’ (LDA). This assumes that an inhomogeneous electron system is

locally homogeneous. It therefore calculates the exchange correlation energy by in-

tegrating the exchange correlation energy density over the volume of each specific

point, assuming a homogeneous electron gas with the exact same electron density

(local constant density)[65][62]:
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ELDAxc (n) =

∫
d3r ·n(r) · εhomoxc (n(r)) (31)

where
Exc Exchange Correlation Energy

n(r) Electron Density

εxc Exchange Correlation Energy density (homogeneous gas)

This could be quite a good approximation for treating perfect bulk metal sys-

tems but is less effective for treating heterogeneous molecular systems. Therefore,

the LDA functional was further developed into the Generalized Gradient Approx-

imation (GGA) functional. This exchange correlation functional corrects the LDA

functional with a term accounting for electron density’s gradient, as shown in

Equation 32. This can improve exchange correlation energies for systems in which

the electron density rapidly fluctuates.[63] It can however lead also to worse DFT

results when the gradients become so large that the expansion breaks down.[65]

EGGAxc (n) =

∫
d3r ·n(r) · εhomoxc (n(r),∇n(r)) (32)

where

∇ Gradient of Electron density

There are many other forms of improved exchange correlation functionals how-

ever, such as:

1. Meta-GGA functionals, which correct the GGA functional with a term ac-

counting for kinetic energy density.[63]

2. Hybrid functionals, which include a percentage of an exact term to account

for exchange effects.[63]

The use of more complex exchange correlation functionals is by no means a

guarantee of better DFT results, as illustrated by GGA functionals. Indeed, often

in these complex functionals more fitting parameters and empirical parameters

are required, therefore they may work very well for systems similar to the systems
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being parameterised against but can lack transferability. As these functionals are

approximations, choosing the best exchange correlation functional for the system

being investigated is of the utmost importance. Therefore substantial literature

research should be conducted for each system to determine the most suitable ex-

change correlation functional.

2.2.3 Kohn-Sham Scheme

The previous section has shown the need for electron density but has not delved

into how this value is determined. This approach relies on solving a set of sin-

gle electron wave functions using the Kohn-Sham scheme, see Equation 33.[66][67]

This is based of the one electron Schrödinger’s equation but for a non interacting

system, assuming it will still have the same electron density as that of an interact-

ing system.

[
−

h

2Me
· ∇2︸ ︷︷ ︸

Kinetic Energy

+ V(r)︸︷︷︸
Electron-Nuclei

+ VH(r)︸ ︷︷ ︸
Electron-Electron

+ Vxc(r)︸ ︷︷ ︸
Exchange-Correlation

]
·ψi(r)

= εi(r) ·ψi(r)

(33)

where

VH is the Electron-Electron Coulombic interaction (Hartree Energy)
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The ground state electron density can then be determined using the Kohn-Sham

scheme through a self-consistency loop (Figure 7).

Figure 7: Representation of the Kohn-Sham scheme. The starting point of the scheme being
the initial guess of n(r).

2.2.4 Cluster vs Periodic

The DFT calculations can be carried out on both cluster or periodic systems. Clus-

ter calculations do not use periodic boundary conditions and therefore they can

be very useful for studying a molecule in isolation. Furthermore, they can also be

used to study local interactions. For example, if an adsorbate’s interaction with a

region of an adsorbent is short range, the binding mechanism could be studied by

running a calculation on just that local cluster of the adsorbent. This can vastly save

on computational cost, due to being able to calculate across a small system rather

than the full adsorbent structure. The drawback of this technique however is that

the user loses information about the long range effects of the rest of the system.

This may become especially important when studying long range intermolecular

interactions, such as electrostatics.

Periodic DFT calculations do apply periodic boundary conditions and therefore

the unit cells used in the calculation are generally much larger. For crystals the full
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repeating unit of that system much be used, to maintain the proper structure of

the crystal. As would be expected, this does increase computational cost, but has

the benefit of capturing the entire system accurately. This can be especially advan-

tageous for describing the spins of metals, as well as capturing the aforementioned

long range interactions.

2.2.5 Basis Sets

The wavefunctions used within DFT hold the key information about each particle

within the system. These continuous functions are described in DFT by mathemat-

ical ’basis sets’, which are normally a finite number of basis functions describing

a molecular orbital through linear combinations of individual atomic orbitals.[68]

This section will focus on plane wave and Gaussian basis sets due to their preva-

lence in DFT simulations.[69]

Gaussian basis sets are made up of primitive Gaussian functions, also known as

Gaussian Type Orbitals (GTO), which are centred on the relevant atom’s nucleus

position.[70] An example of a simple s-type (Spherical) form of these functions can

be seen in Equation 34. A combination of these functions can better capture the

physical nature of an atomic orbital and therefore the Gaussian basis set will take

the form in Equation 35. Finally, multiple Gaussian basis sets can be combined to

describe just one atomic orbital, leading to double-zeta (two basis sets describing

one atomic orbital) and triple-zeta (three basis sets describing one atomic orbital)

basis sets.[62]

gr = e
−ζν(x

2+y2+z2) (34)

ϕr =

N∞∑
ν=1

cν · gv(r) (35)

where
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gr Gaussian basis function

ζ Controls width of orbital

ϕ Gaussian basis set

c Contraction coefficient (enables weighting of each basis function)

A major benefit of using Gaussian basis sets is that relatively small basis sets

can describe a molecular orbital well.[62] However, these basis set types can suf-

fer from ’Basis Set Superposition Error’ (BSSE) when simulating two monomers

together.[70] This occurs as two monomers approach, the monomers can utilise

the basis functions from each other, artificially stabilising each other and helping

to better describe their own molecular orbitals. This in itself would not be consid-

ered an error except it is done so inconsistently, leading to varying descriptions of

the molecular orbitals depending on molecular distances. The effect on the energy

of the system can be accounted for using the ’Counterpoise Correction’ (CP)[71]

technique in which the BSSE value can be predicted by putting monomer A in the

presence of the basis sets of monomer B without the actual atoms present and vice

versa, therefore the effect of the basis set stabilisation can be contrasted with that

of the full monomer A - monomer B calculation, as shown in Equation 36.[71]

ECPAB = E
AB(basisSet)
AB − E

AB(basisSet)
A − E

AB(basisSet)
B (36)

In the case of molecular systems described by periodically repeated unit cells, a

very convenient approach to describe their molecular orbitals relies on the utilisa-

tion of plane waves. These plane waves basis sets are made up of non-local wave

functions, and therefore are not restricted to an atomic site (as Gaussian basis sets

are). The use of plane waves would normally require using an infinite basis set,

however by assuming periodic boundary conditions Bloch’s theorem suggests that

the system can be solved by summing over the first Brillouin zone (unit cell within

Fourier Space).[72] Fourier space is used as it commonly can solve calculations

involving periodic systems more efficiently (see e.g Ewald Sums Section 2.1.3.2).
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An additional requirement of this technique is to determine only the valence

electrons using plane waves and capture the core electrons using a pseudopoten-

tial. The pseudopotential is a simple potential which loses the oscillatory potential

behaviour of the inner core electrons, but after a certain cut-off replicates the poten-

tial of a full all-electron wavefunction. This is advantageous as the mathematical

problem becomes easier to solve (less electrons) and the chemistry is not affected

(bond breakage/formation involves valence electrons and consideration of only

valence orbitals and some vicinal orbitals is enough). If plane waves were used to

describe core electrons, the computational cost would be prohibitively high. More-

over, the resulting pseudopotential is normally found to be quite small suggesting

they do not have a key role in the DFT calculations.[72] It is worth noting that

these pesuopotenitals are sometimes applied to Gaussian basis sets, especially for

heavier atoms, but are not an absolute necessity. These assumptions lead to the

wavefunction of the valence electrons being determined through Equation 37.[72]

ψi =
∑
G

ck(G) · ei(k+G)·r (37)

where
ψi Wavefunction

k/G Fourier (Reciprocal) Lattice Vector

c Contraction Coefficient (enables weighting of each basis function)

The accuracy of the calculations employing plane waves basis sets is affected by

the selection of the following additional parameters. The first is the number of k

points used to sample the first Brillouin zone (k point sampling).[62] This must be

sufficiently high to obtain the correct energy of the system, as such it is determined

through convergence testing, increasing k until the energy of the system does not

vary within a certain set tolerance. For large unit cell sizes, the number of required

k points is expected to be relatively small; while the opposite is true for small

real space unit cells. The second required input is the ’Energy Cut-off’ which is

a limit of the plane waves within Fourier space. This takes the form of a sphere

cut-off for mathematical simplicity, and can be seen in Equation 38. It represents

a lower limit of the kinetic energy for the plane waves[62], essentially limiting the
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number of plane waves used within a basis set. This value is again found through

convergence testing.

[K+G]2

2
< ECut (38)

For each basis set type there are different advantages and drawbacks, a list of

some of the more general attributes are provided below[62][69]:

Table 1: Advantages/Disadvantages of Gaussian and plane wave basis sets

Gaussian Planewaves

+ Computationally efficient

+ Good description using small basis
sets

+ Can perform all-electron calcula-
tions (pseudopotential not essential)

+/- Atom centered

- BSSE

- Systematic improvement is difficult

+ Uses fast Fourier transforms

+ Easily proceduralised convergence
testing

+ Unbiased by atom centering

+ No BSSE

+/- Implicitly periodic

- Often requires pseudopotentials

- High cut-off required for sys-
tems where the wave functions vary
rapidly
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2.2.6 Additional Notes

This section has covered a brief discussion into the workings of DFT, for a more

in-depth view however the author would like to recommend further reading from

works such as by Martin[53] and Kohanoff.[62] Additionally, it should be noted

that this is only one quantum mechanical technique for studying electronic struc-

tures, there are many others worth investigating such as coupled cluster[73], MP2[74]

(based on Møller-Plesset perturbation theory) and Hartree-Fock.[74][75]
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2.3 structural analysis software- poreblazer

As various MOFs will be studied in this work, it is important to understand

the underlying MOF structures being simulated. The open source software Pore-

blazer[76] was therefore used as a structure analysis tool for all MOF structures.

Among other metrics, Poreblazer calculates the framework density, pore volume,

accessible surface area and geometric pore size distribution, enabling a better un-

derstanding of the number of cage types within each MOF.

It computes the density of the MOF by dividing the mass of the MOF, provided

in a unit cell, by the unit cell volume. The accessible surface area is found by

’rolling’ a probe nitrogen atom along the surface of the MOF, using a provided

collision distance away from the MOF atoms. ’Rolling’ is not strictly correct as the

simulation is actually generated through a Monte Carlo procedure but provides

a good visual approximation of the technique. The pore volume is estimated by

probing the MOF unit cell with a spherical guest, helium, in the MOF; only acces-

sible pores are included, which requires the probe to have a path from one side of

the unit cell to the opposite side without overlapping with framework atoms. Fi-

nally for the pore limiting diameter and percolation dimensions, the largest cluster

of atoms are found within the MOF’s unit cell. The pore limiting diameter is then

calculated based on any path that permits a guest molecule to diffuse through the

structure. The percolation in a dimension is determined based on the length of the

largest cluster in the MOF. If the cluster’s length is longer than or equal to the

unit cell length, in the relevant dimension, it is then consider percolated for that

dimension.
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O L E F I N A D S O R P T I O N I N C U S - C O N TA I N I N G M O F S

3.1 introduction

As touched upon in Chapter 1, Metal-Organic Frameworks (MOFs) are an excit-

ing new class of materials with many potential applications within industry. The

focus of this chapter will be on using these materials for adsorption separation

processes to potentially replace some of the highly energy-intensive distillation

processes currently used within industry. Olefin/paraffin separations are currently

among the most energy-intensive industrial processes run on a large scale[77], with

production of plastics, such as polyethylene and polypropylene, demanding large

quantities of both ethylene and propylene. The separations of ethane/ethylene

and propane/propylene account for 0.3% of the world’s annual energy consump-

tion[20]. However, the replacement of conventional distillation with adsorption

processes relies on an effective choice of adsorbent materials.

Recent works have aimed to use large-scale computational screening to iden-

tify promising MOFs for adsorption-based applications. In the work by Wilmer

et al.,[6] a building-block method based on existing MOF structures was utilised

to build 130,000 MOFs structures, most of them hypothetical. The authors then

went on to computationally analyse physical characteristics of the MOFs as well as

methane uptake capacities, which were adequately confirmed through experiment

for some of the highest-performing existing MOFs. The success of computational

screening studies like the example above is highly dependent on the model being

used for adsorption predictions.[35][78] When the model fails to describe the cor-

rect adsorption mechanism, the results can be disastrous. An example of this was

highlighted in work by Keskin et al.[78], which investigated a model for hydro-

gen adsorption in IRMOF-1 previously proposed by Yang et al.[79] The model had

been fitted against experimental data up to 1 bar and reproduced the experimen-

50
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tal isotherm well within this region. However, Yang et al.[79] went on to use the

model to predict adsorption up to 100 bar; Keskin et al.[78] later compared this

to their experimental values and observed that the simulation uptake of hydrogen

was over double the experimental value. The need for robust models is therefore

paramount for obtaining reliable results in molecular simulation, even when con-

sidering seemingly simple adsorbates such as hydrogen.

MOFs containing Coordinatively Unsaturated Sites (CUS), also known as Open

Metal Sites (OMS), provide a unique simulation challenge in creating a model

which can accurately describe the coordination bond that occurs with particular

adsorbates. There are various MOFs that develop unsaturated metal centres upon

the activation step prior to adsorption[80]. This occurs when the MOF’s metal sites

are not fully coordinated to organic linkers but rather to a guest molecule, for in-

stance the solvent used in synthesis; upon removal of this molecule the metal is

left with a free unsaturated site. These sites have demonstrated selective adsorp-

tion for many practical applications, strongly adsorbing gases such as CO2[81],

C2H4[17] and H2[82]. This selectivity feature is promising in the aforementioned

case of olefin/paraffin separations, which are generally achieved through costly

cryogenic distillation, and for which these CUS-containing MOFs have the poten-

tial to be attractive materials for gas separation through alternative techniques such

as Pressure Swing Adsorption (PSA)[83]. In the case of olefins, the double bond of

the hydrocarbon can strongly coordinate with the metal centre of the MOF as ex-

plained by the Dewar-Chatt-Duncanson model.[84][85] As discussed by Nechaev

et al[19], this occurs through an electron donation from the olefin’s π-orbital to the

vacant orbital of the metal centre, with back donation occurring from the metal’s d-

orbital to the antibonding π-orbital of the adsorbate.[86–88] The presence of these

CUS introduces additional complexity in simulations. Standard forcefields were

not originally designed to account for these complex orbital interactions[35] but

rather deal solely with van der Waals forces. In the case of some highly polar ad-

sorbates, such as water, the inclusion of Coulomb electrostatics within these stan-

dard forcefields may lead to relatively good agreement between simulation and

experiment[89], however this is highly dependent on the selection of point charges.

For non-polar adsorbates such as ethylene, the role of electrostatics has been ob-
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served to be insignificant and cannot account for the increased adsorption at the

CUS[18]. This would suggest that the better performance of standard models for

polar adsorbates is caused by electrostatics dominating the adsorption mechanism

and not by correctly capturing this orbital interaction.[90] Therefore a fully trans-

ferable model is still required to treat CUS interactions consistently.

A number of approaches have been proposed to address this failing, generally

achieved through either re-parameterisation of the existing forcefields[86], account-

ing for polarization effects in the case of certain adsorbates[91] and/or through

coupling of Grand-Canonical Monte Carlo (GCMC) simulations with quantum me-

chanical calculations.[1, 57, 92]

The work by Lamia et al.[86] focused on the prior method of refitting the LJ pa-

rameters, based on a single experimental isotherm point, in this case for propylene

adsorbing in HKUST-1. Lamia et al. observed improvement in adsorption isotherm

agreement by just refitting the LJ well-depth parameter of the Cu-CH2 interaction.

However, later work by Jorge et al. illustrated that this method did not capture

the correct adsorption mechanism and the short range nature of the orbital interac-

tion[87]. In spite of this, this method is still being utilised, most recently in a paper

by Luna-Triguero et al.[93] which looked at ethylene/ethane competitive binary

simulations for MOFs containing CUS (this will be investigated further in Chapter

4).

Becker et al.[91] used explicit calculation of polarization effects to improve ad-

sorption isotherm agreement with experiment for CO2 in M-MOF-74, again for

various different metal complexes. The isotherm agreement with experiment is

good, especially considering that the polarization parameters were grouped from

two literature sources fitted against experimental data, with the intention in the

future to derive these parameters based on quantum mechanical calculations. The

implementation of this method, however, required a number of scaling terms, sim-

plification of polarization calculations to improve computation efficiency and re-

moval of implicit polarization effects already accounted for within the standard

forcefields used. Furthermore, agreement with experiment for methane adsorption
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in M-MOF-74 was poor, raising questions on the transferability of this approach for

different gases. The work by Pham et al.[46] has also illustrated the improvement

in CO2 molecular simulations in MOFs when implementing explicit polarization

effects. Furthermore, earlier work by Forrest et al[94], and later related work by

Franz et al.[95], showed that this method markedly improves agreement for hydro-

gen adsorption within CUS-containing MOFs. However, due to the additional com-

putational costs and questions regarding whether this approach will work equally

well on less polarizable hydrocarbon adsorbates, this method will not be pursued

within this thesis.

The idea of coupling quantum-mechanical calculations with GCMC more di-

rectly has led to a successful description of both adsorption isotherms and mech-

anism through a variety of approaches. These methods normally fall into one of

three categories: 1) using DFT energies directly in GCMC simulations; 2) refitting

the entire adsorbate-MOF interactions based on DFT energy profiles; 3) refitting

only the adsorbate-CUS interaction, again based on DFT energy profiles.

Chen et al. [92] directly utilised DFT calculations with a pairwise correction term

(DFT/CC)[96] to obtain full energy grids to account for the solid-fluid interactions

between methane and HKUST-1 in GCMC simulations, i.e they generated a PMAP

(see Chapter 2) directly from DFT calculations. This has the advantage of not hav-

ing to fit the energy profiles to a classical functional, however requires extensive

computing power to generate the DFT potential energy map[35]. Also, it is only

currently applicable to spherical adsorbates, which limits it potential transferabil-

ity to other systems.

Dzubak et al.[57] used DFT calculations to successfully sample CO2 adsorp-

tion in both Mg-MOF-74 and MOF-5 (only the former contains CUS). The DFT

interaction energy profiles thus created were used to fit all interaction parameters

using a modified Coulomb-Buckingham potential. The resulting GCMC simula-

tions obtained good agreement with experimental isotherms. The transferability

of this model was also tested by simulating adsorption of CO2 in Zn-MOF-74. In-

terestingly, only the metal interaction had to be re-parameterised in relation to
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Mg-MOF-74 to obtain good agreement with experiment. As highlighted by Fischer

et al.[35], this transferability suggests that the CUS orbital interaction could poten-

tially be treated independently from the other interactions. It is important to note,

however, that the DFT fitting approach of Dzubak el al. led to significantly differ-

ent parameters for atoms in similar chemical environments (e.g aromatic carbons)

in MOF-74 and MOF-5. This raises questions about whether this DFT approach

can be used as a replacement for standard atomic forcefields, as a balance must be

struck between accuracy and transferability.

Recent work by Borycz et al[97] utilised a combined approach of LJ refitting/DFT

implementation for CO2 adsorption in M-IRMOF-10, for various different metal

complexes. This approach refitted the LJ parameters between the oxygen atom of

CO2 with a metal center based on DFT interaction energy profiles. This has the

advantage of not relying on experimental isotherms which can vary considerably

depending on the MOF sample used. It does however require including a short

range CUS interaction to the LJ fit and therefore maintaining the correct full pro-

file could be potentially difficult for particularly deep attractive wells. It should

be noted that the same group has in earlier work used a slightly more complex

Buckingham potential to account for this CUS interaction, in the case of CO2 ad-

sorption in Fe-MOF-74.[98]

Koh et al.[99] also used DFT calculations, with vdW-DF2 exchange correlation

functionals, to predict methane behaviour at the CUS of HKUST-1, but fit the

energy profile to a Morse functional, relative to the CH4-Cu distance. The other

CH4-framework atoms interaction were described using classical forcefields. This

led to better agreement with experiment, especially in the high pressure region.

However, as the full interaction energy (i.e including van der Waals) was captured

in this profile, CUS parameters would be required for every different adsorbate

being simulated. Furthermore, when testing transferability of these CUS parame-

ters to other similar Cu-paddlewheel MOFs, agreement with experiment diverged

slightly.
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Mercado et al.[100] proposed an innovative method for capturing CO2 adsorp-

tion in CUS (as well as CH4 and H2O), again for the M-MOF-74 class. DFT cal-

culations were used to obtain the energy profile for CO2 with the CUS, but only

the repulsive forcefield parameters were refit to improve consistency with DFT cal-

culations. This also led to improved adsorption agreement with experiment. The

fitting procedure however was nontransferable to certain MOF types, which could

cause issues if wanting to apply this approach to large-scale screening simulations.

Additionally, fitting to DFT profiles required an iterative self-consistent approach

which resulted in some large deviations between forcefield and DFT energies, es-

pecially in the case of methane fitting.

This chapter will present work that expands upon the method of Fischer et

al.[1], which also utilises functionalisation of DFT energy profiles. Fischer et al[1]

used DFT to obtain an interaction energy profile between ethylene molecules and

HKUST-1 Cu atoms. The major difference of this approach, however, is that the

CUS contribution is isolated rather than left grouped with the van der Waals

contribution, as in all the approaches discussed above. The isolation is achieved

by subtracting the contribution of other energy terms determined using classical

forcefields from the DFT energy profiles. This approach seeks to capitalise on the

transferability demonstrated by Dzubak et al.[57] between Mg-MOF-74 and Zn-

MOF-74, which implied that the CUS interaction may be treated independently of

other forces. The GCMC simulations then used classical forcefields to describe the

van der Waals component of the intermolecular forces between the MOF and the

adsorbate, while using a specific functional form to capture the CUS interaction

alone. The resulting adsorption isotherms showed very good agreement between

simulation and experiment across a variety of temperatures. A major strength of

this approach is that the model is able to respond to improvements in the de-

scription of either CUS or van der Waals forces independently. Furthermore, as

the non-orbital interaction will be captured through classical simulation methods,

only one DFT interaction energy profile is required relative to the metal centre,

describing the CUS contribution. The main advantage, however, is the prospect for

the model to be transferable. For example, if the strength of the CUS contribution

for the carbon-carbon π bond is consistent across olefins, this enables the same
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forcefield parameters to be used for various adsorbates. A later paper by Jorge et

al.[18] in fact demonstrated that the same CUS parameters were transferable be-

tween ethylene and propylene without the need for any parameter adjustments.

Recent work by Heinen et al.[101] utilised a similar approach to that of Fischer

et al.[1], isolating the CUS interaction from a DFT profile and treating it indepen-

dently within the GCMC simulation. The key difference between the two methods

was in how the CUS contribution was isolated. The group used the Amsterdam

Density Functional (ADF)[102][103] package’s energy decomposition scheme to

isolate the CUS interaction, rather than using the classical forcefields approach dis-

cussed above. This led to a much lower orbital interaction energy at the minimum

for the Heinen et al. work, which had to be compensated later through altering

copper and oxygen classical forcefield values used to describe the van der Waals

interactions. Transferability was not tested in the work of Heinen et al., but one

can expect that this changing of classical forcefields would lead to difficulty in

transferability, as such this approach was not pursued within this work.

Finally, there was a recent study by Kulkarni and Sholl[104], which used a DFT

profile and isolated the ethylene interaction with the CUS of HKUST-1, by remov-

ing the interaction contribution of surrounding atoms. This was then fit to a pair-

wise Morse potential for the Cu-CH2 interaction. This work shared a similar goal

to that of the present chapter, of testing a DFT-based CUS functional approach for

transferability to different copper paddlewheel MOFs. The Kulkarni method, how-

ever, has a number of important technical differences, which have lead to differing

agreement with experiment. Furthermore, the focus of Kulkarni and Sholl[104] was

on predictive simulation of MOF performance, whereas this chapter will focus on

model validation. As such, a comparison of the differences in technical approaches

will be discussed within the latter part of this chapter’s Methodology section, to

enable the reader to have a better appreciation of the background theory of this

method.

Overall, this chapter will demonstrate that the proposed CUS model for ethylene

is transferable not only to other adsorbates but also to other adsorbent materials
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with unsaturated Cu sites. All MOFs studied here contain the copper paddlewheel

motif found in HKUST-1 and used in our parameter fitting, but one of the MOFs

introduces a different copper building unit. Furthermore, some technical improve-

ments are reported in both the DFT and GCMC procedure. The ultimate aim is

to develop a transferable method that correctly captures the CUS behaviour in

a range of MOFs to enable effective computational screening of CUS-containing

MOFs for challenging gas separations. Indeed, we show that our approach for de-

scribing the CUS interaction leads to very good agreement with experiment, and

thus our forcefield can be used with confidence to make predictions of adsorption

in this class of materials.
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3.2 methodology

This section will outline the procedure to model the interaction of ethylene with the

HKUST-1 CUS, however for a more in-depth look into the earlier development of

this model the reader is referred to previous papers.[1, 18, 58, 105] The procedure

is comprised of 5 key stages:

1. Quantum-mechanical (QM) calculations to obtain the interaction profile be-

tween the adsorbate and the CUS.

2. Isolation of the CUS contribution in the DFT profile.

3. Fitting the resulting profile to a modified Morse functional.

4. Including the new CUS interaction site in GCMC simulation.

5. Validating GCMC adsorption isotherms against experiment.

The number of copper paddlewheel MOFs that the new model can be validated

against is limited by the number of available experimental isotherms for ethy-

lene adsorption. He et al.[37] published a number of new ethylene adsorption

isotherms for six Cu-containing MOFs; HKUST-1, PCN-16, NOTT-101, MOF-505,

UMCM-150 and UTSA-20. Therefore these MOF will be the focus of this transfer-

ability study. He et al.[37] also provide methane and ethane adsorption isotherms

for these MOFs. As they are both saturated hydrocarbons, the CUS interaction will

not play an important role in adsorption.[35, 77] Therefore comparison of simula-

tions with experiment for these adsorbates can be used first to indicate whether

the MOF structure and van der Waals interactions are being correctly described in

GCMC simulations, before any discrepancies found within ethylene simulations

can be attributed to the new CUS model. We have therefore carried out simula-

tions of methane, ethane and ethylene at both 273 and 296 K on the six MOFs

mentioned above. Initially, new CUS parameters for HKUST-1 were developed to

improve upon those used in previous work[18], and as such the resulting simulated

ethylene isotherms were compared to both experiment and simulations obtained

using the previous CUS parameters. Furthermore, additional DFT energy profiles

and CUS parameters were obtained for MOF-505 to confirm transferability of the
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adsorption energies to different MOFs. New energy profiles and CUS parameters

were also obtained for the different copper building unit present within the struc-

ture of UMCM-150 (see Results section).

3.2.1 DFT calculations

In this work the DFT calculations use the open source software CP2K[106, 107]

with periodic boundary conditions, enabling the full MOF structure to be taken

into account. CP2K uses a combination of basis sets from Gaussian-type orbitals

and a plane-wave basis; for an explanation of these basis set types see Part 2.[106,

107] The exchange-correlation functional used was PBE[108], as this functional has

been used successfully for this model in previous work.[1, 18] Additionally it has

been shown to capture the correct binding distances for both hydrogen and ethyne

on HKUST-1 CUS.[105, 109] PBE does however have limitations regarding treat-

ment of dispersive interactions[110–112], which will be discussed and accounted

for in the fitting procedure. The basis sets used for all atoms were double zeta

plus polarization (DZVP) with PBE optimised Goedecker pseudopotentials[107,

113, 114]. The energy cut-off selected was 400 Ry, and convergence was checked

by using higher values for selected cases, and the calculations used Γ point sam-

pling. Furthermore, spin polarization was accounted for in all DFT calculations.

Initially, both the ethylene and the HKUST-1 structure were optimised indepen-

dently and later used as reference energies to obtain the ethylene-MOF interaction

energy from:

UInteraction(r) = Ucomplex(r) −UHKUST-1(r) −Uethylene(r) (39)

This differs from previous work[18], in which the original HKUST-1 CUS parame-

ters were obtained using energy profiles from all-electron DFT cluster calculations

ran with the DMol3 code[115, 116] contained within the "Material Studio" package

(see Chapter 2 for explanation of cluster calculations).[117] Small cluster models

behave well in cases where the nature of the interaction is very localised but can
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lead to inaccurate representations of molecular systems when long range effects

are important[110]. As such, the decision was made to switch to periodic DFT

calculations to remove this potential source of error (and in the process, validate

the accuracy of previous cluster calculations). Furthermore and above all, using

periodic DFT calculations improves consistency with later steps in the fitting pro-

cedure, which are also based on periodic boundary conditions (see Parameter Fit-

ting).

The DFT optimisation protocol differed only slightly from the work of Jorge et

al.[18] due to the introduction of periodic calculations; it should be noted, however,

that both present and previous[18] DFT calculations use two adsorbing ethylene

molecules on either side of a copper dimer to limit distortion of the copper building

unit, as illustrated in Figure 8.

Figure 8: Illustration of two binding ethylene molecules (purple) in HKUST-1 primitive
cell. Color code for atoms/molecules is: blue-copper, red-oxygen, brown-carbon,
white-hydrogen and purple-ethylene.

Firstly, after the initial minimum energy geometry optimisation of the ethylene-

MOF complex, the internal degrees of freedom of the adsorbate were kept entirely

fixed while the adsorption energy profile along the Cu-Cu vector of the paddle-

wheel was computed (see Figure 9). This was required as the adsorbate is now in a

3D cage and could move away from the relevant Cu-Cu vector at larger distances
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from the metal, where the CUS interaction becomes weaker and van der Waals

forces dominate. Conversely, as the DFT calculations were now periodic there was

the opportunity to allow the entire framework to relax upon optimisation with

ethylene; this was not possible in previous cluster calculations because it would

lead to unphysical distortion of the MOF cluster. Table 2 compares the optimized

energies and binding distances (Cu to the center of the ethylene double bond)

obtained in a fully fixed HKUST-1 framework, a fully relaxed framework and a

partially relaxed framework, in which only the Cu atoms were free to move. Using

a fixed framework led to a slightly less favourable binding energy, and correspond-

ingly larger binding distance, for ethylene, as observed previously.[1] However the

difference in interaction energy between a partially restricted optimisation (Cu free

to relax) and a non-restricted framework was not significant, and therefore the for-

mer approach was chosen to minimise computing time. Additionally, in Table 2 it

can be seen that the difference in DFT interactions energies between cluster and

periodic calculations is very slight, implying that either procedure would be suit-

able for obtaining energy profiles. It should be noted that the interaction energies

shown in Table 2 do not properly account for dispersion interactions.

Figure 9: Illustration of Cu-Cu vector that ethylene molecules is moved upon within DFT
calculations. Color code for atoms is: blue-copper, red-oxygen, brown-carbon,
white-hydrogen.
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The DFT obtained interaction energy profile for partially restricted optimisation

of ethylene in HKUST-1 is shown in Figure 10, with respect to the distance from

center of the ethylene molecule and the nearest copper site. The position of the

ethylene molecules at the energy minimum, for all DFT optimisations, showed

that the copper-copper vector was in line with the center of the ethylene molecule’s

double bond, as can be seen in Figure 9. This highlights the center of the ethylene

double bond as the best site for the CUS interaction with the copper atoms, in the

GCMC simulations.

Table 2: DFT calculations with different geometry constraints
(*B.D - binding distance)

DFT Calculation Optimisation Int. Energy (kJ/mol) *B.D (Å)

Cluster[18] Relaxed Copper -23.3 2.60

Periodic Fixed Framework -21.5 2.74

Periodic Relaxed Copper -23.3 2.63

Periodic Relaxed Framework -23.7 2.61

Figure 10: Illustration of interaction energy obtained for the DFT profile of ethylene in
HKUST-1, using PBE.
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3.2.2 Parameter fitting

Once the interaction energy profiles between the adsorbate and the metal site of a

MOF were calculated using DFT, the CUS contribution must be isolated before it

can be fit to a given functional form, and this requires assumptions about the DFT

energies. The first assumption is that electrostatics do not play a significant role

in ethylene adsorption on MOF frameworks. Jorge et al.[18] simulated adsorption

isotherms for ethane and ethylene in HKUST-1 both explicitly including and ignor-

ing electrostatic interactions. The difference between the isotherms was negligible,

indicating that the above assumption is reasonable and the electrostatic contribu-

tion to the energy profile can be disregarded.

The second major assumption is that the PBE exchange-correlation functional

does not capture any dispersive van der Waals interactions near the Cu site; PBE

often predicts very low or negligible binding in van der Waals complexes[110–112],

which suggests that this assumption is at least reasonable. This then implies that

the energy of interaction obtained in DFT arises solely from the Cu-π interaction

and the repulsive contribution[1]:

UCu−π(r) = UDFT (r) −URep(r) −UDisp(r) −UElectro(r)︸ ︷︷ ︸
Zero

(40)

To isolate the Cu-π interaction, the repulsive contribution must thus be deter-

mined. This was achieved using in-house software to calculate the Lennard-Jones

potential energy profile along the Cu-Cu vector in a fully periodic structure, based

on the classical models that will be used later in GCMC simulations. The use of

periodic GCMC simulations in this step is a primary reason to use periodic DFT

calculations to obtain DFT energy profiles, for a more consistent isolation proce-

dure. The Weeks-Chandler-Andersen (WCA) approximation[118, 119] was then

applied to isolate the repulsive contribution in the LJ potential. This assumes that

by truncating the LJ potential at the minimum energy value and then adding this
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value to the remaining potential profile gives the repulsive energy, as shown in

Figure 11.

Figure 11: Illustration of the WCA approximation to estimate repulsive interactions.

The now isolated Cu-π profile represents the attractive interaction energy be-

tween the olefin double bond and the copper atom due only to the CUS, and will

need to be fit to a function for use in GCMC simulations as a single interaction site.

The location of the CUS site was chosen to be at the center of the ethylene double

bond; this was because it was found to be the closest point to the copper within the

DFT calculations and also made sense physically as it is the double bond which

donates the electron to the CUS (Figure 12).

Figure 12: CUS site located on ethylene molecule, Color code for atoms is: brown-carbon,
white-hydrogen and yellow-CUS site.
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The CUS interaction site has the functional form of a 5-parameter modified

Morse potential[1], shown in equation 41. This includes a power law term enabling

the short range nature of the CUS interaction to be fully captured.

Ufunction(r) = Do ·
[
exp

(
α

(
1−

r

Ro

))
− 2 · exp

(
α

2

(
1−

r

R0

))]
−

(
A

r

)B
(41)

In this equation, Ro corresponds to the distance of the minimum in the Morse

potential, while Do represents the depth of this minimum, akin to the role of σ

and ε, respectively, in the LJ potential. The α constant reflects the flexibility of the

curve, while the final two parameters A and B are purely empirical terms.

In previous work[87] equation (3) was fitted to the energy profile over a range

of binding distances between 2 and 5 Å, as shown in Figure 13.

Figure 13: Previous work’s cut-off scheme shown for the periodic DFT based CUS interac-
tion, using the modified Morse potential. Black line- newly parameterised CUS
interaction and Blue Circles- DFT Cu-π binding energy.

A high cut-off at larger separation distances was then introduced into the GCMC

simulations for this Cu-π interaction to avoid an unrealistic enhancement of ad-

sorption energies away from the Cu atom[18]. This would contradict the short-

range and highly directional nature of the Cu-π interaction, and may violate the
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requirement that the unsaturated copper can only form a coordination bond with

one adsorbate molecule at a time. This was complemented by a smooth shift cut-

off region to avoid a discontinuity in the potential. As an adsorbate molecule’s

binding distance enters the shift cut-off region, its interaction energy will steadily

tend towards zero as the binding distance approaches the high cut-off value. The

final cut-off scheme has the following form:

UCu−π(r) =


Ufunction(r) Shiftcut > r

Ufunction(r) ·
(Hicut− r)

(Hicut− Shiftcut)
Shiftcut < r < Hicut

0 r > Hicut

(42)

Previously, the high cut-off for this Cu-π interaction was set at 5 Å with the shift

cut-off set at 4 Å.[18] We have investigated the cut-off scheme in more depth, and

although the previous scheme greatly improved upon the issue of unfeasible bind-

ing energies at large distances, it did not fully solve the problem. When the final

configurations of the GCMC simulations were analysed, it could be observed that

more than one ethylene molecule fell within the interaction sphere of each single

copper site. This meant that the CUS was occasionally interacting with more than

one adsorbate, which is unphysical, albeit much more weakly for further away

molecules. It was therefore decided that the cut-off scheme must be optimised to

remove the possibility of multiple CUS interactions per copper site, while not ham-

pering single adsorbate CUS adsorption. This was tested by carrying out GCMC

simulations on HKUST-1 pre-loaded with one fixed ethylene molecule adsorbed at

each unsaturated Cu site, both with and without the CUS-specific interaction term.

As the copper sites are pre-loaded, the CUS interaction should have no effect on

adsorption, and thus the two isotherms should be identical. The resulting GCMC

simulations including and excluding the CUS interaction were compared, using

several cut-off schemes. In Figure 14, it can be seen that a shift cut-off of 4 Å and

high cut-off of 5 Å is unsuitable, leading to slightly higher adsorption than the sim-

ulation excluding CUS specific interactions. This difference can thus be ascribed to

an artificial enhancement of the CUS interaction energy away from the metal site.
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Figure 14: Simulated adsorption isotherms in pre-loaded HKUST-1 for ethylene. The solid
lines show results of the periodic DFT model for various cut-off schemes iden-
tified in graph key, noted in the key by their shift cut-off and then their high
cut-off (cutoff shift-high)OFF refers to a simulation without CUS interactions
(dashed line).

This was later confirmed using visual software to test the number of adsorbate

molecules less than 5 Å away from the copper. This was done by removing all but

the copper and CUS sites from the GCMC configuration file and setting the bond

length (i.e interaction distance) between the sites to 5 Å , shown in Figure 15.

Figure 15: Snapshot of interaction distance between copper (blue) and CUS site (yellow)
within a GCMC simulation. An example of a Cu atom binding to two ethylene
molecules is highlighted.
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Figure 16: Simulated (lines) adsorption isotherms in HKUST-1 for ethylene. The solid line
shows results of the periodic DFT model (Cut-off 3.5-4 Å) and the dashed line is
for the periodic DFT model (Cut-off 3.5-4.5 Å). The solid line with square points
shows the periodic DFT model (Cut-off 3.5-4 Å) with no low cut-off.

The remaining two cut-off schemes investigated would both be acceptable to

meet the criteria above. However, two other factors must be considered when

choosing the most suitable cut-off scheme. Firstly, smaller cages than those present

in HKUST-1 may be located in other MOFs and therefore a smaller high cut-off

would be preferable to avoid artifacts in future applications of the model. How-

ever, it must be ensured that the CUS interaction is not shortened too far as to

impede adsorption in viable CUS adsorption sites. To test this, the smaller cut-off

scheme with 3.5 Å shift cut-off and 4 Å high cut-off was compared against the

higher cut-off scheme with 3.5 Å shift cut-off and 4.5 Å high cut-off. As shown in

Figure 16, the difference in adsorption between the two cut-off schemes is negligi-

ble, indicating that the cut-off scheme with 3.5 Å shift cut-off and 4 Å high cut-off

is sufficient to capture the CUS interaction without artificially strengthening sites

away from the CUS, as such it will be used for all future GCMC simulations.

Due to this improved cut-off scheme, the parameter fitting procedure was only

carried out between binding distances of 2 and 4 Å. Finally, a low cut-off for the
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CUS interaction was also introduced to avoid mathematical artifacts in close vicin-

ity to the open metal site. For example, in the case of HKUST-1 it was observed that

a small number of configurations at binding distances between 1-1.4 Å occurred

in which the negative CUS term was higher in magnitude than the positive repul-

sive energy from the LJ potential, which created an unrealistic adsorption site very

close to the copper atom. This artifact was eliminated by shifting the CUS inter-

action energy to zero below a low-cut value of 1.8 Å. Although these changes to

the cut-off scheme had a very small effect on the ethylene adsorption isotherms in

HKUST-1 (Figure 16), there is no guarantee that the effect will not be important in

other MOFs or with other adsorbates. As such, the low-cut has been implemented

in the new cut-off scheme for these calculations and all future work, as although

the effect of the low cut-off on the isotherm may be minor its description of the

binding mechanism will be more physically reasonable.

It is worth mentioning at this stage that this parameter fitting procedure is quite

different from the one proposed recently by Kulkarni and Sholl[104]. Those au-

thors chose to fit their DFT energies to a pairwise Morse potential between the

Cu atom and each of the CH2 sites of ethylene, whereas in this work there is a

new CUS-specific interaction site at the center of the double bond. Their original

scheme led to artificially high interaction energies for configurations in which the

olefin was highly tilted with respect to the Cu-Cu vector, which prompted the au-

thors to introduce a three-body orientationally dependent term to their potential.

Furthermore, because their CUS interactions are truncated only at 13 Å, it is pos-

sible that their model is artificially enhancing adsorption away from the Cu atom,

(this point is returned to later in the chapter). On the contrary, the present fitting

scheme ensures that the short-range and directional nature of the Cu-π interaction

is correctly captured.
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3.2.3 GCMC simulations

All adsorption isotherms were obtained through GCMC simulations using the

open source code Music.[120] The code was adapted to include the modified Morse

potential function enabling CUS interactions to be introduced; the main addition

to the Music code can be seen in Appendix A.1. An introduction into the basic

concepts behind GCMC simulations can be found in Chapter 2. Before running

full GCMC adsorption simulations, potential maps (PMAPs) that tabulate the in-

teraction energy between a given adsorbate site and the MOF on a fine grid were

produced (see Section 2.1.4.2). The grid spacing selected for these maps was 0.15 Å.

For simulations of methane and ethane, cavity bias[52] based on the LJ potential

maps was used for insertion and deletion trials (see Section 2.1.4.2). In the case of

ethylene, however, insertion and deletion were done randomly (i.e. without bias).

This is because two map types were present (CUS and LJ), and using a bias based

on only one map type could possibly negatively deviate the simulations away

from sites that would become favourable when accounting for both intermolecular

forces. In the future, it would be desirable to further modify the simulation code

to allow for biased insertions and deletions using a combination of PMAPs, which

is not currently allowed within Music. In addition to insertion and deletion trials,

molecules were allowed to rotate and translate (or only translate, in the case of

methane), using optimized maximum displacements. All MC trials were equally

weighted and occurred once per simulation step. A minimum of 100 000 000 steps

were used, but this was increased to 500 000 000 for methane simulations to reduce

statistical error due to the smaller amounts adsorbed. The first 50% of steps were

ignored to ensure equilibration, and the remaining steps were split into 20 equal

blocks for error analysis. Error bars were always smaller than the symbols used in

the results section, and are therefore not shown. Pressure values were converted

to fugacities for input into the simulation code using the Peng-Robinson equation

of state[121].
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3.2.3.1 LJ Forcefields

The DREIDING forcefield[56] was used to describe most framework atoms as it has

previously been successful in describing adsorption in MOFs.[122] The exception

is the copper atom which is not present in DREIDING; as such the Universal force-

field (UFF)[55] was selected to describe repulsion and dispersion interactions with

the metal. A recent MOF simulation study has shown that using either of these

forcefields leads to little qualitative differences in adsorbed amounts, although

slight quantitative differences can be found depending on the system being stud-

ied.[123] For the adsorbates, a united atom approach was used for each CHx group,

with parameters taken from the TraPPE forcefield.[53, 54] Both the framework and

the adsorbates were kept fully rigid during simulations. All cross-species LJ pa-

rameters were determined using the standard Lorentz-Berthelot combining rules,

and an interaction cut-off distance of 13 Å was applied.

3.2.3.2 CUS Functional

The values of the cut-off distances are provided in Table 3 for completeness, while

Table 4 reports the CUS parameters found through fitting the DFT energy profiles

obtained on three different MOFs to equation 41, as well as the corresponding

parameters obtained in previous work[18].

Table 3: CUS interaction cut-off scheme

Low Cut-off 1.8 Å

Shift Cut-off 3.5 Å

High Cut-off 4.0 Å

Table 4: CUS parameters obtained from DFT fitting to Equation 41

MOF Complex Produced Ro (Å) Do (kJ/mol) α A B

HKUST-1 Dimer Jorge[18] 3.1870 9.9600 7.9200 3.867 9.2400

HKUST-1 Dimer This Work 3.1030 10.6324 8.0945 3.825 9.2812

MOF-505 Dimer This Work 3.3484 9.8712 6.8640 4.007 8.5900

UMCM-150 Trimer This Work 4.3090 8.0858 5.9320 4.337 8.7583
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3.2.4 Structural analysis

As various MOFs will be used to check the transferability of this CUS model, it

is important to understand the cage structures within the MOF. The open source

software Poreblazer[76] was therefore used as a structure analysis tool for all MOF

structures studied in this work; a description of the sofware can be found in Sec-

tion 2.3. Importantly, it provides an estimate of the pore limiting diameter for

each MOF, which is the narrowest constriction found in any path that permits a

guest molecule to diffuse through the MOF structure[76]. It thus provides some

important insight into the pore network topology and may help identify existing

diffusion limitations. However, the pore limiting diameter does not always corre-

spond to the smallest window size in a given MOF - in cases where pores are

isolated from the rest of the network by small windows, they will not be part of

the diffusive path of the adsorbates. Analysis of the entire pore network connec-

tivity is used to identify possible regions of the pore space that are inaccessible

for adsorption. A full breakdown of the Poreblazer analysis on all of the studied

MOFs is given in Table 5.

Table 5: Poreblazer[76] analysis for each MOF. ρ- density Vp- helium pore volume, S.A-
accessible surface area, P.L.D- pore limiting diameter, Percolation- dimensions for
percolation through the MOF system.

MOF ρ (g/cm3) Vp (cm3/g) S.A (m2/g) P.L.D (Å) Percolation

HKUST-1 0.879 0.853 1911 6.37 3D

PCN-16 0.722 1.092 2826 6.32 3D

NOTT-101 0.683 1.222 3087 5.60 3D

MOF-505 0.926 0.806 1923 4.53 3D

UMCM-150 0.635 1.259 3057 8.81 1D

UTSA-20 0.909 0.770 1589 8.80 1D
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3.2.5 Experimental Isotherm Scaling

It should be noted that all experimental isotherms were scaled up using the ratio

between the theoretical pore volume(Vp) of an ideal crystal and the experimental

pore volume reported by He et al.[37], both determined from analysis of saturated

nitrogen adsorption at 77 K. The scaling method is shown in Equation 43. This

procedure takes into account, in an approximate way, for the observed reduced

adsorption capacity in real MOF samples, due to potential imperfections such as

collapsed pores, non-porous by-products, and solvent molecules trapped inside the

pores of the MOF during synthesis[18]. This also enables experimental isotherms

obtained from different quality samples to all be used in comparison with simula-

tion, provided they are consistent with each other. This technique will be used for

all experimental isotherms within this thesis, unless otherwise stated.

ηScaled Experiment = ηExperiment ·
Vp(Simulation)

Vp(Experiment)
(43)
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3.3 results and discussion

In this section, the results of transferring the CUS parameters obtained on HKUST-

1 to various other Cu-based MOFs will be presented. In previous work, it has been

demonstrated that this CUS approach is able to correctly describe the adsorption

mechanism of olefins on HKUST-1[1], and that the parameters are transferable be-

tween different adsorbate molecules of the same type (e.g., ethylene to propylene)

on that same MOF material[18]. Nevertheless, first a comparison will be carried out

between simulated ethylene adsorption in HKUST-1 and the experimental data set

of He et al.[37], which was not considered in previous work, and to validate the

changes introduced in the DFT calculations (periodic instead of cluster) and fitting

procedure (improved cut-off scheme). For that purpose, this section will compare

isotherms obtained using the new approach to those using the original parameters

of Jorge et al.[18] Subsequently, adsorption isotherms using parameters obtained

from periodic DFT calculations on HKUST-1 will be calculated for the remaining

MOFs — PCN-16, NOTT-101, MOF-505 (NOTT-100), UMCM-150 and UTSA-20 —

and compared against experimental data[37].

3.3.1 HKUST-1

(a) Linker (b) Topology

Figure 17: Diagram showing the linker (a) and the unit cell topology (b) of HKUST-1. Color
code for atoms is: blue-copper, red-oxygen, brown-carbon and white-hydrogen.
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HKUST-1[10] is one of the most widely studied MOFs[124]. It has the composi-

tion Cu3(BTC)2 and is made up of two copper ions in a paddle wheel structure

with BTC linkers, benzene-1,3,5-tricarboxylate [125]. In Figure 17, the overall struc-

ture is shown to be cubic with a pto topology[105], which arises from the tritopic

linker. The Secondary Building Unit (SBU) is made up of the two copper atoms

bridged by four carboxylate functionalities from the BTC linker [125]. Cu3(BTC)2

has three pore types, all roughly spherical, one small tetrahedral pore ≈ 5 Å and

two larger octahedral pores of ≈ 11 Å and 12 Å. [126, 127] The CUS sites within

HKUST-1 face the interior of the largest pore. Poreblazer[76] identified a pore lim-

iting diameter of 6.4 Å (see Table 5). This can be compared to the dimensions of the

adsorbates, shown in Table 6 (only data for methane and ethane was found[128],

but the dimensions of ethylene are expected to be quite similar to those of ethane).

It can be seen that the kinetic diameters of all three adsorbates are significantly

smaller than the pore limiting diameter and thus no significant diffusion limita-

tions are expected.

Table 6: Dimensions of adsorbates

Molecule x y z

Methane[128] 3.829 Å 4.101 Å 3.942 Å

Ethane[128] 3.809 Å 4.079 Å 4.871 Å

The ethylene adsorption on HKUST-1 is used to validate the new parameters for

the Cu-π interaction obtained in this work, as well as the changes implemented in

the parameter fitting procedure. As illustrated in Figure 18, the CUS parameters

derived from periodic DFT calculations lead to predicted isotherms that are prac-

tically indistinguishable from those obtained with parameters derived from the

previous cluster calculations[18]. Furthermore, both sets of predicted isotherms

agree very well with the experimental data of He et al.[37] at both reported tem-

peratures. This is in marked contrast to the results obtained with the standard

DREIDING potential (i.e., without including the specific Cu-π interaction), which

dramatically underestimate adsorption. It should be noted that the experimental

pressure range for this data set is much lower than for the data used in previous

work, which went up to 7 bar[18]. This makes the validation even more stringent,
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as it focuses on the region in which solid-fluid interactions are dominant, and

therefore where the effect of the CUS interaction will be most important.

The good agreement obtained with both DFT-based approaches confirms that

the MOF cluster employed previously[1] was large enough to accurately capture

the local interactions in the vicinity of the CUS, and that the small changes intro-

duced to the fitting procedure do not have a significant impact on adsorption pre-

dictions for this particular system. Nevertheless, the decision was made from this

point forward to use periodic DFT calculations where possible, because as previ-

ously mentioned this will improve consistency of the fitting process and eliminate

potential inaccuracies due to the limited size of cluster models. In particular, it will

likely improve the accuracy of modelling adsorbates where electrostatics play an

important role, as these interactions are typically long-ranged in nature (see Chap-

ter 5). Furthermore, using periodic calculations obviates the need for constructing

different cluster models for MOFs that contain more than one inorganic SBU, such

as UMCM-150 (see below).

Figure 18: Comparison between simulated (lines) and experimental[37] (symbols) ethylene
adsorption in HKUST-1: solid line - periodic DFT model; starred line - cluster
DFT model; dotted line - standard LJ model (without CUS interaction)
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3.3.2 PCN-16

(a) Linker (b) Topology

Figure 19: Diagram showing the linker (a) and the unit cell topology (b) of PCN-16. Color
code for atoms is: blue-copper, red-oxygen, brown-carbon and white-hydrogen.

PCN-16[129] has the composition Cu2(ethynediyl-bis (benzenedicarboxylate)).

Similar to HKUST-1, it also contains a copper paddle wheel complex, and the SBU

is again made up of the two copper atoms bridged by four carboxylate function-

alities. However, the organic linker connects to four copper paddle wheels (Figure

19.a), leading to a trigonal structure. The topology of PCN-16 is often described as

being of the nbo type[130], however, as discussed in more detail by Li et al.[131], a

description using the fof net gives a more complete representation of the topologi-

cal features. The same applies to the isoreticular systems MOF-505 and NOTT-101.

Additionally, the much longer organic linker than in the case of HKUST-1 leads to

a unit cell which is elongated in one direction (Figure 19.b). This creates two cage

types, one octahedral cage which is roughly spherical and has a diameter of ≈ 7

Å, and a larger elliptical cage.[132] These cages are interconnected by two types of
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windows that lead to a channel-like pore structure with a pore limiting diameter

of 6.32 Å as identified by Poreblazer (see Table 5). This indicates that the pore net-

work is fully accessible to all three gases. The CUS sites present in this MOF face

into the smaller octahedral cage.

Figure 20: Simulated (lines) and experimental[37] (points) adsorption isotherms in PCN-16

for: a) methane, b) ethane, c) ethylene. For ethylene, the solid line shows results
of the periodic DFT model and the dashed line is for the standard LJ model
(without CUS interaction).
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As illustrated in Figure 20, experimental isotherms of both methane and ethane

are captured relatively well by the standard LJ model across the full pressure

range and at two different temperatures, although there is a slight underestimation

present in ethane simulations. These simulations did not account for any electro-

statics or CUS-specific interaction, confirming that the adsorption mechanism is

mainly dominated by van der Waals forces for those two adsorbates. However, the

standard LJ model fails completely at describing ethylene adsorption, especially at

the low pressure region (Figure 20.c). This failure in the Henry’s law region sug-

gests that the solid-fluid interaction is being greatly underestimated, as already

highlighted in previous work[35]. In contrast to the linear behaviour of the sim-

ulations with the LJ model, the experimental isotherm has a steep initial uptake

due to the strength of the CUS, and as these sites begin to fill, the isotherm levels

off. The new model captures this behaviour of the ethylene isotherm very well,

especially in the low pressure region.

The good agreement between experiment and simulation for ethylene in PCN-

16 using the CUS parameters determined from DFT calculations on HKUST-1 sug-

gests that these parameters are indeed transferable to different CUS-containing

MOFs with the same type of SBU. Nevertheless, a slight overestimation across

the entire simulated isotherm is observed. To better quantify the degree of agree-

ment, the root-mean-squared deviation (RMSD) was computed between simulated

and experimental isotherms, calculated at the experimental pressure points. The

adsorption pressure points of the simulated isotherm had to match up with the

recorded experimental points for a fair comparison of adsorption difference; this

was achieved through cubic spline interpolation of the simulated isotherm. The

RSMD was then calculated from Equation 44, using the difference between exper-

iment and simulation for each pressure point along the isotherm. The RSMD for

each MOF was then averaged over the two isotherm temperatures (273 K and 296

K).

RSMD =

√∑n
0 (AdsSim −AdsExp)

2

N
(44)
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This is shown in Table 7 for all adsorbates and all MOFs studied in this work. The

systematic overestimation observed for ethylene in Figure 20.c is indeed reflected

in a somewhat larger RMSD for that adsorbate, compared to methane and ethane.

However, given that matching the adsorption isotherms at relatively low pressures

and temperatures is a rather stringent test of the new model, the agreement is

satisfactory.

Table 7: RMSD between simulated and experimental adsorption isotherms.

MOF Methane (mmol/g) Ethane (mmol/g) Ethylene (mmol/g)

PCN-16 0.093 0.844 1.083

NOTT-101 0.029 0.418 1.170

MOF-505 0.054 1.398 2.254

MOF-505 (Scaled)
(a)

0.054 0.160 0.908

UMCM-150 (Cu2)
(b)

0.062 0.504 1.325

UMCM-150

(Cu2/Cu3) (c)
0.062 0.504 0.997

UTSA-20 0.598 1.372 1.670

UTSA-20

(Blocked) (d)
0.070 0.562 0.433

(a) simulated isotherm scaled by 0.8 to account for incomplete equilibration of
experiment (b) all CUS assumed to behave equivalently, (c) separate CUS parameters

used for trimer SBU, (d) small cages blocked.
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3.3.3 NOTT-101

(a) Linker (b) Topology

Figure 21: Diagram showing the linker (a) and the unit cell topology (b) of NOTT-101.
Color code for atoms is: blue-copper, red-oxygen, brown-carbon and white-
hydrogen.

NOTT-101[133], shown in Figure 21.b, is very similar to PCN-16, retaining the

fof [131] topology with two pore types interconnected by two triangular windows

on one axis[133]. However, the linker is slightly longer due to the central ethynyl

group, found in the PCN-16 linker, being replaced with an aromatic ring connect-

ing the benzene carboxylate moieties, as shown in Figure 21.a. In the case of the

NOTT family, the connecting windows have been observed to increase in size with

increasing linker length[133]. Poreblazer identified a pore limiting diameter of 5.6

Å, which due to the channel nature of the MOF can be attributed to one of these

triangular windows. Comparing this value to the dimensions of the adsorbates

(Table 6) again suggests the absence of diffusional limitations for the three gases

in this MOF.
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Figure 22: Simulated (lines) and experimental[37] (points) adsorption isotherms in NOTT-
101 for: a) methane, b) ethane, c) ethylene. For ethylene, the solid line shows
results of the periodic DFT model and the dashed line is for the standard LJ
model (without CUS interaction).
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In the case of NOTT-101, simulations using the DREIDING/TraPPE models pre-

dict adsorption of methane and ethane exceptionally well (Figures 22.a/b), further

confirming the suitability of this model for saturated hydrocarbons. A similar trend

to that of PCN-16 can also be observed for ethylene adsorption (Figure 22.c). The

standard model again fails to identify the CUS as the preferential site and strongly

underpredicts adsorption across the whole isotherm. The new transferable model

greatly improves predictions and captures the correct shape of the isotherm. Again

a slight overestimation is observed, of similar magnitude to that of PCN-16 (see

Table 7), suggesting that this may be a systematic issue. However, this was also

observed in HKUST-1, albeit to a lesser extent (see Figure 18), implying that this

is not a problem caused by transferring the CUS parameters from one MOF to

another. This will be elaborated upon later in this chapter.
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3.3.4 MOF-505

(a) Linker (b) Topology

Figure 23: Diagram showing the linker (a) and the unit cell topology (b) of MOF-505. Color
code for atoms is: blue-copper, red-oxygen, brown-carbon and white-hydrogen.

MOF-505[134], also called NOTT-100, is from the same family as NOTT-101 and

therefore retains the same fof [131] topology and general pore structure, which can

be observed through comparison of MOF-505 in Figure 23 and NOTT-101 in Fig-

ure 21. The main difference to the two previous MOFs is the shorter organic linker,

as shown in Figure 23.b. As mentioned, the linker length has been shown to af-

fect the window size of this MOF type, in this case creating smaller windows[133].

This was confirmed using Poreblazer, which reported a smaller limiting diameter

of 4.53 Å for MOF-505, compared to 5.60 Å for NOTT-101. This is now smaller than

some of the adsorbate dimensions for ethane and ethylene (see Table 6), which may

anticipate some diffusion limitations.
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Figure 24: Simulated (lines) and experimental[37] (points) adsorption isotherms in MOF-
505 for: a) methane, b) ethane, c) ethylene. For ethylene, the solid line shows
results of the periodic DFT model and the dashed line is for the standard LJ
model (without CUS interaction).
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It can be seen in Figure 24.a that the simulations again accurately capture exper-

imental methane adsorption (the RMSD is similar to that in the previously studied

MOFs, see Table 7). In contrast, simulated ethane adsorption is now systematically

overestimated in comparison with experiment (Figure 24.b). This is somewhat sur-

prising as both methane and ethane should be attracted to similar adsorption sites,

both being fully saturated small hydrocarbons. Figure 24.c shows a similar overes-

timation of ethylene adsorption from simulations using the new CUS model. This

overestimation is much greater than observed for the two previous MOFs, with an

RMSD that is about twice that of PCN-16 and NOTT-101 (Table 7). It is also worth

noting that the seemingly good quantitative agreement between ethylene simula-

tions using DREIDING (i.e without the CUS parameters) and experiment for this

MOF results from fortuitous error cancellation, and belies the intrinsic shortcom-

ings of the standard LJ model. Indeed, closer examination of Figure 24.c shows

that the predicted shape of the isotherm (dashed lines) is qualitatively different

from experiment, with low pressure adsorption being underestimated, followed

by overestimation at higher pressures. Once more, this is due to the inability of the

standard approach to describe adsorption at the CUS.

One possible explanation for the systematic overestimation observed in the case

of ethylene adsorption with the new model is that the CUS interaction parame-

ters transferred from HKUST-1 lead to stronger adsorption energies than observed

in MOF-505. This was tested by fitting new CUS parameters from periodic DFT

calculations on MOF-505 (Table 4). As the interaction strength at the minimum

of the DFT profile was found to be -22.6 kJ/mol, in comparison to -23.3 kJ/mol

for HKUST-1, this is unlikely to be the cause of the observed overestimation. This

was confirmed by running GCMC simulations using the new MOF-505 parameters,

shown in Figure 25. These parameters lead to almost identical isotherms compared

with those obtained with the original HKUST-1 CUS parameters, confirming that

the CUS interaction for the copper paddlewheels is generally consistent across dif-

ferent MOFs. This also confirms that the overestimation, which is also observed

for ethane, is not a consequence of the assumption of parameter transferability.
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Figure 25: Comparison between simulated (lines) and experimental[37] (points) ethylene
adsorption isotherms in MOF-505. The solid line shows results from the original
HKUST-1 parameters, while the dashed line shows results using new parame-
ters obtained from DFT calculations on MOF-505.

Another possible explanation is that the smaller cages of MOF-505 are inaccessi-

ble to the larger adsorbates, ethane and ethylene. This could explain why adsorp-

tion of those two gases is overestimated, while that of methane is not. However, this

is unlikely because due to the channel-like nature of the pore topology, blocking

the small cages would prevent access of the adsorbate molecules to the remainder

of the pore space. Nevertheless, this hypothesis was tested by conducting a GCMC

simulation of ethane for MOF-505 in which the different cages were blocked with

pseudo-atoms which filled the blocked cages but did not interact outside the cage.

In the case of MOF-505 there are two cage types which are both roughly spheri-

cal. Therefore, to block the cage in GCMC simulations an atom is inserted into the

centre of the given cage. The atom’s σ value controls the excluded volume, while

ε is set at 1000.0 K to give a sharp transition between the repulsive and attractive

regions. The high cut-off value for this interaction is made equal to σ to ensure

that the blocking atom does not affect adsorption outside the blocked cage.
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Additionally, the correct blocking diameter for the cage must be determined.

This is achieved by running GCMC simulations at the full capacity of a given ad-

sorbate, in this case methane, with a range of blocking diameters for each cage type.

When the drop in the capacity is no longer linear with respect to the increase in

blocked volume, then the blocked atom must have begun overlapping with frame-

work atoms and the cage is effectively fully blocked. In Figure 26 this effect can be

observed for the small cage at a blocking volume of 275 Å3, which corresponds to

a blocking diameter of 6.5 Å. In Table 8 the two blocking diameters for each cage

type can be seen.

Figure 26: Methane adsorption in MOF-505; solid line: simulation with varying blocked
volume

Table 8: Selected blocking diameter for each cage of MOF-505

Cage Type Blocking Diameter

Small Cage 6.5 Å

Large Cage 8.5 Å

As can be seen in Figure 27, this led to poor agreement between simulation and

experiment. The removal of the small cages leads to a much lower initial uptake of
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ethane, as the strong van der Waals sites in the small cage are no longer available,

and to a large underestimation of the adsorbent capacity.

Figure 27: Comparison between simulated (lines) and experimental[37] (points) ethane ad-
sorption isotherms in MOF-505. The solid line shows results from simulations
with all small cages blocked, while the dashed line shows results from simula-
tions with one large and one small cage blocked.

The final hypothesis that was considered was incomplete equilibration of the ex-

perimental isotherms for both ethane and ethylene. This consideration was prompted

by the rather small estimated pore limiting diameter of 4.53 Å in MOF-505. As can

be seen in Table 6, methane will likely be unaffected by the smaller window size,

as all dimensions of the adsorbate are smaller than the pore limiting diameter.

However, in the case of ethane, and therefore also ethylene, the adsorbate has one

dimension that is longer than the pore limiting diameter. This means that those

molecules need to find the correct orientation to diffuse through this constriction.

As such, although both those gases will ultimately have full access to the entire

pore volume of the MOF at equilibrium, it is likely that diffusion of ethane and

ethylene will be much slower than that of methane, which raises questions as to

whether the experimental measurements have truly reached equilibrium.
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This hypothesis was again tested by partially blocking the pore space of the

MOF in GCMC simulations, but in this case one small and one large cage of the

unit cell were blocked to represent incomplete diffusion through the MOF in a

simplified way. As illustrated in Figure 27 this led to much better agreement in

ethane isotherms. Interestingly, the simulated isotherms with blocked pores could

be replicated by simply scaling the original (unblocked) isotherms by a constant

factor. This reflects the fact that the simulations are simply restricting access to a

portion of the pore volume, without specifically blocking one type of cage. Optimal

agreement with experiments for ethane at both temperatures is obtained by scaling

the original simulated isotherms by 0.8, as shown in Figure 28.a. The same scaling

factor was then applied to ethylene, with results shown in Figure 28.b. Although

a systematic overestimation is still observed, this is now of the same magnitude

as observed in the other MOFs of this family (compare the RMSDs in Table 7),

reinforcing the argument that the discrepancies originally observed for ethane and

ethylene have the same origin.

Although this analysis presents a compelling case for incomplete experimental

equilibration as the cause of the observed discrepancies for MOF-505, it cannot

be confirmed without performing additional experiments. Nevertheless, further

support for the hypothesis comes from recent adsorption experiments by Jiao et

al.[135] on NOTT-101 and a related material, ZJNU-80. Those authors have ob-

served experimental isotherms with unusual curvature and strong hysteresis for

several butene isomers, whereas such effects were absent in isotherms of small

gases like CO2, N2 and CH4 and were practically negligible for other C4 hydro-

carbon isomers. Such marked difference between chemically similar isomers is

unlikely to arise from different adsorption energies, and is much more likely to be

due to diffusional limitations experienced by some of the butene isomers. This is

consistent with this work’s interpretation of the MOF-505 results for ethane and

ethylene, as the length of the butene isomer molecules is larger than the window

size in NOTT-101, potentially leading to such diffusional limitations. Clearly, fur-

ther work, both experimental and theoretical, is required to unequivocally clarify

this issue.
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Figure 28: Simulated (lines) and experimental[37] (points) adsorption isotherms in MOF-
505 for: a) ethane, b) ethylene. Simulations are scaled by a factor of 0.8 to repre-
sent incomplete equilibration of the experiments.
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3.3.5 UMCM-150

(a) Linker (b) Trimer

(c) Topology

Figure 29: Diagram showing the linker (a) and the unit cell topology (c) of UMCM-150, as
well as a detailed view of the Cu-trimer metal center (b). Color code for atoms
is: blue-copper, red-oxygen, brown-carbon and white-hydrogen.

UMCM-150[136] is a much more complex MOF than those previously studied

in this work and has the composition Cu3(bhtc)2, where (bhtc) is biphenyl-3,4’,5-

tricarboxylate[126]. This MOF is made up of two different types of inorganic build-
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ing units. The first is the standard copper dimer paddlewheel MOF, however there

is also a copper trimer unit[126, 136], as shown in Figure 29.b, which also ex-

hibits CUS. The two types of metal building units are joined using an asymmetri-

cally substituted linker molecule, as shown in Figure 29.a/c, leading to three cage

types[136]: one large trigonal bipyramidal cage with dimensions 10.2 x 13.7 Å, one

smaller hexagonal bipyramidal cage with dimensions 5.2 x 5.8 Å, and finally a

small cylindrical cage with a diameter of 4.2 Å.[126] The CUS interaction sites are

facing into the two larger cages but not accessible from the smallest cage.

Poreblazer identified the pore limiting diameter as 8.8 Å but only found one

dimension for percolation in what should be a 3D pore system (See Table 5). This

indicates that the percolation path does not fully explore all the cages but flows

through the largest cages only. Therefore this large pore limiting diameter does not

guarantee that the adsorbates have full access to the smaller cages, as unlike in the

previously investigated MOFs, diffusion through the large pores does not require

access to the smaller cages.

The isotherms in Figure 30.a/b show that simulations accurately capture both

methane and ethane adsorption, suggesting that the entire pore volume of UMCM-

150 is indeed accessible to both adsorbates (and hence also to ethylene). In the ini-

tial attempt to describe adsorption of ethylene on the CUS of this material, it was

assumed that all metal sites (both in the dimer paddlewheel and in the trimer SBU)

behaved equivalently. This assumption amounts to using the parameters obtained

in the HKUST-1 paddlewheel for both types of CUS. In Figure 30.c it can be seen

that the new model simulation overestimates adsorption by a greater degree than

observed in NOTT-101 and PCN-16 (the RMSD for ethylene on this MOF, shown

in Table 7, is significantly higher than for the other MOFs), although it is worth

noting that it still greatly improves agreement in comparison to the standard LJ

model. The reason for the additional discrepancies could lie in the identical treat-

ment of both copper building units using parameters fitted for only copper dimers.

Initial DFT calculations indeed indicated that this is likely the cause, as the opti-

mized DFT interaction energy between ethylene and an unsaturated Cu atom in

the trimer was found to be ≈ -11 kJ/mol at a binding distance of 3.1 Å. This is
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Figure 30: Simulated (lines) and experimental[37] (points) adsorption isotherms in UMCM-
150 for: a) methane, b) ethane, c) ethylene. For ethylene, the solid line shows
results of the periodic DFT model and the dashed line is for the standard LJ
model (without CUS interaction).
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Figure 31: Comparison between simulated (lines) and experimental[37] (points) ethylene
adsorption isotherms in UMCM-150. The solid line shows results using separate
CUS parameters for Cu dimers and trimers, while the solid line with circles line
shows results obtained considering all Cu atoms to behave equivalently, the
dashed line shows results using CUS parameters for Cu dimers and no CUS
interaction for trimers.

much less attractive than previously recorded for the paddlewheel dimer in both

HKUST-1 and MOF-505, for which the DFT interaction energy is ≈ -23 kJ/mol and

the binding distance is 2.6 Å. As such, a full DFT profile and new CUS parameters

were obtained for the copper trimer of UMCM-150 using the procedure outlined

in the Methodology section.

As can be seen in Figure 31, treating the metal building units independently

leads to better agreement between simulation and experiment. Although a sys-

tematic overestimation is still observed, this is now of the same order as in all

the previously studied MOFs (see Table 7). Additionally, it was found that turn-

ing off the CUS interaction completely for the copper trimer leads to very similar

simulation results as obtained by treating the trimer independently. This therefore

indicates that the role of the copper trimer CUS interaction in ethylene adsorption

is relatively small at the considered temperatures, and therefore can potentially

be ignored. However, ignoring this interaction on the basis of a comparison to ex-
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perimental isotherms may lead to an incorrect distribution of adsorbed molecules,

which may have a measurable impact on pure-component or mixture adsorption

at different thermodynamic conditions.

3.3.6 UTSA-20

(a) Linker (b) Topology

Figure 32: Diagram showing the linker (a) and the unit cell topology (b) of UTSA-20. Color
code for atoms is: blue-copper, red-oxygen, brown-carbon and white-hydrogen.

UTSA-20[137] has the composition Cu3(BHB) and an overall topology of type

zyg[137]. The MOF is made up through self-assembly of a very large organic hex-

acarboxylate linker BHB (BHB = 3,3’,3”,5,5’,5”-benzene-1,3,5-triylhexabenzoate),

shown in Figure 32.a, and copper paddlewheel as the inorganic building block[137].

The complex linker group leads to two pore types, a rectangular pore with dimen-

sions 3.4 x 4.8 Å and a cylindrical pore with a diameter of 8.5 Å.[137] As can be

seen in Figure 32.b this MOF has a very high density of CUS, which makes it an

interesting candidate to further test the new CUS model. The CUS sites point to-
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wards, and therefore will be accessible from, both cage types. The presence of a

smaller pore again raises questions about adsorbate accessibility to the full MOF

structure. Similarly to UMCM-150, this complex structure also does not require

diffusion through the small cages to access the larger cages, therefore the pore lim-

iting diameter found by poreblazer was 8.8 Å and percolation was in 1 dimension.

In Figure 33, it can be seen that simulations fail to describe experimental adsorp-

tion for all three adsorbates. In fact, this is the only MOF studied where methane

simulations are not correctly predicted. The fact that adsorption of all hydrocar-

bons, both saturated and unsaturated, is overestimated suggests that this is not

related to the CUS model. Also, as methane is roughly spherical it would be ex-

pected to diffuse relatively quickly through the framework, therefore insufficient

experimental equilibration is not a likely explanation for the observed discrepan-

cies. Instead, the consistent overestimation may indicate that parts of the MOF

(most likely the small rectangular cages) are not fully accessible to the three ad-

sorbates. Furthermore, as Poreblazer identified percolation in only 1 dimension,

with a large pore limiting diameter, this suggests molecules are able to diffuse

through the MOF system using only the large pores, therefore inaccessible small

pores would not prevent or hinder diffusion in experiments.

Simulations with inaccessible cages were again conducted using the pore block-

ing technique outlined for MOF-505 (a blocking diameter of 3.8Å was found rea-

sonable). The small cages and windows to these cages were blocked, and GCMC

simulations were performed on the new structure. In Figure 34, it can be seen

that making the small cages inaccessible in the GCMC simulations greatly im-

proves agreement with experiment for all adsorbates. Nevertheless, agreement is

not perfect, especially for ethylene for which there is a slight underestimation in

the low pressure region. Our blocking approach is simply based on excluded vol-

ume, whereas in reality the cages will most likely be blocked by occluded solvent

or reactant molecules. It has been shown that these occluded molecules can ac-

tually act as extra adsorption sites, and thus slightly enhance adsorption at low

pressures [32, 138], which could potentially explain the differences observed in

Figure 34.c. More detailed studies are needed to fully clarify this issue, but this is
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Figure 33: Simulated (lines) and experimental[37] (points) adsorption isotherms in UTSA-
20 for: a) methane, b) ethane, c) ethylene. For ethylene, the solid line shows
results of the periodic DFT model and the dashed line is for the standard LJ
model (without CUS interaction).
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outside the scope of this work. The main point to be drawn from this, however, is

that whatever the root cause of the differences between simulation and experiment

for UTSA-20, they are very unlikely to be due to the assumption of transferable

parameters from the HKUST-1 paddlewheel.
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Figure 34: Simulated (lines) and experimental[37] (points) adsorption isotherms in UTSA-
20 with all small cages blocked for: a) methane, b) ethane, c) ethylene. For ethy-
lene, the solid line shows results of the periodic DFT model and the dashed line
is for the standard LJ model (without CUS interaction).

[ A Modelling Study in Harnessing Metal-Organic Frameworks For Challenging Gas Separations ]



3.4 conclusion 101

3.4 conclusion

This work builds upon a computational approach for describing the complex or-

bital interactions present for some adsorbates in MOFs containing unsaturated

metal sites. Using DFT-derived parameters for ethylene adsorption on a single

MOF material (HKUST-1) very good agreement with experimental isotherms on

PCN-16 and NOTT-101 was obtained. Adsorption of both ethylene and ethane

on MOF-505 was overestimated, but a possible explanation for this is insufficient

equilibration of the experimental measurements. When this was accounted for in

an approximate way, the same level of agreement as in the other MOFs was re-

trieved. In the case of UMCM-150, two different types of CUS sites were identified.

It was shown that the CUS parameters were not transferable from a Cu paddle-

wheel unit to a Cu trimer unit, and that the latter required potential parameters to

be separately determined. Using a correct description of the adsorption energy at

this new site, good agreement with experiment was once again observed. Finally,

adsorption of methane, ethane and ethylene on UTSA-20 was consistently overesti-

mated by roughly the same amount. A reasonable explanation for this observation

has been proposed, based on inaccessible regions of the pore network, but addi-

tional work is needed to fully clarify this issue.

The new CUS model was already shown to be transferable across different hy-

drocarbon adsorbates (e.g., ethylene to propylene)[18] but in this work it has been

clearly demonstrated that it is in fact also transferable between different adsor-

bents of the same class. This is a key step in the development of a model capable

of accurately predicting adsorption in CUS-containing MOFs for practical applica-

tions, including large-scale computational screening. The key for the success of this

model lies in the decomposition of the DFT energy profiles to isolate the contribu-

tion of the Cu-π interaction and in a careful consideration of the local nature of

this interaction. This was achieved through the addition of a new interaction site at

the center of the olefin double bond, together with a cut-off scheme that prevents

the metal site from interacting with more than one adsorbate molecule at the same

time. In a recent paper, Kulkarni and Sholl[104] presented an alternative approach

that required the addition of a three-body term to avoid unreasonable adsorbate
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configurations. Their predictions of pure-component adsorption isotherms in the

same series of MOFs studied here (see Figure S15 of their paper) were not as ac-

curate. Although more detailed analysis of their simulations is required, it can be

speculated that the reason for the observed significant overestimation of ethylene

adsorption in their paper may be due to the longer range of their CUS potential

function, which may be allowing for the metal site to interact with more than one

adsorbate molecule.

The success of the CUS modelling approach proposed here opens up the oppor-

tunity to develop new CUS parameters for different adsorbates and for accurately

simulating competitive binary adsorption across a variety of systems, which is dif-

ficult to measure experimentally, and will be explored further in Chapter 4. This

thesis will also outline how to expand the CUS model to additionally complex

systems in which there is a significant electrostatic contribution to the adsorption

energy. This enables it to be applied to polar adsorbates like CO (see Chapter 5),

CO2 and H2O. This work aims to highlight that by treating the CUS interaction

independently from all other intermolecular forces, it places this CUS model in a

prime position to respond quickly to any improvements in the description of these

intermolecular forces.
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4
S I M U L AT E D P R E D I C T I O N O F E X P E R I M E N TA L B I N A RY

E T H A N E / E T H Y L E N E A D S O R P T I O N

4.1 introduction

In Chapter 3, a Coordinatively Unsaturated Sites (CUS) model was developed to

enable a transferable approach to be used in simulating adsorption in various CUS-

containing MOFs. However, only single component adsorption was predicted and,

although this has important implications for ground-breaking applications such as

gas storage, i.e. for carbon capture and hydrogen storage, far more often in the real

world it is multicomponent systems that will be investigated. One such example,

which has been a major focus of this thesis, is the application of gas separation,

therefore, a key step in this model’s development is validation within a context of

competitive binary adsorption.

Binary adsorption measurements are notoriously difficult and time consuming

to carry out experimentally.[139] Researchers often rely on expensive mass flow

controllers and mass-spectroscopic equipment to ensure accurate determination

of input and output flow gas compositions, respectively. Furthermore, gases are

commonly pre-mixed in a supply vessel, which is not ideal for varying gas compo-

sitions, and relies on the assumption that the output composition is continuously

the same as that created in the initial cylinder mix. Despite the methods employed

for competitive studies, many systems often have a high error associated with the

resulting experiments and it can be advantageous to use alternative routes to pre-

dict competitive adsorption behaviour. As such, Ideal Adsorbed Solution Theory

(IAST)[140] is often used in place of competitive adsorption experiments, either to

predict binary behaviour or, at the very least, to validate against binary component

experimental data.

103
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IAST uses the single component adsorption isotherms for each adsorbate to pre-

dict how the gases will behave in a multicomponent environment, and has been

shown to provide relatively good predictions of binary behaviour for various sys-

tems.[141] Issues arise when the adsorption of one of the chosen components is

very low as, in this case, the error associated with the isothermal data would be

relatively high, and this will carry over into the binary system predictions. This is

problematic as it is these high/low contrasting systems that are likely to be desir-

able to study, due to their potentially high gas selectivity and, therefore, potential

application in gas separations.

The work by Heinen et al.[101] also shows that, for CUS-containing MOFs, IAST

theory begins to break down when considering certain adsorbates. This is due to

the fact that IAST theory assumes that the adsorbed phase mixture behaves ideally

at constant spreading pressure and temperature. The comparison of simulated bi-

nary models for ethylene/ethane adsorption in the presence of CUS interactions

with ethylene, in which electron transfer occurs, introduces non-ideality into the

system. Therefore, computational modelling could fulfill a pivotal role in the vali-

dation of experimental binary adsorption in the case of these complex adsorbents.

The question then becomes how to accurately simulate these binary mixtures.

A recent study by Luna-Triguero et al.[93] investigated re-parameterising exist-

ing Lennard Jones (LJ) forcefields to obtain better agreement with experiment for

single component adsorption in CUS-containing MOFs (a technique discussed in

Chapter 3), for various olefin and paraffin gases. The new LJ parameters were then

used to predict binary behaviour of these gases. A potential issue with this tech-

nique is that the CUS interaction can have a very deep attraction energy while

being relatively short range, therefore it is difficult to fully capture this attraction

without affecting surrounding nearby binding sites due to the slow decay in the

LJ potential. As this is such a different method to this work’s proposed quantum

based approach, it will be studied in conjunction with the explicit CUS model to

assess which approach can best capture the competition of two gases at the bind-

ing sites of the MOF.
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Heinen et al.[101], as well as Kulkarni et al.[104], have also used coupling quan-

tum mechanical and GCMC approaches to predict binary adsorption behaviour

of olefin and paraffin species in CUS containing MOFs. In Chapter 3, the advan-

tages and disadvantages of these approaches were discussed, relative to the CUS

model proposed in this thesis. It was shown that while all could potentially im-

prove CUS description, the model proposed in this thesis offered the best balance

between modelling accuracy and transferability. Therefore, this chapter will focus

on predicting the binary adsorption behaviour of ethylene and ethane mixtures,

before comparing this with experimentally determined data as validation. Such a

comparison has not been undertaken in any of the aforementioned works, likely

due to the scarcity of available data.

Overall, this chapter will demonstrate that the proposed CUS model is capable

of describing competitive binary adsorption and provides good agreement with

both experimental single and binary data. This represents a positive step towards

accurately simulating these binary gas mixtures with the complex CUS systems on

a much larger scale, e.g in computational screening of MOFs for gas separation.
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4.2 methodology

A comprehensive description of the concept behind each of the stages of CUS pa-

rameter development was provided within the Methodology of Chapter 3. This

section will therefore focus on changes to the procedure, and assumes prior read-

ing of Chapter 3.

4.2.1 GCMC simulations

All adsorption isotherms were obtained through GCMC simulations using the

open source code Music.[120] The PMAP grid spacing selected was 0.15 Å(see

Chapter 2 for description of PMAPs). For all GCMC simulations that did not in-

clude CUS interactions, cavity bias[52] based on the LJ potential maps was used

for insertion and deletion trials. As in Chapter 3, all simulations which explic-

itly included CUS interactions had their insertion and deletion moves randomly

chosen without bias. In addition to insertion and deletion trials, molecules were

allowed to rotate and translate, using optimized maximum displacements. 500 000

000 steps were used for all singe component non-CUS models GCMC simulations

and 100 000 000 were used for all singe component CUS model GCMC simulations.

The CUS model simulations used fewer steps due to the higher adsorbed amount

which lowered the percentage error, furthermore the additional adsorbates within

CUS simulations increased simulation time for each step. The step number was

increased to 1 000 000 000 for all binary simulations. The first 50 % of steps were

ignored to ensure equilibration, and the remaining steps were split into 20 equal

blocks for error analysis. Pressure values were converted to fugacities for input

into the simulation code using the Peng-Robinson equation of state[121]. The fi-

nal absolute adsorbed amounts from the simulations were converted to excess, for

comparison with experiment, using the Myers and Monson method.[61]
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4.2.1.1 Standard non-CUS LJ Forcefields

In the HKUST-1 frameworks, the DREIDING forcefield[56] was used to describe

the LJ interactions of all framework atoms apart from copper. The copper atoms

are not present in DREIDING and therefore the Universal forcefield (UFF) was

used.[55]

For the gas-gas interaction, it has come to this author’s attention that an adapted

TraPPE united atom forcefield is available for both ethylene[142] and ethane[143].

TraPPE was designed to be applied with long range corrections in bulk fluid sim-

ulations, however in adsorption simulations this correction is rarely used.[144]

Furthermore, it is also not currently implemented in Music, to the author’s knowl-

edge. As such, these modified TraPPE forcefields attempted to implicitly capture

this correction within the LJ potential, while continuing to match the experimen-

tal vapour-liquid equilibrium data. However, the ethylene forcefield, like TraPPE,

was not designed to account for orbital interactions and therefore will be ignored;

ethane will still be investigated using this approach as the CUS interaction does

not play a major role.

Table 9 shows the two sets of fluid-fluid parameters considered here. The TraPPE

forcefield (already applied in Chapter 3) uses a LJ cut-off of 13 Å.[53, 54] For the

modified TraPPE, which has been tailored for use in nanoporous structures, ethane

parameters were taken from Dubbledam el al.[143] while ethylene parameters are

from Liu et al.[142] This forcefield used a LJ cut-off of 12 Å and a shifted potential.

Table 9: LJ parameters for ethane and ethylene, Trappe[53, 54] and modified TraPPE.[142,
143]

group TraPPE Modified TraPPE

Adsorbate Group σ (Å) ε (K) σ (Å) ε (K)

Ethylene CH2 3.675 85 3.685 93

Ethane CH3 3.750 98 3.760 108

There will be three variations of solid-fluid forcefields used within the ethane/ethy-

lene simulations in all cases. In the first two models, the solid-fluid interactions
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were obtained using the Lorentz-Berthelot combining rules based on the fluid-

fluid parameters in Table 9 and the DREIDING/UFF model for the framework

sites. These will simply be called the ’TraPPE’ and ’Modified TraPPE’ models. Fi-

nally, there is the Luna-Triguero forcefield (L-T)[93] which was adapted from the

modified TraPPE forcefield. For the gas-gas interaction, the exact same values were

used as in the modified TraPPE, shown in Table 9. Therefore the exact same cut-

off scheme had to be used, LJ cut-off of 12 Å with a shifted potential. It is the

mixed solid-fluid LJ parameters which were adapted. The initial LJ parameters for

the framework atoms were again taken from the DREIDING forcefield[56] for all

framework atoms apart from copper, which was taken from the Universal force-

field (UFF).[55] These values were then mixed with the pure adsorbate parameters

using the Lorentz-Berthelot combining rules to obtain an initial guess, but the solid-

fluid values were then optimised to better replicate the adsorption isotherm of the

given adsorbate. The optimised mixed values can be seen in Table 10. Additionally,

in Table 10, the starting point corresponding to the modified TraPPE forcefield can

be seen. It is interesting to note that the ε values are relatively untouched while the

σ values generally increase. The impact of increasing σ rather than ε has interesting

implication; rather than altering the strength of attraction at the existing binding

sites through ε, the changes to σ likely changes the entire binding landscape. In

the case of ethane, the increases in σ are not too severe, suggesting that the original

values performed relatively well. However, in the case of ethylene the σ values are

substantially increased, likely in an attempt to match higher adsorption obtained

in experiment, arising from the CUS sites. These issues will be further discussed

in the Results section.

Table 10: LJ parameters for ethane and ethylene from the Luna-Triguero forcefield[93] and
modified TraPPE.[142, 143]

Triguero Modified TraPPE

CH3_sp3 CH2_sp2 CH3_sp3 CH2_sp2

MOF Atom σ (Å) ε (K) σ (Å) ε (K) σ (Å) ε (K) σ (Å) ε (K)

Copper 3.51 16.49 3.91 15.30 3.44 16.48 3.40 15.29

Oxygen 3.46 72.14 3.86 66.95 3.40 72.12 3.36 66.92

Carbon 3.69 71.89 4.12 66.72 3.62 71.90 3.58 66.72

Hydrogen 3.37 28.74 3.76 26.67 3.30 28.74 3.27 26.67
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4.2.1.2 CUS Parameters

The CUS parameters derived for ethylene using the TraPPE forcefield can be seen

in Table 11 (the same as those used within Chapter 3).

Table 11: CUS parameters obtained from DFT fitting to Equation 45

MOF Adsorbate LJ Ro (Å) Do (kJ/mol) α A B

HKUST-1 Ethylene TraPPE 3.1030 10.6324 8.0945 3.825 9.2812

The functional form for the parameters shown in Table 11, can be seen in Equa-

tion 45.

Ufunction(r) = Do ·
[
exp

(
α

(
1−

r

Ro

))
− 2 · exp

(
α

2

(
1−

r

R0

))]
−

(
A

r

)B
(45)

Equation 46 shows the cut-off scheme applied for the CUS interaction, the same

cut-off scheme used in Chapter 3.

UCu−π(r) =



0 1.8 Å< r

Ufunction(r) 3.5 Å> r

Ufunction(r) ·
(Hicut− r)

(Hicut− Shiftcut)
3.5 Å< r < 4 Å

0 r > 4 Å

(46)

It should be noted that the ethylene Liu et al.[142] parameters (Table 9) could

also likely be used in combination with this work’s CUS model. This would require

fitting new CUS parameters based on this ethylene forcefield’s LJ potential (but

would not require a new DFT profile to be computed). However, it would also

require further coding of shifted potentials into the Monte Carlo LJ software used

to isolate the CUS potential from the DFT potential, which is planned future work.
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4.3 results and discussion

The primary purpose of this chapter is validation of the CUS model against ethylene/

ethane binary experimental data. The only available dataset found within litera-

ture is the Martins et al.[145] HKUST-1 data. This dataset uses a pelleted HKUST-1

(rather than powder) and therefore will suffer from reduced pore volume[145],

furthermore it only contains two binary data points. Therefore the focus of this

chapter will be on simulating and validating only HKUST-1, rather than a variety

of copper paddlewheel MOFs (Chapter 3). As a number of models will be tested

for how they perform in the binary case, there is also a need to understand pure

component performance. As such, all the models will first be tested for pure com-

ponent adsorption on powder HKUST-1; this will enable their performance to be

measured on more reliable experimental datasets first, and at a wider tempera-

ture and pressure range than was done previously. Additionally, a comparison of

powder and pelleted (Martins et al.[145]) HKUST-1 single component data will

be conducted, to better understand the effect that pelletisation will have on the

experimental binary data.

4.3.1 Ethane Single Component

In Figure 35 it can be seen that the low temperature/pressure data of Wang et

al.[146] and He et al.[37] are in relatively good agreement with each other. How-

ever, the temperatures are slightly different at 295-296K possibly suggesting slight

under-adsorption for the He et al.[37] data. There is no direct comparison of the

Jorge et al.[18] data with the two other datasets, but comparison with the simula-

tions suggest that the adsorption amounts are somewhat higher than those of the

Wang et al.[146] and He et al.[37] datasets, even after all datasets are scaled for

pore volume effects (see Section 3.2.5)

In Figure 35, the comparison of simulation and experiment shows that the opti-

mised Luna-Triguero forcefield clearly performs the best. For all the temperature

and pressure ranges it most closely agrees with all experimental isotherms. As the

CUS interaction is not dominant for ethane, this optimisation procedure appears
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Figure 35: Ethane adsorption in HKUST-1. Experimental (symbols); Filled Squares- Jorge
et al.[18], Filled Circles- Wang et al.[146] and Empty Circles- He et al.[37]. Sim-
ulations (Lines).

to be a sensible improvement. It should be noted however that the agreement is

not perfect and performance drops at the higher temperature ranges. This is likely

due to it being optimised for the He et al.[37] 296K data. The TraPPE and modified

TraPPE forcefields both underestimate adsorption across the low pressure region

of the isotherms, but converge with Triguero at high pressure. This suggests that

the issue with these forcefields lies with the solid-fluid interaction rather than the

packing at high coverage, which is dominated by fluid-fluid interactions. However,

it should be noted that at no point is the underestimation of experiment as severe

as seen in Chapter 3 for ethylene, when ignoring the CUS interaction in simula-

tions.

This work also disagrees with the work of Jorge et al.[18] which showed the

modified TraPPE simulations agreeing closely with the Jorge et al. experimental

data, used in Figure 35. This is likely because those authors incorrectly used a 13

Å LJ cut-off, rather than the shifted 12 Å cut-off it was originally parameterised

with. By not applying the shift cut, the whole energy profile will be deeper than

expected. Furthermore, double-counting will occur in the interaction sphere be-
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tween distances of 12-13 Å, which will not only by captured by the implicit long

range correction used within the forcefield parameterisation, but now also explic-

itly captured with the larger cut-off. Both these issues likely lead to the higher

adsorption, and therefore fortuitous better agreement, seen in the work of Jorge

et al.[18] When the correct cut-off schemes are used, it is observed that the predic-

tions of the TraPPE and modified TraPPE models are very similar.

Overall this illustrates the Luna-Triguero et al. forcefield as an improved model

for ethane adsorption, at least in the case of HKUST-1. Further tests on other Cu-

based MOFs should be performed in the future.

4.3.2 Ethylene Single Component

In Figure 36, it can be observed that both forcefields provide good agreement with

experiment in the low pressure region for all temperature ranges. At the higher

pressure regions of these isotherms this work’s CUS model also shows good agree-

ment. This could be expected from results in Chapter 4, although it is worth noting

that this comparison now includes experimental isotherms at both higher temper-

atures and higher pressure ranges. This suggests that the CUS model proposed is

capturing the binding mechanisms correctly at the CUS sites and therefore obtains

the right packing of adsorbates within the MOF, highlighting the robust nature of

this approach. The Luna-Triguero forcefield however shows very poor agreement

with experiment at high pressure and has a lower saturation capacity for each

temperature. This is likely due to the use of adjusted σ LJ parameters, rather than

explicitly accounting for the CUS interaction.
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Figure 36: Ethylene adsorption in HKUST-1. Experimental (symbols); Filled Squares- Jorge
et al.[18], Filled Circles- Wang et al.[146] and Empty Circles- He et al.[37]. Sim-
ulations (Lines).

As mentioned within the introduction, the highly attractive short range nature

of the CUS interaction is hard to fully capture within the LJ potential without artifi-

cially increasing the interaction strength of nearby sites. In Figure 37, it can clearly

be seen that the Luna-Triguero model’s choice of increasing σ (shown in Table 10),

relative to the starting point of the modified TraPPE, creates very strong adsorp-

tion sites away from the Cu-Cu dimers. The cost of this is, firstly, that a significant

portion of the pore space near the Cu-Cu dimers is now repulsive, and also the

CUS binding mechanism is not correctly captured. This leads to incorrect packing

inside the MOF, which clearly becomes a issue when nearing capacity. It should

be noted that the potential shown in Figure 37 is un-shifted potential, so a very

slightly lower energy would be expected for ’Modified TraPPE’ and ’Luna-Triguero’

(which are shifted); this is unlikely to affect the above hypothesis however.
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Figure 37: Monte Carlo simulated interaction energy (orientation minimum) for each
model along the Cu-Cu vector of HKUST-1. The distance relates to the centre of
the ethylene molecule to the nearest Cu atom.

This incorrect mechanism is confirmed through the orientation snapshot in Fig-

ure 38.a, which shows that there is little preference for the highly favourable CUS

sites within the Luna-Triguero simulations, where the nearest CH2 atom is 4.2

Å away from the copper. Contrastingly, the TraPPE simulations with this work’s

CUS model shows a clear preference for this site in Figure 38.b, the closest binding

distance between the π centre of the ethylene molecule and the copper is 2.6 Å,

which is very close to the DFT minimum found in Chapter 3 of 2.61-2.63 Å and the

orientation minimum identified in the Monte Carlo code, shown in Figure 37.
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(a) Luna-Triguero (b) TraPPE

Figure 38: Diagram showing orientation snapshots of Ethylene simulations at 273K and
1kPa. Color code for atoms is: blue-copper, red-oxygen, brown-carbon, white-
hydrogen, grey-CH2 group and yellow- adsorbent CUS Site.

4.3.3 Experimental- Powdered vs Pelleted HKUST-1

The experimental binary data used later in this chapter was obtained from the

work of Martins et al.[145], who also reported single-component isotherms on the

same pelletised form of HKUST-1. In Figure 39, a comparison of Martins et al. sin-

gle component experimental isotherms with those of Jorge et al.[18], for ethane

and ethylene adsorption, can be seen. The higher temperature/pressure data of

Jorge et al[18] and Martins et al.[145] disagree significantly, with Martins et al.

showing a much lower uptake nearing saturation. It should be noted however that

the Martins data has was only scaled up very slightly (see section 3.2.5) as the

nitrogen pore volume in the powder form (0.836 cm3/g)[145] was higher than that

of the theoretically measured pore volume of HKUST-1 (N2 GCMC simulation-

0.8164cm3/g) and the pore volume loss during pelleting was reported to be mini-

mal (0.807cm3/g).[145]
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(a) Ethane

(b) Ethylene

Figure 39: Single component Ethane/Ethylene adsorption in HKUST-1. Experimental
(symbols); Filled Squares- Jorge et al.[18], Empty Squares- Martins et al.[145]

One possible reason for the much lower adsorption seen for the Martins et al.

data is a reduced pore volume from pelletisation. However, as shown above the

nitrogen pore volume loss due to pelletisation can unlikely account for such a dra-
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matic drop in adsorption, compared with the Jorge et al. dataset. Furthermore, the

issue of reduced capacity could normally be accounted for by applying a consis-

tent scaling factor across the isotherms (see Section 3.3.4). However, as shown in

Figure 40 a consistent scaling factor could not be found to improve agreement with

the Jorge et al. data across the different isotherms of ethane, where a scaling factor

of 1.35 leads to relatively good agreement for 323K, but overestimation for 373K.

This would become even more challenging when also trying to apply it to ethylene

isotherms.

Figure 40: Single component Ethane adsorption in HKUST-1. Experimental (symbols);
Filled Squares- Jorge et al.[18], Empty Squares- Martins et al.[145], dotted line-
Martins et al.[145] scaled by factor of 1.35

Therefore the issue of adsorption reduction cannot solely be linked to pore vol-

ume loss. The fact that the nitrogen assessed pore volume is relatively unaffected

by pelletisation while ethane/ethylene show significantly reduced adsorption hint

towards a number of possible causes, such as MOF defects or kinetic effects. Nev-

ertheless, it therefore does not make sense to compare simulation with experiment

using total adsorbed amounts in the binary case. As such, the binary isotherms

will be analysed using relative adsorbed amounts, which should limit the effect

of the under-adsorption observed for pelletised HKUST-1 in the single component
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isotherms. The effect of this can be tested on the pure component data, by compar-

ing selectivity of Martins et al. and Jorge et al at 100kPa for each gas component

(assumed equimolar) using Equation 47.

Selectivity =
ηA/xA
ηB/xb

=
ηA/0.5
ηB/0.5

=
ηA
ηB

(47)

where
η Adsorbed amount

x Mol Fraction

Table 12: Selectivity based on single component adsorption of ethylene/ethane. Single
component pressures are 100kPa.

Selectivity

Temperature Jorge et al.[18] Martins et al.[145]

323 K 1.263 1.653

348 K 1.443 1.889

373 K 1.483 2.023

It should be noted that this is not a perfect solution; as shown in Table 12 the

selectivity of Jorge et al.[18] still disagrees slightly with that of the Martins data,

but it will at least limit the effect of this adsorption drop seen in pelleted HKUST-1.

4.3.4 Ethylene/Ethane Competitive Binary Adsorption

As expected from the work in Chapter 3, Figure 41 shows that standard forcefields

(TraPPE) failing in the absence of a model explicitly accounting for CUS interac-

tions. Indeed, in direct contradiction with experiment, it shows ethane as the pre-

ferred binding adsorbate over ethylene (indicated by opposite isotherm curvature).

The remaining simulation models, ’TraPPE + CUS’ and Luna-Triguero, predict the

correct qualitative trend for binary adsorption.
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Figure 41: Adsorbed mole fraction of ethylene from binary ethane/ethylene mixtures in
HKUST-1. Experimental (symbols)[145], Simulations (Lines) and Martins et
al.[145] IAST (dashed-dotted Lines), conditions: 323K and 1.5bar.

For the Luna-Triguero forcefield, the performance appears equally as close as

that of the combined ’TraPPE + CUS’ model. This was initially surprising as they

are very different approaches. However, when looking at the single component

adsorption at 323K and 1.5 bar it can be seen that the models are actually show-

ing relatively similar adsorbed amounts (see Figures 35 & 36). As such, the bi-

nary performance of the two models are the same. However, the performance of

the Luna-Triguero forcefield at different conditions could likely be much worse.

Firstly, it was shown that at higher pressures the inaccurate capturing of the CUS

site for ethylene leads to poor saturation capacity agreement with experiment. As

such, for ethylene/ethane binary adsorption the performance of the Luna-Triguero

forcefield would likely become worse as the pressure, and therefore saturation

level, increases. Additionally, the ethylene single component results show that the

Luna-Triguero model has little preference for what should be the strongly attrac-

tive CUS sites. This can again be seen in Figure 42.a, where the Luna-Triguero

model shows preferred adsorption away from the copper site, at a distance of

above 3.5 Å, for ethylene. Conversely, Figure 42.b shows close CUS binding by the

ethylene molecule in the case of the ’TraPPE + CUS model’. This could likely be-

[ A Modelling Study in Harnessing Metal-Organic Frameworks For Challenging Gas Separations ]



4.3 results and discussion 120

come a much bigger issue when investigating binary adsorption of two gases that

are both able to form coordination bonds with the CUS site. As the Luna-Triguero

model does not capture ethylene strong binding to the CUS site it is unlikely that

the competition for this binding site would be accurately captured, future work is

required to confirm this hypothesis.

(a) Triguero (b) TraPPE

Figure 42: Diagram showing orientation snapshots of Ethylene/Ethane simulations at
373K and 1.5 bar. Color code for atoms is: blue-copper, red-oxygen, brown-
carbon, white-hydrogen, purple-CH3 group, grey-CH2 group and yellow- ad-
sorbent CUS Site.

Contrastingly, the ’TraPPE + CUS’ model is likely slightly overestimating ethy-

lene adsorbed amounts in the mixture, because it underestimates ethane single

component adsorption (Figure 35). If the ethane forcefield were to be improved

then this would likely lower the ethylene adsorbed fraction bringing it closer to ex-

periment. The ethane Luna-Triguero forcefield, which performed better for ethane

single component adsorption, could be used to achieve this, however this would

require the LJ forcefield used for the ethylene to also be changed to match the

shifted LJ cut-off scheme utilised by Luna-Triguero et al.[93] (see Methodology

Section 4.2.1.2). A suitable future candidate for the ethylene LJ forcefield could be

the Liu et al.[142] model, which Luna-Triguero et al. originally adapted for their

binary predictions. This will first require a shifted potential to be implemented in
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the software used for CUS isolation from the DFT energy profile.

In comparison with experiment, Figure 41 shows that simulations show a gen-

erally higher fraction of adsorbed ethylene than experiment, although agreement

is improved versus the standard forcefield. However, the IAST predictions (taken

from Martins et al.[145]) provide surprisingly good agreement with experiment

for 0.5/0.5 ethylene/ethane composition, although agreement drops at 0.8/0.2

ethylene/ethane composition. As IAST makes assumptions regarding ideality, it

would be expected to perform worse than the more accurate simulated models.

For instance, Heinen et al.[101] suggests IAST could suffer from the strong bind-

ing effect of CUS sites on ideality assumptions, in which IAST has been shown to

perform poorly when one adsorbate adsorbs much more strongly than the other

component.[147] Additionally, one general issue that IAST is likely to suffer from

is that it also assumes both components have equal access to the MOF pore space,

when in fact for CUS-containing MOFs the vicinity of the CUS site is likely only

accessible to ethylene. Therefore, IAST performance could be expected to worsen

at lower temperatures and higher pressures, in which these assumptions would be

more stringently tested.

The issues regarding the experimental data have already been discussed in terms

of the pure component isotherms. It is still clearly evident in the binary data, as in

Figure 41 the curvature suggested by the experimental data points does not appear

to tend towards 1 adsorbed mole fraction when ethylene bulk mole fraction is at

1. This suggests inconsistency between the two data points. Furthermore, the con-

ditions of the experiments are far from optimal for a comparison with simulations.

Higher pressure and lower temperatures would give a much more stringent test of

the believed IAST weaknesses, as well as probe the conditions in which the Luna-

Triguero model performs the worst with respect to pure component experimental

data (powder HKUST-1). Unfortunately, no experimental data at such conditions

was found.
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Overall, although the Triguero, ’TraPPE + CUS’ and IAST methods all provide

relatively similar performance, the pressure and temperature range of the experi-

ment is insufficient to enable a proper comparison of these methods. This exper-

imental data was able to give reasonable confirmation of the validity of the new

CUS approach proposed in this work, but more complete and lower temperature

adsorption isotherms are likely required to fully test all the available methods.
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4.4 conclusion

This chapter further expands upon the validation of the CUS ethylene model, seen

in Chapter 3, to adsorption conditions of higher pressure and temperatures for

HKUST-1. This study showed the CUS model performing well across all the ex-

perimental conditions. Furthermore, ethane simulations were performed and high-

lighted issues in previous simulations conducted in the work of Jorge et al.[18].

This finding suggests that improvements in the ethane pure component model is

required, which will likely have an effect on binary behaviour. While not directly

related to the CUS model, improvements in ethane forcefields may indirectly re-

quire new CUS parameters to be developed for ethylene in the future, to enable a

consistent LJ cut-off scheme to be implemented.

For the first time, the CUS model was also tested and validated for binary ad-

sorption of ethane/ethylene in HKUST-1 against experimental data. The agree-

ment with the limited available experiment data was relatively good, although

more experimental data is required for sufficient validation. This is, however, a

key first step in the expansion of this model from investigating just single compo-

nent applications to multi-component systems, such as competitive gas separation.

Furthermore, recent work by Luna-Triguero et al.[93] was investigated. The

group proposed using single component adsorption isotherm optimised LJ pa-

rameters to predict the binary behaviour of ethane/ethylene in HKUST-1, without

explicitly accounting for the CUS interaction. Although this approach appeared to

perform equally as well as the proposed CUS model in the binary ethane/ethylene

simulations, there are inherent risks within this approach, as the model began to

break down at higher pressures in the case of pure component ethylene adsorption.

This work highlighted the importance of correctly capturing the binding mecha-

nisms behind adsorption isotherms. Although good agreement with experiment

can be obtained for localised parts of an isotherm without them, the forcefield is

unlikely to perform well outside the condition of parameterisation and further-

more may provide inaccurate results in complex simulations, such as for different

binary adsorption mixtures.
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5
C A R B O N M O N O X I D E A N D N I T R O G E N A D S O R P T I O N I N

M O F S C O N TA I N I N G C U S

5.1 introduction

Carbon monoxide is a gas present in a variety of industrial processes. It is com-

monly formed as an unwanted byproduct in incomplete combustion reactions for

various oil and gas mixtures.[148] Therefore its removal from these streams is an

important step in reducing pollution. Furthermore, there are various health con-

cerns from exposure to the gas, including causing blood poisoning if inhaled at

high enough concentrations and chronic effects from prolonged exposure, e.g neu-

rological damage.[149] As such, proper disposal of the gas is of the utmost impor-

tance within industry.

Carbon monoxide can, however, also be a valuable feedstock. It is often produced

from either coal gasification or steam reforming, in the form of synthesis gas mix-

tures (mainly made up of H2:CO).[150] This is because for many industrial uses it

is advantageous to have both gases present, such as in the industrial production of

methanol, aliphatic alcohols and aldehydes; also synthesis gas is an important re-

ducing agent within metal refining.[150][151] However, the correct ratio of H2:CO

must first be obtained for many of these applications. Jurgen et al.[150] describes

a number of effective separation techniques used for CO/H2, which is still an im-

portant area of ongoing research.[151]

For many applications, the use of pure carbon monoxide is required or indus-

trially preferable; importantly, as a primary component within the production of

acetic acids.[150] The separation of pure carbon monoxide from a gas mixture,

such as synthesis gas, becomes much more demanding when attempting to re-

move any nitrogen components. This is because of the similar boiling points of car-

124

[ A Modelling Study in Harnessing Metal-Organic Frameworks For Challenging Gas Separations ]



5.1 introduction 125

bon monoxide (≈191.5oC)[152] and nitrogen (≈-196
oC)[152] making distillation

separation costly and difficult. It should be noted that this is also an important

separation for flue gases in which incomplete combustion has occurred, especially

for plants within urban areas due to the safety concerns already discussed.

It will be this challenging gas separation, CO/N2, which is the focus of this chap-

ter. The difficulty of traditional distillation techniques for separation highlight it as

a good candidate for Pressure Swing Adsorption (PSA) (see Chapter 1 for descrip-

tion), as was the case of ethane/ethylene separation discussed in Chapters 3 and 4.

As mentioned within Chapter 1, for PSA separation to be a viable alternative it

requires a suitable adsorbent with sufficient selectivity for one of the gases. This

chapter will aim again to investigate simulating adsorption in the presence of Co-

ordinatively Unsaturated Sites (CUS) within Metal-Organic Frameworks (MOF) to

exploit the binding strength that can be found within these unique sites. Unlike in

Chapter 3, both CO and N2 components will have orbitals with electron donating

capabilities and therefore may require CUS parameters. Bordiga et al.[153] found

experimentally for carbon monoxide that electrostatics alone was unable to account

for the interaction with the copper sites in HKUST-1, and that a π-metal interaction

was indeed often occurring. The same group also identified a similar case for nitro-

gen, however the interaction was very weak and required very low temperatures to

study this binding.[153] Therefore, although both adsorbates may have a π interac-

tion with the copper site, the chemical differences in the adsorbates will expectedly

lead to sufficiently different binding mechanism, and therefore binding strength,

to enable a high MOF selectivity between the gases. It should be noted, however,

that the exact electron donation sequence for certain gases, e.g. carbon monoxide,

is still not completely agreed upon within the scientific community, and remains a

controversial topic.[154] Within this work, DFT energies and orientations are used

to tailor the Grand Canonical Monte Carlo (GCMC) simulations and, therefore, it

is not necessary to know specific details about the electron donation mechanism

for these simulations.
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In literature, there is surprisingly little in terms of adsorption simulations of

CO/N2 mixtures in MOFs, especially on MOFs containing CUS.[155–159] Previ-

ous work by Karra et al.[156][159] using GCMC simulations to predict CO/N2

separations in HKUST-1 without explicitly accounting for any CUS interaction ap-

peared to obtain good agreement with experiment. However, more recent work by

Martín-Calvo et al.[157] illustrated that using the same carbon monoxide model

leads to underestimation by simulation in the low pressure region, in which solid-

fluid interactions dominate. Martín-Calvo et al.[157], subsequently, developed a

new model for CO which was fit to pure component vapour-liquid equilibrium.

This new model, as well as a number of others, will first be investigated within

this chapter’s results section to better understand the performance of currently

available carbon monoxide models.

The CUS model proposed in this thesis will then be expanded to carbon monox-

ide for the case of HKUST-1, to test if improvement against the currently available

models can be found by explicitly accounting for the CUS interaction. As men-

tioned, as nitrogen is only weakly adsorbing to the CUS (at very low temperatures),

it will also be individually assessed to evaluate if it will require CUS parameters

to be derived for use in GCMC simulations. Apart from the immediate interest in

CO/N2 separations, carrying out this study should enable various other gas mix-

tures involving these gases to be potentially studied through GCMC simulations,

which is especially advantageous due to how commonly they are found within

industry.

An additional challenge for simulating these gases is that the effect of electro-

statics can no longer be ignored (as was done for Ethane/Ethylene in Chapter 3).

This is because the dipole of the carbon monoxide and the quadrupole of the ni-

trogen play an important role in interacting with the MOF.[156] This introduces

complexity in the isolation of the CUS interaction, which will be elaborated upon

within the Methodology section of this chapter. Finally, there will also be further

refinement of existing steps within the CUS procedure, most notably the inclusion

of dispersion within DFT calculations, which is an important step in reducing the

number of approximations required for this approach (this step will also be vali-
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dated against ethylene adsorption, to ensure consistency with results presented in

chapter 3).

Overall, this section will outline a new procedure in the proposed CUS model to

account for polar adsorbates that have a CUS interaction with a MOF’s metal site.

This step of extending the model to electrostatically relevant adsorbates is an im-

portant step in fully testing the transferability of this approach. This chapter will

show that the model can indeed provide good quantitative agreement with exper-

iment and can furthermore potentially be used as an important tool for predicting

MOF selectivity for CO/N2 gas mixtures.
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5.2 methodology

This section will outline the procedure to model the interaction of carbon monox-

ide and nitrogen with the HKUST-1 CUS. As in Chapter 3, the procedure comprises

5 key stages:

1. Quantum-mechanical (QM) calculations to obtain the interaction profile be-

tween the adsorbate and the CUS.

2. Isolation of the CUS contribution in the DFT profile.

3. Fitting the resulting profile to a modified Morse functional.

4. Including the new CUS interaction site in GCMC simulation.

5. Validating GCMC adsorption isotherms against experiment.

A comprehensive description of the concept behind each of these stages was

provided within the Methodology of Chapter 3, this section will therefore focus on

changes to the procedure, and assumes prior reading of Chapter 3.

5.2.1 DFT calculations

In Chapter 3, the PBE exchange-correlation functional was used and assumed to ac-

count for no dispersive interactions. However, as will be shown later, this approach

does not work in the case of carbon monoxide and therefore an investigation was

conducted into improving the exchange-correlation functional used and removing

the assumption relating to dispersion. There are two commonly used approaches

to account for dispersion interactions within DFT calculations, using an explicit

correction term or implicitly accounting for it within the exchange correlation func-

tional. The former approach can be successfully applied with functionals assumed

to have little to no dispersive interaction and indeed combined with dispersion-

including functionals, if they are thought not to fully capture the long and short

range of the dispersive interaction.[160] However, the success of this approach is

very dependent on the system being studied and can also involve partially scaling

[ A Modelling Study in Harnessing Metal-Organic Frameworks For Challenging Gas Separations ]



5.2 methodology 129

the correction[160] when applied to exchange correlation functionals already par-

tially capturing dispersion, which adds an empirical nature to the procedure. As

such, the decision was made to focus on exchange-correlation functionals which

implicitly account for dispersion. The VDW-DF2[161] was a good candidate as

it has been successfully employed in forcefield development within MOFs[104],

and also provided better agreement with MOF experimental isotherms than an

approach utilising PBE-D2[162] corrected DFT calculations.[104] Additionally, the

meta-GGA functional M06-L will be investigated as it has been shown to perform

well in capturing the energies in the presence of transition metals[110, 163–165],

making it ideally suited for CUS calculations. Alongside M06-L, the functional

M06[166] will also be studied, as it is heavily based on the M06-L functional and

recommended for use in organometallic chemistry.[166] As such, these exchange-

correlation functionals were tested for carbon monoxide to see which provided the

best agreement with experimental adsorption isotherms and then back-validated

for ethylene, before the best functional was applied to nitrogen. Due to the limited

number of exchange-correlation functionals available within CP2K software, sev-

eral alternative procedures were considered:

• CP2K[106, 107] DFT software tested both the PBE and M06-L functionals.

• Quantum Espresso[167] DFT software tested the VDW-DF2 functional.

(Carried out by collaborator José R. B. Gomes - University of Aveiro)

• Gaussian 09[168] DFT software tested the M06 functional.

(Carried out by collaborator Jacek Osiński - University of Cambridge)

For the CP2K calculations the same DFT optimisation procedure was used as

outlined in Chapter 3; however there were a number of technical improvements to

the inputs used. In the DFT calculations for the PBE[108] and M06-L[169] exchange-

correlation functionals the basis sets used for all but the Cu atoms were triple zeta

plus polarization (TZVP) with PBE optimised Goedecker pseudopotentials.[107,

113, 114] These basis sets were unavailable for copper, and therefore the double

zeta plus polarization (DZVP) sets were used. The more computationally expen-

sive basis sets were used as it provided a more consistent Cu-Cu dimer distance
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within M06-L optimization calculations. The energy cut-off selected for PBE was

600 Ry and M06-L was 800 Ry. As in Chapter 3, spin polarization was included. Fur-

thermore, for all profile points a single point counterpoise correction[71] was used

to account for basis set superposition error (BSSE), the origin of which is outlined

in Chapter 2. The importance of BSSE for carbon monoxide calculations was much

higher than that of the previous ethylene DFT calculations (see Chapter 3); for PBE

optimization calculations at the minimum, the BSSE corrections for ethylene and

carbon monoxide were ≈ 2 kJ/mol and ≈ 14 kJ/mol, respectively. The BSSE was

estimated on a non-spin polarization system, however, due to technical difficulties

with obtaining correct spin behavior in the BSSE calculations. This was because

during BSSE calculations spin states would remain at zero for all atoms. Attempts

to solve this included using both the ’multiplicity’ keyword and directly control-

ling spin states through ’BS’ keyword, but currently the issue remains unresolved.

The author believes therefore that this correction will be slightly underestimated,

but applying the correction will still be better than not accounting for BSSE at all.

For Quantum Espresso (QE)[167] the DFT calculations were performed with the

periodic PWSCF v.5.3.0 code, employing the non-local correlation vdw-DF2 func-

tional.[161] Again, the same DFT optimisation procedure was used as outlined in

Chapter 3. Plane-wave basis sets were used to describe the valence electrons to-

gether with norm-conservative pseudopotentials within the Troullier-Martins ap-

proach for the core electrons.[170] It should be noted that as plane-wave basis

sets are being used there will be no BSSE error present. The Kohn-Sham orbitals

were expanded with 50 Ry cut-off for the kinetic energy and 200 Ry cut-off for

the charge density. The first Brillouin zone integrations were performed with the

Marzari-Vanderbilt smearing method at the gamma point. The convergence criteria

where as follows: convergence threshold for self-consistency was 1x10
−6 Ry (using

a local-density-dependent Thomas-Fermi screening mixing mode with a factor of

0.7 for self consistency) and convergence on forces was 1x10
−3 Ry/au.

For the Gaussian 09 DFT cluster calculations, the exchange-correlation functional

used was the meta-GGA functional M06.[166] The basis sets used were 6-311++G**

and a LanL2DZ pseudopotential for the Cu atoms. The BSSE corrections were ac-
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counted for using the counterpoise method.[71] The energy convergence criteria

was set at 10
−6 Ha. As these DFT calculations were performed on a cluster, a very

different optimisation procedure was used. Firstly, a relatively small cluster size

was used for the CUS site of the HKUST-1 framework, Cu2(HCOO)4, shown in

Figure 43. Fischer et al.[1] showed that for DFT cluster calculations of the HKUST-

1 CUS site, the cluster size only has a small effect on binding energies within the

system. Both the Cu2(HCOO)4 cluster and the adsorbate were optimised indepen-

dently and then single point energy calculations were used to find the interaction

energy at each position along the interaction profile (with the internal optimised

positions remaining fixed).

Figure 43: Illustration of DFT cluster used to represent the CUS Site in Gaussian calcu-
lations, Color code for atoms is: blue-copper, red-oxygen, brown-carbon and
white-hydrogen.

The binding energies and distances at the energy minima are shown in Table

13 for each of the DFT calculations. The differences in binding energies with the

CUS for carbon monoxide and nitrogen are promising indicators that the MOF

will selectively adsorb carbon monoxide. It should be noted an increase in the DFT

interaction energy from PBE in ethylene, -23.3 kJ/mol (see chapter 3), to the vdw-

DF2 case, -36.4kJ/mol, confirming that dispersion is being accounted for in the

latter case. Additionally, the binding energy of ≈ 29 kJ/mol for carbon monoxide

in HKUST-1 found for M06 and VDW-DF2 is promising as it matches the experi-

mental enthalpy of adsorption found by Rubeś et al. (29kJ/mol).[171] M06-L on the

other hand is much more attractive than the experimental enthalpy of adsorption

and the other dispersion-including functionals, indicating it may be overestimat-
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ing the binding energy. The experimental enthalpy of adsorption is not an exact

representation of the minimum DFT binding energy, as it is estimated at a finite

temperature (whereas DFT is at absolute zero) and also averages over all sites at

the specific adsorption coverage, but it still should give a reasonable estimation of

the CUS interaction energy as long as the CUS is the dominant binding site at low

adsorption coverage.

Table 13: DFT energy minima for each adsorbate using different DFT exchange-correlation
functionals (Exc).
(*B.D - binding distance relates to perceived binding point of the adsorbate with
the Cu atoms. Carbon monoxide "C-Cu", ethylene "π bond-Cu", nitrogen "nearest
N-Cu")

Exc Adsorbate Int. Energy (kJ/mol) *B.D (Å)

PBE Carbon Monoxide -23.0 2.24

vdw-DF2 Carbon Monoxide -28.8 2.32

M06-L Carbon Monoxide -39.2 2.30

M06 Carbon Monoxide -28.7 2.40

PBE Ethylene -23.3 2.61

vdw-DF2 Ethylene -36.4 2.65

vdw-DF2 Nitrogen -16.3 2.65

In Figure 44, the full DFT binding energy profiles can be seen for each of the

functionals, in the case of carbon monoxide. It is important to note that the M06-L

profile is not only much deeper, but also is much less smooth than the rest of the

profiles, leading to a very sharp minimum well. This may cause difficulties in the

fitting procedure, as replicating such a sharp and disjointed well in the CUS model

will be challenging.
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Figure 44: Diagram showing the DFT profiles of all exchange correlation functions, carbon
monoxide adsorbing to the CUS site of HKUST-1. The binding point of the CO
is the carbon

The binding orientations for the vdw-DF2 energy minima can be seen in Figure

45. The orientations shown for carbon monoxide and ethylene at the minimum

energy are the same for all relevant exchange correlation functions. The binding

orientations found for carbon monoxide (Figure 45.b) and nitrogen (Figure 45.c)

agree closely with a relatively recent DFT study conducted by Supronowicz et

al.[172] The aforementioned weaker binding of the nitrogen atom to the CUS can

be better visualised in Figure 46. Whereas carbon monoxide and ethylene have the

deep energy well indicative of the CUS interaction, the nitrogen binding energy

profile is relatively flat in comparison, suggest the role of CUS sites for this adsor-

bate is minimal.
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(a) Ethylene (b) Carbon Monoxide (c) Nitrogen

Figure 45: Diagram showing the binding orientations with respect to the adsorbates and
the CUS at the DFT energy minimum. Color code for atoms is: blue-copper,
red-oxygen, brown-carbon, white-hydrogen and green-nitrogen.

Figure 46: Diagram showing the VDW-DF2 DFT binding energies for each adsorbate at the
CUS, with respect to the distance from the Cu atom. The binding point of the
ethylene is the centre of the π bond. The binding point of the CO and N2 is the
nearest binding atom (see Figure 45).
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5.2.2 Parameter fitting

Once each interaction energy profile for the adsorbate with respect to the CUS has

been determined, the CUS contribution must be isolated. The exact method for this

isolation depends on the adsorbate and exchange correlation being used. Firstly,

in the case of ethylene it is assumed that electrostatics do not play a significant

role in adsorption in MOF frameworks (see Chapter 3).[18] This assumption is

likely not valid for nitrogen and carbon monoxide, as discussed, and therefore

the electrostatics must also be removed from the DFT profile. Furthermore, the

PBE functional is assumed to not account for dispersion interactions and therefore

only the repulsive contribution from van der Waals energy must be removed from

the DFT profile. This is found by applying the Weeks-Chandler-Andersen (WCA)

approximation[118, 119] on the LJ potential (shown in Section 3.2.2). In all other

exchange correlation functionals investigated, the dispersion term should also be

removed from the DFT profile. Therefore the dispersion and repulsion contribution

can simply be removed together through the standard LJ potential, eliminating the

need for the WCA approximation. The variations in the isolation forms for each of

the systems can be seen in Equations 48 - 51.

PBE: Ethylene

UCu−π(r) = UDFT (r) −URep(r)︸ ︷︷ ︸
WCA

−UDisp(r) −UElectro(r)︸ ︷︷ ︸
Zero

(48)

PBE: Carbon Monoxide

UCu−π(r) = UDFT (r) −URep(r)︸ ︷︷ ︸
WCA

−UDisp(r)︸ ︷︷ ︸
Zero

−UElectro(r)
(49)

vdw-DF2: Ethylene

UCu−π(r) = UDFT (r) −URep(r) −UDisp(r)︸ ︷︷ ︸
LJ Potential

−UElectro(r)︸ ︷︷ ︸
Zero

(50)

vdw-DF2/M06-l/M06: Carbon Monoxide & Nitrogen

UCu−π(r) = UDFT (r) −URep(r) −UDisp(r)︸ ︷︷ ︸
LJ Potential

−UElectro(r)
(51)
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For the isolation of the Cu-π interaction, all the other interaction terms must

be known. This was achieved using the same in-house software as utilised within

chapter 3, which calculated the Lennard-Jones potential profile along the Cu-Cu

vector in a fully periodic structure, based on the classical models that will be used

later in GCMC simulations. However, the code was adapted to also include electro-

statics calculated using Ewald summations, also based on the point charges used

later in GCMC simulations. When required, the Weeks-Chandler-Andersen (WCA)

approximation[118, 119] was utilised to isolate the repulsive contribution in the LJ

potential, as explained within Chapter 3.

The now isolated Cu-π energy profile represents the CUS specific attraction be-

tween each adsorbate and the CUS site of the MOF. However, the interaction site

used within GCMC must be decided upon. In the case of ethylene, as explained

in Chapter 3, an additional interaction site on the center of the ethylene double

bond will be used, as it is the nearest interaction point with the copper site, see

Figure 45.a. For carbon monoxide, the carbon atom is the nearest binding site to

the copper, see Figure 45.b, and therefore will be the CUS interaction used within

simulation. Finally, nitrogen is a slightly more complex case as it adsorbed directly

onto the copper-copper vector, as shown in Figure 45.c. This means that one of the

nitrogen atoms will be directly forming this CUS interaction. However, either of

the nitrogen atoms could be the potential binding partner with the CUS. As such,

both nitrogen atoms will be CUS interactions sites, but therefore an effective CUS

interaction must be determined to account for the potential double-counting of

the CUS interaction within the GCMC simulations. This effective interaction was

achieved by assuming vertical adsorption and removing the non-binding nitrogen

atom’s interaction contribution from the binding nitrogen across the interaction

profile; this is shown for one binding distance in Figure 48. The interaction sites

can be better visualised in Figure 47.

The CUS interaction profile is then fitted to the same modified Morse potential

as used in chapter 3, shown in equation 52.
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(a) Ethylene (b) Carbon
Monoxide

(c) Nitrogen

Figure 47: OMS site located on adsorbate molecules, color code for atoms is: red-oxygen,
brown-carbon, white-hydrogen and yellow-CUS site.

Figure 48: Illustration of nitrogen CUS fitting procedure for one binding distance. Color
code for atoms is: blue-copper, red-oxygen, brown-carbon and Green-Nitrogen.
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(52)

where
Ro Distance of the minimum in the Morse potential (Å)

Do Depth of this minimum (kJ/mol)

α Flexibility of the fitting curve

A / B Empirical fitting terms

The CUS functional has the exact same cut-off scheme as that of Chapter 3.

UCu−π(r) =



0 r 6 Lowcut

Ufunction(r) Lowcut < r 6 Shiftcut

Ufunction(r) ·
(Hicut− r)

(Hicut− Shiftcut)
Shiftcut < r 6 Hicut

0 Hicut < r

(53)

Table 14: CUS interaction cut-off scheme

Lowcut 1.8 Å

Shiftcut 3.5 Å

Hicut 4.0 Å
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5.2.3 GCMC simulations

All adsorption isotherms were obtained through GCMC simulations using the

open source code Music.[120] The PMAP grid spacing selected was 0.15 Å, the

same as in Chapter 3. For all GCMC simulations which did not include CUS in-

teractions, cavity bias[52] based on the LJ potential maps was used for insertion

and deletion trials. In the case of simulations explicitly including CUS interactions,

insertion and deletion were done randomly. In addition to insertion and deletion

trials, molecules were allowed to rotate and translate, using optimized maximum

displacements. 600 000 000 steps were used for all non-CUS model GCMC sim-

ulations and 100 000 000 were used for all CUS model GCMC simulations. The

first 50 % of steps were ignored to ensure equilibration, and the remaining steps

were split into 20 equal blocks for error analysis. Pressure values were converted

to fugacities for input into the simulation code using the Peng-Robinson equa-

tion of state[121]. The final absolute adsorbed amounts from the simulations were

converted to excess, for comparison with experiment, using the Myers and Mon-

son method.[61] Ewald summations[47] were applied in all solid-fluid interactions,

while fluid-fluid interactions were described using the Wolf summation[49] (these

techniques are described in Chapter 2).

Note: in the case of the Straub & Karplus model for CO (see Table 16) due to

a memory allocation error within the Music version, bias insertion could not be

used; to compensate for this, the number of steps was increased to 1 000 000 000.
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5.2.3.1 LJ Forcefields/Electrostatics

In MOF frameworks, the DREIDING forcefield[56] was used to describe the LJ in-

teractions of all framework atoms apart from copper. The copper atoms are not

present in DREIDING and therefore the Universal forcefield (UFF) was used.[55]

The point charges used for the framework’s electrostatic interaction were obtained

from Castillo et al.[89], shown in Table 15/Figure 49, and have been used pre-

viously for carbon monoxide adsorption simulations in MOFs.[157] Additionally,

point charges from the DDEC database[60, 173] will also be used for the HKUST-1

framework. This is to test the sensitivity of the CUS model towards point charge

selection, in this case for carbon monoxide adsorption. As this will change the

electrostatic interaction between the CUS and carbon monoxide, new DDEC-based

CUS parameters will also be derived.

Table 15: Castillo[89] and DDEC[60, 173] point charges of framework atoms for HKUST-1,
see Figure 49 for atom notation.

Framework Atom Castillo Point Charges (e) DDEC Point Charges (e)Å

Copper 1.248 0.928

Oxygen -0.624 -0.564

Carbon 1 0.494 0.679

Carbon 2 0.130 0.030

Carbon 3 -0.156 -0.163

Hydrogen 0.156 0.118

Figure 49: Illustration of naming system used for point charges of each framework atom
in HKUST-1, see Table 15.
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For ethylene, a united atom approach was used for each CHx group, with pa-

rameters taken from the TraPPE forcefield.[53, 54] The atomistic TraPPE forcefield

was also used to describe nitrogen.[174] This forcefield was selected as it is fitted

against vapour-liquid equilibrium helping to thus ensure that the gas-gas inter-

actions are correctly captured, enabling the focus of this research to be solely on

the gas-solid interaction (specifically CUS adsorption). Furthermore, this forcefield

has been used previously within literature to describe adsorption in MOFs for both

ethylene[86][18] and nitrogen.[175][156][159]

The TraPPE forcefield is not available for carbon monoxide. As such, several

existing models will be tested for CO adsorption in MOFs to choose the most suit-

able model for further study. Martín-Calvo et al.[157] carried out a comprehensive

comparison of CO models for their ability to predict vapor-liquid equilibrium, and

we will use their study as a basis for our assessment. In particular, they examined

four different models, UFF[55], Straub and Karplus[176] (S&K), Piper et al.[177],

and their own model, which we will call M-C model[157]. Of these, the UFF and

M-C models showed the best agreement with liquid-vapor equilibrium data.[157]

The S&K model uses the same geometry as M-C, but the different parameters lead

to a much poorer performance in vapor-liquid equilibrium. The Piper et al.[177]

model was not investigated further here, as it uses a complex 4-site point charge

geometry, making it challenging for later combination with our CUS model, and

also performed poorly in liquid-vapor equilibrium simulations. The LJ parameters

and point charges for all CO models can be found in Table 16 and a visual repre-

sentation of the site layouts is shown in Figure 50.

Cross-species LJ interactions were estimated using the standard Lorentz-Berthelot

combining rules, and this included all solid-fluid interactions. The exception is a

model proposed by Martín-Calvo et al.[157] in which the LJ ε values for the CO-

MOF interaction were increased by a factor of 1.2 and some of the mixed sigma

values were very slightly altered in order to match CO adsorption in HKUST-1 at

298K. The CO-MOF parameters for this modified M-C model are shown in Table

17 together with parameters obtained with the standard combining rules to enable

direct comparison. Here we will compare the performance of these models for pre-
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dicting adsorption of CO in both HKUST-1 and MOF-5[178], or IRMOF-1, as an

example of a widely studied MOF without CUS. In particular, we will assess the

performance of the models against high pressure experimental adsorption data of

CO in HKUST-1, which was not available at the time of the Martín-Calvo study.

Figure 50: Illustration of LJ and electrostatic sites in each carbon monoxide model studied
here.

Table 16: Carbon monoxide models

Model Atom σ (Å) ε/kb (K) charge (e) Position (Å)

UFF[155] C 3.43 52.888 0.107 0

O 3.12 30.219 -0.107 1.140

M-C[157] C 3.636 16.141 -0.2424 0

O 2.979 98.014 -0.2744 1.128

Dummy - - 0.5168 0.6443

Straub & C 3.83 13.18 -0.75 0

Karplus O 3.12 80.06 -0.85 1.128

(S & K)[176] Dummy - - 1.6 0.6443
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Table 17: Mixed LJ parameters for original and modified M-C carbon monoxide
model.[157]

M-C Original M-C Modified

Adsorbate Atom Framework Atom σ (Å) ε/kb (K) σ (Å) ε (K)

Carbon

Copper 3.3750 6.3700 3.386 7.6500

Oxygen 3.3345 27.881 3.344 33.468

Carbon 3.5560 27.794 3.564 33.353

Hydrogen 3.2410 11.112 3.254 13.334

Oxygen

Copper 3.0465 15.697 3.0465 18.852

Oxygen 3.0060 68.705 3.0045 82.471

Carbon 3.2275 68.491 3.2245 82.189

Hydrogen 2.9125 27.383 2.9145 32.859

5.2.3.2 CUS Functional

The CUS parameters derived from the fitting procedure for each of the studied

exchange correlation functionals are presented in Table 18.

Table 18: CUS parameters obtained from DFT fitting to Equations 48 - 51. All CUS param-
eters were found using Castillo et al.[89] framework point charges, unless stated
as DDEC.[60, 173]

Exc Adsorbate Ro Do α A B

(Å) (kJ/mol)

PBE CO 2.7712 10.34 9.0376 3.3025 10.1583

M06-L CO 2.566 21.95 15.36 2.873 17.045

M06 CO 2.6348 10.955 11.276 3.1155 11.6115

vdw-DF2 CO 2.75 9.829 8.25 3.243 10.1068

vdw-DF2 CO (DDEC) 2.6307 12.395 8.9123 3.157 10.772

vdw-DF2 C2H4 3.0374 11.2 8.489 3.8246 9.2875

vdw-DF2 N2 2.832 2.6417 13.2 2.819 13.65
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5.3 results and discussion

This results section begins by testing the performance of existing models for pre-

dicting CO adsorption in HKUST-1 and IRMOF-1, Figure 51/54.

5.3.1 Existing CO Models

(a) Low Pressure

(b) High Pressure

Figure 51: Simulated (lines) and experimental (symbols), CO adsorption isotherms in
HKUST-1. a) Simulations performed at 298K for comparison with Wang et
al.[146]; b) Simulations performed at 303K for comparison with Rubes et al.[171]
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In agreement with Martín-Calvo et al.[157], both the UFF and M-C models

largely underestimate adsorption at all conditions when compared with both sets

of HKUST-1 experimental data (Figure 51). As both models replicate vapor-liquid

equilibrium very well[157], this is unlikely due to the gas-gas interactions and is

caused instead by not accounting for specific interactions with the CUS of the MOF,

which these forcefields were not designed to describe. Unsurprisingly, the modi-

fied M-C model performs well in comparison with experimental adsorption at

298K (Figure 51.a), since the scaling parameters for CO-MOF interactions were de-

signed to fit this particular dataset. The S&K model also showed good agreement

with experiment at 298K, but for entirely different reasons. The good performance

of the M-C model can be explained by the much higher solid-fluid LJ parameters

being used, which uniformly enhance interactions between CO and all the frame-

work atoms. With the S&K model, instead, adsorption is mainly enhanced by the

much higher values of the CO point charges (see Table 16), leading to stronger elec-

trostatic interactions with the framework than observed with the UFF and original

M-C models. Indeed, Figure 52 shows that along the Cu-Cu vector of the HKUST-

1 CUS the electrostatic interaction energy is much more favourable than for the

M-C models. The price of these enhanced electrostatics is a much poorer perfor-

mance in vapor-liquid equilibrium simulations.[157] Therefore, error cancellation

between gas-gas and gas-solid interactions is the most likely explanation for the

rather fortuitous adsorption agreement at 298 K in the case of the S&K model.

Although the modified M-C model closely agrees with the Wang experimental

data set[146], to which it was fitted, it is not able to match the isotherm of Rubes

et al.[171] at 303 K (Figure 51.b). In fact, Figure 51.a clearly shows that the Wang

et al. isotherm has a lower adsorbed amount than that of the more recent work of

Rubes et al., despite the latter corresponding to a slightly higher temperature (303

K). This is true even after scaling for pore volume differences (see Section 3.2.5).

This suggests that the Wang et al. data were likely obtained on a lower quality

sample of HKUST-1, and highlights the pitfalls of fitting forcefield parameters to

match a restricted set of experimental data without subsequent validation.[78] In

this particular case, the modified M-C model is observed to fail when predicting
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adsorption outside the fitting conditions of the model.

Figure 52: Electrostatic interaction energy at orientation binding minimum along the Cu-
Cu vector of the CUS. Distance is from OC–Cu.

Figure 51.b shows that none of the available models is able to capture the cor-

rect high-pressure saturation behavior. This is likely because no model is able to

describe the binding mechanism at the CUS correctly. Indeed, none of the investi-

gated models showed a strong preference for binding at the CUS, which DFT cal-

culations (Table 13) identified as a highly attractive site. Furthermore, even when

interactions between CO and the CUS were observed, the opposite orientation was

observed when compared with the DFT-optimized geometry. Figure 53 shows a

simulation snapshot obtained at 298K and 7 bar using the modified M-C model,

highlighting the area around the Cu paddlewheel unit. Compared to the DFT ge-

ometry from Figure 45, the binding distance is much larger (≈ 4Å) and, more

importantly, it is the oxygen atom that is more closely binding with the CUS, in-

stead of the carbon atom as observed in DFT. As shown in Table 16 and 17, almost

all models have oxygen with a higher ε value than that of carbon (the exception be-

ing UFF) and also a more negative point charge, making the oxygen’s LJ potential

and electrostatics both more attracted to the Cu atoms (which have been assigned

a positive point charge). It should also be noted that the configuration shown in

Figure 53 is actually quite rare in all simulations with the standard models. This
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analysis confirms that the standard models are not capturing the correct adsorp-

tion mechanism of CO at the CUS, which hinders their ability to accurately predict

adsorption isotherms over a wide range of pressures.

Figure 53: Cropped Snapshot at 700kPa and 303K for the modified M-C model simulations,
carbon monoxide adsorbing to HKUST-1. Color code for atoms is: blue-copper,
red-oxygen, brown-carbon and purple- dummy electrostatic site.

Figure 54: Simulated (lines) and experimental[179] (points open-Pv Unscaled) carbon
monoxide adsorption isotherms in IRMOF-1.
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As illustrated in Figure 54, in the case of IRMOF-1, in which no CUS are present,

a very different picture can be seen. The UFF and M-C model now provide rela-

tively good agreement with experiment across the full isotherm. This, in conjunc-

tion with the HKUST-1 results, further reinforces the idea that these models are

capturing the gas-gas interaction correctly, as well as the standard van der Waals

and electrostatic interactions with the solid. They fail when CUS are present in the

MOFs, which is to be expected, and this makes both of them good candidates for

combining with the CUS model proposed here. The failure of the modified M-C

model shows that although strengthening the LJ parameters improves agreement

in HKUST-1 at low pressure, the parameters cannot be transferred to IRMOF-1.

This raises doubts about the possibility of generally transferring this model to

other MOFs (both with and without CUS) without further parameter fitting. In the

case of the S&K model, the large overestimation observed could be caused by the

overestimation of the electrostatic interaction. In HKUST-1, this was not observed

as the stronger electrostatics compensated for the unaccounted CUS interaction.

In the case of IRMOF-1, though, there are no CUS present and therefore no error

cancellation takes place.

Based on the above results, we are now in a position to select the most appro-

priate CO model to be combined with the QM-based CUS interaction. When look-

ing at the performance of the UFF and M-C models, both replicate vapor-liquid

equilibrium well[157] and also both appear to capture the van der Waals and elec-

trostatic interaction with IRMOF-1 correctly. The M-C model was selected for our

CUS approach as it better replicated the experimental dipole moment of the carbon

monoxide molecule, with the M-C model exactly matching the dipole moment of

0.112 D, while UFF is significantly higher at 0.58 D.[157] Indeed in Appendix A.2,

it is shown that the drastically different UFF fluid-fluid point charges causes issues

in the CUS fitting procedure, leading to poorer adsorption isotherm performance.
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5.3.2 CUS Model- CO Adsorption

Section 5.3.1 clearly shows that none of the existing CO models can fully describe

the adsorption isotherm for HKUST-1, and that enhancing electrostatics or the LJ

potentials fails to adequately correct for this. Furthermore, these techniques also

lose backwards compatibility for non-CUS containing MOFs, in this case IRMOF-1.

Therefore this section will investigate if isotherm agreement can be improved by

explicitly accounting for the CUS interaction using the transferable CUS model

proposed within this work.

Figure 55: CUS model simulated (lines), non-CUS model simulated (dotted lines) and ex-
perimental[171] (points) carbon monoxide adsorption isotherms in HKUST-1

When the previous CUS model approach is used (Chapter 3), by applying the

PBE exchange correlation functional and assuming dispersion in DFT calculations

is zero, simulations significantly overestimate adsorption (Figure 55). This was

initially surprising, as in Chapter 3 this procedure was successful in the case of

ethylene adsorption within this same MOF. To gain a better understanding into

why this method now fails it is important to look into the assumptions being used.

There are two main assumptions to this approach, one is that the DFT calcula-

tion contains no dispersion contribution and secondly that the Weeks-Chandler-

Andersen (WCA) approximation is adequate to isolate the repulsive contribution
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from the LJ potential. If the issue lay with the first assumption it would mean

both ethylene and carbon monoxide simulations should likely fail, which is not

the case. One of the main differences between these two CUS adsorptions is their

relative binding distance to the copper: ethylene ≈ 2.6 Å and carbon monoxide ≈

2.24 Å. Therefore, the effect of the repulsive contribution at the binding minimum

in the case of carbon monoxide is much greater than that of ethylene. It could

be concluded therefore that the issue with this method more likely lies with us-

ing the WCA approximation to determine repulsion. Thankfully, both of these as-

sumptions can be removed together by using more advanced exchange-correlation

functionals which account for dispersion, thereby removing the assumption of no

dispersion within DFT calculations and also no longer requiring to decouple re-

pulsion from the LJ potential.

As discussed in the Methodology section (5.2) there are several ways to account

for dispersion in DFT calculations. In this work, it has been decided to investigate

exchange correlation functionals that implicitly account for dispersion, namely

M06 (cluster), M06-L (periodic) and VDW-DF2 (periodic), and determine which

provide the best isotherm agreement with experiment. However, it should be noted

that there are a number of other variables within these DFT calculations that could

affect binding, and therefore to solely attribute performance of each of the DFT

derived CUS models based on the Exc functional used would be incorrect.

The M06-L functional can clearly be seen to lead to overestimated adsorption in

Figure 55. A higher adsorption was expected due to the much higher binding CUS

energy found for this exchange correlation functional compared to M06 and VDW-

DF2; in Table 13 it is shown to have a higher binding energy by ≈ -10 kJ/mol at the

minimum. However, this could not account for such unphysical behaviour, with

almost immediate saturation at low pressure. The main issue arose in the fitting

procedure; as shown in Figure 44, the M06-L functional led to a very unsmooth

and sharp CUS binding energy profile. This in turn led to a poor CUS model fit

and overestimation of the CUS interaction at the close binding distances (especially

between 2-2.2 Å). The cause of the poor DFT profile is hard to immediately iden-

tify, it could be the functional itself but could also lie within the software or DFT
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procedure (see Methodology section for BSSE correction issues). Identifying the

exact cause, or causes, of the poor performance of M06-L will require extensive

investigation but is currently outside the scope of this work. This does, however,

demonstrate that the CUS model is sensitive to the quality of the full DFT energy

profile, rather than just at the minimum.

As can be seen in Figure 55, the CUS models derived from M06 and VDW-

DF2 dispersion-including Exc provided much better agreement with experiment

throughout the entire pressure region. Furthermore, in Figure 56 it can be seen that

the carbon (adsorbate) is now the preferred binding partner to the copper site. The

illustration is for VDW-DF2 simulation, but similar binding orientation was seen

for M06. Correctly capturing the binding mechanism now provides better agree-

ment at the higher pressure region. This is very promising and suggests that either

of these Exc could be used in this CUS method. As mentioned in Chapter 3, using

periodic DFT calculations is more consistent with the CUS approach proposed, due

to the periodic nature of the CUS isolation procedure. As such, the decision was

made to proceed with only using VDW-DF2 calculations for dispersion-including

energy profiles. Although M06 calculation could be rerun periodically this would

be a duplication of effort when both functionals appear to work equally well. To

further validate this new approach, it will also be applied to the previously stud-

ied ethylene adsorption in HKUST-1. These new ethylene parameters will also be

transferred to a different copper paddlewheel MOF (PCN-16) to ensure the CUS

model’s transferability demonstrated in Chapter 3 is maintained.
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(a) Unit Cell (b) Cropped

Figure 56: Diagram showing orientation snapshota of VDW-DF2 CUS model carbon
monoxide simulations at 303K and 100kPa. Color code for atoms is: blue-copper,
red-oxygen, brown-carbon, white-hydrogen, purple- dummy electrostatic site

5.3.3 CUS Model -Effect of Framework Point Charges

In Figure 57, it can be seen that there is only a very small difference in simulated

adsorption using DDEC framework point charges, compared with the Castillo et

al.[89] point charges. This is very promising and shows that CUS model perfor-

mance is not overly dependent on the point charges selected. Indeed, it can be

seen in Figure 58, that the total interaction energy (CUS + LJ + Electrostatics) is

almost identical for the two sets of point charges at the CUS site. This is in spite of

a average 2kJ/mol electrostatic difference along the CUS profile between the two

point charge sets, which is compensated by a slightly adjusted CUS interaction

strength. This suggests that the difference in isotherms from the two simulations

is caused by the point charges at the non-CUS binding sites.
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Figure 57: VDW-DF2 CUS model simulated (lines), non-CUS model simulated (dashed
lines) and experimental[171] (points) carbon monoxide adsorption isotherms in
HKUST-1

Figure 58: VDW-DF2 CUS model interaction energy (CUS + LJ + Electrostatics) along
CUS profile for carbon monoxide in HKUST-1. Two sets of point charges used;
Castillo et al.[89] and DDEC database[60, 173]
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5.3.4 CUS Model- Ethylene Adsorption

As shown in Figure 59, the effect of the new procedure, utilising the VDW-DF2

Exc, on ethylene adsorption is minimal. There is only a very slight difference in

adsorption with respect to the old PBE-based approach (see Chapter 3) in the

low pressure region, while at high coverage the two methods give identical ad-

sorption, likely due to the similar binding minima found in DFT: PBE- 2.61Å and

VDW-DF2- 2.65Å. This demonstrates a transferability of this new approach across

different adsorbates, for both polar and non-polar adsorbates. It is therefore recom-

mended that this chapter’s dispersion-including methodology be used hence forth

when applying this CUS model. This will also remove the additional complexity

of decoupling repulsion from the LJ potential, as done within Chapter 3

Figure 59: CUS model simulations (lines) and experimental[37] (symbols) ethylene adsorp-
tion in HKUST-1
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Furthermore, using the exact same HKUST-1 parameters for the CUS in PCN-

16 (Figure 60) again shows insignificant differences with the previous work in

Chapter 3. This highlights that the new procedure retains the same transferability

demonstrated for copper paddlewheel MOFs. This also indicates, at least for the

TraPPE ethylene parameters, that the CUS isolation step is working well. If the

CUS parameters were capturing not only the CUS interaction, but also correcting

for some slight underestimation in dispersion from the standard forcefield, the

parameters would likely not transfer so well to the PCN-16 MOF.

Figure 60: CUS model simulations (lines) and experimental[37] (symbols) ethylene adsorp-
tion in PCN-16
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5.3.5 CUS Model- Nitrogen Adsorption

In Figure 61, it can be seen that the standard TraPPE forcefield agrees relatively

well with the experimental isotherm for nitrogen. This could be because the role

of CUS sites is small for adsorption at these conditions. In the work of Bordiga et

al.[153] it was shown to be a very weak binding site. Conversely, the implementa-

tion of the CUS model worsens agreement with experiment, leading to higher over-

estimation by the simulation. This is surprising as the DFT calculation is meant to

capture the correct CUS interaction energy; if the site is unfavorable at these condi-

tions then the GCMC simulations should reflect this. The experimental data used is

from the group of Rother et al.[180]; the pore volume reported was for C300 Baso-

lite, 0.82 g/cm3, which was higher than that of the theoretically calculated nitrogen

pore volume of 0.8164g/cm3. As such, the experimental adsorption points remain

unscaled for defects and lost pore space from an imperfect crystal. Additional ex-

perimental isotherms are required for comparison before any firm conclusion can

be drawn about the nitrogen CUS model.

Figure 61: CUS model simulated (lines), non-CUS model simulated (dotted lines) and un-
scaled experimental[180] (points) Nitrogen adsorption isotherms in HKUST-1

[ A Modelling Study in Harnessing Metal-Organic Frameworks For Challenging Gas Separations ]



5.3 results and discussion 157

5.3.6 Conclusion

In this paper we have shown that existing carbon monoxide models are unsuitable

for capturing the orbital behaviour of CUS-containing MOFs, and subsequently

agree poorly with experimental adsorption isotherms for HKUST-1. Furthermore,

attempts to improve agreement through adjustment of LJ parameters fail to find

agreement across the full isotherm, and also lose backward compatibility with non-

CUS containing MOFs.

This work builds upon our group’s CUS model, which has been shown to be

transferable across adsorbates (ethylene to propylene)[18] and adsorbents (copper

paddlewheel MOFs)[58]. It has now been successfully expanded to electrostatically

relevant adsorbates (carbon monoxide), and through removal of dispersion-related

assumptions, agrees closely with experiment across the full isotherm. Importantly,

it also captures the correct binding mechanism at the CUS, which will likely be

required for correct simulation of competitive binary adsorption. The updated pro-

cedure was also back-validated successfully against previous work[58], to ensure

that transferability was indeed retained. Overall, this work highlights the robust

nature of this CUS approach and its flexibility across different adsorbent and ad-

sorbate types, making it an ideal candidate for use in large-scale computational

screening of MOFs for gas separations.

Additionally, however, in the validation of the CUS approach for nitrogen ad-

sorption, simulation was seen to overestimate adsorption in comparison with ex-

periment. It was concluded that more experimental datasets were required for

comparison before any conclusion relating to the CUS model performance could

be drawn for the case of nitrogen.
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6
C H A R A C T E R I S I N G A N E W A N D F L E X I B L E M O F F O R U S E I N

C A R B O N C A P T U R E

6.1 introduction

This short chapter will be based on an ongoing collaboration with McAnally and

co-workers. The work is, as of yet, unfinished and therefore this chapter will dis-

cuss the current progress of the study.

McAnally[181] looked into synthesising a new material from an existing fam-

ily of cubic based MOFs (which will be referred to as the SIFSIX family in this

chapter).[182–186] The repeating units of these MOFs are generally made up of a

single metal site (often copper), and two ligand types. The first ligand is organic

and hydrocarbon based, with a nitrogen atom linking the metal site to the organic

linker. The second ligand is inorganic, silicon centered surrounded by six fluorine

atoms (hence the name SIFSIX). An example of a repeating unit for a MOF from

this family (Cu(bpy-2)2SiF6) can be seen in Figure 62.a. Additionally in Figure 62.b,

the general topology highlights the cubic nature of these MOFs.

There are various different forms of the SIFSIX family that can be obtained from

altering the metal site or organic linker. For example Zn(pyz)2SiF6, which has zinc

metal sites instead of copper, as well as a much shorter organic linker.[183] In

some cases these MOF variations can take interpenetrated forms. Cu(dpa)2SiF6

has a similar form to Cu(bpy-2)2SiF6 but with a triple bond at the centre of the

organic linker, see Figure 63.a. This MOF can take both interpenetrated and non-

interpenetrated forms; the interpenetrated structure can be seen in Figure 63.b (See

Chapter 2 for explanation on interpenetration).

158
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(a) Linker (b) Topology

Figure 62: Diagram showing the linker (a) and the unit cell topology (b) of Cu(bpy-
2)2(SiF6)n. Color code for atoms is: dark blue-copper, brown-carbon, white-
hydrogen, light blue-nitrogen, purple-Fluorine and orange-Silicon.[182]

(a) Linker (b) Topology

Figure 63: Diagram showing the linker (a) and the unit cell topology (b) of Cu(dpa)2SiF6.
Color code for atoms is: dark blue-copper, brown-carbon, white-hydrogen, light
blue-nitrogen, purple-Fluorine and orange-Silicon.[182]
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The SIFSIX family MOFs have been shown to have excellent binding sites for car-

bon dioxide capture.[182, 183] This is primarily derived from the fluorine binding

sites, which have strong electrostatic properties and therefore favour binding to the

polar carbon dioxide adsorbate.[183] As carbon capture was the focus of the work

by McAnally et al.[181], the group looked into further enhancing the performance

of the MOF by elongating the organic hydrocarbon linker. This was in the hope of

increasing pore volume and therefore improving MOF capacity, as high capacity is

a very desirable property for applications in gas capture/storage.

McAnally created the new MOF [Cu(bpetha)2(SiF6)n][181] using an adapted

method from the work of Noro et al.[185] for the synthesis of Cu(bpetha)2(PF2)

(not of the SIFSIX family). The aim was to swap the phosphorus-based linker

for the silicon-based linker shown in Figure 62. The silicon-based unit should be

favoured as it will have more Fδ− atoms in the inorganic linker, creating more

potential binding sites for the Cδ+ of carbon dioxide, while also retaining the sat-

urated hydrocarbon linker (bpetha). Essentially, this should create the same MOF

as in Figure 62, but with a saturated CH2-CH2 hydrocarbon linker centre, rather

than CH=CH. This saturated C-C bond will be longer than the C=C bond, thereby

increasing the linker length. The new MOF’s repeating unit can be seen in Figure

64.

Figure 64: New MOF, Cu(bpetha)2(SiF6)n. Color code for atoms is: dark blue-copper,
brown-carbon, white-hydrogen, light blue-nitrogen, purple-fluorine and orange-
silicon.[181]
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The new MOF was synthesised, but displayed unusual adsorption properties in

the case of nitrogen and carbon dioxide single component adsorption. Therefore

modeling was used in an attempt to understand this unusual adsorption behaviour

observed experimentally and provide insight into the MOF’s structure. This will be

achieved using a combination of DFT calculations and structural analysis through

the software poreblazer[76] (used within Chapter 3) .

This is a novel application of modeling, as throughout this work experiment has

mainly been used as a validation tool for simulations. However, this will be the

first time in this thesis that simulations will be applied to a MOF structure not

well understood experimentally. Overall this chapter will demonstrate the value of

harnessing experimental and simulated investigations in unison, leading to a more

fundamental understanding into the behaviour of these unique adsorbents.
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6.2 methodology

6.2.1 DFT calculations

In this work the DFT calculations were run using the open source software CP2K[106,

107]. This software uses periodic boundary conditions, enabling the full MOF struc-

ture to be accounted for. CP2K uses a combination of basis sets from Gaussian-type

orbitals and a plane-wave basis; for an explanation of these basis set types see Sec-

tion 2.2.5.[106, 107] The exchange-correlation functional used was PBE[108], as it

has been found to give a reasonable prediction of MOF structure through geom-

etry optimization DFT studies.[187, 188] The basis sets used for all atoms were

double zeta plus polarization (DZVP) with PBE optimised Goedecker pseudopo-

tentials[107, 113, 114]. The energy cut-off selected was 500 Ry, with convergence

checked by using higher values for selected cases, and the calculations used Γ

point sampling. Furthermore, spin polarization was accounted for in all DFT cal-

culations.

Figure 65: DFT Starting Configurations for Cu(bpetha)2(SiF6)n. Color code for atoms is:
dark blue-copper, brown-carbon, white-hydrogen, light blue-nitrogen, purple-
fluorine and orange-silicon. Top fluorine atom moved below copper for image
clarity. Arrows indicates groups that are able to rotate.[181]

The starting point for the new MOF structure Cu(bpetha)2(SiF6)n (Figure 64),

was based on the Cu(bpy-2)2(SiF6)n structure (Figure 62).[182] Two hydrogen

atoms were added to the carbons at the centre of the organic-ligand, to covert

[ A Modelling Study in Harnessing Metal-Organic Frameworks For Challenging Gas Separations ]



6.2 methodology 163

them from unsaturated sp2 carbons to saturated sp3 carbons. During geometry

optimisation DFT calculations, cell optimisation was also enabled to account for

any change in cell size that adding the hydrogen atoms would cause.

As in previous studies[184], the effect of the rotation of the hydrocarbon rings

and of the fluorine groups on DFT optimisation was investigated (see Figure 65).

Two initial fluorine arrangements were tested, with fluorine atoms in alignment

and out of alignment with the organic linkers(see Figure 66). Three main aromatic

ring positions were investigated, firstly in vertical position (Figure 67.a), slanted

parallel (Figure 67.b) and slanted opposite (Figure 67.c). This made a total of 6

starting configurations which were tested.

(a) Aligned (b) Unaligned

Figure 66: View from above of DFT Starting Configurations for Fluorine atoms in
Cu(bpetha)2(SiF6)n. Color code for atoms is: dark blue-copper, brown-carbon,
white-hydrogen„ light blue-nitrogen, purple-fluorine and orange-silicon. Cu-N
bonds were excluded for image clarity
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(a) Vertical (b) Slanted Parallel (c) Slanted Opposite

Figure 67: DFT Starting Configurations for Hydrocarbon rings in Cu(bpetha)2(SiF6)n.
Color code for atoms is: dark blue-copper, brown-carbon, white-hydrogen, light
blue-nitrogen, purple-fluorine, orange-silicon and red- atoms on same vertical
plane .
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6.2.2 Structural Analysis

The open source software poreblazer[76] was used in assessing the structural prop-

erties of the optimised MOF cells; a description of the software can be found in

Section 2.3. The main property being investigated was the accessible surface area.
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6.3 results

6.3.1 Flexibility

In the work of McAnally et al.[181], a step was observed in the adsorption of

carbon dioxide in the new MOF, Cu(bpetha)2SiF6, at 298K (Figure 68). This step

was also observed at other conditions for carbon dioxide, confirming it was not

an experimental anomaly. This points towards a flexibility phenomenon occurring

within the MOF during adsorption, as the structure may be opening slightly to

enable further adsorption.[15] Interestingly, at the same temperature (298K) the

Cu(bpy-2)2(SiF6)n MOF (with a c=c bond in the linker) showed no adsorption

step within the isotherm. This suggests that it is the introduction of the saturated

hydrocarbon linker that is causing this flexibility.

Figure 68: Experimental Adsorption[181] of CO2 in [Cu(bpetha)2(SiF6)n]. Squares-273K
circles-298K. Black-adsorption, white-desorption. Inset shows detail at low pres-
sure.
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The cell/geometry DFT calculations for the 6 initial starting configurations (see

Section 6.2.1) found two main geometries, shown in figure 69 (the exact energies

can be seen in Table 19). Figure 69.a shows the slightly more favourable of the

two configurations, which holds a similar orientation to that of the starting point

MOF, Cu(bpy-2)2(SiF6)n, albeit with a slightly elongated unit cell (organic linker

plane increasing by ≈ 0.3Å in both axis). This was the desired result of the exper-

iment, using the increased saturated carbon bond length to increase the repeated

unit length and thereby the pore space. However, a second minimum was found,

shown in Figure 69.b, in which the centre C-C bond can be observed to twist, lead-

ing to a more condensed unit cell than that of the un-collapsed configuration. As

there was a new configuration found, the exact same 6 ring configurations were

also tested for the collapsed structure (starting point being the most favourable

collapsed structure identified).

(a) Uncollapsed (b) Collapsed

Figure 69: Diagram shows the two DFT geometry minima found from a variety of starting
configurations.
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Table 19: DFT cell optimisation for six starting configurations of collapsed and uncollapsed unit cells.

Starting Configuration Final Configuration Energy Unit Cell Dimensions
Unit Cell Fluorine Ring HC Ring Unit Cell Fluorine Ring HC Ring (a.u) A (Å) B (Å) C (Å)

Uncollapsed Aligned Vertical Uncollapsed Aligned Vertical -776.7565 19.13 19.15 8.50

Uncollapsed Aligned S.P Uncollapsed Aligned Vertical -776.7569 19.13 19.15 8.50

Uncollapsed Aligned S.O Uncollapsed Aligned Vertical -776.7574 19.14 19.14 8.50
Uncollapsed Unaligned Vertical *Collapsed Unaligned S.O -776.7535 19.08 19.09 8.12

Uncollapsed Unaligned S.P *Collapsed Unaligned S.P -776.7549 19.18 18.98 8.12

Uncollapsed Unaligned S.O Collapsed Unaligned S.O -776.7557 18.97 19.01 8.06

Collapsed Aligned Vertical Collapsed Aligned Vertical -776.7654 18.91 18.93 8.51

Collapsed Aligned S.P Collapsed Aligned Vertical -776.7660 18.94 18.74 8.48
Collapsed Aligned S.O Collapsed Aligned Vertical -776.7658 18.70 18.98 8.49

Collapsed Unaligned Vertical Collapsed Unaligned S.P -776.7656 18.98 18.75 8.09

Collapsed Unaligned S.P Collapsed Unaligned S.P -776.7651 18.69 19.07 8.09

Collapsed Unaligned S.O Collapsed Unaligned S.O -776.7605 18.73 19.11 8.14

S.P- slanted parallel and S.O- slanted opposite (refer to Section 6.2.1)
*Collapsed- refers to partial collapse.
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Table 19 shows that the further optimisation of the collapsed unit cell leads to

the lowest (most favourable) energy of all the optimised structures, with fluorine

rings aligned and aromatic rings in a vertical configuration. Interestingly, the en-

ergy difference between the most favourable collapsed and un-collapsed structure

is only 22.6kJ/mol. The energy penalty for transforming from the collapsed to un-

collapsed geometry is therefore within the energy scale of physisorption (which

is generally between 20-40 kJ/mol[189]). This suggests that the adsorption of car-

bon dioxide could indeed cause the transformation of this structure, with initial

adsorption of carbon dioxide prompting the more favourable collapsed structure

to expand, enabling further adsorption of carbon dioxide at high pressures. It

should be noted that in Table 19 there is a slight asymmetry in the x/y dimensions

in some of the collapsed structures, which may suggest further refinement in the

DFT optimisation is required, but this is expected to have a very small effect on the

structures. The results thus illustrate that flexibility in this structure is likely, as the

expected uncollapsed structure is less favourable even with this non-uniformity

present in the collapsed geometry.

Additionally, the collapse appears linked to the initial fluorine positions, as all

DFT calculations shows at least a partial collapse in the final configuration when

the fluorine rings are out of alignment. This perhaps suggest that the fluorine rings

play a role in the flexible transition of the MOF.

6.3.2 Interpenetration

In contrast to carbon dioxide adsorption (Figure 68), Figure 70 shows a type II

isotherm for nitrogen at 77K. As adsorption in the nitrogen case is much lower in

comparison to carbon dioxide, this suggests activated diffusion is taking place[190],

in which an energy barrier is present for adsorption, requiring a minimal thermal

energy to enable diffusion through the MOF to take place. As such, carbon diox-

ide at 273K was used instead to estimate the accessible surface area using the BET

method with Rouquerol corrections[191]; the accessible surface area found was

306.3 ± 1.1 m2g−1.[181]
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Figure 70: Experimental adsorption[181] of N2 in [Cu(bpetha)2(SiF6)n]. 77K, filled-
adsorption, open-desorption.

The poreblazer software was used to calculate the simulated surface area of both

the collapsed and un-collapsed MOF structures to discover if either could match

this experimental value. The difference in accessible surface area for the collapsed

and un-collapsed geometries was very slight, 2625m2g−1 and 2666m2g−1, respec-

tively. Both these values are significantly higher than that of the experimental value,

suggesting that there are differences between simulated and experimental struc-

tures. As mentioned, in the case of some of the MOFs within this SIFSIX family,

interpenetration has been found to occur.[183, 185, 186] This could account for the

large disparity in accessible surface areas if it were occurring for the new MOF.

Interpenetrated structures of Cu(bpetha)2SiF6, both collapsed and uncollapsed,

were generated by replicating an identical MOF unit cell lattice on top of the exist-

ing MOF, but shifting the new lattice by half the unit cell dimensions along each

axis (as found for similar interpenetrated SIFSIX structures[186]). The poreblazer

interpenetrated accessible surface area for the collapsed and un-collapsed geome-

tries was 0m2g−1 and 2.83m2g−1, respectively. As the experimental surface area

falls between the non-interpenetrated and the interpenetrated accessible surface

areas it suggests that the new MOF maybe partially interpenetrated, with large
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areas of inaccessible interpenetrated pore volume and small areas of accessible

non-interpenetrated volume. This highlights that if the experiment could be fur-

ther refined to stop any interpenetration, then adsorption capacity could be greatly

enhanced for carbon dioxide.

The percentage of interpenetration was estimated to be very high, ≈ 88%, in

both the collapsed an uncollapsed structures, based on Equation 54.

S.AActual = S.AInt ·XInt + S.ANon−Int ·XNon−Int (54)

where
S.A Surface Area (m2g−1)

X Fraction of Material Interpenetrated/Non-Interpenetrated

Int Interpenetrated
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6.4 conclusion

This short chapter has illustrated, through modeling techniques, that the MOF

created in the work of McAnally et al.[181], is likely flexible and also partially

interpenetrated. Furthermore, it has highlighted that the original goal of increas-

ing pore capacity in the SIFSIX family of MOFs could likely be achieved if the

degree of interpenetration could be minimised during synthesis. This work overall

highlighted that modeling can be an invaluable tool in the characterisation of new

adsorbents and help better understand any unusual adsorption behaviour.

The next stage in this study will be a complementary GCMC study. This will be

especially challenging, as to simulate carbon dioxide adsorption, framework point

charges will need to be derived. The challenges and benefits of a GCMC studyof

this material will be further discussed within Chapter 8 as future work.
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S U M M A RY

Since their recent characterisation, the scientific community’s interest in Metal-

Organic Frameworks (MOFs) has intensified. As a result of this growing interest

there is a pressing need to better understand and quantify the performance of

these adsorbents in practical applications. A comprehensive experimental study

becomes infeasible for all but a select few MOFs, considering the full extent of

variation inherent within these materials. As such, computational research could

play an important role in initial assessment of MOFs thus enabling the highest

performing MOFs to be properly researched for a given application. However, to

fully utilise computational research a robust model is required to capture the be-

haviour of these MOFs. This is the major focus of this work; an attempt to improve

MOF description within the field of adsorption. This work highlights structural

and binding properties of MOFs that emphasise applicability in the field of ad-

sorption.

The focus on adsorption stems from potential application in gas separations,

since MOFs’ pore size and binding sites can be tailored for a given gas mixture.

There is then potential to generate high selectivities through these adsorbents. This

is both true for large scale industrial applications, such as ethane/ethylene sepa-

rations which are currently achieved through costly cryogenic distillation, as well

as more specialist small scale applications. There are a number of drawbacks to

these materials which are not within the remit of this thesis, such as high cost and

potentially low thermal/mechanical stability. This thesis, instead focuses on optim-

sation of predictions of MOF performance for gas separations. Therafter, this tool

can be utilised along with additional complexities of thermal stability, cost etc. in

the future for design of MOFs for specific applications.

174
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The Coordinatively Unsaturated Sites (CUS)-containing subset of MOFs is of

special interest in this work, as CUS have been shown to strongly bind to cer-

tain adsorbates capable of electron donation to the MOF metal site. Thereby these

CUS can be exploited to obtain high gas selectivities, in gas mixtures with compo-

nents that have weak or no capability for electron donation. The challenge arises

in computationally predicting adsorption in these MOFs. The standard forcefields

commonly used have not been designed to account for the coordination bonds

arising from CUS.

This thesis expands on the work of Fischer et al.[1], which looked into cou-

pling Density Functional Theory (DFT) calculations with molecular simulations to

better describe the CUS interaction for ethylene in HKUST-1. Chapter 3 further de-

veloped this model and investigated using the exact same CUS model parameters,

obtained on HKUST-1, for other copper paddlewheel MOFs. The very good qualita-

tive agreement found between simulation and experimental adsorption isotherms

for these MOF variations was of key importance, highlighting the transferability of

the CUS model across adsorbents. This transferability is important to demonstrate,

as it is generally a prerequisite for use in large-scale simulation screening.

This work went on to apply the model in competitive binary adsorption of

ethylene/ ethane in HKUST-1 (ethylene interacting with the CUS). The main out-

come of the single component study was the identified poor performance of ethane

simulation using standard forcefields. Furthermore, another approach from the

work of Luna-Triguero et al.[93] was shown to perform poorly outside of condi-

tions it was originally fit against in the case of ethylene, suggesting the adsorp-

tion mechanism was incorrectly captured. In the binary case, both the CUS and

Luna-Triguero forcefields were shown to improve on the standard forcefield per-

formance, although comparison with IAST and experiment concluded that fur-

ther experimental datasets were required to properly quantify the models’ perfor-

mances any further. Although not conclusive, the reasonable performance of the

CUS model for binary mixtures highlights its potential use for multi-component

systems.
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The CUS model was then expanded to carbon monoxide and nitrogen, which

introduced the additional complexity of accounting for electrostatics. This work’s

benchmarking study of currently available carbon monoxide models showed de-

ficiencies in all existing approaches, in terms of both isotherm agreement with

experiment and correct capturing of the binding mechanism. The implementation

of the CUS model greatly improved agreement with experiment for carbon monox-

ide in HKUST-1. The application of the CUS model for nitrogen was less successful,

showing a slightly worse agreement with experiment than standard forcefields. It

was determined that for nitrogen, additional experimental adsorption isotherms

were required before definitive conclusions could be drawn.

The final results chapter looked into the characterisation of a new MOF, Cu(bpetha)2-

SiF6, in which a combination of DFT calculations and structural software analysis

was able to identify possible flexible and interpenetrated characteristics within the

new MOF. This novel application of computational research was relatively unre-

lated to the bulk of the investigation within this thesis, but highlighted the various

roles computational work can fulfill.

Overall, this work has demonstrated a new and accurate approach for account-

ing for a unique and complex binding site. The development of the model fo-

cused on finding the best balance between accuracy and transferability, putting this

model in a prime position for future use in large-scale screening simulations. More-

over, the generally strength of computational studies has been illustrated within

this work, in which combination with experiment can only better the understand-

ing of these unique, varied and at times ’unfathomable’ materials.
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F U T U R E W O R K

8.1 cus model simulations for olefins and paraffins

(chapters 3 and 4)

1. The expansion of the CUS model to binary systems need further experimen-

tal datasets for validation. There is currently collaboration prospects with

external groups to obtain this data. This would enable more reliable experi-

mental data to be obtained, as there is strong evidence that the experimental

datasets from the pelleted HKUST-1 sample (Chapter 4) are under adsorbing.

Furthermore, a more detailed comparison of IAST, Luna-Triguero and the

CUS model can be conducted at a wider range of conditions to more fully

test the assumptions behind each approach. As can be observed in Figure

71, the L-T model and CUS model (see Chapter 4) shows very different ad-

sorption behavior at higher coverage regions. The rapid uptake in adsorbed

phased mol fraction for the CUS model is likely due to the adsorption at CUS,

once these sites are filled the selectivity for ethylene over ethane decreases.

This is not observed in the L-T model, likely because of the fact it does not

capture the CUS binding mechanism correctly and the competition observed

is occurring at other non-CUS sites (due to LJ parameters being modified).

177
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Figure 71: Adsorbed mole fraction of ethylene from binary ethane/ethylene mixtures in
HKUST-1. Simulations (Lines), conditions: 273K and 4bar. No simulation points
between 0-0.1 and 0.9-1.0 ethylene bulk mole fraction currently, due to prelimi-
nary nature of results.

2. Chapter 4 highlighted the shortcomings in the ethane description from stan-

dard forcefields, in HKUST-1 adsorption. The Luna-Triguero forcefield could

be used to improve description of the ethane molecule. However, to main-

tain consistency in fluid-fluid forcefields (pertaining mainly to the cut-off

schemes) the ethylene model will also need to be adapted; a possible can-

didate for this would be Liu et al.[142] modified TraPPE parameters. This

will require the coding of a shifted potential into the CUS isolation code,

which is planned future work, as well as rerunning GCMC simulation for

the binary adsorption of ethane/ethylene in HKUST-1. However, until more

reliable datasets are available, properly assessing the performance of these

new parameters would be difficult.

3. After the proper validation of the CUS model for ethane/ethylene binary ad-

sorption in HKUST-1, it would be interesting to predict the binary adsorption

behaviour of similar copper paddlwheel MOFs, complementing the work of

Chapter 3 but for the binary case.
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8.2 cus model simulations for carbon monoxide and nitrogen

(chapter 5)

1. In the case of nitrogen, further experimental adsorption isotherms are re-

quired at the relevant conditions. Currently, a collaboration in progress may

yield the required datasets. This will enable the performance of the CUS

model for nitrogen to be better understood.

2. After the CUS model performance of nitrogen is better known, the competi-

tive binary adsorption of CO/N2 could be investigated for CUS-containing

MOFs.

8.3 sifsix mofs investigation

(chapter 6)

1. Chapter 6 concluded that a GCMC study would be useful, enabling the ad-

sorption characteristics of the new MOF to be better understood. This would

require deriving point charges for the framework while also attempting to

account for flexibility, interpenetration and ring-rotation within the MOF. As

such, it would first be advisable to conduct a point charge benchmarking

analysis on a simpler member of the SIFSIX family, such as SIFSIX-2-Cu-

i[192] which has fewer degrees of freedom, to first better assess point charge

methods.

8.4 general future work

1. The expansion of the CUS model to other adsorbates capable of electron do-

nation is a key driver behind future work. As the model has been successfully

expanded to carbon monoxide, carbon dioxide would be a natural successor

for this approach. Carbon dioxide is a very common gas and its separation is

key in fields such as carbon capture, as such it is potentially a very important

gas to be simulated accurately.
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A
A P P E N D I X

a.1 cus section- music code

This section is a copy of a condensed version of the CUS code used within music,

it will include comments from previous Music developers.

Listing 1: CUS Interaction calculated within Music code (listings manual)

!

------------------------------------------------------------------------------

! This module contains the routines specific to initializing and actually

! calculating OMS INTERACTIONS. It is initialized using file information in "

OMS_init"

!

! Input units from file MUST be:

! Acon: Constant

! Bcon: Constant

! Rin:

! Din:

! Alpha:

!

! Ouput units are in kcal/mol (for energy) and kcal/mol/Angstrom (for forces)

!

! Needed Improvements:

! 1) addition of smoothing features from the old code.

! 2) use of the "reference" parameter

!

------------------------------------------------------------------------------

181
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Module OMS

Use defaults, Only: RDbl, strLen, lstrLen, LOW_DIST_CUTOFF, OMS_kcalmole_kb,

&

HIGH_DIST_CUTOFF, xlstrlen, SIZE_OF_HOT, one, dbgflag, &

defaults_virialsum, SHIFT_DIST_CUTOFF

Use utils, Only: toupper, split, toreal, getlineswpair, real2str, int2str

Use file, Only: file_getunit

Use vector, Only: VecType, Assignment(=), Operator(+), Operator(-), &

Operator(*), Operator(/), vector_getnormsq, vector_display, mag

Use atom, Only: atom_getmass

Use ffstate, Only: ffstate_acalc

Implicit None

Save

Private

Public :: OMS_Params, OMS_displayparams, OMS_calc_interaction, OMS_idstring,

&

OMS_isinit, OMS_displayRinDin, Assignment(=), &

OMS_init, OMS_displayCutOffs, &

!OMS_calc_interactionHOT,

OMS_displayFactRatio, &

OMS_getcutoff, OMS_display, OMS_grpint, OMS_snglint, OMS_snglintHOT,&

OMS_snglint2, OMS_getcut, OMS_multint, OMS_getABCD

Interface Assignment(=)

Module Procedure OMS_copy

End Interface

Interface OMS_calc_interaction

Module procedure OMS_calc_snglInteraction

Module procedure OMS_calc_multInteraction

End Interface

!!$

!!$ Interface OMS_calc_interactionHOT

!!$ Module procedure OMS_calc_multInteractionHOT
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!!$ End Interface

Type OMS_Params

Character(len=strLen) :: atom_name1, atom_name2

Character(len=strLen) :: source

Logical :: off

Logical :: initialized

Logical :: shifted ! True if potential is truncated and

shifted

Real(kind=RDbl) :: Bcon, Rin, Din, Alpha, Acon

Real(kind=RDbl) :: Fact, Ratio

Character(len=100) :: line

Character(len=80) :: reference !** not being used, but good idea

Real(kind=RDbl) :: hicut,hicut2, shiftcut, shiftcut2

Real(kind=RDbl) :: ncut,ncut2 ! neighbor cutoff

Real(kind=RDbl) :: locut = 0.001_RDbl, locut2 = 1.0E-6_RDbl ! lower

bound to prevent overflow

Real(kind=RDBL) :: nrgcutoff ! potential energy at high cutoff.

Used to shift the potential

End Type OMS_Params

Character(len=strLen), Parameter :: OMS_idstring = ’OMS’

Real(kind=RDbl), Parameter :: OMS_NCUTOFF = 200.00_RDbl

Contains

!

----------------------------------------------------------------------------

! Initialize the interaction information from the file line

! Requires: params -- OMS parameter structure to initialize

! line -- input command line to interpret

!

----------------------------------------------------------------------------

Subroutine OMS_init(params,line)
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Type(OMS_Params), Intent(InOut) :: params

Character(*), Intent(In) :: line

Integer :: nfields,n,i,unit,ios

Integer :: nlines

Character(len=150), Dimension(10) :: lines

Character(len=strLen) :: filename,name1,name2

Character(len=strLen), Dimension(10) :: fields,chunks

!** allow for the possibility that the line only contains the filename

!** where the actual potentials are stored

If (Index(Toupper(line), ’FILE ’) /= 0) Then

nfields = split(line,fields)

name1 = Trim(fields(1))

name2 = Trim(fields(2))

filename = ’ ’

Do i = 1,nfields

n = split(fields(i),chunks, ’@’)

If (n > 1) Then

If (Trim(chunks(1)) == ’FILE ’) Then

filename = trim(chunks(2))

End If

End If

End Do

!** Open the file and get the line

If (filename /= ’ ’) Then

unit = file_getunit(filename)

Open(unit=unit, file=filename, status= ’old ’, IOSTAT=ios)

If (ios /= 0) Then

Write(0, ’ (2a , i4 ,2a) ’) __FILE__," : ",__LINE__, &

’ Could not open f i l e ’,trim(filename)

Stop

End If

Call getlineswpair(unit,name1,name2, ’ ’,nlines,lines)

Close(unit=unit)
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If (nlines == 0) Then

Write(0, ’ (2a , i4 ,2a) ’) __FILE__," : ",__LINE__, &

’ Could not find matching line in f i l e : ’,Trim(filename)

Stop

End If

If (nlines > 1) Then

Write(0, ’ (2a , i4 ,2a) ’) __FILE__," : ",__LINE__, &

’ Too many matching lines in f i l e : ’,Trim(filename)

Stop

End If

Else

Write(0, ’ (2a , i4 ,2a) ’) __FILE__," : ",__LINE__, &

’ Could not find filename in line : ’,Trim(line)

Stop

End If

Else

lines(1) = line

End If

nfields = split(lines(1),fields)

params%line = lines(1)

params%off = .FALSE.

params%shifted = .FALSE.

params%locut = LOW_DIST_CUTOFF

params%locut2 = LOW_DIST_CUTOFF*LOW_DIST_CUTOFF

params%hicut = HIGH_DIST_CUTOFF

params%hicut2 = HIGH_DIST_CUTOFF*HIGH_DIST_CUTOFF

params%shiftcut = SHIFT_DIST_CUTOFF

params%shiftcut2 = SHIFT_DIST_CUTOFF*SHIFT_DIST_CUTOFF

params%ncut = OMS_NCUTOFF

params%ncut2 = OMS_NCUTOFF*OMS_NCUTOFF

params%atom_name1 = Trim(fields(1))

params%atom_name2 = Trim(fields(2))

Do i = 4,nfields

n = split(fields(i),chunks, ’@’)

Select Case(toupper(chunks(1)))
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Case( ’OFF’)

params%off = .True.

!** Set the remaining parameters to zero

params%Rin = 0.0_RDbl

params%Acon = 0.0_RDbl

params%Bcon = 0.0_RDbl

params%Din = 0.0_RDbl

params%Alpha = 0.0_RDbl

params%hicut = 0.0_RDbl

params%hicut2 = 0.0_RDbl

params%shiftcut = 0.0_RDbl

params%shiftcut2 = 0.0_RDbl

Case( ’RIN’)

params%Rin = toreal(chunks(2))

Case( ’DIN’)

params%Din = toreal(chunks(2))

Case( ’ACON’)

params%Acon = toreal(chunks(2))

Case( ’ALPHA’)

params%Alpha = toreal(chunks(2))

Case( ’BCON’)

params%Bcon = toreal(chunks(2))

Case( ’TRUNC’)

Write(0, ’ (2a , i4 ,2a) ’) __FILE__," : ",__LINE__, &

" WARNING: Use of the label TRUNC has been depreciated in favor",

&

" of HICUT"

params%hicut = toreal(chunks(2))

params%hicut2 = params%hicut**2

Case( ’HICUT’)

params%hicut = toreal(chunks(2))
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params%hicut2 = params%hicut**2

Case( ’SHIFTCUT’)

params%shiftcut = toreal(chunks(2))

params%shiftcut2 = params%shiftcut**2

Case( ’LOWCUT’)

! params%locut = toreal(chunks(2))

! params%locut2 = params%locut**2

Write(0, ’ (2a , i4 ,2a) ’) __FILE__," : ",__LINE__, &

" WARNING: Use of the label LOWCUT has been depreciated in", &

" favor of LOCUT"

Write(0,*) ’LOCUT now coded as parameter = 0.001 A’

Write(0,*) ’To alter , reset in variable declaration OMS.F90 ’

Case( ’LOCUT’)

!params%locut = toreal(chunks(2))

!params%locut2 = params%locut**2

Write(0,*) ’LOCUT now coded as parameter = 0.001 A’

Write(0,*) ’To alter , reset in variable declaration OMS.F90 ’

Case( ’SHIFTED’)

params%shifted=.True.

Case Default

Write(0, ’ (2a , i4 ,2a) ’) __FILE__," : ",__LINE__, &

’Unable to identify OMS interaction string ’,Trim(chunks(1))

Stop

End Select

End Do

!If shifted was to be added use below. (Otherwise ignore).

If(params%shifted)Then

params%nrgcutoff=0._RDbl

Else

params%nrgcutoff=0._RDbl

Endif
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params%initialized = .True.

params%source = "atm_atm"

End Subroutine OMS_init

!-------------------------------------------------------------------

! Returns true if the fields of "params" have been initialized

!-------------------------------------------------------------------

Logical Function OMS_isinit(params)

Type(OMS_Params), Intent(in) :: params

OMS_isinit = params%initialized

End Function OMS_isinit

!-------------------------------------------------------------------

! Initialize params by copying from an existing params

! Requires: newparams -- new params, to be initialized

! oldparams -- old params

!-------------------------------------------------------------------

Subroutine OMS_copy(newparams,oldparams)

Type(OMS_Params), Intent(Out) :: newparams

Type(OMS_Params), Intent(In) :: oldparams

newparams%atom_name1 = oldparams%atom_name1

newparams%atom_name1 = oldparams%atom_name2

newparams%source = oldparams%source

newparams%off = oldparams%off

newparams%initialized = oldparams%initialized

newparams%Rin = oldparams%Rin

newparams%Din = oldparams%Din

newparams%Alpha = oldparams%Alpha

newparams%Acon = oldparams%Acon

newparams%Bcon = oldparams%Bcon

newparams%Ratio = oldparams%Ratio

newparams%Fact = oldparams%Fact

newparams%line = oldparams%line

newparams%reference = oldparams%reference

newparams%hicut = oldparams%hicut
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newparams%hicut2 = oldparams%hicut2

newparams%shiftcut = oldparams%shiftcut

newparams%shiftcut2 = oldparams%shiftcut2

newparams%ncut = oldparams%ncut

newparams%ncut2 = oldparams%ncut2

newparams%locut = oldparams%locut

newparams%locut2 = oldparams%locut2

newparams%shifted = oldparams%shifted

newparams%nrgcutoff=oldparams%nrgcutoff

End Subroutine OMS_copy

!--------------------------------------------------------------------------

! Calculate the interaction

!--------------------------------------------------------------------------

Subroutine OMS_calc_snglInteraction(params,sepvec,pot,OMSflag)

Type(OMS_Params), Intent(INOUT) :: params

Type(VecType), Intent(IN) :: sepvec

Real(kind = RDbl), Intent(OUT) :: pot

Logical, Intent(Out) :: OMSflag

Real(kind = RDbl) :: ratio,Fact,r2,r1

!** Initialize the flag

OMSflag = .True.

!** Initialize the potential and (optionally) the force

pot = 0.0_RDbl

!** Check if the interaction is on

If (params%off) Return

!** Get the square of the distance

r2 = vector_getnormsq(sepvec)

r1 = SQRT(r2)

params%Ratio = params%Acon / r1

params%Fact = params%Alpha * (1-(r1/params%Rin))
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Ratio = params%Ratio

Fact = params%Fact

!Shift distance is actually 0.5Ang, shown as 0.25 as its against hicut^2

!Also remeber the shifted function is (5-10r) so the twenty may need to be

changed depending on 0.5

!**Check if it is within the cut-off radius

If (r2 > params%hicut2) Return

If (r2 < params%locut2) Then

OMSflag = .False.

Return

Else If (r2 < params%shiftcut2) Then

!for conversion see defaults.F90, ensure input units are correct.

pot = OMS_kcalmole_kb * ((-1*(ratio**params%Bcon))+params%Din*(exp(Fact)

-(2*exp((0.5*Fact)))))

Else If (r2 < params%hicut2) Then

pot = OMS_kcalmole_kb * ((-1*(ratio**params%Bcon))+params%Din*(exp(Fact)

-(2*exp(0.5*Fact))))*(params%hicut-r1)*(1/(params%hicut-params%

shiftcut))

End If

If(params%shifted)pot=pot-params%nrgcutoff

End Subroutine OMS_calc_snglInteraction

!

----------------------------------------------------------------------------

! Returns the value of the high end cutoff. If the NEIGHBOR flag is

! present, check to see if the NEIGHBOR cutoff should be returned

! Neighbour cut-off is larger value than high cutoff. It is useful while
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! making list of intra-pairs in the beginning during molecule

! initialization.

! Requires: params -- OMS params

! neighbor -- flag to get neighbor cutoff

!

----------------------------------------------------------------------------

Real(Kind=RDbl) Function OMS_getcutoff(params,neighbor)

Type(OMS_Params), Intent(In) :: params

Logical, Optional, Intent(In) :: neighbor

!** Default value

OMS_getcutoff = params%hicut

OMS_getcutoff = params%shiftcut

!** Check if we need to return the neighbor cutoff

If (Present(neighbor)) Then

If (neighbor) Then

OMS_getcutoff = params%ncut

End If

End If

End Function OMS_getcutoff

!-------------------------------------------------------

! Returns a string with the properly formatted OMS params

! Requires: params -- OMS params

!-------------------------------------------------------

Function OMS_displayparams(OMSparams)

Character(len=strLen) :: OMS_displayparams

Type(OMS_Params), Intent(In) :: OMSparams

Character(len=strLen) :: strRin, strDin, strAcon, strAlpha, strBcon

strRin=real2str(OMSparams%Rin,5)

strDin=real2str(OMSparams%Din,5)

strAcon=real2str(OMSparams%Acon,5)

strBcon=real2str(OMSparams%Bcon,5)

strAlpha=real2str(OMSparams%Alpha,5)
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If(.Not. OMSparams%shifted)Then

Write(OMS_displayparams, ’ (1x , a,2x , a,2x , a,2x , a,2x , a) ’) Trim(strRin), Trim

(strDin), &

Trim(strAcon), Trim(strBcon), Trim(strAlpha)

Else

Write(OMS_displayparams, ’ (1x , a,2x , a,2x , a,2x , a,2x , a,2x , e23 .15) ’) Trim(

strRin), Trim(strDin), &

Trim(strAcon), Trim(strBcon), Trim(strAlpha), OMSparams%nrgcutoff

End If

End Function OMS_displayparams

!

----------------------------------------------------------------------------

! Returns a string containing the Ro and Do values

! Requires: params -- OMS params

!

----------------------------------------------------------------------------

Function OMS_displayRinDin(OMSparams)

Character(len=lstrLen) :: OMS_displayRinDin

Type(OMS_Params), Intent(In) :: OMSparams

Character(len=lstrLen) :: string1,string2,string3,string4,string5

If (OMSparams%off) Then

Write(OMS_displayRinDin, ’ (a) ’) "OFF"

Else

string1 = real2str(OMSparams%Rin,6)

string2 = real2str(OMSparams%Din,6)

string3 = real2str(OMSparams%Acon,6)

string4 = real2str(OMSparams%Bcon,6)

string5 = real2str(OMSparams%Alpha,6)

Write(OMS_displayRinDin, ’ (5(2a,1x , a,3x) ) ’) "Ro: ", &

Trim(string1)," [ang] ","Do: ",Trim(string2)," [ kJ/mol] ","A: ", &

Trim(string3)," [L] [E] ","B: ",Trim(string4)," ","Alpha: ", &

Trim(string5)," "

End If
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End Function OMS_displayRinDin

!

----------------------------------------------------------------------------

! Returns a string containing nicely formated A and B values

! Requires: params -- OMS params

!

----------------------------------------------------------------------------

Function OMS_displayFactRatio(OMSparams)

Character(len=lstrLen) :: OMS_displayFactRatio

Type(OMS_Params), Intent(In) :: OMSparams

Character(len=xlstrLen) :: string1,string2

If (OMSparams%off) Then

Write(OMS_displayFactRatio, ’ (a) ’) "OFF"

Else

string1 = real2str(OMSparams%Fact,8)

string2 = real2str(OMSparams%Ratio,8)

Write(OMS_displayFactRatio, ’ (2(2a,1x , a,3x) ) ’) "Factor : ", &

Trim(string1)," ","Ratio : ",Trim(string2)," "

End If

End Function OMS_displayFactRatio

!

----------------------------------------------------------------------------

! Returns a string containing the cutoff Values

! Requires: params -- OMS params

!

----------------------------------------------------------------------------

Function OMS_displayCutOffs(OMSparams)

Character(len=lstrLen) :: OMS_displayCutOffs
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Type(OMS_Params), Intent(In) :: OMSparams

Character(len=strLen) :: string1,string2, string3

If (OMSparams%off) Then

Write(OMS_displayCutoffs, ’ (a) ’) "OFF"

Else

string1 = real2str(OMSparams%hicut,5)

string2 = real2str(OMSparams%locut,5)

string3 = real2str(OMSparams%shiftcut,5)

Write(OMS_displayCutOffs, ’ (3(2a,1x , a,3x) , f8 .4 ) ’) &

"high cutoff : ",Trim(string1),"Ang", &

"low cutoff : ",Trim(string2),"Ang", &

" Shift cutoff : ",Trim(string3),"Ang"

End If

End Function OMS_displayCutOffs

!-----------------------------------------------------------------------

! Displays the full set of OMS parameters for the structure

! Requires: params -- the OMS parameters structure

! indent -- number of spaces to indent

! unit -- unit to write into

!-----------------------------------------------------------------------

Subroutine OMS_display(params,indent,unit)

Type(OMS_Params), Intent(In) :: params

Integer, Intent(In) :: indent,unit

Character(len=indent) :: blank

Character(len=xlstrLen) :: string

blank = Repeat( ’ ’,indent)

If (.Not. params%initialized) Return

If (params%off) Then

Write(unit, ’ (5a) ’) blank,Trim(params%atom_name1), ’−’, &

Trim(params%atom_name2), ’ Interaction OFF’

[ A Modelling Study in Harnessing Metal-Organic Frameworks For Challenging Gas Separations ]



A.1 cus section- music code 195

Else

Write(unit, ’ (6a) ’) blank,Trim(params%atom_name1), ’−’,&

Trim(params%atom_name2), ’ OMS parameters from ’,Trim(params%source)

string = OMS_displayRinDin(params)

Write(unit, ’ (2x,2a) ’) blank,Trim(string)

string = OMS_displayFactRatio(params)

Write(unit, ’ (2x,2a) ’) blank,Trim(string)

string = OMS_displayCutOffs(params)

Write(unit, ’ (2x,2a) ’) blank,Trim(string)

End If

End Subroutine OMS_display

!

-----------------------------------------------------------------------------

! Tina added

! Gets the A, B, C, D parameters of the Lennard-Jones potential

!

-----------------------------------------------------------------------------

Subroutine OMS_getABCD(params_OMS,pot_param)

Type(OMS_params), Intent(IN) :: params_OMS

Real(kind = RDbl), Dimension(7) :: pot_param

pot_param(1) = params_OMS%Acon

pot_param(2) = params_OMS%Bcon

pot_param(3) = params_OMS%Alpha

pot_param(4) = params_OMS%Din

pot_param(5) = params_OMS%Rin

pot_param(6) = params_OMS%Fact

pot_param(7) = params_OMS%Ratio

END Subroutine OMS_getABCD
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!

-----------------------------------------------------------------------------

! Tina added

! Gets the hicut and locut parameters of the Lennard-Jones potential

!

-----------------------------------------------------------------------------

Subroutine OMS_getcut(params_OMS,pot_param)

Type(OMS_params), Intent(IN) :: params_OMS

Real(kind = RDbl), Dimension(3) :: pot_param

pot_param(1) = params_OMS%hicut

pot_param(2) = params_OMS%locut

pot_param(3) = params_OMS%shiftcut

End Subroutine OMS_getcut

End Module OMS
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a.2 effect of uff forcefield on co cus model

An additional validation which this work will tackle is investigating the effect that

varying the fluid-fluid models has on the carbon monoxide CUS model developed

in Chapter 5. To this end, the UFF model will be tested, in replacement of the

M-C, in combination with the vdw-DF2 DFT profile to form a new CUS model

(framework point charges from Castillo et al.[89]). The exact same CUS model fit-

ting procedure and GCMC inputs are used as in Chapter 5, with the exception that

UFF[155] carbon monoxide model is used in replacement of the Martín-Calvo et

al.[157] (M-C) model.

Table 20: CUS parameters obtained from DFT fitting.

Exc Adsorbate Ro Do α A B

(Å) (kJ/mol)

vdw-DF2 Carbon Monoxide (M-C) 2.75 9.829 8.25 3.243 10.1068

vdw-DF2 Carbon Monoxide (UFF) 2.489 17.136 9.7511 3.187 11.0868

Figure 72: VDW-DF2 CUS model simulated (lines), and experimental[171] (points) carbon
monoxide adsorption isotherms in HKUST-1.

The UFF model shows a larger increase in adsorption compared to the CUS M-

C model, and agreement with experiment worsens. Figure 73 shows that the total
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interaction at the CUS minimum is similar to that of the M-C, and matches DFT

calculations well. The issue is due to the very different fluid-fluid point charges

of the UFF model, as shown in Table 16 (Chapter 5), the CO carbon is postive

in the UFF model while it is negative in the M-C model. Therefore at the CUS

minimum, the electrostatic interaction of UFF is repulsive at ≈ +5 kJ/mol, while

M-C is attractive at ≈ -7.5kJ/mol. This means that the CUS specific interaction

has to be much stronger for the UFF model, to match the DFT minimum (this is

indicated by the much larger UFF D0 value in Table 20), this makes it harder to fit

away from the minimum leading to poor agreement between the UFF CUS model

and the DFT calculations across the latter part of the profile, seen in Figure 73.

Figure 73: VDW-DF2 CUS model interaction energy (CUS + LJ + Electrostatics) along CUS
profile for carbon monoxide in HKUST-1. Two different fluid-fluid models used;
UFF[155] and M-C[157].
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