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Abstract 

The motivation of this thesis is to better understand the characteristics of Semiconductor 

Optical Amplifiers (SOAs) and their use in the Passive Optical Networks (PON), 

particularly in packet equalisation. 

Following an introduction to physical principles and structure of SOAs the architecture of 

optical communication system especially PON is explained. The basic characteristics and 

key applications of SOAs are then discussed. 

In this study, the modelling of SOAs has been achieved at both system and device levels. 

In terms of high efficient system level SOA model, both co-propagation and counter-

propagation models are employed to study the cross gain modulation of SOAs. The co-

propagation system model has also been used to study the gain compression effect of 

SOAs. The direct modulation frequency response of a SOA is also investigated 

numerically. Alternatively, the detailed device level SOA model, which includes a 

wideband material gain coefficient taking the intraband relaxation effect into account and 

an efficiency-improved steady state algorithm, is proposed to study the DC characteristics 

of SOAs. 

Based on the detailed device level SOA model, the numerical model for the adjustable 

gain-clamped SOA (AGC-SOA) has been proposed to investigate both the steady state 

operation and the case where the gain of the AGC-SOA is dynamically modulated. 

Through theoretical analysis and experimental investigation, this study demonstrated that 

the gain of AGC-SOA would be dynamically modulated in response to the changes in 

packet amplitude in PONs. 
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Chapter 1 Introduction 

1.1 Brief History of Optical Communications 

Communication technology has been developing throughout the history of human 

civilisation. The fundamental thrust is that people have a principal need to communicate 

with each other [1]. Optical communication has been used as a key method for long 

distance communication ever since ancient times. The Great Wall of China was built in 

the fifth century BC. Many signal towers were built along the wall, normally upon hill 

tops, and used to warn garrisons of enemy movement or call reinforcements through the 

use of fire beacons. The fire beacons were lit to relay messages from these signal towers 

to the finally destination. However the on-off fire beacons could provide very limited 

data rate (about 1 bit/day). This method was improved by French inventor Claude Chappe 

until 1791 [2]. He proposed the visual (optical) telegraph system which could yield a 

196-combination code, transmitting for distances up to 100 km.  

In 1861, equations were derived and published by Scottish physicist and mathematician 

James Clerk Maxwell [3], describing the propagation of electromagnetic waves in free 

space. Maxwell’s equations laid the foundation for electromagnetism and optics. In 1870, 

English physicist John Tyndall demonstrated that light could be conducted through a 

curved stream of water, which suggested that light can be confined and guided within a 

transparent material of high refractive index surrounded by low index material through 

the phenomenon of total internal reflection (TIR). However this phenomenon was not 

understood until Hondros and Debye analyzed dielectric waveguides in their studies of 

the propagation of radio waves in 1910 [4][5]. These early works provided the 

preliminary understanding of lightwave transmission which is vital for the modern optical 

communications. 

In 1900, German physicist Max Planck introduced the concept of a quantum of energy 

[6][7], which triggered the study of the statistics of visible and infrared radiation. Without 

his groundbreaking theory, the laser, which generates a collimated beam of coherent light 

with sufficient power to work as a signal carrier in communications’ system, could not 

have been invented. However, technological development in the field of optical 

communications did not show any significant advances until the middle of the twentieth 
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century, when scientists began to utilise the concept of stimulated emission which 

introduced by physicist Albert Einstein in 1917 [8]. The first operational laser, based on 

ruby, was demonstrated by Theodore Maiman in 1960 [9]. Subsequently the first 

semiconductor (Gallium Arsenide, GaAs) laser was realised by Robert N. Hall in 1962 

[10]. Soon the technique of modulating the laser’s output by varying its driving current in 

response to a baseband signal was developed which, together with the realisation of the 

silicon photodiode detector, made the optical transmitter and receiver possible for a 

typical optical communications system. Later, after Zhores Alferov and Herbert Kroemer 

introduced the concept of semiconductor heterostructures, the first semiconductor laser 

operating at room temperature was realised [11]. This made such systems even more 

practical.  

The last and major barrier for building optical communication systems was to find 

suitable transmission medium for the light. The breakthrough came in 1966 when Charles 

Kuen Kao and George Alfred Hockham of the Standard Telephone Laboratories (STL) 

suggested a glassy material fibre with a refractive index higher than its surrounding 

cladding as a possible practical optical waveguide with potential as a new form of 

communication medium [12].  They also predicted that a loss of 20 dB/km for the 

proposed fibre could be achieved provided that the iron-impurity concentration in the 

basic glass material of fibre was reduced to a sufficiently low level. The fibre attenuation 

threshold for viable optical communication was set at 20 dB/km, based upon the available 

laser power and typical detector sensitivity. At that time the lowest loss for an unclad, 

single component fused silica fibre was larger than 1000 dB/km. In 1970, Felix Kapron, 

Donald Keck, Robert Maurer of Corning Glass Works successfully produced the first 

glass fibre with a loss less than 20 dB/km through a chemical method called Chemical 

Vapor Deposition (CVD) [13]. Later they even achieved fibre loss of 4 dB/km for the 

optical carrier wavelength at 850 nm. Since then, research activities were focused to 

realise the first communication system.  

The first generation of optical communication system was developed in the late 1970s, 

this was commercially available in 1980 [14][15]. The GaAs semiconductor laser 

operating near 850 nm and multimode graded-index fibre were deployed in the system 

which was capable of transmitting signal at a bit rate of 45 Mb/s with repeater spacing of 

up to 10 km. The repeater spacing was further improved by operating the optical 

communication system in the wavelength region around 1310 nm, within which not only 

the fibre loss could achieve 1 dB/km, but also the fibre dispersion reaches minimum. This 
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prompted the development of the InGaAsP based light sources and photodectors 

functioning near 1310 nm. Then the second generation of optical communication system 

operating at 1310 nm was finally available in the early 1980. The research efforts were 

also made to improve the slow transmitting bit rate of the second generation system by 

applying single mode fibre in the system instead of multimode ones. This improvement 

enabled the system transmitting up to 1.7 Gb/s with a repeater spacing of around 50 km 

commercially available in 1987 [16].  

As demonstrated in 1979 [17], the fibre loss could achieve 0.2 dB/km in the wavelength 

region near 1550 nm. However the dispersion problem within this wavelength region was 

severe. Until early 1980s, this obstacle was overcome either by deploying dispersion-

shifted fibre which was engineered to provide minimum dispersion around 1550 nm or by 

using single longitudinal mode laser (practically distributed feedback semiconductor 

lasers, DFB). Thus the third generation of optical communication system was 

commercially available in 1990s. The system could operate at a bit rate up to 10 Gb/s 

over distances up to 100 km [18].  

The advent of erbium doped optical fibre amplifier (EDFA) [19] and wavelength division 

multiplexing (WDM) technique [20] bought the optical communication system into the 

fourth generation, as its repeater spacing and supporting bit rate were increased 

significantly. The optical fibre amplifier enables in-line amplification in the optical 

domain instead of using electronic repeaters as in the last generation of system. In 1991, 

the data transmission distance achieved 21,000 km at 2.4 Gb/s and 14, 300 km at 5 Gb/s 

in a fibre amplifier system using a circulating loop configuration [21]. On the other hand, 

the WDM technique was designed to exploit the capacity of the optical fibre by 

transmitting several optical signals operating at different wavelengths simultaneously 

over the same fibre. The WDM technique, dispersion management, the use of rare-earth 

doped optical fibre amplifiers (PDFA, TDFA and EDFA), and Raman amplification lifted 

the system capacity to a new level. In 2001, an experiment demonstrated the system 

capacity could reach 10.92 Tb/s (273 WDM channels, each at 40 Gb/s) over 117 km [22]. 

Thereafter, the research efforts were focused on improving the spectral efficiency of the 

WDM system using advanced modulation schemes. The spectral efficiency has been 

increased from below 0.8 b/s/Hz [23][24] for the typical fourth generation system to more 

than 8 b/s/Hz [25], and the bit rate per channel has been increased from below 40 Gb/s to 

more than 100 Gb/s [26]. Although the 100 Gb/s per channel optical transmission is at the 

beginning of commercialisation and deployment stage by now, the network supporting bit 
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rate per channel at a speed of 400 Gb/s or 1 Tb/s has attracted more attentions of research 

community [27][28]. To achieve fibre capacity higher than 1 Tb/s (per channel), the  Kerr 

nonlinearity of the fibre which limits the optical power level launched, should be reduced 

[29]. Thus, spatial multiplexing techniques such as multicore fibres (MCF) [30] and 

multimode fibres (MMF) [31] are proposed to further boost the fibre capacity to 100 Tb/s 

and beyond. 

1.2  Thesis Overview 

Chapter 2 introduces the physical principles and structure of semiconductor optical 

amplifiers. Firstly, the basic two-level system is used to explain the optical amplification 

process in the laser medium, and demonstrates that population inversion should be 

obtained in the material in order to achieve optical amplification. Then the p-n junction 

and heterojunction are studied to show how population inversion is achieved in 

semiconductor lasers. Secondly, the                     heterojunction system, 

which is widely used in optical sources, amplifiers and photodetectors in long distance 

optical communication system, is introduced. An interpolation scheme is also studied to 

demonstrate that physical properties such as the lattice constant and energy band gap of 

the active material                 can be engineered by varying the material 

composition. The four band model is used to further study the photon generation in this 

III-V direct gap semiconductor. The expressions of quasi-Fermi level, material gain 

coefficient, and spontaneous emission rate for a SOA are deduced. Finally, the structure 

of a SOA is discussed through an example of a typical double heterostructure SOA.  The 

impact of facet reflectivity in a SOA and a RSOA are then numerically studied. The 

techniques which are widely used in reducing the facet reflectivity, such as antireflection 

coating, angled facet and window facet, are then detailed. The numerous simulation 

demonstrations of physical coefficients are the main innovation and contribution in this 

chapter. 

Chapter 3 reviews key elements, techniques and architectures of the optical 

communication system, especially the promising candidate for the future optical access 

network - passive optical network (PON) systems. Firstly, the point-to-point fibre link is 

introduced to demonstrate the basic architecture and components in the communication 

system. Then the characteristics of key elements such as fibre, optical amplifiers, optical 

sources and detectors are studied. Thirdly, by reviewing the optical networks hierarchy, 

the first/last mile problem is raised, since the twisted copper pair based traditional access 
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networks can no long meet the end users’ bandwidth demand. Thus the typical 

architecture, advantages and worldwide deployment status of the PON are discussed. 

PON technologies are divided into Time Division Multiplexing TDM-PON and WDM-

PON and discussed separately in this chapter. The channel sharing 

mechanismspecifications of current commercially available TDM-PONs are introduced, 

and the design issues regarding the high speed fast response burst mode receiver (BMR) 

with wide dynamic range are reviewed. The WDM-PON enjoys many advantages 

compared to the current TDM-PON technologies although it faces many challenges in 

deployment. Therefore many proposals have been introduced to tackle these problems 

especially the realisation of the colourless Optical Network Unit (ONU) operation and the 

hybrid WDM/TDM PON. The last part of the chapter discusses the use of semiconductor 

optical amplifiers in the PON system. SOA based amplified PONs and reflective SOA 

based WDM-PONs have been reviewed.  

Chapter 4 discusses some basic characteristics and key applications of SOAs. Firstly, 

through analytical expression deduction, the SOA gain and saturation, noise figure have 

been discussed. The expressions obtained in this chapter will be used in analyzing SOA 

and Adjustable Gain Clamped (AGC)-SOA performance in the next two chapters. 

Secondly, the SOA dynamics is also introduced, specifically the intraband dynamics are 

reviewed. Finally, the applications of SOAs are divided into linear amplification and 

optical signal processing which is largely taking advantage of SOA’s nonlinearities, i.e. 

cross gain modulation, cross phase modulation, four-wave mixing and nonlinear 

polarization rotation effects. In each nonlinear effect, the physical origin is shortly 

discussed, and its applications in optical signal processing are then briefly introduced. 

The literature review of the nonlinear polarization rotation effects in SOAs and its 

applications, is the main innovation in this chapter. 

Chapter 5 introduces and discusses two numerical models for studying the characteristics 

of SOAs, namely system level and device level SOA models. Initially, the classification 

of SOA theoretical models is presented and two basic equations, the propagation equation 

and carrier density rate equation, which are employed in both system and device level 

models, are derived., The propagation equation has been compared with ones in other 

publications and the underlying consistency has been proved. Based on these equations, 

the system level model has been introduced and applied into studying all optical 

wavelength conversion using a SOA. Depending on travelling directions of the pump and 

probe lights, the system model has been classified into co-propagation and counter-
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propagation models. Simulated wavelength conversion, achieved by cross gain 

modulation (XGM) in the SOA, has been performed in both co-propagation and counter-

propagation models. The co-propagation system model has also been employed to 

numerically study the gain compression effect of the SOA. It is clear that the model is 

demonstrating similar dynamic behaviour to that observed experimentally, which proves 

the model is capable of studying the characteristics of SOAs. The direct modulation 

response of a SOA is investigated using a modified system level model. The numerical 

results show that increasing the length of the active region or unsaturated material gain 

coefficient would improve the modulation response of the device.  

The remainder of the chapter discusses the device level SOA model. It starts with a 

review of  the material gain coefficient for a semiconductor optical device. An improved 

material gain expression is introduced, which is based on the wideband material gain 

expression defined from Fermi’s Golden rule. It also takes the intraband relaxation effect 

into consideration. Then the detailed device level model is introduced. The propagation 

equation for ASE in the SOA, and an efficiency improved steady-state numerical 

algorithm are discussed. Based on this detailed wideband model, steady-state gain 

characteristics of SOA is studied, and the output saturation power Psat is discussed. The 

output ASE spectrum under different bias currents is also simulated.  

The main innovations in Chapter 5 are the proposed improved material gain coefficient 

for bulk SOAs, and the improved high efficiency algorithm employed in the device level 

SOA model. 

In Chapter 6 a theoretical analysis of an AGC-SOA is presented. Both the steady state 

operation and the case where the gain of the AGC-SOA is dynamically modulated are 

addressed. The DC parametric behaviour is shown to agree well with experimental 

measurements. An adaptation of the models has shown that in principle, the gain of the 

AGC-SOA can be regulated dynamically to respond within the guard band of packet 

based PON transmissions. Gain settling times within the order of 2 ns are predicted. This 

analysis was shown to agree well with experimental evaluation of the AGC-SOA 

behaviour which demonstrated gain modulation and settling within two bit periods of a 

1.25 Gbit/s data signal.  

A key motivation for this study was to better understand the dynamic behaviour of the 

AGC-SOA with a view to establishing a means for dynamically modulating the gain of 

the AGC-SOA in response to changes in packet amplitude. For this to be effective, the 
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gain should be adjusted and stabilised within a timespan of less than 20 ns. Both the 

theoretical analysis and the experimental investigation indicate that it is possible. 

In this chapter, the detailed numerical model for the Adjustable Gain-Clamped SOA 

(AGC-SOA) has been proposed for the first time, and the dynamic gain modulation 

performance of AGC-SOA has been studied both numerically and experimentally. These 

are the main innovations associated with the chapter. 

 

Chapter 7 summarises the thesis, and introduces the future work. 

 

1.3 Summary of Contributions 

1. An improved material gain coefficient for bulk SOAs has been proposed; 

2. Co-propagation and counter-propagation system level SOA models have been 

developed to provide high efficiency processing; 

3. The small-signal modulation performance of SOA has been theoretically studied; 

4. The device level steady-state SOA model has been optimized to achieve higher 

processing efficiency; 

5. The numerical model for the Adjustable Gain-Clamped SOA (AGC-SOA) has 

been proposed for the first time;  

6. The dynamic gain modulation performance of AGC-SOA has been studied both 

numerically and experimentally.  
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Chapter 2 Introduction to Semiconductor Optical 

Amplifiers 

A semiconductor optical amplifier is a specially designed semiconductor laser operating 

under its threshold [1]. Most importantly, the optical feedback has been removed from 

the construction of a semiconductor laser, which enables the SOA to become Travelling 

Wave (TW) amplifier, which is more practical. Early studies on SOAs date back to 

1960’s when the first semiconductor laser was invented.  

2.1  Basic Principles in Semiconductor 

The essential principle of the optical amplification process in semiconductor lasers is the 

interaction of electromagnetic radiation with semiconductor lasing materials. In order to 

understand the basic principle of optical amplification in semiconductor optical 

amplifiers, the simple two-level system is shown in Figure . This basic system is 

adequate to display the physical processes that take place inside gas, solid state lasers or 

amplifiers [32].  

 

2.1.1  Optical Amplification Process 

 

InFigure 2.1, the atoms of the material have two discrete energy levels namely E1 and E2 

(E2 > E1). N1 and N2 are the numbers of atoms per unit volume in these energy states, also 

known as population densities. When a beam of light travels through this material, the 

photons may interact with material to exchange energy. There are three ways in which 

energy exchange can take place: spontaneous emission, absorption and stimulated 

emission. 
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Figure 2.1  Schematic optical processes in a two level system 

The spontaneous emission process means an electron within an atom in energy level E2 

makes the transition to energy level E1 by releasing a photon of energy  

                   
 

 
 (2.1)  

where   is Plank’s constant,   is the speed of light,   and   are the frequency and 

wavelength of the emitted photon respectively. Spontaneous emission is a random 

process, which implies that the photon may be emitted in any direction and phase. The 

rate of photon emission is proportional to the population density in energy level E2.  

             (2.2)  

where     is the proportionality constant for spontaneous emission.  

A photon which is incident on the material may be absorbed by an atom in the energy 

level E1, and the absorbed photon energy               enables the electron of an 

atom to be transited to the energy level   . The rate of absorption is proportional to the 

population density in energy level E1 and the incident photon energy density      at 

frequency  , 

                
(2.3)  

where     is the proportionality constant for absorption  
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The incident photon of energy               may also stimulate an electron of an 

atom in energy level    to transit to energy level E1 by emitting a photon with same 

energy, direction, phase and polarisation as the incident photon. This process is 

stimulated emission, and its rate is proportional to the population density in energy level 

E2 and the incident photon energy density      at frequency  : 

                 
(2.4)  

where     is the proportionality constant for stimulated emission 

Among these three ways of electron-photon interaction, only stimulated emission will 

result in optical amplification, i.e. the rate of stimulated emission should be greater than 

the rate of absorption.  

            
(2.5)  

Which equals to 

             (2.6)  

It can be proved from quantum theory [33], in thermal equilibrium that 

         (2.7)  

thus,       is the requirement for achieving optical amplification. According to the 

Boltzmann distribution, in thermal equilibrium, population density in the lower energy 

level is larger than higher energy level.. Therefore achieving optical amplification is to 

realise the population inversion in the material.  

 

2.1.2  p-n Junctions 

 

In practice, population inversion is achieved in a forward biased p-n junction. A 

semiconductor can be p doped by adding acceptor atoms to increase the number of 
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positive holes, similarly an n-type semiconductor is obtained by adding donor atoms to 

increase the number of negative electron charge carriers. A p-n junction is formed by 

putting p-type and n-type material together. Forward biasing of a p-n junction with 

positive potential applied to the p side and negative potential to the n side results in a 

significant reduction of the potential step across the junction compared to unbiased case 

(thermal equilibrium). This is depicted in Figure 2.2 below. 

The light is generated when electrons and holes respectively transit from a donor-doped 

(i.e., n-type) region and an acceptor-doped (i.e., p-type) region of a semiconductor to the 

junction depletion region, where the recombination process takes place.  

y

p-doped n-doped

y

p-doped n-doped

ε

Fermi 

Level

(a)

(b)

 

Figure 2.2  Electron energy and occupation perpendicular to the p-n junction plane 

under the condition of (a) thermal equilibrium and (b) forward biased applied 

voltage 

 

2.1.3  Heterojunctions 

 

The p-n junction is a simple structure to realise photon generation, however this kind of 

structure is incapable of trapping the carriers in the junction region to increase the 

probability of electron-hole recombination, so as to improve light generation efficiency. 

A p-n junction is formed between layers of similar materials with different doping, the 
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energy band gap of these materials are the same. This kind of junction is called 

homojunction. When two semiconductors with different energy gaps are combined, a 

heterojunction is formed. The conductivity type of the smaller energy gap material is 

denoted by   or   and the larger energy gap one is denoted by   or  . 

Nowadays semiconductor lasers are all fabricated with heterostructures in order to 

achieve the low thresholds for CW or room temperature operation. And the 

heterostructure widths can be chosen to produce bulk or quantum-well gain medium [34]. 

If the heterostructure width is significantly greater than the de Broglie wavelength of 

carriers, the device is defined as a bulk structure. When the width is one or several orders 

of the de Broglie wavelength of carriers, the device is a quantum-well structure.  

A double heterojunction device is fabricated with a thin layer (active layer) sandwiched 

between p and n layers. The active layer has a smaller energy gap and consequently a 

larger refractive index than the adjacent p and n layers. This feature serves to confine 

both carriers and photons in the active layer, so the photon generation efficiency will be 

further improved, and the light will be better guided through the device. The typical SOA 

structure is based on the anti-reflection coated double heterostructure semiconductor laser 

diode, this will be further discussed in section 2.3.   

The active layer can be either doped or undoped, however, its lattice constant must match 

to that of the surrounding materials. This is usually achieved by using a ternary or 

quaternary compound semiconductor as the active layer material. According to Vegard’s 

law, the crystal lattice parameter is linearly dependent on the concentrations of the 

constituent elements [35]. Therefore, varying alloy composition, i.e. controlling the mole 

fractions of different atoms in the semiconductor compound makes lattice matching 

feasible. 

2.2  Materials and Structures for SOA 

In optical communication systems, the                     heterojunction system can 

be widely used in light sources, optical amplifiers and photodetectors. For example, the 

                    double heterojunction lasers emit in the 1.3 – 1.7 µm wavelength 

range, within which the low attenuation, low dispersion optical fibre is functioning. This 

feature makes                     laser an ideal light source in long-distance fibre 

optic communications. Similarly, by varying the composition of the active 
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                material, the gain peak of a semiconductor optical amplifier can be 

chosen from 1.28 µm in the O-band to 1.65 µm in the U-band [1].  

2.2.1  Physical Properties for Semiconductor Compounds 

 

As discussed before, in order to form a heterojunction, the lattice constant of the active 

layer material                 should match that of surrounding material    . At 

room temperature (300K), the lattice constant of     is            . And the lattice 

constant of                can be obtained using an interpolation scheme based on a 

general principle of simplicity [36]. 

 

                   

                             

                                            

(2.8)  

Where the lattice constants for binary compounds     ,    ,      are 6.0584Å, 

5.4512Å, 5.6533Å, respectively [37]. Then the expression can be simplified as 

 
                   

                                   

(2.9)  

The lattice matching requires 

                                      (2.10)  

Thus the relation between mole fractions   and   required by lattice matching 

                to     is   

   
       

              
                    (2.11)  

This equation can be also approximated as [38] 

                            (2.12)  

The general interpolation formula for quaternary compound parameters used in Equation 

2.8 can be also transformed to obtain the energy band gap expression of the compound. 
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(2.13)  

   denotes energy band gap. Using the band gaps of binary compounds     ,    , 

     and     at room temperature (300K) and the composition fractions relation 

Equation 2.11, the energy band gap at 300K for                      heterojunction 

system are found to be [39] 

                                (2.14)  
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Figure 2.3  Typical four band energy band structure of a direct bandgap semiconductor 

 

2.2.2  Photon Generation 

2.2.2.1 The Fermi-Dirac Distribution 

 

Figure 2.3 depicts energy versus wave vector diagram for a direct band gap 

semiconductor. The horizontal axis of the figure represents the wave vector ( ) of an 
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electron. And the energy of an electron is depicted in the vertical axis. This four-band 

model [40] is a realistic band model for a III-V direct gap semiconductor. In this model, 

there is one conduction (unoccupied) band and three valence (occupied) subbands,  the 

valence band is consist of three subbands: heavy hole (HH) band, light hole (LH) band 

and split-off (SO) band. The zero of energy is chosen to be the top of valence band.  The 

heavy hole and light hole band is degenerate at    .  The energy of an electron in the 

conduction band (  ) is defined to be positive when measured upward from the zero of 

energy point, from where the hole energy in the valence band (   ) is positive when 

measured downward.  

    
    

   
 (2.15)  

     
    

   
 (2.16)  

  is reduced Planck constant, which equals to 
 

  
 ,   is the magnitude of the wave vector, 

   is the effective masses of electrons in conduction band and    is the effective masses 

of holes in valence band. As depicted in Figure 2.3, there are two sets of hole subbands in 

the valence band, since these holes have different effective masses.     and     is the 

effective masses of holes in the heavy and light hole subbands, respectively. And     is 

greater than    . According to Equation 2.16, the     relationship can be treated as 

parabolic near the band edge. And the curvature of the parabolic band in the     

diagram is defined as  
   

   , which is given: 

    

   
 

  

  
 (2.17)  

where    is the associated effective mass. Equation 2.17 shows that, the curvature of the 

parabola is inversely proportional to the associated effective mass. Therefore, the heavy 

hole band which has larger effective masses, is wider than the light hole band in the   

axis. 

The probability of finding an electron at an energy    is given by Fermi-Dirac statistics: 
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 (2.18)  

    is the quasi-Fermi level for the conduction band,    is Boltzmann constant,   is for 

temperature. Similarly, the probability of a hole with energy    is  

         
 

                    
 (2.19)  

    is the quasi-Fermi level for the valence band. 

The density of states in each band is given by [41], thus the density of states in 

conduction band        and valence band        are 

        
 

   
  

   

  
          (2.20)  

        
 

   
  

   

  
          (2.21)  

The number of electrons in the conduction band   
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    (2.22)  

The number of holes in the valence band   
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    (2.23)  

The quasi-Fermi level,     and    , are found from the following empirical expressions 

[42]: 

         
 

  
     

 
 
  

    

            
 
  

      
 
  

  
 
 

 (2.24)  
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 (2.25)  

Where    and    are the effective number of states in the conduction and valence band, 

which are given: 

       
     

    
 
 
  (2.26)  

       
   

    
 
 
     

 
     

 
   (2.27)  

    and     are the effective masses of heavy hole and light hole in the valence band, 

respectively. As can be seen, quasi-Fermi levels depend on the carrier densities and the 

temperature. For a given carrier density, in a bulk InGaAsP material (parameters as 

shown in Table 1), the quasi-Fermi level can be plotted as a function of carrier density. 

 

Figure 2.4  quasi-Fermi level as a function of carrier density in conduction band and 

valence band 

 

2.2.2.2 Optical Gain and Absorption 
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As depicted in Figure 2.1, an optical beam is incident on the semiconductor material. 

This beam may induce transitions between an electronic state in conduction band (2) and 

an electronic state in valence band (1). The transitions consist of downward (2 to 1) and 

upward (1 to 2) transitions. The downward transition results in optical amplification and 

the upward leads to absorption as discussed in section 2.1.1. Only if the rate of downward 

transition exceeds that of upward will bring the net amplification to the incoming optical 

beam. 

The downward transition will happen when the conductive state is occupied and the 

valence state is empty, that is to say, the downward transition rate is proportional to  

                          
(2.28)  

Similarly, the upward rate is proportional to  

                          
(2.29)  

Thus, it can be concluded, as discussed in section 2.1.1, the population inversion density 

        is proportional to the product of density of states function and the probability 

of net amplification. 

 

                                                    

  
      

 
                 

                              

(2.30)  

The conventional laser gain constant [41] can be expressed as 

        
         

    

                    
  

 (2.31)  

This is calculated from the imaginary part of the linear susceptibility. In the expression,  

   is the mean time for interaction of electrons with a monochromatic field, and       is 

spontaneous lifetime which can be replaced by the radiative carrier recombination 

lifetime τ (see section 2.2.2.4) for an electron in the conduction band with a hole in the 

valence band. 
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After a series of numerical derivations [41], the material gain coefficient is given 

 
       

  
  

      
  

     

        
 

 
 
    

  

 
                 

(2.32)  

Where    is optical angular frequency,    is optical light wavelength,    is active region 

refractive index. By using the parameters given by Table 1, for a given carrier density 

              , the gain coefficient spectrum for SOA can be calculated, as 

depicted in Figure 2.5. 

 

Figure 2.5  Gain coefficient for a typical bulk InGaAsP SOA (the horizontal line y=0 

functions as a reference) 

 

2.2.2.3 Spontaneous Emission 

 

As discussed in the last section, the population inversion density         is 

proportional to the probability of optical gain. However this population inversion would 

inevitably bring in spontaneous emission, which is the dominant noise in the SOA. 

Based on the results of last section, the gain coefficient        can be obtained by 

replacing the factor               in Equation 2.31 by                 , this is 

related to the stimulated transition from the  conduction band to the valence band.  
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(2.33)  

The spontaneous transitions from the conduction band to the valence band have the same 

spectral shape as       . 

The spontaneous emission rate       , or the number of emitted photons per unit volume 

per second per unit energy interval (         ) is given by [43].  

         
    

   

    
       (2.34)  

 

Figure 2.6  Typical plot of the spontaneous emission rate versus wavelength in a bulk 

InGaAsP SOA (carrier density               ). 

Accordingly, the material gain coefficient in [43] is calculated from the spontaneous 

emission spectrum, which is quite different from the one discussed in Section 2.2.2.2. 

Based on these existing expressions discussed in this section,  the improved material gain 

and spontaneous emission rate expressions for bulk semiconductor will been proposed in 

Chapter 5. And the comparison will also be provided.  

 

2.2.2.4 Carrier Recombination  

 

The processes of spontaneous emission, stimulated emission and absorption are all 

associated with photon emission during the electron-hole recombination in a direct-band-
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gap semiconductor. This kind of recombination mechanism is called radiative 

recombination. On the contrary, nonradiative recombination is characterized by the 

absence of an emitted photon in the electron-hole recombination process. There are some 

important nonradiative recombination processes: Auger recombination, surface 

recombination, and recombination at defects. 

The expression for the spontaneous emission rate (Equation 2.34) is useful in calculating 

the current required to provide a given gain. However, it is too cumbersome for 

processing. Thus a simple analytical approximation for spontaneous radiative 

recombination rate using bimolecular recombination expression is given [44]. 

                 
  (2.35)  

  is the carrier density,      and      are the linear and bimolecular recombination 

coefficients. The radiative carrier recombination lifetime τ used in the material gain 

coefficient expression, can be obtained by: 

   
 

    
                (2.36)  

Nonradiative recombination is the dominant recombination mechanisms in an SOA under 

high drive currents, with Auger recombination being the most dominant nonradiative 

recombination process, And is significant when the carrier density is high.  The rate for 

Auger recombination is provided,      is the Auger recombination coefficient. 

           
  (2.37)  

The nonradiative recombination rate for defect (traps) and surface effects is described as 

   : 

          (2.38)  

Excluding the recombination rate for stimulated processes, the total carrier recombination 

rate   is 
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   (2.39)  

Depending on the requirement of the modelling accuracy, the nonradiative recombination 

mechanism caused by carrier leakage can be added to the above equation [45]. 

The carrier lifetime can be approximated using Equation 2.39 as: 

     
  

  
    

 

                       
 (2.40)  

Using the coefficients    ,     ,     , and      listed in Table 1, the total carrier 

recombination rate   (not including stimulated processes) and carrier lifetime    are 

plotted as a function of carrier density in the active region of a SOA (Figure 2.7). As 

carrier density increases, for example, increasing the bias current applied on the SOA, the 

carrier recombination rate is rising and resulting in the shorter carrier lifetime. It also 

shows the carrier lifetime is varies from hundreds of picoseconds to nanoseconds. The 

carrier lifetime fall in this range will possibly incur the transient gain variation when the 

SOA is used to amplify the signal at Gigabit per second data rates. Since the signal speed 

is too fast to let the SOA provide each data bit with the same gain, the patterning effects 

will be introduced then the bit error rate (BER) of the traffic after amplification will 

deteriorate.  In SOAs, the carrier lifetime also refers to gain recovery time, and it can be 

experimentally characterised by a pump-probe measurement [46][47]. 

 

Figure 2.7  Total recombination rate (solid line) and carrier lifetime (dotted line) versus 

carrier density. 
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If an external optical light is injected into the SOA, stimulated emission will dominate the 

carrier recombination. Therefore, the recovery of the carrier density in the active region is 

governed by the stimulated carrier lifetime    [48], which is inversely proportional to the 

input optical power. Thus increasing the input signal power level, or adding another 

control CW light (holding beam [49]) would largely reduce the stimulated carrier 

lifetime. If the wavelength of the input light is not within the transparent area of the SOA 

[50], the device would be driven into saturation, which is harmful to linear amplification. 

However, this phenomenon can be quite useful for the use of a SOA in optical signal 

processing applications, since the modulation bandwidth is enhanced (this will be 

discussed in section 4.2.2.1). The effective carrier lifetime combines both the    and the 

stimulated carrier lifetime   . 

 
 

    
  

 

  
 

 

  
  (2.41)  

 

2.3  SOA Structures  

As discussed above, SOA structure is typically a laser structure without optical feedback. 

The laser structure can be divided into two categories: gain-guided and index-guided. 

Figure 2.8 depicts a typical double heterostructure SOA. The active         alloy is 

sandwiched between the  -InP and  -InP cladding layers, thus two heterostructures will 

be formed between the active layer and cladding layers. A forward bias voltage is applied 

to create population inversion within the active region. After the electrons and holes are 

injected by the electrodes on both sides of the chip, they will be confined in the central 

active         region where the bandgap is smaller than the one of surrounding layers 

(Figure 2.9). This DH structure is capable of confining both electrons and holes in the 

same active region, where both carriers have low potential energy.  
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Figure 2.8  Schematic illustration of a typical gain-guide double heterostructure SOA 
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Figure 2.9  Carrier confinement in double heterostructure SOA 

 

As well as carrier confinement, the double heterostructure also demonstrates its capability 

in optical confinement in the Y direction (perpendicular to the junction plane, Figure 2.8). 

As shown in Figure 2.10, the refractive index of the central active region is higher than 

the cladding region. This refractive index step helps confine the optical modes in the 

active region. 
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This double confinement of both carriers and photons makes double heterostructure 

lasers capable of continuous operation at room temperature [51]. In quantum well lasers, 

the active region is too thin to effectively confine the photons, and another two cladding 

layers with lower refractive index were added on the original three layers to improve the 

carrier and optical confinements, this is called Separate Confinement Heterostructure 

(SCH) [52] design. 
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Figure 2.10  Refractive index and field distribution perpendicular to the junction plane, 

n2, n1 denote refractive index of         and    , respectively. 

The confinement discussed above is in the direction which is perpendicular to the 

junction plane. The confinement in the lateral (along axis X in Figure 2.8) direction is 

usually achieved by gain or index guiding. The DH SOA structure depicted in Figure 2.8 

is a typical gain-guided laser structure. The current is injected through the stripe contact, 

and only a narrow part of active layer beneath the stripe provides the optical gain. If the 

optical mode travels laterally outside this optical gain region (current-pumped region), it 

will be absorbed by the unexcited active material. Therefore, the optical mode can be 

confined by the lateral variation of the optical gain in the active layer parallel to the 

junction plane. Compared to a broad-area laser, which has a lack of current confinement 

based on the stripe geometry, gain-guided structure lasers would operate with a lower 

threshold current. However, gain-guided lasers suffer from some undesirable 

characteristics which will get worse as the laser wavelength increases [45].  
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The lateral optical confinement efficiency can be improved by using the index-guided 

structure shown in Figure 2.11. The active         layer is surrounded by lower 

refractive index     material in both vertical (Y) and lateral (X) directions, i.e. the active 

material is buried in the lower index layers. Thus this structure is called a buried 

heterostructure. The fabrication of this structure is complex and requires two epitaxial 

growths [45]. And the optical mode along the junction plane is confined by the lateral 

variation of the refractive index, which is normally larger than the carrier induced effects. 

According to the magnitude of the lateral index step, the index-guided lasers can further 

be classified as weakly or strongly index guided. The lateral index difference for weakly 

and strongly index guided lasers is ~0.01 and ~0.2 respectively [45]. 
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Figure 2.11  Schematic cross section of etched-mesa buried heterostructure laser [45]. 

 

2.3.1  Impact of Facet Reflectivity 

 

Depending on the values of facet reflectivity on both sides, the semiconductor laser 

amplifier can be classified into two categories: the resonant type and the non-resonant 

type, i.e. the Fabry-Perot amplifier (FPA) and the Travelling-Wave amplifier (TWA) 

respectively. The FPA is a conventional laser diode functioning under its threshold [53], 

and it has significant reflections from both facets. The reflections from the facets are 

usually undesirable because they can severely modulate the amplifier gain and also 

narrow the amplifier bandwidth. The facet reflectivity of a TWA can be negligible by 

using techniques such as anti-reflection coating, angled facet and window facet structure, 

which will be discussed as follows. Compared to the FPA, the TWA enjoys a wider gain 
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bandwidth, larger gain saturation output power, and smaller noise figure [54]. 

Furthermore, a TWA is less sensitive to the changes in diode temperature, bias current 

and signal polarisation than a FPA.  

 

Figure 2.12  The general behaviour of resonant frequencies in a Fabry-Perot cavity for 

three different values of facet reflectivity. 

Although the facet reflectivity in a travelling-wave semiconductor optical amplifier   has 

been reduced significantly, the facets still have some residual reflectivity. Thus, an 

optical cavity is formed in the amplifier, and the output signal from the amplifier exhibits 

modulations at longitudinal modes of the cavity. 

The signal gain for the amplifier with facet reflectivity   ,    is of the form [53]: 

 
   

 

           
 

              
 

      

            
     

         
  

 

 
(2.42)  

where    is the single pass gain,   is the input signal frequency,    is the cavity resonant 

mode frequency as depicted in Figure 2.12,   is the cavity length,    is the light velocity 

in the gain medium,         ,     is the equivalent index of the waveguide . Equation 

2.42 was originally deduced for FPA gain. However, it is also valid to calculate the 

residual gain ripple in the TWA. According to the characteristics of the resonant 

frequencies in a Fabry-Perot cavity, as shown in Figure 2.12, the intensity maximum and 

minimum is reached at resonant frequency (e.g.     and the non-resonant frequency (e.g. 

         )  respectively. Similarly, at resonant frequencies, the signal gain    will be 

at a maximum as the sine square term becomes zero, and it will reach minimum at non-



43 

 

resonant frequencies as the sine square term is 1. Thus the peak to valley ratio of the gain 

ripple   is given [53]: 

   
  

   

  
   

  
         

         

 

 

 (2.43)  

 

Figure 2.13  Theoretic gain ripple as a function of facet reflectivity (         ) for 

different values of the single pass gain. 

For a given single pass gain   , the gain ripple as a function of facet reflectivity is 

demonstrated in Figure 2.13. Reducing the facet reflectivity of the amplifier will suppress 

the gain ripple as predicted. For a         , the facet reflectivity should be reduced to 

less than        in order to control the gain ripple below       .  

The use of reflective semiconductor optical amplifiers (RSOAs) in PONs, especially in 

the WDM-PON, has attracted more and more research interest in recent years. In theory, 

the reflective SOA is a double-pass TWA, which was successfully demonstrated by 

Huang et al for the first time [55].  The structure of a typical RSOA is shown in Figure 

2.14. There is only one port in the RSOA serving as the input/output port, thus only one 

coupling process is required during the fabrication. The facet adjacent to the input/output 

port is anti-reflection coated, whereas the other (rear) facet is high-reflection coated. Thus 

the input light can be amplified throughout its roundtrip in the active region. Normally 

the RSOA is packaged in a transistor outline metal-can (TO-CAN). The RSOA can be 

directly modulated by applying the data as a bias current. Although the modulation 

bandwidth of RSOAs is limited to around 3 GHz, its operation speed has been enhanced 

to 10 Gb/s recently [56][57]. A broadband RSOA was recently reported to cover 100 nm 
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bandwidth over the S, C and L band providing 25 dB path loss capability with – 20 dBm 

seed power [58].  
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Figure 2.14  Schematic of a reflective SOA structure. 

The signal gain for the reflective SOA with facet reflectivity     and   , can be analyzed 

using the modified Equation 2.42. Here we assume the reflectivity of rear facet is equal to 

1, which suggests all the input light will be reflected back at the rear facet towards the 

output port. Thus we replace    and    in the Equation 2.42 with    and   .    is 

denoted as double pass gain. The Equation 2.42 can be transformed as: 

   
  

 

         

      
   

 
   

      
      

         
  

 
 (2.44)  

Then the peak to valley ratio of the gain ripple    can be derived using the same 

approach: 

    
  

    

  
    

   
     

      
 (2.45)  

For a given double-pass gain   , the gain ripple of the RSOA as a function of the front 

facet reflectivity is shown in Figure 2.15. Similar to Figure 2.13, by reducing the 

reflectivity of front facet, the gain ripple can be suppressed. And     should be reduced to 

less than        in order to control the gain ripple below       , for a double-pass 

gain 25 dB. In the reference [59], it was proved that the gain ripple of a RSOA is 

independent of the reflectivity of rear facet, as   
     and   

     scale together with   , 

keeping    unchanged. 
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Figure 2.15 Gain ripple of a RSOA as a function of the reflectivity of front facet (    ) at 

different values of the double-pass gain. 

The reduction of facet reflectivity can be achieved by depositing antireflection coating on 

normal incidence laser facets [53], by tilting the amplifier waveguide with respect to the 

facet [60], by window facet [61], or by combining AR coating with a tilted waveguide 

design [62]. All of which are described in Section 2.3.2, 2.3.3 and 2.3.4. 

 

2.3.2  Antireflection Coatings 

 

Conventional AR coating is normally made of a single layer quarter-wave thin film with 

a refractive index equal to square root of the substrate’s refractive index. This kind of 

design would introduce interference between reflections of the incident plane wave on the 

upper and lower boundaries of the thin film, thus reduce the reflection. However, the AR 

coating for semiconductor optical amplifiers is more complicated to design and fabricate 

as the fundamental mode propagating in a SOA is not a single plane wave [45] thus AR 

coating supporting a broad bandwidth operation is required. Also, it is difficult to find 

suitable a thin film material with precise controllability for the semiconductor substrate 

[63]. Many theoretical works [64] have been done to determine the optimal coating 

parameters, such as thickness and refractive index, for single or multilayer AR coating 

designs. General numerical approaches are based on an implicit assumption that a 

fictitious homogeneous layer with zero width lies between the laser and the AR coating. 

At the boundary between this zero thickness fictitious layer [65] and the laser, the guided 
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mode will experience no reflection or deformation. When the guided mode is arriving in 

the fictitious layer, it can be decomposed into its angular spectrum using Fourier 

transform. By applying Fresnel reflection coefficients for each component plane wave 

incident on the coating interface and summing the reflected angular spectrum, an estimate 

of the reflected field can be obtained, and the reflection coefficient of the AR coating can 

be deduced. Hence, the reflectivity of AR coating can be numerically solved and 

expressed as a function of coating thickness and refractive index. The predicted 

theoretical results provide a guideline for producing low facet reflectivity by controlling 

coating thickness and index during the evaporation [64] or sputtering [66] process. 

Regarding the evaporation method, the coating index is controlled by adjusting the 

oxygen press in the chamber and evaporation rate, and real-time in situ ellipsometry 

method was proposed to accurately measure both coating index and thickness during the 

deposition [67]. In practical, the AR coating reflectivity can be measured using modified 

Hakki-Paoli (HP) method [68][69] which is based on the measurements of modal gain 

spectrum before and after AR coating [70]. Improved measurement methods are also 

available [66][71]. Although experiment result demonstrated a facet reflectivity of 

       can be obtained using a single layer AR coating [66], the use of multilayer AR 

coating could reduce polarization dependence [72] and increase the low reflectivity 

wavelength range [63] which is vital for the use of SOA in optical communications.  As 

discussed, the AR coating requires stringent process to realize. However, applying angled 

facet or window facet structure in SOAs could also achieve low facet reflectivity, less 

polarization dependency and wide bandwidth. 

 

2.3.3  Angled Facet 

 

Another method to suppress the facet reflectivity is to tilt the active region away from the 

cleaved facet at a certain angle (as depicted in Figure 2.16). This can usually be done 

before the application of the AR coating.   
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Figure 2.16  Schematic of an angled facet SOA. 

 

As shown in the Figure 2.17 (upper), the SOA waveguide is tilted at an angle θ 

(alternatively, this can be also understood as the SOA waveguide is terminated by a tilted 

mirror at an angle θ). The mirror is assumed to be the interface between the waveguide 

and the air. In order to evaluate the effective reflectivity of the guided mode at an angled 

facet, the coupling between the incident light and light reflected back into the waveguide 

should be calculated. The reflected field can be obtained by computing the light 

transmitted from the SOA waveguide to the virtual waveguide formed by the mirror 

image [73]. The fundamental mode of the SOA waveguide and its virtual waveguide can 

be transformed into the angular domain, as shown in Figure 2.17 (lower), which is 

separated by 2θ. The effective reflectivity is proportional to the overlap integral [74]. 
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Figure 2.17  (upper) Sketch of an angled facet SOA. Dotted lines: virtual waveguide 

formed by mirror image.  (lower) Optical field in the angular domain [74], solid 

and dotted line is fundamental mode of waveguide and virtual waveguide 

respectively. 

 

Assuming the optical distribution is Gaussian, the effective mode reflectivity is given by 

[75]: 

                     
    

  
 
 

  (2.46)  

where       is the reflectivity of the facet,   is the effective refractive index of the 

waveguide,   is the mode width,   is the facet angle,    is the wavelength of incident 

light.  

 

Figure 2.18 Effective reflectivity as a function of the facet angle at different mode sizes (1 

µm, 2 µm, and 3µm). The parameters used in the calculation are: Reflection 

coefficient is 0.33,        ,           . 

Figure 2.18 shows that the effective mode reflectivity decreases as the facet angle and 

mode size increase, this is straightforward to visualise in the angular domain as shown in 

Figure 2.17 (lower), as the bigger facet angle   is, the larger separation will be between 

two fundamental modes, and the smaller overlap integral will be. Similarly, the bigger 

mode size   is, the sharp curve will be, the smaller overlap integral will be. As the 

effective reflectivity is proportional to the overlap integral, the smaller effective 

reflectivity will be. However increasing the facet angle may induce far-field asymmetry 

thus degrade the coupling efficiency between SOA and optical fibre, and the AR coating 
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will become more polarization dependent for large incident angle. The optimal facet 

angles are usually between   and    . On the other hand, the guided mode size is limited 

by both the high index active material required to obtain the gain and the requirement that 

the devices has to remain single moded [76]. This problem can be solved by applying a 

flared waveguide structure [74]. 

 

2.3.4  Window Facet 

 

Window facet, also known as buried facet [45], is another way to reduce facet reflectivity 

so as to suppress the FP cavity resonance, and to achieve polarisation insensitivity for the 

device [77]. As showed in Figure 2.19, there are two window regions made of     

material between the both end of active region and the AR coating. 
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Figure 2.19  Schematic of a SOA with window region. 

To study the impact of the window region on the effective mode reflectivity, the 

expression can be deduced as [78]: 

            

   
    

    

    
    

     
  

    

    

 (2.47)  

   is the reflectivity of the cleaved facet,    is the length of the window region,   
    

  
, 

  is the mode width. Effective reflectivity as a function of the window region length at 

different mode sizes is depicted in Figure 2.20. It is clear that the reflectivity decreases as 

window region length increases and Gaussian mode size decreases. However increasing 
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the window region length may degrade the coupling efficiency between the SOA and 

optical fibre. 

 

Figure 2.20  Effective reflectivity as a function of the window region length at different 

mode sizes (0.5 µm, 1 µm, and 2µm). The parameters used in the calculation are: 

Reflection coefficient is 0.33,         ,           . 

 

2.3.5  Polarization Insensitive Structure 

 

Except for some applications based on the nonlinear polarization rotation (NPR) 

phenomena which will be discussed in Chapter 4, SOAs are required to keep polarization 

insensitive. The polarization sensitivity effect of SOAs consists of two parts: gain and 

phase dependence on polarization. In general, reducing the polarization dependent gain 

(PDG) in a SOA is the major target to achieve polarization insensitive. 

The gain of an SOA can be described as: 

   
    

   
                (2.48)  

Where   is the confinement factor which represents the fraction of the mode energy 

contained in the active region [45],    is the material gain coefficient,   is the 

material/internal loss, and   represents the length of the active region. Generally, the 

confinement factor of Transverse Electric (TE) mode and Transverse Magnetic (TM) 

mode is different, with     usually being stronger than    . This is because the device 
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does not have the same refractive index profile parallel to the epitaxial growth as 

perpendicular [76]. Furthermore, the material gain coefficient is the same for TE and TM 

mode. Thus the PDG is induced, and it can be defined as follow [79]. 

     
   

   
                          (2.49)  

In order to minimize the PDG, two approaches can be made. One is to fabricate the SOA 

with the same confinement factor and material gain coefficient for both TE and TM 

mode, i.e.                    The other is to make the material gain coefficient of 

TM mode larger than that of the TE mode, so as to compensate the confinement factor 

difference, i.e.                    The first approach is achieved by using a 

waveguide with near square cross section as the active region [80][81]. However the 

fabrication process is too difficult for mass production. The latter solution uses strained 

materials in the active region to increase the material gain coefficient of TM mode 

relative to that of the TE mode. 

 As shown in the band diagram (Figure 2.3), the valence band consists of HH, LH and SO 

subbands. Because of the microscopic selection rules associated with the unit cell 

wavefunctions [82], the optical transitions from the conduction band to heavy hole 

subband are forbidden for the TM mode. This implies that the conduction to heavy hole 

transitions could only contribute to TE gain, and the TM mode will benefit from the 

conduction to light hole transitions. In the typical band structure as shown in Figure 2.3, 

the optical transitions from the conduction band to the heavy hole band are more 

significant than the transition from the conduction band to the light hole band. Therefore, 

the material gain coefficient of TE mode is larger than that of TM mode in the unstrained 

material. 

In the bulk SOAs, the tensile strain is achieved by growing bulk layers with smaller 

lattice constant compared to the substrate material, since the bulk layers will grow with 

small tensile strains [79][83][84]. On the other hand, growing bulk layers with bigger 

lattice constant compared to the substrate, the compressive strain can be obtained. The 

introduction of the strain into the active region has many effects on the band structure. 

Most importantly, in the case of tensile strain, the light hole band is moved to higher 

energy with respect to the heavy hole band. This suggests that the optical transitions from 

the conduction band to the light hole band will be increased. Therefore, larger material 

gain for TM mode can be achieved than TE mode in this tensile strained active region. 
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In the MQW-SOAs, this can be obtained by carefully tailoring the energy band, i.e. either 

using barriers and wells of different strain directions (compressive or tensile) [85] or 

using different number of wells with different strain directions [86][87].  
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Figure 2.21  Schematic of a bulk SOA with SCH. 

 

In a SOA using a tensile strained bulk active layer, the SCH structure has been also 

applied into waveguide design to improve the fabrication process tolerance [79][83][88]. 

As depicted in Figure 2.21, the strained bulk active layer is sandwiched between two thin 

layers, the refractive index of which is between active layer and substrate. In a SCH 

structure, adjusting material composition or increasing the thickness of the SCH layer 

would decrease the optical confinement ratio (       ). Therefore, the strain value 

required to achieve polarization insensitive could be reduced. 

Finally, the active region is tapered linearly in the lateral direction in order to suppress 

the far-field divergence, so as to improve the coupling efficiency between the SOA and 

the fibre (Figure 2.22).    
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Figure 2.22  Top view of a SOA with tapered active region. 

 

2.4  Summary 

This chapter introduces physical principles and structure of semiconductor optical 

amplifiers. Numerical analysis is employed to demonstrate the characteristics of the 

device. 
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Chapter 3 Introduction to Optical Communication 

Systems  

3.1  Optical Communication Systems Overview 

The basic optical communication system architecture is a point-to-point link, which 

consists of an optical transmitter, optical fibre, optical receiver and periodically placed 

regenerators or optical amplifiers. As depicted in Figure 3.1   , the output of a laser is 

modulated with electrical data by an optical modulator. The modulation is imposed on the 

amplitude, phase, frequency or polarization of the light, and this can be achieved by using 

a directly modulated laser (DML), Mach-Zehnder modulators (MZM) or electro-

absorption modulators (EAM) etc. The modulated optical signal is then guided by the 

fibre towards the receiver. The fiber distance is a few to thousands of kilometers. In long-

haul transmission systems, the transmitting signal would experience attenuation and 

dispersion in the fibre, and this leads to signal degradation. Regenerators or optical 

amplifiers are employed to solve this problem. At the receiver, the optical signal is 

converted into an electrical signal using a photodiode. In the following section, the key 

elements in the system will be discussed.   
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Figure 3.1   Schematic of point-to-point fibre link. 

3.2  Key Elements 

3.2.1  Fibre 

 

The fundamental element of optical communication system is optical fibre, which 

extinguishes optical communications from other kinds, such as wireless and copper line 

based communications. It provides a secure, broadband, most importantly fast channel for 
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modulated lights (signal lights) to pass through. The physical properties of optical fibre 

have a great influence on the performance of the optical communication system. 

Especially in long-haul core networks, the limiting factors are fibre attenuation, 

dispersion, and nonlinearities.  

Attenuation is usually caused by absorption and scattering within the material that forms 

the fibre, and fibre bending losses. The attenuation by absorption can be classified into 

intrinsic and extrinsic absorption. The intrinsic absorption is caused by the basic material 

property of the optical fibre i.e. SiO2 , and it occurs at short wavelengths in the UV region 

and also at longer wavelengths in the infrared (IR) region of the electromagnetic 

spectrum. Thus the intrinsic absorption of fibre restricts the extension of the fibre 

communication towards UV and IR regions. The extrinsic absorption is caused by 

impurities of the fibre, such as transition metal ions and OH- ions. As depicted in Figure 

3.2, the absorption into the OH- ions is responsible for the attenuation peak around 1400 

nm. However the OH- ions can be eliminated in fibre through improved manufacturing 

techniques [89], and such water-free fibre could provide a ~60 THz low-loss bandwidth 

for supporting optical communication. Scattering loss in the optical fibre results from 

microscopic variations in the material density and composition. The dominant scattering 

type is Rayleigh scattering, which is due to microscopic changes in the refractive index of 

the fibre material. The scattering of light will induce a loss of light intensity. The 

attenuation coefficient caused by Rayleigh scattering is proportional to the inverse fourth 

power of wavelength, therefore the attenuation is higher in the short wavelength region. 

Moreover, bending loss will occur when a fibre is bent smaller than a certain bend radius.  
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Figure 3.2  Wavelength dependence of the attenuation in a typical low loss optical fibre 

(SSMF). 

Dispersion in a fibre can be classified into material dispersion, waveguide dispersion and 

modal dispersion. It causes optical pulse spreading and thus leads to intersymbol 

interference (ISI), which limits the transmission distance. Material dispersion results from 

variations of the refractive index of the core material as a function of wavelength. This 

causes a wavelength dependence of the group velocity of a given mode [1]. Waveguide 

dispersion is caused by the difference in refractive index between the core and cladding. 

Since not all the light can be confined in the core, and light travels faster in the cladding 

than in the core as the index is lower in the cladding, dispersion is induced. Assuming the 

material and waveguide dispersions are additive [90], the total dispersion as a function of 

optical wavelength for a standard single mode fibre is depicted in Figure 3.3. At 1310 

nm, the two dispersion factors cancel to obtain zero total dispersion. As wavelength 

increases, material dispersion prevails against waveguide dispersion, therefore the total 

dispersion increases.  However, the attenuation minimum of the fibre can be achieved 

around 1550 nm according to the Figure 3.2. In order to obtain zero dispersion and 

minimum attenuation at the same wavelength, the core-cladding refractive index profile 

of the fibre has to be changed to modify both the material and waveguide dispersion 

factor. By using this technique, zero-dispersion wavelength is shifted around 1550 nm in 

the dispersion-shifted fibre (DSF) [91]. Modal dispersion in multimode fibres is caused 

by different group velocities for each mode launched into the fibre. This intermodal time 

delay leads to pulse spreading in multimode fibre. In high speed long-haul fibre links, 

polarization-mode dispersion (PMD) is another important origin for signal degradation in 
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single-mode fibre. The two orthogonal polarization states of light launched into the fibre 

will travel at different velocities due to the non-uniformity of refractive index of fibre. 

 

Figure 3.3  Wavelength dependence of the total dispersion in a typical low loss optical 

fibre (SSMF). 

 Nonlinear processes in the fibre are caused by high intensity light focusing on the fibre’s 

core. The major nonlinear process is Kerr nonlinearity, including self-phase modulation 

(SPM), cross phase modulation (XPM), four wave mixing (FWM), and cross polarization 

modulation (XPolM). The other nonlinear processes are nonlinear phase noise and non-

elastic scattering process. The non-elastic scattering process includes stimulated raman 

scattering (SRS) and stimulated Brillouin scattering (SBS). 

 

3.2.2 Optical Sources and Detectors 

 

Optical sources employed in the fibre optic communications are Light Emitting Diodes 

(LEDs) and Laser Diodes (LDs). LEDs are often used as the optical source in shorter 

distance and low data speed systems, while semiconductor LDs are required in long 

distance and high speed systems. Fundamental semiconductor physics related to optical 

sources, such as photon generation process, laser structures, and band-gap engineering 

have been discussed extensively in the Chapter 2. Here the basics of optical detection will 

be introduced. 
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Optical detectors employed as a receiver are depicted in Figure 3.1. These devices are 

used to convert received light signal into an electrical signal. In fibre optic 

communication, the typical optical detectors are PIN (p-type-intrinsic-n-type) diodes and 

avalanche photo diodes (APDs). The principles of photodiode detection are based on the 

photoelectric effect in semiconductors, i.e. injected photons are absorbed in the p-n 

junction, which is designed to have a smaller band-gap energy than the photon energy, 

and this leads to the generation of electron hole pairs. When a reverse bias is applied to 

the diode, the electrons and holes form a photocurrent. Since the photocurrent is linear 

with the injected optical power, by detecting the intensity of the photocurrent the injected 

optical power can be predicted.  
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Figure 3.4  Photodiode construction (a) PIN  (b) APD. 

 

As shown in Figure 3.4, the name PIN diode refers to the layering of the materials 

Positive, Intrinsic, Negative. Avalanche photodiodes include an additional p doped layer 

between the intrinsic and negative material, compared to the PIN diode. This structure 

will bring an avalanche effect which results in carrier multiplication and photo-current 

gain. Thus the APD achieves higher sensitivity compared to PIN diode. However, the 

required operating reverse bias of an APD is very high and the circuitry becomes more 

complex. Overall, PIN diodes are the main photodetectors used in most optical 

communication systems. 

The optical detector is installed in the receiver, together with the amplifier, and the signal 

processing circuitry used to sample, recover, and decode the transmitted original signal. 

In low speed communications, a trans-impedance amplifier is used in the optical receiver. 

For a high speed system, an optical pre-amplifier should be implemented to improve the 

bandwidth and gain, as compared to trans-impedance amplifiers.  

3.2.3 Optical Amplifiers 
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Optical amplifiers are implemented to boost optical signal without the need for 

optoelectronic conversion. In WDM systems, many transmitting signals with different bit 

rates and data formats can be amplified simultaneously in optical amplifier. Therefore, 

employing optical amplifiers could not only increase optical system capacity and reach, 

but also improve the reliability and flexibility of the network operation.  

The main optical amplifiers used in optical communications are Semiconductor Optical 

Amplifiers (SOAs) and Optical Fibre Amplifiers (OFAs). The latter can be classified into 

Doped Fibre Amplifiers (DFAs) and Raman amplifiers. The optical amplification 

processes in SOAs and DFAs are achieved by stimulated emission in the gain medium, 

therefore population inversion is required. The realisation of population inversion is 

different in SOAs and DFAs. As discussed in Chapter 2, a forward biased semiconductor 

junction is used to achieve population inversion in a SOA. In DFAs, inversion is achieved 

by injecting the external pump light which provides energy for raising the atoms from the 

ground state to higher energy level. The amplification process in Raman amplifiers is 

based on the stimulated Raman scattering (SRS) effect, which does not rely on population 

inversion.  This nonlinear effect results in transferring the optical power of external pump 

light at short wavelengths to signal lights at longer wavelengths within the fibre. The gain 

spectrum of a Raman amplifier is determined by the pump wavelengths, thus Raman 

amplification can be provided over wide and flexible wavelength regions. Moreover, the 

Raman gain mechanism can be achieved by using a standard fibre as a gain medium, so 

all these features make Raman amplifier a promising device. The main drawbacks of 

Raman amplifiers are twofold: they requires a high power pump light which then poses 

safety issues; the cost of amplifier is currently expensive. 

Semiconductor optical amplifiers were studied nearly ten years before the invention of 

the Erbium Doped Fibre Amplifier (EDFA) [92]. Since the band-gap energy of a SOA 

can be engineered by adjusting the composition of the active material, the operation 

region of a SOA has shown to have great flexibility. The gain peak of a SOA can be 

chosen from 1280 nm in the O-band to 1650 nm in the U-band [1]. Although the EDFA 

plays a dominate role in the optical amplification at the 1550 nm transmission window 

(C-Band), SOAs operating around 1310 nm (O-Band) have attracted considerable interest 

for use in Passive Optical Networks (PONs) [93]. Especially the wavelength plan for 

future10 Gbit/s (XG-PON) [94] uses wavelengths from 1260 nm up to 1620 nm and 

alternative optical amplifier technologies do not function efficiently across this band. The 

characteristics of SOAs for use in PONs will be further studied in Section 3.4. In addition 
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to their amplification function, SOAs have been used to achieve switching [95] and signal 

processing [96] functions taking advantage of the fast gain dynamics of SOAs, and SOAs 

can be integrated easily on an    -based substrate [97] to build photonic integrated 

circuits.  

Doped Fibre Amplifiers are realised by doping the core material of a fibre with rare earth 

ions. As depicted in Figure 3.5, DFAs can be operated in the O-, S-, C- and L-Band, 

depending on the type of rare earth elements and fibre core materials used to construct 

optical amplifiers. Doping fluoride-based fibres with neodymium (Nd) and 

praseodymium (Pr) enables DFAs to function in the O-Band. Similarly, Thulium-doped 

fibre amplifiers (TDFA) operate in the S-Band, Erbium-doped fibre amplifiers (EDFA) 

operates at the lowest loss transmission window around 1550 nm in the C-Band, both the 

Er-Doped Tellurite Fibre Amplifiers (ETDFA) and gain-shifted EDFAs function in the L-

Band. For use in the long-haul optical communication systems, compared to SOAs, 

EDFAs could achieve higher gain, lower noise and lower coupling losses. The slow gain 

dynamics of the EDFA make nonlinearities negligible unlike SOAs, and the EDFA is 

independent on light polarization.  
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Figure 3.5  Optical band for typical optical fibre amplifiers. 

 

3.3  Optical Network Hierarchy 
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Figure 3.6  Geographic hierarchy of optical networks 

 

Figure 3.6 illustrates a simple model of an optical network hierarchy which consists of 

long-haul core networks, regional/metropolitan networks, and the “first/last mile” access 

networks. The access network is closest to the end users, so it is used for distributing and 

also collecting traffic directly to/from users, and typically spans up to 100 kilometers. 

The current most popular access technology is digital subscriber line (DSL), mainly 

because of the existing cooper based access network infrastructure. Although DSL 

technology is commercially mature, developments are ongoing to push the speed limit 

over copper wiring to 700 Mb/s [98]. An optical fibre based access network has a huge 

advantage over copper network as it could provide much higher speed and longer span 

[99]. Since the beginning of this century, network operators have invested heavily in the 

deployment of optical access networks. The regional/metro networks are used to not only 

aggregate traffic from access networks but also distribute the traffic from the core 

networks. They usually interconnect several telecommunication central offices and span 

up to 1000 kilometers [100]. Moving up the hierarchy, multiple regional/metro networks 

are interconnected by the core (backbone) networks. WDM technology is employed in 

core networks to support high capacity data traffic over long-haul transmission distance. 

Compared to core networks, WDM technology used in regional or access networks 
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support less wavelengths with lower capacity per fibre. Moving towards the end users’ 

side, the economic issue becomes more sensitive and should be taken account into 

network planning and deployment [101].  

 

3.4  Passive Optical Networks 

3.4.1 Introduction 

 

The traditional access networks are based on twisted copper pairs, initially developed for 

analogue voice services, or residential coaxial cables used to provide TV services. The 

first twisted copper based access network is the plain old telephone service (POTS) 

network which was deployed by telephone companies connecting homes and businesses 

to local exchanges. It normally covers up to several tens of kilometres, provides analogue 

voice service and low speed data services up to 56 kb/s. In the 1980s, the integrated 

services digital network (ISDN) was developed to provide two 64 kb/s channels for voice 

and data and one optional 16 kb/s digital channel. Compared to the POTS system, the 

ISDN enjoyed more bandwidth and improved quality. As the bandwidth demand 

continued to grow, digital subscriber line (DSL) technologies were invented for 

broadband access networks based on twisted copper pairs. In the DSL system, a DSL 

modem placed at the user’s premises is connected by twisted copper wires to the DSL 

access multiplexer (DSLAM) at a central office (CO) or remote node. The data 

transmission service is then carried by this channel. DSL technologies use a lower 

frequency range (0~4 kHz) on the twisted pair for voice services and a higher frequency 

range (typically 25~160 kHz for the upstream from user to CO, 240 kHz~1.5 MHz for the 

downstream from CO to user) for data transmission. There are many types of DSL 

available such as the Asymmetric DSL (ADSL), High-bit-rate DSL (HDSL), Very-high-

bit-rate DSL (VDSL). The popularity of ADSL is due to the fact that more bandwidth is 

required for downloading than uploading in Internet applications. Therefore ADSL 

provides up to 8 Mb/s bit rate for downstream and up to 800 kb/s for upstream over a 

maximum distance of 5.5 km [102]. However, DSL technologies suffer from high 

attenuation at higher frequencies on the twisted copper pairs, and this limits the coverage 

of the DSL based access network. For example, the VDSL can support downstream either 

at a speed of 13 Mb/s over a distance of 1.5 km or at 52 Mb/s over up to 300 m. Thus the 

bit rate-length product (BL) of the DSL network is limited.  
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Alternatively, access networks can be carried on residential coaxial cables namely 

community antenna television (CATV) networks. Originally, the TV signals were 

transmitted from service provider’s headend (HE) offices (like central office in 

telecommunications) to remote fibre nodes where they were converted back to the radio 

frequency domain and transmitted over coaxial cables to the end users. The traditional 

cable network is a one-way broadcast system. However, with the introduction of 

bidirectional RF amplifiers and return optical links in the 1990s, the cable network is now 

capable of providing a bidirectional data service [102]. The Data Over Cable Service 

Interface Specification (DOCSIS) developed by CableLabs provides operational 

specification for data service over the cable networks. In a DOCSIS architecture, a cable 

modem placed at the user’s premise is connected to the cable modem termination system 

(CMTS) at the headend office. According to the latest DOCSIS 3.0, the maximum data 

rate in the cable access system reaches 343 Mb/s for downstream and 122 Mb/s for 

upstream. The cable network is also called hybrid fibre-coaxial (HFC) network according 

to the network infrastructure. 

The global bandwidth demand has been increasing for more than two decades because of 

the significant development of the internet. Realistic predictions estimate annual traffic 

growth is about 34% to 50% [103], and residential access bandwidth demand is 

increasing accordingly. Email and the World Wide Web were the first and second major 

driving forces for the bandwidth growth in the history of the Internet [102]. After that, 

many internet based applications such as cloud computing, peer-to-peer networking, 

online gaming began to emerge, especially video on demand (VOD) is becoming an 

important part of people’s lives. The current standard TV, with a resolution of 720×480, 

requires transmission bit rates up to 10 Mb/s after using Moving Pictures Experts 

Group’s MPEG2 compression. The requirement of transmission bit rate for high 

definition TV with a resolution of 1920×1080 reaches to 24 Mb/s. And the next 

generation of high definition TV proposed by the Japanese TV broadcast company NHK, 

is Ultra high definition TV (UHDTV) with a resolution of 7680×4320 and 24 channels of 

audio. Some of the programs in London Olympics games 2012 were live broadcasting in 

UHDTV format via internet by British Broadcasting Corporation. The targeted 

transmission bit rate for the UHDTV is 200 Mb/s after compression [104]. Moreover the 

3D version of the UHDTV will require up to 1.8 times of the transmission bit rate 

compared to 2D version. Therefore the dated copper based access network is under huge 

pressure to meet the exponential demand on bandwidth. 
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A passive optical network (PON) is usually a point-to-multipoint (P2MP) optical fibre 

based access network architecture in which passive/unpowered optical splitters are 

deployed. As depicted in Figure 3.7, the basic architecture of PON consists of three main 

parts. The Optical Line Termination (OLT) lies in the central office (CO) and represents 

the interface between the regional/metro network and the access network. The Remote 

Node/Terminal (RN or RT) which contains the passive optical splitters, and is connected 

to the OLT by an optical fibre. The passive optical splitters are mainly optical power 

splitters and WDM couplers, which are able to split the incoming optical signal into a 

number of separate transmission channels which feed different Optical Network Units 

(ONUs) next to the subscribers’ equipments. The passive power splitters are usually 

employed in the RNs of Time Division Multiplexing (TDM)-PONs in which signals are 

multiplexed and de-multiplexed in the time domain, while the WDM couplers are used in 

the RNs of WDM-PONs to distribute the signals to different ONUs at different assigned 

wavelengths [105].   

FTTH

FTTC

FTTB

Central Office 

(CO)
Remote Node/Teminal

(RN/RT)

Fiber Fiber

Fiber

Fiber

Metallic

Cable

M
et

al
lic

C
ab

le

M
etallic

C
able

 

 Figure 3.7  Architecture of Passive Optical Network (PON). 

 

Depending on the location of the ONU, the system can be classified into Fibre-to-the-

Home (FTTH), Fibre-to-the-Curb (FTTC), Fibre-to-the-Building (FTTB) or Fibre-to-the-

Cabinet (FTTCab). The big advantage of this architecture is that the expensive opto-



65 

 

electronic equipment in the CO are shared amongst many users which make PONs a 

viable solution for broadband access. 

Recently, more and more network providers have selected PON technology as the best 

solution for solving the last mile problem, as it has many advantages compared to other 

broadband access solutions such as xDSL, HFC or WiMAX. First of all, PON employs 

fibre as the transmission medium in the last mile, compared to metallic lines or 

microwave. The fibre could therefore provide a larger bit rate-length product (BL) which 

enables PON to operate at higher transmission speed over longer distance. Secondly, 

PON eliminates the active components in the Optical Distribution Network (ODN), 

which reduces both the capital expenditures (CAPEX) and operational expenditures 

(OPEX). And this also makes system maintenance and future upgrade/migration easy. 

Furthermore, the matured PON technology (TDM-PON) is suitable for providing 

broadcasting service, which is an important part of the network provider’s triple play 

strategy. 

Some state-led FTTH projects were deployed very early in Asian countries like Japan and 

South Korea. According to a report conducted by IDATE [106], until mid 2011, Japan 

was still the leading FTTH/B market in the world. In Asia, it is followed by South Korea 

and Hong Kong. However the FTTH/B deployment in China has been growing rapidly 

since 2009 [107], and the market is expected to overtake Japan in the future. The total 

FTTH/B subscribers reach 67 million worldwide in 2011, with 75% of the subscribers in 

the Asia-Pacific region. In Europe, the total number of subscribers rose to 5.1 million at 

the end of 2011[106]. 

  

3.4.2  TDM-PON 

 

As discussed above, optical power splitters are used at the remote nodes in TDM-PON 

architectures. Current PON technologies, such as ATM-PON/Broadband-PON 

(APON/BPON), Gigabit-PON (GPON) and Ethernet-PON (EPON), are all TDM-PONs. 

The A/BPON, GPON and next generation XGPON (10G PON) are standardized by the 

telecommunication standardization sector of the International Telecommunication Union 

(ITU-T), whereas the EPON (as well as GE-PON and 10G EPON) standards are 

produced by the Institute of Electrical and Electronics Engineers (IEEE). GPON and 

GEPON take up the major portion in the current FTTH/B market share.  
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The downstream traffic in a typical TDM-PON is demonstrated in Figure 3.8(a), i.e. from 

OLT to ONUs, the signals are broadcasted to the ONUs. Each ONU receives the same 

signal. Then ONUs select their own data through the address labels embedded in the 

downstream packets. Thus a shared time domain multiplexing (TDM) channel is used in 

the downstream traffic. This feature enables TDM-PON to provide the broadcast service 

to the subscribers easily, however it also requires an encryption scheme to be employed 

in the TDM-PON, otherwise information security will be an issue. The BPON (ITU-T 

G.983.1 section 8. 3. 5. 6) has addressed this problem by using a churning mechanism. 
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Figure 3.8  Schematic of traffic in a typical TDM-PON (a) downstream, (b) upstream. 

The upstream traffic control in a TDM-PON is governed by the OLT. Since the 

architecture of the upstream in TDM-PON is a multipoint to point configuration, if each 

ONU send packets to the OLT at random times, collision is inevitable. Thus, time 
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division multiple access (TDMA) as a media access mechanism is employed in the OLT 

to synchronize the ONUs and to use the upstream channel efficiently. Before 

transmission, the ranging process is established to make the OLT aware of the 

transmission delays between itself and each ONU. With the help of the TDMA 

mechanism, each ONU is assigned a specific timeslot (so called grant in PON) to 

transmit its data. Within its time slot, the ONU can transmit the data gathered from the 

user to the OLT, and it then needs to keep gathering and buffering data and wait for the 

next period. If the ONU does not have any data to transmit, then it has to turn off its 

transmitter to avoid interfering with other ONUs’ upstream signals as the laser transmitter 

will generate amplified spontaneous emission (ASE) when idle. This is quite different 

from the conventional transmission system, which also brings in burst mode transmission 

in the upstream traffic of PON. The size of the timeslot assigned for each ONU and the 

transport frame structure are determined by the scheme employed by the PON system 

(such as APON, GPON). In order to efficiently use the available bandwidth of the 

channel, dynamic bandwidth allocation (DBA) is employed in TDM-PONs to adjust the 

timeslot dynamically.   

There are two ways to separate TDM-PON downstream traffic from upstream traffic: the 

two-fibre and one-fibre approach [102]. The first approach requires a pair of fibres to be 

deployed in order to carry bidirectional signals on separate fibre at the same time, 

therefore an extra power splitter is needed. This is a straightforward solution, however, 

the CAPEX is higher for the network operator. The latter solution can be divided into 

three categories: one-fibre single-wavelength full duplex, time division duplex and 

wavelength division duplex. The first one places a directional coupler at the OLT and 

ONU to separate the bidirectional signals, however it suffers from near end cross talk in 

the couplers. The cross talk is eliminated by using the time division duplex scheme on the 

one-fibre single-wavelength full duplex approach, but the channel efficiency is quite low. 

The wavelength division duplex method is chosen to be employed widely in the current 

commercially available PON systems. In a standard PON (G. 983.3), the wavelength 

ranges for downstream and upstream traffic are 1490 (±10) nm and 1310 (±50) nm band 

respectively. The WDM couplers are placed at the OLT and ONU to separate two 

wavelengths. The reasons for choosing 1310 nm band as the upstream transmission 

carrier are twofold: the low cost FP laser emitting around 1310 nm is commercially 

matured, it can be installed at ONUs where deployment cost is sensitive. Furthermore, the 

dispersion of a standard single-mode fibre around 1310 nm is near zero. This feature is 

very suitable for transmitting optical light generated by a FP laser, since FP lasers have a 
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larger linewidth compared to more expensive distributed feedback (DFB) laser, which 

makes the light liable to suffer from increased dispersion during transmission. The 1550 

nm band is reserved for sharing the PON fibre with a HFC network to provide CATV 

services. According to the latest PON specification, the next generation XG-PON uses 

1260-1280 nm band for upstream and 1575-1580 nm band for downstream (G.987). 

The original BPON standard (G. 983.1) defined the 155.52 Mb/s data rate for both 

downstream and upstream, and the transmission rate was amended to 1244.16 Mb/s for 

downstream and 622.08/155.52 Mb/s for upstream in the new version published in 2005. 

The reach of BPON called for 20 km with 32 to 64 ONUs. The bit rates defined for 

GPON (G. 984) are 1244.16/2488.32 Mb/s for downstream and 

155.52/622.08/1244.16/2488.32 Mb/s for upstream. The GPON allows 64 to 128 splits 

and its coverage is usually 20 km. GPON is also recommended a low-cost 10 km reach 

which employed FP lasers in ONUs as optical sources, and a 60 km physical reach with a 

20 km differential reach, which stands for distance between nearest and fastest ONUs. 

The next generation XG-PON (G.987) will allow higher transmission rate (9.95328 Gb/s 

for downstream and 2.48832 Gb/s for upstream). With the transmission speed and split 

ratio increasing, and differential reaches becoming variable, the transceiver issue is 

becoming more and more critical in PONs. This requires: optical transmitters to achieve 

higher data rates, higher optical transmitter output power and shorter warm up and 

stabilizing/locking time; accordingly optical receivers need to operate at higher speed and 

sensitivity. Furthermore, due to the bursty nature of the PON’s upstream traffic, the 

transceivers should be optimized to operate in burst mode. Especially the high 

performance burst mode receiver (BMR) installed at the OLT, which requires high 

sensitivity, wide dynamic range and short response time. A high sensitivity PIN or APD 

together with low noise preamplifier IC and limiting amplifier IC are key components to 

improve the optical sensitivity and dynamic range of a burst mode receiver. Depending 

on the methodology of the design, the burst mode receiver can be classified into two 

types: DC-coupled and AC-coupled BM receivers. The DC-coupled BM receivers 

usually achieve faster response time than AC-coupled, due to the charging and 

discharging time of the capacitors used in the AC-coupled signal path limiting the 

response to the amplitude change at incoming signals. Therefore, the DC-coupled BMRs 

are suitable for deploying in BPON or GPON, which requires shorter settling time. For 

example, the guard time and preamble time defined in the PON specifications are for 

laser turning on and off, gain control and recovery. The guard time for 1244.16 Mb/s 

upstream in GPON is 32 bits which equals to 25.6 ns, and the guard time in XG-PON for 
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2.48832 Gb/s upstream traffic increases to 64 bits which is also equates to 25.6 ns. The 

preamble time is 44 bits (35.4 ns) and 160 bits (64 ns) for GPON and XG-PON 

respectively. Whereas AC-coupled devices are normally deployed in EPON, as the 

standard settling time for receivers in EPON has been defined below 400 ns, and 800 ns 

for the 10G-EPON (IEEE 802. 3av) [108].   

As the transmission speed and PON reach increases, the dynamic range becomes wider 

and the design of the BMR becomes more and more complicated, cost increases 

significantly. In Chapter 6, the dynamic gain modulation performance of an adjustable 

gain clamped SOA (AGC-SOA) will be studied, the numerical simulation and 

preliminary experimental results demonstrated the proposed device is capable of 

dynamically regulating optical power difference between packets without loss of 

linearity, which will largely alleviate the issue regarding the BMR in OLT. 

 

3.4.3  WDM-PON 

 

As discussed in the last section, the GPON and GE-PON standards dominate the current 

FTTH/B deployment worldwide. With the surge of bandwidth consuming Internet 

applications, the need for higher bit rate PON is set to grow again. The ITU-T and IEEE 

suggest the next generation PON as 10 Gb/s scale. However the opto-electronic 

transceivers located at both OLT and ONUs are struggling to meet the technical 

requirements, and of course the cost of these components will rise accordingly. 

Moreover, the number of ONUs is limited by the current splitter size and PON reach. 

Therefore, the TDM-PON is not a scalable solution in the long term as the transmission 

speed and PON subscriber increase. 

The WDM-PON is a promising solution in addition to the current PON technologies. Its 

specification is currently in progress in ITU-T SG15. As shown in Figure 3.9, in a typical 

WDM-PON architecture, a passive WDM coupler or arrayed waveguide grating (AWG) 

based wavelength router is located at the remote node and connects each ONU to the 

OLT. Unlike passive power splitters in the TDM-PON, the WDM coupler does not 

induce power splitting loss in the signal path.  Each ONU is assigned a specific 

wavelength channel, thus in WDM-PON, the point-to-point connection between ONU 

and OLT is realized in the wavelength domain. Therefore, there is no need for the ONU 

to share the communication channels as in TDM-PON, protocols like ranging and DBA 
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are not required in the media access control (MAC) layer. Furthermore, individual 

wavelength channels can operate at different speeds and under different protocols. This 

makes the management of networks more flexible. Furthermore, since the WDM coupler 

at the RN also works as a wavelength router, the information security is enhanced as 

compared to the TDM-PON.  
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Figure 3.9  Architecture of a WDM-PON. 

 

However, the deployment of the WDM-PON also faces many challenges. For example, 

the WDM components such as tuneable light sources and AWGs are currently more 

expensive than the TDMA equipment, and the performance of WDM components is 

influenced by environmental temperature changes. Most importantly, colourless ONU 

operation is essential. In terms of equipment cost, the equipment used in OLT can be 

shared by the all subscribers in the network. Thus the ONU, which is normally placed at 

the user’s premise or near a few users’ premises, is cost sensitive. Therefore, the 

colourless ONU operation must be cost effective.  Many methods have been proposed to 

address the challenge. Generally, depending on the location of the upstream light source, 

these proposals can be classified into two categories: central seeding and self seeding. 

Central seeding means the colourless upstream light is provided by the optical source 

placed in the CO. There are many ways to achieve that, economical approaches are 

proposed such as the centralized spectral slicing technique and downstream wavelength 

reuse scheme. The centralized spectral slicing technique deploys a broadband light source 
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(BLS) such as a LED [109], superluminescent LED (SLED) [110], FP-LD [111] at the 

CO. The emitted broadband signal together with the downstream signals which are 

generated by multiple distributed feed back laser diodes (DFB-LDs) at CO, are 

transmitted over the same fibre. Then the broadband signal is spectrally sliced by the 

AWG at the RN, thus separated signals are routed to each ONU as the upstream signal 

carriers. However the downstream wavelength reuse scheme has attracted more interest, 

especially the re-modulation scheme based on a Reflective SOA. In this scheme, a RSOA 

is placed at the ONT or ONU, the downstream light is injected into the saturated RSOA 

where the modulated downstream signal is flattened out, reflected at the rear facet of the 

RSOA, and then re-modulated with the upstream signal [112]. 

The self seeding ONU means a colourless light source is placed at the ONT or ONU. 

This can be achieved by using the distributed spectral slicing technique and injection-

locking techniques. Regarding the distributed spectral slicing technique, similar to 

centralized spectral slicing technique, the BLS placed at each ONU is modulated with 

upstream data. Then the broadband upstream signal is spectrally sliced by the AWG, only 

required wavelengths carrying upstream data could pass through to the OLT. However, 

the modulation speed of distributed spectral slicing technique is limited by the inherent 

noise. The injection-locking technique can improve these fundamental limitations. Here, 

light is injected into a broadband laser source, if the wavelength of injected light is 

aligned to one of the BLS’s multiple modes, the BLS can be transformed to a single 

mode laser by emitting a light at the same wavelength of the injected light. Depending on 

the source of the injected light, this scheme can be divided into external injection-locking 

and internal injection-locking. In the external injection-locking scheme, a BLS such as a 

FP-LD [113] or a RSOA [114] is placed at the ONT, the injection source (usually another 

BLS) is located at the CO or RN. External injection-locked FP (IL-FP) has been 

successfully implemented into WDM-PON in a field test by the Korea Telecom [115]. 

However, it requires high injection optical power to turn the FP-LD at the ONT into the 

injection-locked mode. In the internal injection-locking scheme, the injection light is 

generated by the BLS (FP-LD or RSOA) located at the ONT/ONU which is reflected 

back at the remote node to injection lock itself. The reflection at RN can be achieved by 

employing a fibre Bragg grating (FBG) [116][117] or a circulator with a band-pass filter 

(BPF) [118].  

The WDM-PON enjoys high transmission speed, protocol transparency, improved 

security and guaranteed Quanlity of Service (QoS) [119], however the CAPEX is high 
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due to the expensive WDM components. The WDM-PON could offer a 1.25 Gb/s per 

wavelength bandwidth which exceeds most general subscriber’s needs under the current 

service environment [115]. As a future access network solution, the deployment of 

WDM-PON should take the current PON infrastructure into account to make the 

migration more cost effective. Therefore, the hybrid WDM/TDM PON has been studied 

extensively [120]. In a typical WDM/TDM PON (as shown in Figure 3.10), optical power 

splitters are connected to an AWG wavelength router in the remote node of the PON. 

Then each wavelength transmitted over the PON system can be shared by using the 

TDMA mechanism to serve more subscribers. As the number of subscribers (viz. PON 

splits) increases, the equipment cost per subscriber reduces. If the bandwidth demand of 

the subscriber is increases in future, the number of PON splits will be reduced. In a field 

trial in South Korea, WDM-PON and EPON have been successfully combined together 

(WE-PON) to serve 1024 end users using 32 downstream wavelengths and 32 splits 

[119]. 
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Figure 3.10  Architecture of a hybrid WDM/TDM-PON. 

 

3.4.4 SOAs in PONs 
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Semiconductor optical amplifiers have been used in the standard PON to extend the 

optical link budget and achieve a longer reach with more splits [121][122]. In a standard 

GPON, the typical reach is 20 km and split ratio is 1:32. An amplified PON could 

provide a better coverage and accommodate more subscribers, thus leading to a CAPEX 

and OPEX saving [93]. The downstream and upstream wavelength defined in GPON is 

1490 nm and 1310 nm respectively. The traditional EDFA does not function within this 

range. Moreover, the next generation XG-PON uses 1260-1280 nm band for upstream 

and 1575-1580 nm band for downstream (G.987). The SOA has a key role in this context, 

as it can amplify signals from the O-band to the U-band (1260 nm ~ 1675 nm) by 

adjusting the composition of its active material.  

The optimum position for an amplifier in a PON is a trade-off between split loss and 

trunk fibre loss; the amplifier can perform as a booster, a mid-span amplifier or a pre-

amplifier immediately before a receiver. In most cases the amplifier is optimally placed 

before the splitter but this may not always be possible depending upon the availability of 

power sources at this point [58].  
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Figure 3.11  Schematic of a typical amplified PON system using SOA. 

 

 

RSOAs used in PONs are usually located in ONUs responsible for upstream signal light 

generation, amplification or modulation.  The upstream light can be generated either in 
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the CO (central seeding) or by the RSOA itself (self seeding). The latter one is usually 

achieved by using the internal injection-locking scheme [117][118]as discussed in section 

3.4.3. However, the central seeding scheme attracted more research interest. In this 

scheme, the seed light for upstream traffic is generated in the CO either by a BLS or TLS. 

The seed light together with downstream signals are transmitted to ONUs, and separated 

by the WDM couplers. Then the seed light is amplified and modulated with upstream 

data in the RSOA and sent back to the CO, as depicted in Figure 3.12 (a). As dedicated 

upstream signals are provided by the CO, colourless ONU operation is achieved. 

However the CAPEX of this approach is high due to the introduction of extra light 

sources. This issue is addressed by the re-modulation technique shown in Figure 3.12 (b). 

The downstream signals can be re-modulated with upstream signals in the RSOA then 

reflected back to the CO by taking advantage of the gain saturation characteristic of the 

RSOA. This is demonstrated in Figure 3.13, when the input downstream signal power is 

within the saturation region of a RSOA, the extinction ratio of output downstream signal 

is significantly reduced (the saturation characteristic of SOAs will be discussed in the 

next chapter), which implies the downstream data can be almost removed from the 

lightwave. Then the optical carrier can be re-modulated by directly modulating the RSOA 

with the upstream data. However, this technique is not very practical as the optical power 

of downstream signal light should be high enough to drive the RSOA into gain saturation. 

This problem can be alleviated by using different modulation schemes on the downstream 

signals [123]. 
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Figure 3.12  Schematic of central feeding WDM-PON based on RSOA (a) upstream light 

is provided by a BLS or TLS in the CO, (b) downstream light is re-modulated as 

upstream light by RSOA. 
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Figure 3.13  Demonstration of the amplitude squeeze technique using a saturated RSOA. 

 

 

The system performance of the central feeding WDM-PON can be degraded by the 

external reflection caused by the fibre connector, splices, etc. Since the same wavelength 

is used in the downstream and upstream traffic on a single fibre, the back-reflected light 

will interfere with the light with the same wavelength in the same transmission direction, 

result in optical beat interference (OBI) noise. The issue can be found in both 

configurations of the central feeding system depicted in Figure 3.12. Effective measures 

are also studied and proposed to tackle this problem [124]. In the WDM-PON 

architecture where continuous-wave (CW) light is generated in the CO as the seed light, 

techniques such as broadening the linewidth of the laser diode [125], using a low 

coherent light source [126] and optimizing the ONU gain [127] have been proposed. 

While in the WDM-PON architecture which employs a downstream wavelength re-

modulation technique, the system performance can be improved by broadening the 

optical spectrum of the downstream signal, for example, using Manchester coding for the 

downstream signal modulation [128]. 

 

3.5  Summary 

This chapter reviews key elements, techniques and architectures of the optical 

communication system, especially the promising candidate for the future optical access 

network - passive optical network (PON) system has been thoroughly discussed. Firstly, 

the basic point-to-point fibre link is introduced to demonstrate the basic architecture and 

components in the communication system. Then the characteristics of key elements such 

as fibre, optical amplifiers, optical sources and detectors are generally studied. Secondly, 

by reviewing the optical networks hierarchy, the first/last mile problem is raised, since 

the twisted copper pairs based traditional access networks can no long meet the end 

users’ bandwidth demand. Thus the typical architecture, advantages and worldwide 

deployment status of the PON are discussed. The PON technologies is divided into TDM-

PON and WDM-PON and discussed separately. The channel sharing mechanism, 

specifications of current commercially available TDM-PONs are introduced, and the 

design issues regarding the high speed fast response burst mode receiver with wide 

dynamic range are reviewed. The WDM-PON enjoys many advantages compared to the 
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current TDM-PON technologies although it faces many challenges in the deployment. 

Therefore many proposals have been introduced to tackle these problems especially the 

realisation of the colourless ONU operation and the hybrid WDM/TDM PON. In the end, 

the use of semiconductor optical amplifiers in the PON system has been reviewed. 
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Chapter 4 Characteristics and applications of SOAs 

4.1  Basic Characteristics 

4.1.1 Signal Gain and Saturation 

 

The optical material gain coefficient in a semiconductor can be calculated using two 

approaches. The first is based on the physical analysis of interband transitions, i.e. the 

rate of stimulated emission and absorption in semiconductors as introduced in section 

2.2.2.2. The other is a phenomenological approach, which is based on the observation 

that the material gain coefficient is carrier-concentration and wavelength dependent. 

Many empirical expressions for material gain coefficient, such as Lorentzian shape [16], 

inverse quadratic function [129], and cubic formula [130], have been proposed to achieve 

fast processing speed, which is essential for modelling the SOA in the system level. 

Comparisons of these approaches will be further discussed in the Chapter 5. 

Here the material gain coefficient    is taken to be directly proportional to the carrier 

density  . 

             (4.1)  

where    is the differential of    relative to  .    is the carrier density at transparency 

point where is the onset of the population inversion [45]. Although this approximation is 

not as accurate as other expressions, it is useful to deduce the analytical solutions for 

steady-state gain characteristics of SOAs.  

In a SOA, a forward bias current injection is applied to create population inversion 

providing optical amplification, similarly to laser diodes. Thus, the carrier-density rate 

equation used in the numerical analysis of semiconductor lasers [131] has been adopted 

to describe the SOA carrier density variation in the excited state (conduction band). 

   

  
 

 

  
 

 

 
         

 

  
 (4.2)  
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From left to right, the first term on the right hand side (RHS) of the Equation 4.2 stands 

for the addition of carriers from external injection.   is injection current density,   is the 

electronic charge,   is active layer thickness. The second and third term on the RHS of 

Equation 4.2 represents the recombination rates due to spontaneous emission and 

stimulated emission.   is the radiative carrier recombination lifetime, discussed in 

Chapter 2,   is the Planck’s constant,   is the input signal frequency,   is input signal 

intensity, which is governed by the travelling-wave equation inside the active region of 

SOA (the detailed derivations will be discussed in Chapter 5) 

   

  
          (4.3)  

where   is the internal loss coefficient of the waveguide,   denotes the position of input 

light propagation along the amplifying cavity, and   in (4.2) denotes time. 

Under steady state condition (i.e.
  

  
  ), the Equation 4.2 can be rearranged as: 

   

  
  

  
   
  

 
 

   

  
  
   

 (4.4)  

and the saturation light intensity      is defined as the intensity at which the gain has been 

halved: 

       
  

   
 (4.5)  

Equations 4.4 and 4.5 can be substituted into 4.3, then obtaining: 

 
  

  
  

   

  
 

    

     
(4.6)  

where    is unsaturated material gain coefficient: 

       
  

  
     (4.7)  

By integrating Equation 4.6 from     to     (  denotes the active region length) we 

obtain the amplifier gain   expression: 
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                (4.8)  

     and     is  output and input optical power, respectively.            ,         

is the cross section area of active region. 

If the internal loss   is neglected in Equation 4.6, then the solution gives: 

           
   

 
 
    

    
  (4.9)  

where               is the unsaturated amplifier gain.  

     (or     )is saturation output power defined as a point where the amplifier gain is 

reduced by 3dB (halved) from its unsaturated value. 

      
          

 
 

      

 

     

    
     (4.10)  

4.1.2 Noise Figure 

 

The nature of the optical amplification process inside a SOA indicates that spontaneous 

emission will be added onto the output amplified signal, thus spontaneous emission is a 

major noise source in a SOA. Moreover, there are other noise components associated 

with the amplification processes. The total noise power of an output amplified signal, 

which is measured after detection, can be described as [132]: 

      
    

    
     

       
        

  (4.11)  

The terms on the RHS of the Equation 4.11, from left to right, are the thermal noise, 

signal, induced shot noise, spontaneous shot noise, beat noise between the signal and the 

spontaneous emission, and spontaneous-spontaneous beat noise respectively. The origin 

of last two terms can be explained as follows. As the photodetectors are square law 

detectors, the output of which is proportional to the square of the input field. We assume 

the input field has both signal and noise components. After detection, we will get (signal 

+ noise)
2 

= (signal)
2
 + 2(signal·noise) + (noise)

2
. The first term on the RHS of the 
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equation is the wanted signal, the second term is so-called signal-spontaneous beat noise, 

and the last term is the spontaneous-spontaneous beat noise.
 
In the presence of a 

narrowband optical filter before the photon detection, only signal dependent noises, i.e. 

signal shot noise and signal-spontaneous beat noise, will exist [133]. Then the total noise 

power equation can be rewritten as: 

  

 

 

    
    

       
                           

 

(4.12)  

where   
           ,       

                .   is the electron charge,   is the 

photodetector responsivity given by   
  

  
 ,   is the detector quantum efficiency,  is the 

post amplification loss (loss between the amplifier and the receiver),   is the amplifier 

gain,    is the received signal power,    is the receiver bandwidth,      is the spectral 

density of ASE induced noise [45] (pp. 492). 

 

 

                

 

(4.13)  

    is spontaneous emission factor or population inversion factor [54], for a two level 

system: 

 

 

    
  

     
 

 

(4.14)  

where    and    are the numbers of atoms per unit volume in two energy states (see 

section 2.1.1). 

The noise figure (NF) of a SOA has been defined as same as for electronic amplifiers: it 

is the ratio of the signal/noise ratios (SNRs) before and after the optical amplification. 

 
 

   
     

      
 

(4.15)  
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where  

 

 

    
                    

           
 

    

    
  

 

(4.16)  

The SNR before the amplification is: 

 

 

      
    

 

         
 

 

(4.17)  

And the output SNR is: 

 

 

       
       

 

                        
 

 

(4.18)  

Assuming the quantum efficiency of the detector is unity and there are no coupling losses 

to amplifier and detector, the noise figure of a SOA is provided as: 

 

 

   
     

      
 

 

 
 

     

   
 

 

 
 

         

 
 

 

(4.19)  

For          , the low limit of    of an ideal amplifier has a value of 2 or 3dB 

(         ). The noise figure performance of a packaged SOA can be improved by using 

high coupling efficiency techniques [134]. Recently the invention of quantum-dot SOA 

has also shown its advantage in controlling noise figure [135].  

4.1.3 Dynamics 
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The basic function of a SOA is to linearly amplify the input optical signal. As discussed 

in section 4.1.1, if the input signal intensity increases to a certain point, the SOA gain 

starts to reduce, and then the device is driven into gain saturation/compression (reduction 

in gain). The duration of the gain recovery largely depends on the interband dynamics of 

the SOA, which includes spontaneous emission, stimulated emission and absorption, and 

nonradioactive recombination mechanisms (dominantly Auger recombination processes). 

Thus the carrier lifetime introduced in Chapter 2 indicates that the gain recovery time of a 

SOA is hundreds of picoseconds to nanoseconds. If the input signal has sufficient 

intensity to saturate the gain, and the data period (pulse width) is shorter than gain 

recovery time, the SOA may cause intersymbol interference (ISI) or TDM crosstalk as 

the gain for a given data bit depends on the time interval from the previous data bit which 

is random [46]. To avoid this, the data period should be chosen to be longer than the gain 

recovery time, to allow the device sufficient time to recover from the saturation state and 

provide approximately equal gain for each data bit. On the other hand, if the gain 

recovery time is large enough compared to the data period, the amplifier will operate in 

the regime of mean power saturation, thus no ISI will incur. For example, the gain 

recovery time of the EDFA is in the millisecond range, and the general data rate in WDM 

system where the EDFAs are widely employed, is in the Gigabit per second region (i.e. 

the data period is in the picoseconds region). Thus, EDFAs are more suitable for high 

speed optical amplification than SOAs. 

Nevertheless, both EDFAs and SOAs may suffer from interchannel interference (or 

WDM crosstalk) in a multi-wavelength switched environment [136][137], since the 

transient gain variation will be induced when wavelengths/channels are adding or 

dropping [138]. Therefore, gain clamping schemes are proposed to address this problem 

for both EDFAs [139] and SOAs [140]. In Chapter 6, an adjustable gain clamped SOA 

(AGC-SOA) which would provide adjustable gain over an extended linear amplification 

regime without sacrifice of output saturation power [141], will be introduced and studied 

experimentally and numerically. 

The dynamic gain characteristics of the SOA, which is harmful to linear amplification, 

can be used to realise the all optical wavelength conversion and other optical signal 

processing applications. 

Besides the interband dynamics discussed above, the intraband processes are also 

important to the gain saturation dynamics, especially when the SOA is used to amplify 

ultra-short optical pulses (< 10 ps) [142].  A pump-probe measurement [143] employing 
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ultra-short optical pulses and a four wave mixing experiment [144] were used to identify 

the physical processes governing intraband dynamics, and prove that the main intraband 

processes are spectral hole burning (SHB), carrier heating (CH) and two photon 

absorption (TPA). When a strong short pulse is injected into a SOA, the stimulated 

emission will “burn” a hole in the carrier distribution due to carrier depletion at the 

transition energies, and make it deviate from the Fermi-Dirac distribution. The gain 

recovery process can be roughly divided into three stages in different timescales (Figure 

4.1): carrier-carrier scattering, carrier-phonon interactions, and electron-hole interactions. 

The carrier-carrier scattering process helps the disturbed carrier distribution to recover 

back to the quasi-equilibrium Fermi-Dirac distribution, and normally takes ~100 fs (sub-

picosecond timescale) [145]. Carrier-carrier scattering also induces instantaneous 

coherent processes such as TPA and optical Kerr effects. Amongst all the processes, the 

stimulated emission is the main process that would heat the carrier distributions, and 

make its temperature higher than that of the lattice. Then the temperature relaxation of 

the carrier distribution is achieved by the emission of optical phonons with a 

characteristic time at up to 2 ps [146]. This relatively long temperature recovery process 

often refers to CH or carrier-phonon interactions. The last stage of the gain recovery is 

achieved by carrier injection, which is associated by the electron-hole interactions 

(interband dynamics discussed above), and usually takes hundreds of picoseconds to 

nanoseconds (it also depends on the design of the active region [47], advanced QW and 

QD SOAs could achieve faster recovery time which is several picoseconds [135].).  

Compared to the interband dynamics which are normally in the order of hundred of 

picoseconds, the intraband processes are ultrafast. Thus their contributions to gain 

saturation are often neglected when the input light is at low data rate (< 10 Gb/s, i.e. pulse 

width is ~100 ps).  

Gain

Time

A B C D
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Figure 4.1  Schematic of SOA gain recovery process after saturated by a strong optical 

pulse. A, B, C, D stands for carrier depletion, carrier-carrier scattering, carrier-

phonon interaction and carrier injection process, respectively. 

 

4.1.4 Nonlinearity 

 

Nonlinearity effects can be used to achieve all optical signal processing for ultrafast high 

speed optical communications. Kerr based optical fibres, materials with a strong second 

order nonlinear susceptibility      (such as AlGaAs) and SOAs are the major nonlinear 

materials. Especially the powered elements will exhibit higher nonlinearities. 

The optical amplification in the SOA relies on the radiative electron-hole recombination 

processes, which leads to carrier depletion and carrier density distribution variation inside 

the gain medium. This dynamic carrier density distribution would affect the gain of 

optical signals propagating in the SOA. Moreover, the refractive index of the active 

region will also be influenced by the carrier density change. Therefore, the dynamic gain 

change associated with the refractive index change will bring in a phase change to the 

amplified optical signals. The Kramer-Krönig relations were used to calculate this effect 

[147], however it requires long processing time as the material gain coefficient should be 

integrated over a wide wavelength range [148]. More conveniently, the linewidth 

enhancement factor [149] or linewidth broadening factor [150] were introduced to 

characterise this effect. Moreover, the carrier density change will also induce new 

frequency components and polarization changes to the propagating lights. Besides 

electron-hole interaction induced strong nonlinearity, others are resulted from Kerr effect 

and processes like SHB and CH in the SOAs, however they are much weaker. 

The main nonlinear effects in SOAs are cross gain modulation (XGM), self and cross 

phase modulation (SPM and XPM), four wave mixing (FWM) and nonlinear polarization 

rotation (NPR). These nonlinear effects would be problematic for linear amplification 

since they may introduce unwanted patterning effects, chirp, frequency components, and 

polarization rotation etc. Whereas they can be utilized in high speed optical signal 

processing as described in section 4.2. 
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4.2  Applications of SOA 

4.2.1 Linear Amplification 

 

When the optical power of an input optical signal is not high enough to saturate the SOA, 

the gain of the device stays nearly constant. This indicates the SOA is operated in the 

linear region. The SOA can be tailored to meet the specific requirements for the uses as 

pre-amplifiers, in-line amplifiers, and booster/power amplifiers in optical links. Many 

techniques have improved the fabrication of SOAs to provide high gain, high output 

saturation power, low noise, and polarization insensitivity for linear amplification [151]. 

Also new types of SOAs, such as gain-clamped SOAs and QD-SOAs, have been 

proposed to achieve better performance.  

Linear in-line amplification in the Gigabit-PON is a promising application for SOAs, as 

traditional EDFAs cannot function over the wavelength band of the upstream traffic in 

GPON. Furthermore, SOAs have been employed to extend the reach and increase the 

split ratio of the PON.  

 

4.2.2 Optical Signal Processing 

 

SOAs can also be operated in the nonlinear regime to work as an all optical wavelength 

converter, 3R regenerator, logic gate, add/drop multiplexer, and an optical delay line. 

These functions are realized based on four main nonlinear effects in SOAs, which are 

XGM, XPM, FWM and NPR.  

4.2.2.1 Cross Gain Modulation (XGM) 

 

When an optical light (pump light) is injected into the SOA, the optical amplification 

process would consume the available carrier density in the gain medium. Due to the 

homogeneous property of SOA gain medium, the gain modulation will take place on the 

injected light itself (SGM) or any other propagating/probe lights (XGM) inside the SOA. 

The process is depicted in Figure 4.2, the information carried by the pump light at       

has been transferred to the probe light at       . As the gain of the SOA is modulated in 

antiphase to the pump light, the output probe light is modulated with inverted original 



87 

 

data. The nonlinear effect can be easily used to achieve all optical wavelength conversion 

(AOWC) which is expected to become key technique in the future WDM network. Using 

the wavelength converters would tackle the wavelength congestions at the WDM network 

nodes, and it will provide flexible network management solutions for the future high 

capacity complex WDM networks [152]. 
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Figure 4.2  Schematic of cross gain modulation (XGM) in the SOA. 

 

The wavelength conversion based on SOA-XGM can be achieved by co-propagation and 

counter-propagation schemes, i.e. the pump and probe light can be injected into SOA 

from the same port (co-propagating), or from different ports (counter-propagating). The 

counter-propagation scheme has an advantage over the co-propagation one as no optical 

filter is needed to separate the pump and probe light, and the pump and probe light can 

operate at the same wavelength. However, the counter-propagation scheme suffers from 

higher ASE noise [153] and narrower modulation bandwidth [154]. And both of two 

schemes will generate inverted signals in respect to the original pump signal. In Chapter 

5, both co-propagating and counter-propagating schemes will be numerically studied.  

The bandwidth of SOA-XGM based wavelength converter has been studied extensively 

both experimentally [155][156] and numerically [48][157]. It shows the frequency 

response of the wavelength converter exhibits high-pass characteristics, which is 

beneficial for high data rate operation. And it also indicates that, the bandwidth of the 

XGM is not restricted by the slow spontaneous carrier lifetime. In fact it depends on the 

effective carrier lifetime which is affected by the propagation effects. The material 

parameters of the SOA can be optimized to achieve higher bandwidth, such as increasing 

the active region length, differential gain, and confinement factor. External measurements 

such as applying high bias current, high input optical power and cascading SOAs, can 

also enhance the bandwidth. Wavelength conversion at 100 Gb/s has successfully 
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achieved using a 2 mm long SOA [158], and the speed can be further improved to 170 

Gb/s by cascading two SOAs [159]. Recently, the single QD-SOA has demonstrated 160 

Gb/s wavelength conversion based on XGM without any patterning effects [160]. 

There are two limiting factors in the XGM-based wavelength conversion: one is the 

patterning effect occurred at the high speed data, the other is induced frequency chirp on 

the output converted signal due to the gain modulation. The first problem can be solved 

by the proposals discussed above. The output chirped signal can be compensated by using 

a fiber Bragg grating filter before transmission [161]. However, these instantaneous chirp 

components on the output signal can be extracted to achieve even higher speed (320 

Gb/s) wavelength conversion by placing a filter after the SOA, this will be discussed in 

next section. Besides wavelength conversion, the XGM effect can be also used to form 

optical switching gate [162].   

 

4.2.2.2 Cross Phase Modulation (XPM) 

 

According to the Kramer-Krönig relations, the gain modulation introduced by a strong 

pump light will associate with the refractive index change inside the gain medium. The 

relation can be approximated by the linewidth enhancement factor (  ) [150]: 

     
  

 

   
  

    

  

 (4.20)  

Where    is the modal effective index,   is carrier density,    is the material gain,   is 

the confinement factor. The sign in the expression is chosen to render    positive. The 

typical LEF of SOA can be measured by experiments; the value is range from 2 to 10 

[76]. The experimental measurements also indicated that    is not a constant factor, it 

depends on carrier density   and the signal wavelength λ. Since the material gain (  ) of 

the SOA is a function of the wavelength, as shown in Figure 2.5. Thus the phase change 

(  ) associated with the gain modulation of the input signal at a wavelength    is given: 

 
                    

  
         

 
                         

(4.21)  
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Where    and     are the carrier density before and after perturbation introduced by input 

signal, respectively.  

The phase change (  ) will inevitably result in frequency variation (  ) or chirp, it can 

be expressed as [163]:  

     
 

  

  

  
 (4.22)  

Therefore, when a strong optical pulse is injected into SOA, its leading edge saturates the 

device and reduces the available gain for the trailing edge, the self gain modulation will 

happen as discussed in the last section. In the meanwhile, the phase change for the 

leading pulse edge will be different from that of the trailing edge, this leads to self phase 

modulation (SPM). The SPM results in pulse shape and spectrum shift and distortion. 

However this effect can also be adopted in the pulse-compression scheme using a 

dispersive delay line [164].  

Similarly, the cross phase modulation (XPM) will take place when two (or more) optical 

lights are propagating in a saturated SOA. And XPM effect has been widely utilised to 

achieve wavelength conversion [97], optical logic gate [165], optical signal regeneration 

[166] and de-multiplexing [167]. These functions can be realized by placing the SOAs in 

the interferometric setup such as Mach-Zehnder interferometer (MZI), Michelson 

interferometer (MI), and Sagnac interferometer (SI). Thus the phase change induced by 

XPM can be converted into intensity by either constructive or destructive interference. 

The choice of the topologies for realizing XPM depends on the specific applications. 

However, the MZI configuration is preferable in all optical wavelength conversion and 

regeneration applications, since it is possible to achieve the functionality on a hybrid 

integrated platform [97][168] so as to improve the stability of the interferometer and 

reduce the device size, moreover it could achieve higher modulation bandwidth [169].   

The principle of XPM can be explained through its application as a wavelength converter 

depicted in Figure 4.3. SOAs are placed in both arms of the MZI, and CW light can be 

split into each arm symmetrically or asymmetrically by a coupler. In the normal operation 

mode, the signal light is only injected into SOA1; the input intensity will saturate the 

device, and modulate its refractive index. Thus the optical path length is changed by a 

half wavelength for the co-propagating CW light in the upper arm of the MZI, and a 

phase difference will be introduced between the CW lights in the upper and lower arms. 
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Then the output coupler after the SOAs combines the CW lights where they can interfere 

constructively or destructively, so as to translate the phase difference caused by the input 

signal light into intensity modulation of the output light at     .  

In the normal operation scheme, the phase difference between two interferometer arms 

can be affected by the input signal intensity, the operating bias currents and LEF of 

SOAs. The asymmetric splitters used in some experiments [170] are to ensure an 

intensity dependent phase difference is obtained between two interferometer arms. 

Sometimes phase shifters are employed in the interferometer arms for the same purpose. 
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Figure 4.3  Schematic of wavelength conversion based on cross phase modulation (XPM) 

in the SOA-MZI configuration. 

 

The basic characteristics of the XPM based SOA-MZI wavelength converter can be 

demonstrated from its optical transfer function as shown in Figure 4.4. The optical 

transfer function (output converted signal power as a function of input signal power) can 

be obtained in the experiment [171] where the input signal power increases gradually 

while the input CW light power and bias currents of both SOAs are set fixed. The optical 

transfer function is also numerically studied in both time domain [172] and frequency 

domain [173].  It is obvious from the figure, by increasing the input signal power, the 

interferometer is shifting from destructive interference state to constructive state. Thus in 

practice, by adjusting the bias currents of the SOAs, the interferometer could be operated 

to reproduce either inverted or non-inverted signals in respect to the original input signal 

at target wavelength. Moreover, the improvement in the extinction ratio of converted 
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signal indicates the SOA-MZI configuration can be adopted to realize signal regeneration 

[174]. 
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Figure 4.4  Schematic of optical transfer function of SOA-MZI wavelength converter. 

 

The operation speed of XPM based wavelength converters or optical switches, is limited 

by the slow gain recovery time of the SOA as shown in Figure 4.1. This can be observed 

from the longer duration of the trailing edges of the output converted signals compared, 

which may result in ISI at high data rate. To overcome this limitation, the differential 

mode operation is proposed [169], which introduces another delayed and attenuated 

replica of the input signal light into the lower arm of the interferometer, so as to create a 

faster switching window which is shorter than gain recovery time. And the duration of 

switching window is determined by the optical delay time between the input signals 

[175]. This can be also achieved in the counter-propagation scheme by spatially 

displacing the SOAs in both arms [176], however the counter-propagation scheme is not 

popular since it suffers from lower modulation bandwidth compared to co-propagating 

one. 

The SOA-MZI configuration discussed above can be simplified to include a single SOA, 

as the polarization-discriminating symmetric Mach-Zehnder (PD-SMZ) or so-called 

ultrafast nonlinear interferometer (UNI) was proposed [177]. The input light can be split 

into two orthogonally polarized lights in the PD-SMZ, and they pass through the SOA, 
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then interfere with each other at the output. The 80 Gb/s regenerative wavelength 

conversion was successfully achieved by using this configuration [178]. A higher speed 

wavelength conversion can be realized in another variation of the differential MZI 

configuration, as a delayed interference signal-wavelength converter (DISC) was 

proposed [179] including a single SOA and a passive asymmetric MZI. 100 Gb/s 

wavelength conversion was achieved using a fully integrated and packaged SOA 

delayed-interference configuration [180]. And 168 Gb/s wavelength conversion was 

obtained using hybrid DISC implementation [165]. Since the delayed interferometers 

used in these experiments act as filters, a theoretical study was conducted to discover the 

enhancement in the modulation bandwidth of SOA-based switch using an optical filter 

[181], the analysis was performed in both time and frequency domain.  

As discussed before, due to the nonlinearity of the SOA, instantaneous chirp components 

will add on the output amplified light. The leading edges of the converted light are red 

shifted, while the trailing edges are blue shifted. The red-chirped and blue-chirped 

components can be extracted to obtain non-inverted [182] and inverted [183] wavelength 

conversion respectively, by using an optical filter. Therefore, wavelength conversion at 

160 Gb/s was demonstrated using a single SOA, an optical band filter and a passive 

delayed interferometer [184]. By using this configuration, the fast blue-chirped frequency 

components are filtered to obtain inverted wavelength conversion by the optical filter, 

and the following delayed interferometer is used to change polarity of the converted 

signal so as to achieve non-inverted wavelength conversion. However the output optical 

signal-to-noise ratio (OSNR) is reduced significantly [185].  Later even higher speed (at 

320 Gb/s) was achieved by adding a FBG into the existing configuration [186].  The 

same mechanism is also employed to achieve ultrafast signal processing [187][188]. 

4.2.2.3 Four Wave Mixing (FWM) 

 

Generally, four wave mixing (FWM) refers to nonlinear optical processes with four 

interacting electromagnetic waves, e.g. with three input waves to generate the fourth 

wave. As shown in Figure 4.5, two pump lights at angular frequencies    and   , 

together with the signal at   , will mix to produce a fourth conjugate signal (or FWM 

signal) at            . When the frequencies of the two pump lights are 

identical, the process can be referred to as the degenerate FWM. As depicted in Figure 4., 

a strong pump light at an angular frequency    and a signal light at angular frequency     

are injected into SOA, both of two lights are at the same polarization. The carrier density 
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and distribution in the gain medium will be modulated by the beating of the input light 

intensities. Therefore a dynamic population grating [189] is formed, which affects the 

gain and refractive index of input lights. Thus new frequency components will be created 

during the interaction between the gain and index gratings and the input lights. The new 

frequency component at an angular frequency               is of most interest, 

and it is named as conjugate signal (or FWM signal). The          in the figure 

denotes frequency detuning between the pump and signal lights. The FWM conversion 

efficiency is defined as the ratio of the conjugate signal power to the input signal power. 
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Figure 4.5  Additional signal (            ) generated through the four wave 

mixing process. (Output satellite signals are omitted.) 
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Figure 4.6  Schematic of the degenerate four wave mixing process in the SOA (output 

satellite signal at a frequency of        and ASE spectrum are omitted). 

 

The population grating formed in the active region of SOA is affected by the both 

interband and intraband dynamics [190]. The main physical mechanisms include 

electron-hole recombination, spectral hole burning and carrier heating. The interband 

dynamics is the dominant process at a small detuning (MHz ~ GHz) between the pump 

and signal lights. Since the characteristic time of the interband process (equal to effective 

carrier lifetime      ) is in the region of hundreds of picoseconds to nanoseconds, it 
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indicates the carrier density modulation would be very effective within the MHz to GHz 

detuning range. Therefore high FWM conversion efficiency can be achieved within the 

range.  As the detuning increases, the conversion efficiency rolls off quickly, and the 

ultrafast intraband dynamics becomes important [191]. 

The FWM effect in SOAs can be used to realize wavelength conversion as the produced 

conjugate signal is a copy of input signal. An optical filter centred at    after the SOA 

could help to obtain the converted light, whereas no external filter operation was also 

demonstrated [192][193]. Compared to XGM and XPM based wavelength conversion in 

SOA, the FWM based one has advantages such as simple configuration, multi-channel 

operation at high speed [194]. And it is transparent to modulation format. However the 

FWM based scheme is polarization sensitive, the polarization states of the pump and 

signal should be controlled to be the same before injection, which is not practical in the 

real scenario. This issue can be addressed using two pump lights with parallel or 

orthogonal polarization [195] instead of one. 

The FWM effect in SOA is also used to achieve mid-span spectral inversion (MSSI) so as 

to compensate the chromatic dispersion accumulation during long distance transmission 

in the fibre [196], since the phase conjugation has occurred due to FWM. It is also worth 

to mention that the SOAs can be employed to realize slow and fast light (SFL) 

propagation thanks to the coherent population oscillations (CPOs) which is strongly 

associated with nonlinear effects such as XGM, XPM and FWM [197]. The SFL 

propagation mechanism can be adopted to construct the tunable optical delay lines and 

phase shifters for microwave photonics [198]. Moreover, the FWM effect is employed in 

optical de-multiplexing [199] and sampling [200].  

 

4.2.2.4 Nonlinear Polarization Rotation (NPR) 

 

A lot of work has been carried on with the XGM, XPM and FWM effects and their 

applications. However, the underlying mechanism of nonlinear polarization rotation still 

stays obscure. In this part nonlinear polarization rotation phenomena in SOAs will be 

discussed, and applications in all-optical signal processing based on this nonlinearity will 

be reviewed. 

The polarization sensitivity effect of SOAs consists of two parts: gain and phase 

dependence on polarization. In general gain dependence on polarization is due to 
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asymmetric structure of active region in SOAs, which results in the difference in 

confinement factor of Transverse Electric (TE) mode and Transverse Magnetic (TM) 

mode. Excluding some specialized applications, gain insensitivity to polarization state is 

a fundamental requirement for fabricating SOAs.. Many approaches such as using tensile 

strained bulk SOAs [83] or Multi quantum-well (MQW) SOAs with tensile and 

compressively strained wells [87] could suppress polarization-dependent gain sensitivity. 

On the other hand, the phase dependence on polarization state is due to birefringence in 

SOAs, both asymmetric waveguide geometries induced intrinsic birefringence and 

carried density change induced birefringence will result in refractive indices difference 

between TE and TM mode. The phase difference between TE and TM mode can be 

substantial (    ) for a very small index difference (of the order of        for a 2-

mm long device at 1550 nm) [201]. In the pump-probe scheme, the probe light will 

experience the variation of gain and state of polarization (SOP) as pump light is also 

injected into SOAs. This phenomenon is named nonlinear polarization rotation (NPR).  

Many experimental studies have been carried out to study the NPR effect. Soto et al. 

[201] employed a pump-probe co-propagation configuration to explore the birefringence 

evolution of a SOA with input power and polarization. This demonstrated that the device 

birefringence would be greatly affected by the input power, and this effect would be 

further enhanced by using TE or TM polarized pump wave. Manning et al. [202] have 

measured the nonlinear polarization changes in SOAs; Kennedy et al. [203] investigated 

the gain and birefringence along the two eigenmodes of the component waveguide with 

and without injection. Philippe et al. [204] use a free-space pump-probe count-

propagation setup to explore the polarization-dependent gain dynamics and the dynamics 

of the change of the SOP. The experiments were divided into two parts: signal injected 

along the eigenmodes and linearly polarized at orientations of     with respect to the 

eigenmodes of the device. In the first part, probe and pump beams were injected along 

the eigenmodes of the device and their SOP stay unchanged throughout the propagation. 

However, the gain switching is sensitive to the SOP of the input signals. In general the 

co-polarized probe and pump beams configuration (               or         

      ) experiences large gain compression compared to cross-polarized configuration 

(              or               ). Due to slower interband effects, the TE co-

polarized mode is preferred for ultrafast gain switching despite the TM co-polarized 

mode displays a higher gain compression. The second experiment proved that 

polarization switching can be optimized by set pump and probe signals linearly polarized 

at      with an output polarizer oriented at    .  
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Several models have been set up for simulating this nonlinear phenomenon. Alvarez et al. 

[205] introduced confinement factor dependence on the carrier density in long bulk SOA. 

Zhao et al. [206] investigated the polarization variations of probe light as a function of its 

own power and the bias current of SOA, but this model cannot applied into pump-probe 

scheme due to only probe light was involved. Soto et al. [201] studied the phase-shift 

efficiency in terms of pump and probe light polarization in a pump-probe scheme. 

Takahashi et al. [207] published results on polarization dependent gain in SOAs in terms 

of optical switching and optical bistability based on a microscopic model. Dorren et al. 

[208] thought Takahashi’s model was impractical as a design tool for optical switching 

configuration. Thus they demonstrated a simple rate-equation model for polarization 

dependent gain saturation in strained bulk SOA, and applied it to all-optical flip-flop 

memories. Yang et al. [209] extended Dorren’s model and described polarization 

dependent nonlinear gain saturation introduced by sub-picosecond optical pulses. Guo et 

al. [210] utilized Mueller matrix and Stokes vectors to investigate the SOP of the 

transmitted light inside a polarization-insensitive SOA with a conventional pump-probe 

scheme. According to the experimental findings, related theoretical study should be 

addressed to polarization gain dynamics and dynamics of SOP in future. 

Nonlinear Polarization Rotation would cause negative impacts in some applications such 

as: it reduces the conversion efficiency in the SOA-based four wave mixing wavelength 

conversion [211], decreases switching contrast ratio of the SOA-based nonlinear loop 

mirror [212], introduces additional spectral broadening to ultra-short optical pulse in 

SOAs [213]. However, the performance of applications based on SOA nonlinearity can 

be improved significantly by proper polarization configuration [202]. Some theoretical 

studies also explore the impact of NPR on other nonlinear schemes in SOAs [214]. 

Moreover, SOA based nonlinear polarization rotation can also be applied into all-optical 

signal processing in telecommunication networks, such as wavelength conversion 

[215][216][217], demultiplexing [218][219], optical logic gate [201][220][221][222], and 

optical signal regeneration [206][223]. 

Application as Wavelength Converter and Optical Signal Regenerator 

All-optical wavelength conversion is expected to be a key technology in the future 

broadband networks. SOA based cross-gain modulation (XGM), cross-phase modulation 

(XPM) and four-wave mixing (FWM) approaches have been applied into wavelength 

conversion. Inverted wavelength conversion achieved by cross-gain modulation suffers 

degradation of the extinction ratio. Interferometric wavelength converters based on cross-
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phase modulation in combination with XGM could solve the extinction ratio degradation 

problem and can be realize both inverted and non-inverted conversion, however the cost 

and reliability may be the issues for this interferometric device. FWM wavelength 

converters operate independently of modulation format unlike XGM and XPM devices, 

and can be utilized in high speed conversion without compromising extinction ratio. 

Whereas FWM scheme efficiency are dependent of signal-pump detuning, and the 

inherent polarization sensitivity is a concern with this approach. As an example of an all-

optical wavelength converter based on NPR, the pump-probe counter-propagating 

configuration is discussed here. Figure 4.6 shows schematically the set-up of a SOA-NPR 

wavelength converter. The polarization of probe beam is set to be at an angle 

(typical    ) to the TE axis by the Polarization Controller 1 (PC1) before it is coupled 

into SOA. The Polarization Controller 2 (PC2) before the polarization beam splitter 

(PBS) is used to control the probe transmission. At the outset the PC2 is aligned to 

prevent the probe beam passing through the PBS when only the probe beam is present. 

When a high intensity pump beam is also injected into SOA, the saturated SOA will 

display additional birefringence which would cause polarization rotation of probe beam. 

Thus some probe beam will pass through the PBS; the non-inverted wavelength 

conversion scheme is achieved. Whereas inverted wavelength conversion can be realized 

by setting the PC2 to let the probe beam pass through the PBS maximally. Wavelength 

conversion based on NPR can achieve both inverted and non-inverted conversion, high 

extinction ratio, and operation over a large wavelength range (S- to C/L-band wavelength 

up-conversion realized by using this scheme [217]). 

LASER

LASER SOA PBSC

Pump

Probe

PC1 PC2

Output

circulator

 

Figure 4.6  Set-up of a SOA-NPR wavelength converter. 

All-optical 3R-regeneration consists of signal re-amplification, re-shaping and re-timing. 

It is used to alleviate the accumulation of transmission impairments so as to increase the 

maximum transmission distance and cascadability. The pulse regeneration data rate of 80 
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Gb/s has been achieved by using SOA-XPM [178]. Zhao et al. [206] proposed an all-

optical 2R-regeneration scheme based on SOA-NPR. It is known that there is no 

polarization rotation within the linear regime of SOA. Therefore when signal light is 

propagating in the SOA, polarization controller and polarizer after SOA are set to block 

the low power signal (logical “0”) and release the high power light (logical “1”) . Under 

this scheme, the SOA provides re-amplification, re-shaping function. Similar to 

Wavelength Conversion based on SOA-NPR, 3R-regenration can be achieved by 

injecting a re-timed pulse train together with signal light into SOA [223]. However the 

signal speed is limited at 10Gbit/s. 

Application as De-multiplexer 

The de-multiplexer (DEMUX) is used to drop one or more desired channels of the TDM 

data signal. DEMUX devices should be stable Bit-Error-Free operation, low control 

power, and polarization insensitivity. SOA based cross phase modulation and four wave 

mixing can be utilized in realizing DEMUX. The nonlinear polarization rotation can also 

been applied. Patrick et al. [218] performed that 10 Gbit/s channel can be extracted from 

a 20Gbit/s data signal using this scheme. By optimizing the operation configuration such 

as shorten the clock pulse, Stephens et al. [219] achieved higher demultiplexing speed. In 

the method based on SOA-NPR, signal light is injected into SOA along with clock pulses 

which would cause periodic change of carrier density in SOA. Namely the present of 

clock pulses results in polarization rotation of the signal light. A polarizer is set after 

SOA as a discriminator to block the signal pulses don’t experience polarization rotation. 

Therefore, the demultiplexing is achieved.   

Application as optical logic gate 

All-optical logic gates which can perform logic operations will also play an important 

role in future all optical networks. All-optical AND, XOR, and NOT XOR gates have 

been realized based on SOA-NPR by Soto et al. [220][221][222]. Figure 4.7 shows the 

setup for a SOA-NPR XOR gate. In this scheme, both input lights are set at the same 

power, polarization and wavelength. A combination of polarisation 

compensator/controller and polarizer are used to control the signal transmission after the 

SOA. When both input lights are injected into SOA, compensator and polarizer are tuned 

to block the signal output. When only one input light is propagating in SOA, the SOP of 

the output light will change due to input light intensity variation. Thus the output signal 

cannot be block totally by the polarizer, the output will be logical “1”. When none of 
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light is injected, the output power will be null. Therefore, the all-optical XOR gate is 

realized. 

 

SOA
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Figure 4.7  Set-up for a SOA-NPR XOR gate. 
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Figure 4.8  Set-up for a SOA-NPR AND gate. 

 

The all-optical AND gate configuration is schematically demonstrated as Figure 4.8. A 

probe light is employed in this scheme. The filter centered at the probe wavelength will 

block the input logic signal. Polarization controllers are tuned to block the SOA output 

signal through the polarizer, when both logical signals are not at high power level (logical 

“1”). This SOA-NPR based AND gate can work in the gigahertz regime. 

The all-optical NOT XOR gate experimental setup is similar to AND gate showed above. 

By setting the logical signal linearly polarized at an angle between     and      and 

probe light at     , the NOT XOR gate can be achieved [222]. 

This section discussed nonlinear polarization rotation based on semiconductor optical 

amplifiers and applications in all-optical signal processing. Nonlinear polarization 

rotation has negative impacts on some applications, however experimental results 

reviewed have predicted that the performance of signal switching based on SOAs would 

be improved significantly by certain polarization configuration. Moreover nonlinear 

polarization rotation can be implemented into various applications in all-optical networks 

like other nonlinear effects in SOAs. SOA-NPR based applications have advantages over 

other schemes, but the manual polarization control and relative low switching speed 
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would be drawbacks for that. In the theoretical study, the characterization of the 

dynamics of state of polarization and its effect on other nonlinear schemes such as XGM, 

XPM and FWM are needed to be further explored. 

4.3  Summary 

This chapter discussed some basic characteristics and key applications of SOAs. Firstly, 

through analytical expression deduction, the SOA gain and saturation, noise figure have 

been discussed. The expressions obtained in the chapter will be used to analyse SOA and 

AGC-SOA performance in the next two chapters. Secondly, the SOA dynamics is also 

introduced, especially the intraband dynamics is reviewed. In the end, the applications of 

SOAs are divided into linear amplification and optical signal processing which is largely 

taking advantage of SOA’s nonlinearities, i.e. cross gain modulation, cross phase 

modulation, four-wave mixing and nonlinear polarization rotation effects. In each 

nonlinear effect, the physics origin is shortly discussed, and its applications in optical 

signal processing are then briefed. It worth noting that, the optical signal processing 

based on nonlinear polarization rotation is becoming the research focus in recent years, 

however the review work in this field is rare. This is the major rationale behind this part 

of the work. 
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Chapter 5 Modelling of SOAs 

5.1  Introduction 

Modelling of Semiconductor Optical Amplifiers (SOAs) has attracted considerable 

attention within the research community for more than two decades. Modelling is a very 

important tool for designing and developing SOA devices and where use in the 

communication system. This is because it provides information how the device and 

system would perform if actually implemented. With modelling, the parameters of the 

device and system can be changed, tested, and ultimately optimized. It’s a cost-effective 

way for research and development.  

Generally, SOA models can be classified in different ways [224]. According to their 

internal physical properties, SOA models are divided into bulk, quantum well and 

quantum dot models. In terms of modelling representation space, SOA models can be 

classified into time domain (TD) and frequency domain (FD) models. Moreover, SOA 

models can be separated into system level and device level simulations by the complexity 

and usage of the model. The system level SOA models are concerned about the 

simulation efficiency, and usually work as a component in the communication system 

simulation, while device level SOA models puts more attention into simulation accuracy 

in order to investigate the device level physical characteristics. The present research is 

carried out under the last criterion. 

5.2  Basic Principles and Equations  

The SOA models are consisted of a set of equations which describe physical phenomena 

such as pulse propagation, light-matter interaction in the active region, etc. These 

equations can be solved either analytically or numerically. Analytical solutions were 

introduced in Chapter 4. The following discussion will focus on the numerical analysis in 

both system and device level models. First of all, the equations which are employed in 

both models will be deduced. 

Propagation Equation  

The propagation of the electromagnetic field inside the SOA is governed by the wave 

equation as follows, which can be deduced from Maxwell’s equations [3]. 
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   (5.1)  

  is the dielectric constant, which is given by     
    .    is the background 

refractive index, the susceptibility   is a function of the carrier density  : 

      
  

  
                (5.2)  

Where    is the effective mode index,    is the angular frequency of the injected light,    

is the linewidth enhancement factor (Equation 4.20),    and    is gain coefficient and 

carrier density at transparency point (Equation 4.1). 

In order to simplify the analysis, the SOA discussed here is assumed to be an ideal 

travelling wave amplifier, and its active region supports a single waveguide mode. When 

linearly polarized light is injected into the SOA, assuming it maintains linear polarisation 

during propagation, its electric field inside the amplifier can be expressed as [163]: 

            
 

 
                                     (5.3)  

Where    is the polarization unit vector,        is the waveguide-mode distribution. 

       is the slowly-varying envelope associated with the optical pulse.    is the 

propagation constant which equals to       . Substituting (5.3) in (5.1), neglecting the 

second derivatives of        with respect to   and  , and integrating over the transverse 

dimensions, two equations can be obtained: 

 
   

   
 

   

   
    

      
  

 

  
    (5.4)  

 
  

  
 

 

  

  

  
 

    

    
   

 

 
   (5.5)  

where         is the group velocity and the group index                 . The 

solution of Equation 5.4 provide the transverse distribution        and the effective 

mode index   . Equation 5.5 governs the evolution of the pulse amplitude along the SOA 

length, which is essential for both system level and device level SOA models. Please note 
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the group velocity dispersion (GVD) effect is not taken into account in Equation 5.5, as 

the pulse width discussed here is larger than 1 ps (the current typical data rate in a PON 

system is 2.5 Gb/s, which suggests its pulse width is on the order of hundreds of 

picoseconds). For analyzing subpicosecond pulse amplification in the SOA, a term 

containing          should be added into the LHS of Equation 5.5 account for GVD. 

Moreover, other ultrafast effects such as gain dispersion (             ), intraband 

dynamics (CH, SHB and TPA) should be considered accordingly [225][226][227][228]. 

Since this topic is beyond the scope of the thesis, only Equation 5.5 will be employed in 

the following discussion.  

Substituting (5.2) into (5.5), and using the SOA gain expression: 

                    (5.6)  

Equation 5.5 can be transformed as: 

 

       

  
 

 

  

       

  
 

 

 
           

 

 
       

  
 

 
        

(5.7)  

This can be further simplified by making the transformation [131] (pp364): 

     (5.8)  

     
 

  
 (5.9)  

Where   and   refer to coordinates in the moving pulse frame, and the delayed time 

coordinate   is essentially centered on the pulse’s arrival time at each plane  . Therefore 

the second term on the LHS of the Equation 5.7 can be removed in the new coordinate 

system: 

        

  
 

 

 
            

 

 
           (5.10)  

Note the pulse amplitude   and phase information   can be separated as: 
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(5.11)  

By substituting (5.11) into (5.10), the pulse propagation equation can be deduced as: 

   

  
        (5.12)  

   

  
  

 

 
    

(5.13)  

There have been many papers on the subject of modeling SOAs throughout the years, 

which provide various different kinds of propagation equations to simulate the pulse 

evolution in the active region of the SOA. However, most of papers didn’t provide the 

detailed derivation process. In order to avoid confusion, the underlying consistency of the 

propagation equations in former publications is explored as follows. 

(I) Comparing Equation 5.10 with Equation 27, 28 in [229] 

In the Marcuse’s paper [229], the traveling-wave amplitudes inside the amplifier obey the 

following differential equation: 

 

 

      

  
 

 

 
                    

 

(5.14)  

Where       is amplitude coefficient of the wave traveling from left to right in a SOA, 

the propagation equation for       representing the backwards wave will not be 

discussed repeatedly.    is the SOA gain expression, same as Equation 5.6.   is the 

propagation constant as    introduced above. In electromagnetic theory, the propagation 

constant represents the phase change per unit propagation distance along the path 

travelled by the wave, i.e.       
  

  
. The sign in the definition is chosen to render   

positive. By using Equation 5.13, Equation 5.14 can be transformed as:  



105 

 

 

      

  
 

 

 
               

  

  
      

 
 

 
            

 

 
      

     

 

(5.15)  

This proves the propagation equation deduced above is consistent with the one in [229]. 

The equation proposed in [229] has been widely cited by other researchers as M. J. Adam 

[230] and M. J. Connelly [231], who laid the foundations of the numerical SOA model. 

(II) Comparing Equation 5.12 with Equation 28 in [232]  

In another paper from M. J. Connelly [232], the following differential equation was 

given: 

 

 

     

  
                       

 

(5.16)  

Where    is signal light frequency,      is carrier density along  ,    is internal loss. 

Unlike Equation 5.12, the Equation 5.16 is used to describe      , which is the mean 

signal photon rate within the cavity. 

 

 

     
   

     
 

 

(5.17)  

    is the input signal power and       is the signal photon energy. Substituting (5.17) 

into (5.16), the equation can be transformed: 

 

 

     

  
 

 

     

    

  
                  

   

     
 

 

(5.18)  

Removing identical components from both sides of Equation 5.18, it is clear that 

Equation 5.16 is consistent with 5.12. Using the same method, Equation 4.3 in Chapter 4, 

which describes input signal intensity  , can be deduced.  
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By comparison, it is found that the basic propagation equation such as (5.10), (5.12) can 

be tailored to meet different requirements, e.g. including or excluding phase change 

information in the SOA model. It can be also adapted to demonstrate specific parameters, 

such as input signal power, mean signal photon rate, or signal power density [233] (refer 

to Equation 5.21). Depending on the objectives of the model, choosing the right form of 

the propagation equation can dramatically influence the processing efficiency. 

Carrier Density Rate Equation 

As introduced in Chapter 4, the carrier density rate equation is used to describe the SOA 

carrier density variation in the conduction band. The general carrier density rate equation 

can be expressed as [234]: 

 

 

  

  
                (5.19)  

Similar to laser diodes, the external current injection is used to create the population 

inversion which would produce gain in the SOA. The first term on the RHS of Equation 

5.19,        represents the rate of addition to carrier density in the active region of a 

SOA from external pumping (in this case it is bias current). The second term on the RHS 

of equation is known as recombination rate in the active region, including both radioative 

and nonradiative recombination, which was introduced as Equation 2.39.     is the net 

stimulated emission rate caused by the propagating optical signal and amplified 

spontaneous emission. The latter two terms decrease the carrier density in the active 

region. On the LHS of (5.19), 
  

  
 represents overall carrier density variation rate. Setting 

the time derivative equal to zero, the steady-state carrier density rate equation can be 

obtained. This is widely used in developing analytical steady-state SOA models 

[230][235]. However, the time derivative term in the rate equation does not necessarily 

need to be set to zero to build the steady-state model, as the equation can also be solved 

numerically [231]. In the dynamic SOA model, the time derivative should not be treated 

as zero (or even approximate to zero), therefore the rate equation can only solved 

numerically. In common with the propagation equation discussed before, the rate 

equation has many variations which have been employed in former publications, 

depending on the complexity of the model. The simplified rate equation is used in the 

system level SOA models which will be discussed, whereas the rate equation in the 

device level model is more rounded. The consistency of these two equations will also be 

given. 
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5.3  System Level SOA Models 

The system level SOA model is usually purposely built as a simulation block in an 

optical communication system model, in which optical light can be generated using the 

Laser rate equations [131], and light transmission characteristics in the fibre can be 

analysed using the nonlinear Schrödinger equation [236]. After optical signals are 

coupled into the SOA block, the changes of lights are governed by both the propagation 

equation and carrier density rate equation. As the optical signals travel through the 

device, the interaction between light and matter takes place, which introduces variation in 

the carrier density distribution in the active region, and changes in the amplitude, 

frequency, phase and polarization of the output signal. At the output of the SOA block, 

these signals will be passed onto the following blocks for further processing.  

As introduced in Chapter 4, SOAs are versatile, and can be employed to function as 

amplifiers, wavelength converters, and switches, etc. In some cases, cascaded SOAs 

achieve a better performance than single SOAs [237][238]. As the photonic integration 

techniques improve, more SOA chips can be integrated in a circuit. In the paper [239], 

the optical packet switching system is formed by 8 SOAs. Therefore, in this scenario, the 

simplicity of the SOA model is essential for the whole simulation system. The system 

level SOA model introduced below meets this goal.  

Generally, the system level SOA model is a dynamic model, in which the time derivative 

term of the rate equation is not treated as zero. The basic rate equation 5.19 can be 

expanded as [233]: 

 

 

  

  
 

 

  
                         (5.20)  

where   denotes injection current density,   the electron charge,   is the active region 

volume. The last two terms on the RHS of the equation 5.20 are the net stimulated 

emission rate caused by the propagating optical signal and amplified spontaneous 

emission respectively.   is the signal power density (also known as photon density in 

some literature),  

 

 

  
  

           
 

(5.21)  
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where        is the cross section area of active region. Substituting Equation 5.21 into 

Equation 5.20, the detailed rate equation can be obtained.  

 

 

       

  
 

 

  
            

    
        

         
 

  

              

(5.22)  

 

The subscription   denotes the number of the injected optical lights, as the model could 

process multiple lights simultaneously.    is the averaged optical power over a selected 

distance along the longitudinal path inside the active region. The reason for introducing 

the average power into the calculation is related to the multi-sectional structure in the 

SOA model which will be discussed in next section.  

When the system level model is used to evaluate the nonlinear effects or applications of 

SOAs, the saturation of the SOA mainly depends on the input optical power, thus carrier 

density depletion produced by ASE power can be neglected. In order to simplify the 

system level model, the last term on the RHS of equation (5.22) is normally omitted, 

which is the main difference from the device level model. 

Based on Equation 5.12, the propagation equations for input optical signals travelling 

along the SOA can be written as following: 

  
        

  
      

                   (5.23)  

Where + and – represent a wave propagation in +   and –    direction, 

   
        denotes the material gain coefficient at the wavelength    and the carrier 

density       . 

In order to improve the simulation efficiency, the SOA material gain coefficient in the 

system level model is described by a cubic formula with empirically determined 

constants [130].  
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  (5.24)  

                  (5.25)  

   is the differential gain,    is the transparent carrier density,    is the peak wavelength 

at carrier density  ,    is the constant determining the gain bandwidth and    is the 

constant accounting for the asymmetry of the gain curve.      is the peak wavelength at 

transparency.    is a constant characterizing the gain peak shift. 

This material gain expression is relatively more accurate than Equation 5.6, as it takes 

more factors into account. Although the material gain expression introduced in Chapter 2 

(2.32) enjoys a higher accuracy, it also suffers from longer processing time compared to 

the cubic formula. It should also be noted that the empirical expression of material gain 

coefficient used in system level model is accurate when the input signal wavelength is not 

far from the central wavelength. To evaluate the gain coefficient accurately over a wide 

band of wavelength, a detailed wideband expression will be introduced in the device level 

model. 

In the following, firstly, the system level model will be deployed into analysing 

wavelength conversion in the SOA. Depending on the propagation directions of the pump 

and probe light inside the SOA, the system level model is classified into co-propagation 

and counter-propagation models. Secondly, the system level model will be used to 

evaluate the performance of the SOA, the comparisons between simulation and 

experimental results will be given. Finally, the direct modulation response of a SOA will 

be investigated using modified system level model. 

 

5.3.1 Co-propagation SOA Model 

 

The SOA system level model equations introduced in previous section can be solved 

using Matlab®. The following section will present the results of this model 

demonstrating its effectiveness by applying the model to all optical wavelength 

conversion (AOWC) which was discussed in Chapter 4. 
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All optical wavelength conversion is a technique used to convert an optical signal from 

one wavelength to another wavelength. SOAs can realize the wavelength conversion 

through nonlinear effects such as cross gain modulation (XGM), cross phase modulation 

(XPM), four wave mixing (FWM) and nonlinear polarization rotation (NPR). Amongst 

all of these methods, wavelength conversion based on XGM is the easiest to understand. 

The signal light (also known as pump light) and the probe light (normally a CW beam at 

the desired target wavelength) are injected into a SOA. When the signal light is at a high 

level (namely signal “1”), the SOA will be driven into saturation, then the probe light will 

receive less gain compared to when the signal light is at a low level (signal “0”). In this 

way, an inverted image of the signal light is transferred on to the probe light. The effect is 

schematically displayed in Figure 5.1. 

 

SOA
Pump Light 

Probe Light 

Pump

obePr

  

Figure 5.1  Schematic of cross gain modulation (XGM) in the SOA (Co-propagation). 

 

The co-propagation model of a SOA is preferred in the system level simulation, as the 

model follows an input-output approach and the computation time is relatively short. In 

the model, the pump and the probe light are injected into the SOA at the same port. 

Therefore, the longitudinal carrier density, photon density and refractive index of the 

SOA change simultaneously as the input signals travel along the SOA. In order to 

simulate the internal changes accurately, the SOA active region is divided into n parts, as 

can be seen from Figure 5.2. 
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Figure 5.2  Multi-section co-propagation model of SOA. 

 

As the active region is divided into n parts, if the section number is big enough, the 

carrier density, photon density and refractive index within each section can be treated 

uniformly, which means there is no change within the section. However, all the 

conditions are different from one section to another. The accuracy of simulation results 

can be improved to some extent by increasing the number of divided sections, however 

the computation time will rise accordingly. As shown in Figure 5.2, the carrier density in 

each section is represented by    ( =1, 2…  ). The averaged optical power      in each 

section is calculated by: 

      
 

  
       

  

 

         
            

    

       
       (5.26)  

Where   denotes different optical input signals, e.g.     denotes pump light,   is probe 

light.   is the section number.    is the length of each divided section.    is averaged 

carrier density in the section  .    is the net optical gain factor in the section  , expressed 

as: 

             
           (5.27)  

Using   , the propagation Equation 5.23 can be solved as: 

                        
                 (5.28)  
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In the following, the mechanism of the co-propagation model is explained. First of all, 

the initial carrier density for each section is given. The optical power of the pump and 

probe light at the input port is described as        ,         respectively, and they are 

treated as the initial averaged input optical power. When they are injected into the first 

section of the active region, the averaged optical power in the section can be calculated 

by substituting         and          into Equation 5.26, which results in      ,     . Then 

these values can be substituted into the carrier density rate equation (Equation 5.22), and 

it can be solved using the fourth-order Runge-Kutta method, thus the carrier density in 

the first section can be updated. By using the updated carrier density, the real-time 

material gain for the first section can be obtained, and the output power of the pump and 

probe light at the boundary of the section 1 can be calculated using Equation 5.28. The 

output power of section 2 is calculated by treating the output power of section 1 as the 

input power of the section 2 and iterating the calculation process in the last section. 

Finally, the output power of pump and probe light can be obtained. 

In order to evaluate the amplification process of an optical pulse train rather than a 

continuous wave, pseudorandom bit sequence (PRBS) non-return-to-zero (NRZ) data of 

     word length was used as the input pump signal. A chirp-free super Gaussian pulse 

model was introduced to simulate the realistic pulse shapes in the pulse train. In the 

model, the amplitude of the pulse is given by [163]: 

            
 

 
 
 

  
     (5.29)  

where   here denotes peak power of the pulse,   controls the shape of the super 

Gaussian pulse. For large  , the pulse becomes square shaped with steeper leading and 

trailing edges, in this simulation,    .    is the width parameter of the pulse, which is 

given as, 

    
   

       
 

  

 
(5.30)  

   is the period of a pulse,    is the duty cycle. By using the SOA parameters displayed 

in Table 2 Table 2 (see Appendix), the wavelength conversion process can be 

demonstrated as shown in Figure 5.3. 
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Figure 5.3 Data pattern of a 2.5 Gb/s original input pump light (upper) and amplified 

output probe light (lower). Inputs: Ppump = – 45~ – 5 dBm,              , 

PCW = – 30 dBm,            . 

The data carried by the input pump light (upper) has been successfully transferred on the 

amplified output probe light (lower), although data is inverted due to the underlying 

mechanism introduced in Chapter 4. It is also shown in the lower figure, the converted 

pulses become sharp and narrow, especially the rise time of the pulse becomes longer 

than the fall time. This is because the wavelength conversion is a product of SOA 

saturation. As demonstrated in Figure 4.1, the carrier depletion process is much faster 

than the recovery in the active region. Taking the first pulse in the output probe for 

example, as the co-propagating pump pulse is firstly at low power level, the SOA is in the 

process of recovery (or reserving the carriers), the probe pulse is gradually amplified. 

When the leading edge of first pump pulse comes, it consumes available carriers quickly, 

therefore the gain which the probe pulse could obtain drops instantly, results in a sharp 

trailing edge on the output probe pulse. 

It can be also observed from Figure 5.3, that the extinction ratio of the output probe light 

is less stable than the original input signal, this is due to the SOA gain dynamics 

characteristics. When the data rate of input signal increases, this will become even more 

severe.  
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The co-propagation model can be also used to analyze the phase change and induced 

chirp during the wavelength conversion, if Equation 5.13 is employed in the model.  

 

5.3.2 Counter-propagation SOA Model 

 

In many applications, including wavelength conversion, it may not be sufficient to model 

the SOA with a simple co-propagating model. A more comprehensive model which 

considers both forward and backward propagation can be advantageous or even essential. 

Unlike the co-propagation model, the output optical power of a counter-propagating SOA 

cannot be solved using a single marching algorithm. The counter-propagation model 

SOA is schematically displayed in Figure 5.4. 
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Figure 5.4 Multi-section counter-propagation model of SOA 

 

Similar to the co-propagation model, the active region is divided into many small 

sections. Thus the carrier density, photon density and refractive index within each section 

can be treated uniformly. In order to simulate the dynamic changes of the optical pulse 

and carrier density in the active region, the initial carrier density of each section is given. 

Thus the output optical power of each section can be obtained by solving the nonlinear 

propagation equation group using a modified transfer matrix method (TMM) [240].  

                                                               (5.31)  
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                                                               (5.32)  

       denotes the pulse propagation equation as Equation 5.23,     ,      is the  initial 

optical power of pump and probe light, respectively, which are given. Together with 

initial carrier density in each section (   to   ), using TMM, Equations 5.31 and 5.32 

can be solved, and the output power of the pump and probe light in each section can be 

obtained. Hence, the average optical power in each section can be calculated using 

Equation 5.26. When the average power of the pump and probe light are known, the 

carrier density of each section can be updated by solving the carrier rate equation 

(Equation 5.22) using the fourth order Runge-Kutta method. By iterating the process 

above, the counter-propagation SOA model is established, and the final output power for 

the pump and probe light can be obtained. The algorithm of counter-propagation model is 

depicted in Figure 5.5. The techniques of solving the propagation equation group and 

obtaining averaged power in each section can be also applied to analysing the co-

propagation scheme. And the device level SOA model which will be introduced below is 

also equipped with this method.  
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Figure 5.5 Flowchart of counter-propagation SOA model 

 

Using the same SOA parameters and pulse train setup as in the co-propagation model, 

Figure 5.6 and Figure 5.7 represent the difference of output probe light using two models 

at the input data rate of 2.5 Gb/s and 5 Gb/s. As shown in the figures, wavelength 

conversion is achieved clearly using both co-propagation and counter-propagation 

models. Due to the mechanism of the XGM, the data on the output probe light is inverted. 
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The counter-propagation scheme shows an apparently better performance than co-

propagation, as the output power level in counter-propagation is higher than co-

propagation. Slower rise time and quicker fall time of the output probe pulse are also 

observed in the counter-propagation scheme, since the SOA physical parameters such as 

carrier lifetime used in two models are identical. When the input data rate increases, both 

co-propagation and counter-propagation schemes experience output signal degeneration, 

as the pulse duration is becoming comparable to the SOA gain recovery time. As 

suggested by the studies on modulation bandwidth of XGM, this issue can be mitigated 

by optimising the design of the SOA device, e.g. increasing the length of active region 

[48]. As discussed in Chapter 4, in practice the counter-propagating wavelength 

conversion is preferred because there’s no need to place filters to separate the output 

pump and probe light.  

                

 

Figure 5.6 Data pattern of 2.5 Gb/s input pump signal (upper) and output probe light 

(lower) in both co-propagation and counter-propagation models. Blue solid line: 

co-propagation; red dotted line: counter-propagating. Inputs: Ppump = – 45~ – 5 

dBm,              , PCW = – 30 dBm,            . 
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Figure 5.7 Data pattern of 5 Gb/s input pump signal (upper) and output probe light 

(lower) in both co-propagation and counter-propagation models. Blue solid line: 

co-propagation; red dotted line: counter-propagating. Inputs: Ppump = – 45~ – 5 

dBm,              , PCW = – 30 dBm,            . 

Figure 5.8 and Figure 5.9 represent the difference of output probe light using two models 

when increasing the input data amplitude. The peak power of the input data was 

increased from – 5 dBm in Figure 5.6 and Figure 5.7 to 0 dBm in Figure 5.8, and further 

increased to 5 dBm in Figure 5.9. As a result, the amplitude of output probe light has 

been significantly reduced. And the difference of output probe light between co- and 

count-propagation schemes is becoming negligible. As the amplitude of input data 

increases, the output probe pulses become square. This can be understood as, increasing 

input signal power would shorten the effective carrier lifetime of the device, which was 

discussed in Chapter 4. Therefore, the rise time of the output pulse will be shortened, 

which results in a steeper leading edge. This makes the output pulse square. This 

explanation can be checked by comparing Figure 5.7 with Figure 5.10. As the input peak 

data power is increased from – 5 dBm to 5 dBm, and the data rate is kept at 5 Gb/s, the 

rise time of the output probe pulse in Figure 5.10 is obviously shorter than that in the 

Figure 5.7. 

 

 



119 

 

 

Figure 5.8  Data pattern of 2.5 Gb/s input pump signal (upper) and output probe light 

(lower) in both co-propagation and counter-propagation models. Blue solid line: 

co-propagation; red dotted line: counter-propagating. Inputs: Ppump = – 40~ 0 

dBm,              , PCW = – 30 dBm,            . 

 

 

Figure 5.9  Data pattern of 2.5 Gb/s input pump signal (upper) and output probe light 

(lower) in both co-propagation and counter-propagation models. Blue solid line: 

co-propagation; red dotted line: counter-propagating. Inputs: Ppump = – 35~ 5 

dBm,              , PCW = – 30 dBm,            . 
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Figure 5.10  Data pattern of 5 Gb/s input pump signal (upper) and output probe light 

(lower) in both co-propagation and counter-propagation models. Blue solid line: 

co-propagation; red dotted line: counter-propagating. Inputs: Ppump = – 35~ 5 

dBm,              , PCW = – 30 dBm,            . 

 

5.3.3 Experimental Validation 

 

The co-propagation and counter-propagation models can be used to investigate 

characteristics of SOAs by turning off the input probe light. Then only signal beam is 

travelling through the SOA and analyzed. In the following example, the SOA parameters 

have been modified to be consistent with the design parameters for a commercially 

available SOA manufactured by Kamelian [241]. The modelled and experimental 

characterisation of these devices is shown below to bench mark the performance of the 

theoretical framework. In the first instance, the gain of the SOA is derived as a function 

of optical input power. This is shown below in Figure 5.11. Here we can see the gain 

compression that takes place as the input power to the amplifier increases above -20 

dBm. The model and the experimental characterisation reflect this trend in good 

agreement. The absolute gain of the SOA differs by a few dB from the modelled SOA 

however, the overall characteristics are broadly similar.   
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Figure 5.11 SOA gain versus input signal power depicted by experiment (upper) and 

simulation (lower) results. 
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Following on from the above, a data pattern was injected into the SOA at a range of input 

signal levels. The eye diagrams of the data pattern at the SOA output were generated and 

these were contrasted against eye diagrams obtained experimentally under similar 

conditions, in order to assess whether or not the dynamic operation of the SOA was being 

faithfully represented by the model. The following diagrams show cases where the signal 

input to the SOA was small (- 25 dBm) ranging through to the case where a high level 

signal was input to the SOA. 

  

 

 

Figure 5.12 Eye diagrams from experiment (left) and simulation (right) when input 

power is -25dBm 
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Figure 5.13 Eye diagrams from experiment (left) and simulation (right) when input 

power is -20dBm 

 

 

 

Figure 5.14 Eye diagrams from experiment (left) and simulation (right) when input 

power is -15dBm 

 

It is clear from a visual inspection of the above eye diagrams that the model is 

demonstrating similar dynamic behaviour to that observed experimentally. At low input 

signal levels (- 25 dBm) the gain of the SOA is not sufficient to drive the SOA in to 

saturation and therefore a relatively clean and open eye diagram is observed. As the 

signal levels are increased, over shoots on the rising edge of the bit are observed to cause 

a splitting of the signal level representing the transmission of a 1. This is clearly visible in 

the experimental measurements to the extent that the probability density function, 

describing the variation of signal amplitude in the case of a 1, is seen to split in to two 

pdfs. A similar characteristic is observed in the modelled SOA case. While this is not a 

rigorous evaluation of the dynamic operation of the SOA model, it gives confidence that 

the model is generally reflecting what is observed in reality. 

 

5.3.4 Small Signal Modulation of SOA 

 

The studies on the small signal modulation of a SOA can be divided into two categories: 

optical and electrical modulation. The analysis on the optical small signal modulation has 
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been employed to study the modulation bandwidth of XGM in the SOA [48]. As a 

modulated (signal) and a continuous wave (CW) light are injected into SOA, through the 

process of optical amplification, the modulation on the signal light can be transferred 

onto the other signal. Therefore, the transfer/conversion efficiency as a function of the 

modulation frequency of input signal light can be studied under different conditions. By 

optimizing the design of the SOA, higher modulation bandwidth can be achieved [158]. 

Alternatively, the electrical modulation of SOAs is realised by directly modulating the 

bias current. Some SOA based optical switches and external modulators use this 

technique. Direct intensity modulation achieved by RSOAs is becoming more and more 

important in passive optical networks, as it is a cost effective way to build an optical 

source near users’ premises. Moreover, this technique is also used by the adjustable gain-

clamped SOA, which will be introduced in next chapter. Therefore, it is sensible to 

explore the direct bias modulation characteristic of a SOA. The study is carried out by 

using a similar method to that was used in analysing small signal modulation in a laser.  

Most predictions of direct modulation response behaviour of a laser are derived from a 

small signal analysis: normally, the laser diode is driven by a ‘small’ sinusoidal current at 

frequency  , superimposed on a DC bias current:  

                (5.33)  

The equation is also applicable for the SOA. After a modulated bias is applied on the 

device, the photon and carrier density variables,   and   are assumed to similarly consist 

of a ‘steady state’ part, and a ‘small’ time varying part: 

                (5.34)  

                (5.35)  

These functions are substituted into the pulse propagation Equation 4.3 and the carrier 

rate equation 5.20. In order to simplify the calculations, the ASE term is not taken into 

account in the rate equation and the recombination rate is deduced from Equation 2.36. 

The material gain for the SOA is taken to be directly proportional to the carrier density as 
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Equation 4.1. By ignoring the products of the small terms, then the steady state part and 

the time varying part of propagation equation can be separated as: 

    

  
                  (5.36)  

   

  
                        

(5.37)  

Similarly, by ignoring the products of the small terms, the steady state part and time 

varying part of rate equation can be separated as: 

 
   

  
 

  
  

 
  

 
                 (5.38)  

 
     

 

  
 

 

 
                   

(5.39)  

The Equation 5.38, 5.39 can be simplified and inserted into Equation 5.37. Equation 5.37 

can be solved using the expression in Equation 5.28, provided by the initial photon 

density of the input CW light. Based on these, Equation 5.39 can be solved for the small 

signal amplitude as a function of frequency     . The parameters used in the simulation 

are given in Table 2 (see Appendix). The results are demonstrated below. 

As seen in the Figure 5.15 and Figure 5.16, increasing the length of the active region or 

unsaturated material gain coefficient (Equation 4.7) would improve the modulation 

response of the device. It also can be seen in Figure 5.15, the frequency response curve 

lifts up before it rolls down in the long SOA. And there is a drop of DC response for 

higher unsaturated gain in the Figure 5.16. These phenomena have been noticed but 

currently there is no satisfactory explanation. 
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Figure 5.15  Modulation amplitude (s) as a function of modulation frequency (    ) for 

different SOA length (L). 

 

Figure 5.16  Relative modulation (s/S) as a function of modulation frequency (    ) for 

different unsaturated signal material gain coefficient (  ). 

                    

5.4  Device Level SOA Model 

In order to study the detailed characteristics of SOAs, the device level SOA model is 

designed to take more physical factors into account. Compared to the system level one, 

the device level model is numerically studied in steady-state. The material gain 
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expression for the device level model is also treated numerically. This is quite different 

from the analytical approximations as introduced in the system level model, which are 

based on the empirical curve fitting technique. Also, the ASE is no longer ignored in the 

model. A simulated wideband ASE spectrum of SOA can be obtained using the device 

level model, which laid solid foundation for numerically studying the characteristic of the 

AGC-SOA in Chapter 6.  

In this section, an improved material gain expression will be introduced. Then the 

detailed device level model will be introduced. The propagation equation for ASE in the 

SOA, and an efficiency improved steady-state numerical algorithm are highlighted. 

Based on this detailed wideband model, steady-state gain characteristics of the SOA is 

studied, and the output saturation power Psat is discussed. The output ASE spectrum is 

also simulated. 

5.4.1 An Improved Material Gain Expression for Bulk SOA 

 

The material gain of the semiconductor lasers and amplifiers can be obtained 

experimentally from analysing the amplified spontaneous emissions (ASE) or true 

spontaneous emissions (TSE) of the devices. The first method was originally proposed by 

Hakki and Paoli [69]. They recorded the maxima and minima of the output ASE 

spectrum caused by the F-P resonance to calculate the depth of modulation, then the 

material gain can be obtained via the relation [68] between the gain and the depth of 

modulation. The accuracy of the Hakki-Paoli technique was improved by Cassidy’s 

mode-sum method [234]. On the other hand, C. H. Henry [242] suggests the spontaneous 

emissions from the side of the laser (transversely to the laser cavity) can be employed to 

calculate the material gain spectrum based on the general relations between the rates of 

spontaneous emission, spontaneous emission, and optical absorption. Since the 

spontaneous emission from the side of a laser will experience very limited optical gain or 

loss along its optical path, it is also called true spontaneous emission (TSE) [243]. 

Besides techniques using ASE and TSE, the direct transmission measurement is often 

employed to obtain the gain spectrum of a device with weak F-P resonance. 

The expression for the material gain of semiconductor lasers and amplifiers has been 

studied by many research groups. Generally, the theoretical gain expressions can be 

divided into two main groups: analytic and detailed numerical models. The analytic 

approximations of the gain expression are normally based on the empirical curve fitting 
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techniques. In the beginning, the analytic expression was modeled linearly relating with 

the carrier density in the gain medium (see Equation 3.1), which has been demonstrated 

by the gain spectrum obtained from experiments discussed above. However, this 

expression is only valid around the gain peak. As more operating wavelengths are 

required to be taken into account in the model, gain expressions having a Lorentzian 

lineshape [16], using an inverse quadratic function [129], or employing a cubic formula 

[130] have been proposed. Especially, a polynomial model for the material gain, which is 

the sum of a quadratic and cubic function, is capable of providing improved accuracy 

over a large carrier density and wavelength range [244]. The analytic gain expressions are 

widely employed in the system level SOA models, as they are efficient in calculation. 

However the accuracy of the model is largely dependent on the curve-fitting parameters 

which can be obtained by analyzing the experimental gain spectrum measurements. 

On the other hand, detailed physical models for material gain have also been studied 

extensively. Instead of using curve fitting technique, the detailed numerical models focus 

on the physical origins of the optical amplification in the gain medium. Thus most of the 

models are required to perform numerical calculations using the quantum mechanics. The 

expressions for gain and spontaneous emission can be obtained by integrating the 

transition probabilities over the available electron and hole states in the semiconductor. 

Kane’s four-band model [40] is used to model the band structure of the III-V direct gap 

semiconductor. The transition probabilities between the conduction band and valence 

band can be calculated by two approaches, i.e. using the time-dependent perturbation 

theory [45] [36] or the density-matrix theory [245][246]. The detailed expression for 

material gain can be also obtained without using quantum mechanics [41] [231], as 

introduced in the Chapter 2. However, some assumptions were made during the 

expression derivation, and the intraband relaxation time was not taken into account. 

As introduced in [247], the material gain coefficient for bulk or quantum well material 

can be defined from Fermi’s Golden Rule, assuming the k-selection rule applies. The 

derivation process required quantum mechanics treatment will not be discussed here as 

it’s beyond the scope of this thesis. It is given as: 

        
    

       
  

                     (5.40)  
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Where   is the photon energy,    is the permittivity of free space,    is the electron rest 

mass,    is the refractive index of active region.      is the transition matrix element, 

given by [36], 

      
    

 
   (5.41)  

   is the optical matrix parameter, the number 2 on the RHS of the equation denotes two 

orthogonal polarization states. For                 compounds, it can be obtained 

using interpolation scheme introduced in Chapter 2 and optical matrix parameters of 

binary compounds     ,    ,     ,     [36].  

        in Equation 5. 40 is the reduced density of states for a bulk or quantum well 

material when k-selection rule applies, which is given [247] 

 

         
 

     
   

     

     
 

 
 
       

 
  

(5.42)  

  ,    is Fermi distribution function, and the calculation of the quasi Fermi levels are 

based on assuming equal injection of holes and electrons for charge neutrality [248]. 

One of the limitations of the material gain expression 5.40 is ignoring the intraband 

relaxation time of the electrons, which would result in broadening and also reducing the 

peak values of the gain and emission spectra [249] . In [251], the author employed 

density matrix theory with the phenomenologically introduced intraband relaxation time, 

and modified the Lorentzian lineshape to obtain the line broadening function      

    .       

 
          

 

 

     

                  
 (5.43)  

where     is the intraband relaxation time, which is considered as the reciprocal intraband 

scattering probability averaged between electrons and holes [251]. Thus the intraband 

relaxation effect can be taken into account in the material gain calculation by integrating 

the line broadening function           into material gain expression: 

 
                           

 

  
 

 
(5.44)  
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However, according to [34][249], the use of the Lorentzian lineshape function 

overestimates the effects of broadening as it has slowly decaying tails. This will result in 

some absorption at frequencies below the bandgap. Alternatively, a sech lineshape 

function would provide enhanced accuracy compared to Lorentzian one in estimating the 

intraband relaxation effect. As shown in Figure 5.17, the sech function decays faster than 

the Lorentzian, which would give a better estimation in the gain model. 

 

Figure 5.17  Comparison between a sech(x) and basic Lorentzian function ( 
 

     ) . 

Thus, the expression in Equation 5.40 is further improved as, 

 

 
       

    

      
  

                          
 

  

            

(5.45)  

 

Where        is sech lineshape function, given as 

 

        
  

  
     

  

 
         (5.46)  

   is the intraband relaxation time, which equals to         .     is the transition 

energy from conduction band to valence band, expressed as 
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(5.47)  

By using the parameters given by Table 1, for a given carrier density       

        , the material gain coefficient for a SOA can be calculated using Equation 5. 

45. The material gain coefficient obtained by using both Equation 2.32 and 5.45 is 

compared in Figure 5.18. 

 

 

 

Figure 5.18  Material gain coefficient for a SOA, dotted line: calculated by Equation 

2.32, solid line: calculated by Equation 5.45. 

 

By employing a similar approach, the proposed expression for spontaneous emission rate 

(         ) of bulk SOAs can be obtained by convolving the existing spontaneous 

emission rate [247] with the sech linewidth function: 

 

 
        

    

       
   

                            
 

  

            

(5.48)  
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5.4.2 Device Level Model  

 

Besides the wideband material gain coefficient introduced above, the device level SOA 

model includes many aspects of physical factors, e.g. reflection and refraction on both 

end facets, the ASE travelling along with signal light. Hence a complex carrier density 

rate equation is employed in the model. The multi-section technique used in system level 

model is included as well.  

Propagation Equation for Signal Light 

The propagation equation in device level SOA model is consistent with the one in system 

level model, except that it uses the improved material gain coefficient proposed in last 

section. It is described as: 

 

      

  
              

 

(5.49)  

Where      ,       is the signal power density of forward and backward travelling 

wave in the active region section respectively. The backward wave is required to account 

for the existence of reflection on the output facet,   is the confinement factor,   is the 

internal loss coefficient.  The solution of the propagation equation is the same as the one 

used in the counter-propagation model- the transfer matrix method (TMM).  

 Propagation Equation for Amplified Spontaneous Emission 

In the device level model, the effect of amplified spontaneous emission along the SOA 

axis should be taken into account. The propagation of the spontaneous emission field is 

presented as: 

 

   
    

  
          

         

 

(5.50)  

  
     is the forward or backward amplified spontaneously emitted photon density per 

unit frequency spacing centred at frequency   . As can be seen in the Figure 2.6, the 

spontaneous emission rate continuously spreads over a wide frequency band. Due to the 

residual reflections of facets in the SOA, the spontaneously emitted noise will display the 

longitudinal cavity modes. In order to simplify the simulation, the model assumes the 

spontaneous emission only exists at discrete frequencies which are integer multiples of 
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cavity resonances. If there are   discrete frequencies and   sections in the model, the 

       represent a     matrix which stores a general profile of spontaneous emission 

photon density rate along the amplifier axis  . 

 

 

 
                 

   
                 

  

 

(5.51)  

    is the ASE noise coupled into   
  or   

  , and it is expressed as: 

 

 

    
 

  
       

 

(5.52)  

  is the spontaneous emission coupling factor [252],     is the spontaneous emission rate 

which was introduced in the last section,    is frequency spacing between resonant 

frequency and non-resonant frequency as depicted in Figure 2.12: 

 

 

   
  

  
 

 

     
 

 

(5.53)  

Equation 5.50 can be transformed as below:   

 

 

           

                                    

 
                           

                
           

 

(5.54)  

using the boundary conditions which take into account facet reflectivity   ,   : 
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     (5.55)  

Then Equation 5.54 can be solved numerically. The results can be further processed to 

simulate the output ASE spectrum using the technique described in [231]. 

Carrier Density Rate Equation 

According to Equation 5.20, the carrier density rate equation is expanded as Equation 

5.56.           is the total carrier recombination rate introduced in Equation 2.39. The 

third and fourth term on the RHS of the equation represent radiative recombination of 

carriers due to the amplified signal and amplified spontaneous emission (ASE).      is 

the net optical gain factor described in Equation (5.27). The number “2” in the last term 

on the RHS of the equation denotes two orthogonal polarizations (TE and TM). 

 

 

       

  
 

 

  
           

                  
      

         
              

                    

 

   

    
       

      

(5.56)  

 

Algorithm 

By using a multi-section structure approximation and the boundary conditions, the 

differential equations 5.49 and 5.50 can be solved. The results can be substituted into rate 

equation (5.56). The rate equation in the device level model is normally treated in the 

steady-state, which means, the term 
       

  
 is equal or approaching to zero. In the 

Connelly’s steady-state model [231], the term 
       

  
 is set to equal to     . Then the 

algorithm adjusts the carrier density in order to make the value of       approach to zero 

throughout the amplifier. However, this technique usually takes a long time to obtain 

convergence in the processing and can only be used in steady-state model analysis.  

An alternative, efficient method to solve the rate equation(similar to Connelly’s model) 

assumes that, the term 
       

  
 is set to equal to       ,  
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        (5.57)  

Rather than simply comparing the value of        with zero, the equation is solved as 

follows, 

                            (5.58)  

   is the transit time for the light travelling through each section in the active region. The 

program starts with an initial guess for the carrier density in each section, (in the present 

case this was set as             ). By solving Equation 5.56,        can be calculated 

in each section, hence           can be obtained. Then the program compares the 

carrier density difference (                ) with the required condition which was 

set to be less than                 in each section. If the requirement cannot be 

achieved, the program will solve the Equation 5.49, 5.50 and 5.56 again with the updated 

carrier density and will not terminate until the requirement is met. The improved steady-

state algorithm shows faster convergence compared to Connelly’s model.  

By using the device parameters presented in Table 1, the steady-state model is used to 

study the characteristics of a SOA.  
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Figure 5.19 Output ASE spectrum of a SOA under different bias currents 

 

As shown in Figure 5.19, the output ASE spectrum of a SOA at different driving currents 

is obtained when no input optical signal is introduced into the model. Since wideband 

material gain coefficient is employed in the model, the device level model is capable of 

evaluating the SOA characteristics over a wide wavelength range. As the bias current 

rises from 40 mA to 200 mA, the output ASE power increases significantly, and the peak 

wavelength of the spectrum moves towards short wavelength because of the band filling 

effect. It is also noticeable that the gain ripple becomes more obvious under high bias 

current. 

The fibre to fibre gain performance can also be evaluated using the device level model. 

As an optical signal (- 45 dBm) is introduced into the SOA, by solving the propagation 

equation for signal light, the output optical power can be obtained and the fibre to fibre 

gain calculated. By gradually increasing the input power of optical light, the gain 

saturation characteristics of a SOA is demonstrated in  
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Figure 5.20. 

 

 

Figure 5.20 Gain saturation characteristics of a SOA, upper: Gain versus input power, 

lower: Gain versus output power. 

 

As can be seen in Figure 5.20, before the input optical power reaches to - 25 dBm, the 

gain stays relatively constant. Then the gain drops dramatically as the input optical power 

continues to increase. This can also be observed from the figure depicting gain as a 

function of output power. The gain saturation happens when the input optical power is so 

high that the available carriers in the active region have been exhausted.  

The SOA gain can be improved by increasing the bias current, as seen in Figure 5.21. By 

tuning the bias current from 80 mA to 150 mA, the gain has increased from 21 dB to 26.5 

dB, since more carriers have been supplied to the active region. However, implementing 
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SOA gain control via adjusting the bias current would also significantly affect the output 

saturation power (Psat) of the SOA. For example, by changing the bias current from 150 

mA to 80 mA, the Psat has reduced 5.6 dBm (from 8.7 dBm to 3.1 dBm). This implies 

that, for a standard SOA, it is not a good way to achieve gain control by directly changing 

the bias current. However, an adjustable gain-clamped SOA (AGC-SOA) which will be 

introduced in next chapter would address this issue. It could provide a wide dynamic gain 

range without compromising its output saturated power.                          

 

Figure 5.21  SOA Gain as a function of output power under two bias currents. 

 

5.5  Summary 

This chapter has introduced and discussed two kinds of numerical models for studying 

the characteristics of SOAs, namely system level and device level SOA models. In the 

beginning, the classification of SOA theoretical models has been discussed. And two 

basic equations, the propagation equation and carrier density rate equation, which are 

employed in both system and device level models, have been deduced. Especially, the 

propagation equation used in this thesis has been compared with the ones in other 

publications, the underlying consistency has been proved. Based on these, the system 

level model has been introduced and applied into studying the all optical wavelength 
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conversion using a SOA. Depending on travelling directions of pump and probe lights, 

the system model has been classified into co-propagation and counter-propagation 

models. The simulated wavelength conversion achieved by cross gain modulation (XGM) 

in the SOA has been performed in both co-propagation and counter-propagation models. 

The co-propagation system model has also been employed to numerically study the gain 

compression effect of the SOA. It is clear that the model is demonstrating similar 

dynamic behaviour to that observed experimentally, which proves the model is capable of 

studying the characteristics of SOAs. Then the direct modulation response of a SOA is 

investigated using a modified system level model. The numerical results show that 

increasing the length of active region or unsaturated material gain coefficient would 

improve the modulation response of the device.  

The remainder of the chapter discussed the device level SOA model. It starts with the 

review of material gain coefficient for a semiconductor optical device. An improved 

material gain expression is introduced, which is based on the wideband material gain 

expression defined from the Fermi’s Golden rule. It also takes the intraband relaxation 

effect into consideration. Then the detailed device level model is introduced. The 

propagation equation for ASE in the SOA, and an efficiency improved steady-state 

numerical algorithm are highlighted. Based on this detailed wideband model, steady-state 

gain characteristics of SOA is studied, and the output saturation power Psat is discussed. 

The output ASE spectrum under different bias currents is also simulated. 
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Chapter 6 Characteristics of AGC-SOA  

6.1 Introduction 

The growing penetration of home DSL connections demonstrates clear demand for high 

bandwidth services. Realistic predictions estimate annual traffic growth from 34% to 

50% [253][254]. Analysis shows that to sustain this level of growth economically 

requires cost reduction in the price per unit of bandwidth that has hitherto been 

unachievable by technological developments alone. The solution is therefore to reduce 

the amount of equipment (interfaces between nodes) in the network. These drivers have 

stimulated interest in access solutions based upon Passive Optical Networks (PONs) with 

high (>512) splitting ratios [255]. Central, in particular for extended reach PONs which 

may cover distances of 100 km or more [99][253], is the need for low cost optical 

amplifier technologies: Semiconductor Optical Amplifiers (SOAs) have a clear role to 

play in this context. The wavelength plan for future 10 Gbit/s (XG-PON) [94] uses 

wavelengths from 1260 nm up to 1620 nm and alternative optical amplifier technologies 

do not function efficiently across this band. 

Upstream traffic in a PON (from the Optical Network Unit, ONU to the Optical Line 

Terminal, OLT) is normally time division multiplexed (TDM) with a wide variation in 

path loss arising from differences in transmission distances and splitting losses. The 

bursty nature of this traffic combined with a wide dynamic range of signal strength (-15 

dBm to -28 dBm – the difference between a very close ONU with a small split ratio and a 

distant ONU with a high split ratio), places severe demands on the burst mode receiver at 

the OLT. In particular, the design of trans-impedance and limiting amplifiers and 

Avalanche Photo Diodes (APDs) is complicated by the need to cater for this wide 

dynamic range. As the upstream data rate increases, and longer reach PONs are deployed, 

this issue will become even more critical.  

Adjusting the gain of an optical amplifier positioned at the OLT (Figure 6.1), in order to 

regulate path losses and the signal strength at a packet level substantially alleviates many 

of the above issues in long reach PONs. Signal strengths will be presented at the OLT at 

an optimized power level thus reducing the receiver dynamic range requirement and thus 

overall complexity. To be of value, the timescale of the gain adjustment should take place 

at least within the guard band of the packet/frame transmission. For 10 Gbit/s PON 
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systems this implies that the amplifier be able to regulate its gain, without loss of Psat, 

within a 26 ns timescale, (64 bits at 2.5 Gbit/s on the upstream direction) [256]. 

Potentially, the dynamic control of the optical amplifier can be implemented through the 

standard GPON protocol which provides knowledge of distance to a transmitting node. 

Alternatively, a rapid control circuit based on high speed measurements of signal strength 

may be appropriate. 

 

Figure 6.1  Schematic of PON with AGC-SOA pre-amplifier. 

Erbium Doped Fibre Amplifiers (EDFAs) operate reliably at high data rates in a multi-

wavelength environment, because of its high output saturation powers and slow gain 

dynamics. However, these same dynamics cause undesirable gain transients when 

operated within a packet switched or bursty environment [257]. Furthermore, being fibre 

based, EDFAs have no path to solutions that demand a high degree of integration. 

Conversely, SOAs have a small form factor and offer the potential for direct integration 

with other functions on a common InP platform [141][258] and more importantly their 

temporal dynamics are better suited for use in switched environments. While SOAs have 

been demonstrated as effective amplifier solutions in multi-wavelength long distance 

transmission applications [237][258], their operation in this regime requires careful 

management of signal power levels, so as to maintain operation within their linear region. 

This additional degree of management is not desirable, especially in PONs where bursty 

signals can operate over a wide dynamic range. Gain clamping has been shown to 

linearise SOA performance over a wider range of input powers, which in turn 

significantly reduces crosstalk between data bits (TDM crosstalk) at high transmission 

rates [237]. However in these cases, gain clamping fixes the gain and as a consequence 

does not provide a solution to dynamic gain adjustment. Consequently the current, 

indirect solution is to combine a linear amplifier with a variable optical attenuator at the 
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input which severely degrades the overall system noise figure. This technique has also 

been applied to cascaded Praseodymium Doped Optical Fibre Amplifiers (PDFAs) 

specifically for PON applications. However, the modulation timescales were limited to 

100s of nanoseconds [260].  

The chapter demonstrates a semiconductor optical amplifier topology which has the 

unique capability to provide variable gain and maintain linear operation through gain 

clamping over a wide (40 dB) dynamic range, without compromising the saturable output 

power of the device [141]. A key advantage of this approach is that there are no 

mechanical tuning elements and hence the gain can be adjusted via direct electrical 

control at ns timescales. While the operation of this device has been presented previously 

for the static gain case [141], its behaviour under dynamic gain modulation conditions is 

not well understood. Here theoretical modelling, supported by experimental analysis is 

used to validate that the geometry can provide gain adjustment and stabilisation within a 

nanosecond timeframe. 

 

                         

 

Figure 6.2 Counter propagating ring laser Adjustable Gain Clamped SOA (AGC-SOA) 

implementation. The P, R, C port of the WDM coupler denotes pass, reflect, C 

band. 

Figure 6.2 illustrates conceptually the design of the Adjustable Gain Clamped SOA 

(AGC-SOA). The architecture comprises two active (gain) regions defining a data path 

through the signal SOA (SOA1) and a laser cavity containing SOA1 and a control SOA 

(SOA2). SOA1 amplifies light in the signal path. The lasing mode derives gain from both 

SOA1 and SOA2. The composite gain provided by both SOAs regulates the condition for 

the onset of lasing. This in turn defines the carrier concentration (gain) of the signal SOA. 

Hence by controlling the drive to SOA2, the gain imparted by SOA1 can be adjusted. 
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SOA1 is continually operated at full current and therefore the AGC-SOA allows signals 

to be amplified by SOA1 at a clamped gain which is varied by SOA2. This maximises the 

saturation output power thereby maintaining an extended linear regime [141].  

6.2  DC Characterisation of AGC-SOA 

The key advantage that the AGC-SOA offers over other optical amplifiers is that it 

enables the gain to be adjusted directly through the drive current to the clamping SOA 

without dramatic loss of Psat. Hence linear operation is maintained over a wider range of 

input signals. In standard SOAs it is possible to adjust the gain by altering the drive 

current however, as is demonstrated in the experimental measurement shown in Figure 

6.3, this leads to a dramatic loss in Psat. 

 

 

Figure 6.3 Psat variation as a function of SOA gain. 

 

At high gains, where the SOA is highly inverted, the Psat value is at its highest. However, 

in this region, adjusting the small signal gain through the bias current has a dramatic 

effect on the Psat value. In the example depicted in Figure 6.3, at high gains Psat changes 

with gain at a rate of ~3 dBm/dB- i.e. for every dB that the gain is reduced, the Psat value 

drops by 3 dBm. This characteristic is related to the self saturation behaviour of the SOA. 
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If the SOA has a long active region, the carrier density will vary along the length of SOA 

cavity. The ASE generated in the centre of the device will tend to deplete the carrier 

inversion at either end of the device. The small signal gain may remain high since it is 

integrated along the cavity length. However the Psat may fall because of loss of carriers. 

As the drive current is further reduced, the drop in Psat with gain is weaker at ~0.4 

dBm/dB. However, by the time that this point has been reached the Psat value is already 

significantly compromised (5 dBm compared to the high gain value of 10 dBm). The 

AGC-SOA enables gain modulation to be achieved without this dramatic loss of Psat 

value. 

Figure 6.4 depicts the gain of an AGC-SOA as a function of output power for a set of 

different clamping currents ranging from 0 mA to 200 mA. The Psat values are constant 

over the range of clamping currents despite significant gain reduction (>20 dB).  

 

 

Figure 6.4  AGC-SOA gain as a function of output power at different clamping currents. 
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6.3  Numerical Model for AGC-SOA  

6.3.1 GC-SOA Models Comparison 

 

Several numerical models have been developed to investigate the characteristics of both 

conventional SOAs and gain-clamped SOAs using either an external or internal lasing 

mode.  

In [261], a detailed numerical model was built to study the characteristics of the linear 

optical amplifier (LOA) [262] which employs an internal vertical laser field to achieve 

gain clamping. Compared to the device level SOA model introduced in Chapter 5, the 

LOA model includes an extra spatially averaged rate equation for the vertical laser field, 

accordingly the laser field induced carrier recombination in the active region is taken into 

account in the carrier density rate equation. By solving the propagation equations for 

injected signal and ASE along the signal travelling path, and the rate equation for vertical 

laser, the carrier distribution can be obtained from the carrier density rate equation. 

Therefore, the output signal power can be estimated. Since the gain clamping in the LOA 

largely depends on internal lasing rather than ASE power, the model is not applicable for 

the AGC-SOA. 

In [263], the wideband steady-state SOA model [231] was used to investigate the 

characteristics of a fiber Bragg grating (FBG) based GC-SOA [264]. In their studies, the 

FBG is placed at the output of the SOA. Thus the output ASE at the peak reflection 

wavelength of the FBG will be reflected back into the SOA, so as to achieve gain 

clamping. Since only the selected ASE wavelength, rather than the whole wideband ASE 

account for the gain clamping, and the power of reflected ASE is not adjustable, the 

model is not suitable for AGC-SOA.  

As we can see, the current existing GC-SOA numerical models cannot handle the 

proposed new device. And the underlying mechanism of gain clamping achieved by 

adjusting wideband amplified spontaneous emission (ASE) power still remains largely 

unknown. Therefore, a new numerical model built to study the AGC-SOA will be 

introduced in section 6.3.2. 
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6.3.2 Model for AGC-SOA 

 

Figure 6.5 Schematic of the simulation model for an AGC-SOA. 

As shown in Figure 6.5, the ASE circulating within the AGC-SOA travels in clockwise 

and counter-clockwise directions, however, the isolator in the ring cavity ensures that 

ASE travelling in the clockwise direction is not amplified. Thus, the counter-clockwise 

ASE generated by both SOAs accounts for gain clamping.  

The two SOAs are simulated as independent modules using the device level SOA model 

introduced in Chapter 5. The model uses two different sets of material parameters 

summarised in Table 3 (see Appendix). (typical bulk SOA parameters from [36][141]). 

The active region length of SOA1 and SOA2 is 600 µm and 1000 µm, respectively. The 

confinement factor is 0.15 for both SOAs. The facet reflectivity is 5×10
-5

 and 1×10
-5 

for 

SOA1 and SOA2 respectively, and the coupling loss is 3 dB and 2 dB for SOA1 and 

SOA2 respectively. The WDM coupler pass band insertion loss is 0.5 dB. The parameters 

used in the model are set to match the real ones in the experimental setting. In the model, 

both SOAs generate ASE in the forward and backward directions in the active regions. In 

each SOA, the ASE profile extends over 1300 nm~1650 nm and is partitioned into 

discrete frequency bands.  
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The numerical model for the whole system of Figure 6.5 is achieved using iterative 

circulations. In the first iteration, the ASE in both directions of SOA2 is calculated 

assuming no ASE power is coupled in. Then the ASE generated by SOA2 travels in both 

clockwise and counter-clockwise order towards SOA1. Under this boundary condition, 

the ASE originated from SOA2 together with the one generated by SOA1 is amplified by 

SOA1 as it travels through, however only the backward ASE inside SOA1 is input to 

SOA2. For any successive iterations, the ASE from SOA1 couples into SOA2 before 

SOA2 generates ASE. When ASE travels inside the ring cavity, the facet reflectivity and 

coupling loss of both SOAs, the insertion loss for the isolator and WDM couples are 

taken into account. The round trip time is ~1.67 ns viz. the fibre length is about 0.5 m. 

Therefore, fibre loss and dispersion are neglected. The iterative procedure is terminated 

when the maximum difference of the ASE powers at each discrete frequency band 

between successive iterations is less than the desired tolerance. The numerical model is 

implemented using Matlab. In the present case an amplifier centred around 1550 nm was 

studied. Although it is accepted that in a deployed PON, the operation would be at 1300 

nm, evaluation at 1550 nm was a compromise based on access to components for 

experimental characterization. Furthermore, since the object of the work was to 

investigate the steady-state and dynamic behavior the extrapolation to 1300 nm is 

assumed to be valid.  

 

6.3.3 Characterisation 

 

By using the numerical model described above, the evolution of travelling ASE power 

and spectrum within the ring cavity, important for gain clamping, is then characterised. 

The gain, Noise Figure (NF), maximum output power at gain saturation (Psat) of an AGC-

SOA under different clamping currents are also studied. Based on this model, the 

timescale for adjusting and stabilising the gain, crucial for dynamic packet equalisation, 

is evaluated in next dynamic performance section. 

 

6.3.3.1 ASE Power, Spectrum Evolution  
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The characteristics of AGC-SOA were studied from the initial state when no input signal 

is introduced. The ASE power after every counter-clockwise ASE round trip is recorded. 

In Figure 6.6, the counter-clockwise output ASE powers from SOA2 and SOA1 are 

displayed after each loop transit. It should be noted that there is a substantial difference in 

the amplitudes of the co-propagating and counter propagating ASE strengths. This is due 

to the fact that the ASE in the forward direction has in effect only a single transit of the 

SOA as a result of the isolator in the ring cavity. On the other hand, the counter 

propagating ASE is amplified according to the combination of clamping and signal SOA 

gains. 

The ASE power increases rapidly within the first 3 loops and then stabilises. Since the 

cavity round trip time is ~1.7 ns, stabilising the travelling ASE power in the loop takes 

between 1.7-5.1 ns (several round trips). The ASE spectrum within the clamping mode 

was examined after every circulation. Figure 6.7 shows the SOA2 output ASE spectrum 

at different loop transits.  In the first loop, the output ASE power from SOA2 is relatively 

low, and the whole spectrum is divided into two parts falling outside the C-band due to 

presence of the WDM coupler in the ring cavity. 

 

 

Figure 6.6 Counter-clockwise ASE power after N loops, Cross: SOA2 output ASE power; 

Circle: SOA1 output ASE power. 

 

Initially, the ASE power within the S-band is greater than that within the L-band. 

However, as the lasing mode becomes established, the output ASE power develops as 
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predicted in Figure 6.7. With the ASE power within S-band decreases significantly, the 

spectrum becoming sharp and narrow.  

As ASE circulation progress, ASE emission in the S-band is further restrained becoming 

negligible and ASE within the L-band accounts for gain clamping. The results agree well 

with experimental observation. However, there is no satisfactory explanation with regard 

to this phenomenon. 

 

Figure 6.7  SOA2 ASE spectrum (counter-clockwise). (a) Loop number = 1; (b) Loop 

number = 10; (c) Loop number = 20; (d) Loop number = 100. 

Figure 6.8 demonstrated SOA1 forward output ASE spectrum after the WDM coupler at 

different loop transits.  In the first loop, the forward output ASE power from SOA1 is 

relatively high, and only the ASE spectrum within the C-band was displayed due to 
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presence of the WDM coupler at the output port. As the loop increases, the forward 

output ASE power from SOA1 decreases. Because the counter-propagating ASE power 

in the ring cavity increased significantly in the first several loops as shown in Figure 6.6, 

the carrier density in the SOA1 will be dominantly consumed by the lasing mode. Once 

the lasing mode stabilised, the output ASE spectrum from SOA1 remains unchanged, 

which can seen from Figure 6.8 (b) (c) (d). 

  

(a) (b)

(d)(c)

 

Figure 6.8  SOA1 forward output ASE spectrum after WDM coupler. (a) Loop number = 

1; (b) Loop number = 10; (c) Loop number = 20; (d) Loop number = 100. 
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6.3.3.2 Gain Vs Output Power 

 

Having established the steady state conditions of model operation, an input optical signal 

was introduced after the ASE inside the AGC-SOA cavity stabilizes. The gain of a 1550 

nm CW light as a function of travelling ASE loop numbers is depicted in Figure 6.9. An 

optical signal power of -20 dBm was injected into SOA1. The drive current of SOA1 was 

set at 200 mA, and SOA2 at 65 mA. The simulation demonstrates that the signal gain 

settles within the first ASE loop transit and then remains unchanged; thus after AGC-

SOA stabilizes from the initial state (shown in the evolution depicted in Figure 6.7), it 

takes < 2 ns (within one loop time) for the gain to settle.  

 

Figure 6.9 CW light (1550 nm, -20 dBm) gain as a function of circulating ASE loops after 

AGC-SOA stabilisation. 

 

The variation of the gain with clamping SOA drive current was modelled over a range of 

clamping currents to corroborate that the model faithfully reproduced the experimental 

behaviour of the AGC-SOA. The model outputs (Figure 6.10) indicate broadly that the 

model is predicting the trends. According to the simulation result, the Psat value stayed 

constant at 10.21 dBm when the clamping current increases from 0 mA to 40 mA, while 

the gain reduced significantly from 25.68 dB to 4.12 dB. Then the Psat and gain dropped 
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by 0.3 dB and 3 dB respectively when the clamping current reached 60 mA. And both 

values have been further reduced to 9.04 dBm and – 1.55 dB as the clamping current 

increased to 80 mA. However, the simulated values of Psat and gain differ slightly from 

the experimental measurements, in which the Psat value remains constant at 7.8 dBm 

when the clamping current increases from 0 mA to 80 mA. This difference most likely 

derives from small differences between the physical parameters used in the model and the 

real device. 

 

 

Figure 6.10  AGC-SOA gain as a function of output power at different clamping currents 

(modelling result). 

 

6.3.3.3 Gain, Saturation & Noise Figure 

 

The DC parametric operation of the AGC-SOA can be estimated using the above model. 

A CW light source (1550 nm) was introduced into the AGC-SOA once steady state 

operation was established. The input signal power was then increased steadily from -35 

dBm to 20 dBm and the normal performance metrics of gain, maximum output power at 

gain saturation (Psat) and noise figure (NF) were recorded for a given clamping current 
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condition; the clamping current is changed from 0 mA to 200 mA. The simulation results 

are presented as a function of clamping current in Figure 6.11.  

Figure 6.11 can be divided into two regions: where the clamping current is less than 60 

mA, the gain is above zero; and the current is larger than 60 mA, the device has a 

negative gain. In the first part, when the clamping current is increased from 0 to 60 mA, 

the gain is significantly reduced by 24.78 dB, from 25.68 dB to 0.9 dB, while the noise 

figure is increased from 9.1 dB to 11.6 dB, and the Psat value is slightly reduced from 

10.21 dBm to 9.91 dBm. This part of graph show clearly that as the drive current to the 

clamping SOA is increased, the gain is dramatically reduced with the noise figure slightly 

increasing and the Psat value relatively unchanged. This is in good agreement with 

reported experimental characterizations [141] with the following exception. Gain 

clamping begins at a clamping bias current of greater than 0 mA. Experimentally it was 

observed that this value should be nearer 10 mA before there was sufficient gain within 

the clamping SOA to overcome loop losses and allow the lasing mode to stabilize. This 

difference is due in part to an overestimation of ASE noise within the model [231] but 

may also reflect an additional loss within the experimental setup that was not accounted 

for. In the other part of the graph, where the clamping current is increased from 60 mA to 

200 mA. The gain is decreased from 0.9 dB to – 7.4 dB, the noise figure is increased by 

1.61 dB from 11.6 dB to 13.21 dB. And the Psat value is dramatically reduced by 4.38 dB 

from 9.91 dBm to 5.53 dBm. As can be seen the model predicts a big drop of the Psat 

value at high clamping levels (> 60 mA) but this was not observed experimentally. 
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Figure 6.11 Modeled steady state AGC-SOA performance. 

 

In summary the model agrees well with the experimental characterisation in that it 

predicts all of the trends that were observed. There are slight difference between 

experiment and model but nonetheless the model has been shown to provide a realistic 

description of the SOA behaviour and is a valuable tool which can be used to describe 

system level performance. 

6.4   Dynamic Gain Modulation Performance of AGC-SOA 

6.4.1 Simulation Performance 

 

The previous section has demonstrated that the DC parametric behaviour of the AGC-

SOA can be relatively accurately modelled using a counter propagating model that takes 

in to account the ASE. This provides a useful tool which enables designs of AGC-SOA to 

be studied and optimised. In many instances however, we are interested not only in the 

DC characteristics of the device but in how it will operate when subject to dynamic 

changes. This theoretical model can also be used to better understand the dynamic 

behaviour of the AGC-SOA which up until now is relatively ill-understood.  
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In order to do this, the model was run under the following conditions. Firstly stable 

operation of the AGC-SOA was ensured by running the simulation with only ASE for the 

first 30 loop iterations and at a SOA2 (clamping SOA) bias of 20 mA. This allows the dc 

characteristics to stabilise to a point where we are comfortable that they represent a real 

device.  

At this point a 0 dBm input signal was introduced. This was amplified by the AGC-SOA 

by around 10 dB consistent with the dc operation above. The clamping SOA bias current 

was then increased every 10 iterations of the model loop, from 20 mA to 200 mA, in 

steps of 20 mA and the gain change observed (Figure 6.12).  

 

Figure 6.12  Dynamic gain variation as a function of clamping current. 

 

It is clear from these simulations that not only is the gain regulated according to the 

changes in clamping bias, it is also adjusted and stabilized within 1 or 2 loops of the 

model iteration. This implies therefore that the gain can be adjusted within one or two 

transit times of the clamping mode, i.e. with nanosecond timescales which agree with 

experimental results [265]. 
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6.4.2 Experimental Verification 

 

A key application for such a device lies within PONs, where it is desirable to regulate the 

strength of a packet arriving at a burst mode receiver. In a dynamic packet equalisation 

scenario, the AGC-SOA must be able to adjust and stabilise its gain within the period of 

the guard band of the PON transmission viz. 32 bit periods which represents ~26 ns. For 

10 Gbit/s PON systems (64 bits at 2.5 Gbit/s on the upstream direction) this equates to 26 

ns [256]. The model therefore predicts that this is feasible.  

Central to attaining high speed gain modulation is the capability to directly modulate the 

gain of the clamping SOA through the drive current. Traditional butterfly packages that 

are used to house SOAs are generally not optimized for high speed modulation. Although 

it is possible to do this, the commercially available devices in the main have neither the 

high speed electronic feed throughs that would be required nor the appropriate tracking 

on the tile leading to the SOA. 

On the other hand, Reflective SOAs (RSOAs), packaged in a TO can, have been designed 

to both amplify and modulate signals at data rates in excess of 1 Gbit/s [266]. This is due 

to the fact that they are designed to be used as high speed transmitters in wavelength 

seeded WDM PON applications. The topology of the AGC-SOA was therefore modified 

to include an RSOA as shown in Figure 6.13. This arrangement is topologically 

equivalent to the geometry shown in Figure 6.2. Signals to be amplified are input through 

the P (pass) port on the WDM coupler. C-band signals are passed through to the SOA. At 

the output of the SOA, the amplified C-band signal is passed through the WDM coupler 

on the output. Out of band signals, ASE from the S-band and L-band signals, are 

amplified by the RSOA and used to form a counter propagating clamping mode. 
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Figure 6.13 RSOA regulated AGC-SOA. 

 

In order to assess the modulation capability of the AGC-SOA, the RSOA was driven with 

a data stream between two gain extremes i.e. high gain and low gain. In the RSOA high 

gain state, the gain of the AGC-SOA is highly clamped, i.e. it has very low gain. 

Conversely, when the RSOA is turned to a low gain state, the gain of the AGC-SOA is 

high. The transition time between the two states represents the minimum time required to 

adjust and settle the gain of the AGC-SOA. Figure 6.14 shows the variation in ASE 

signal emitted by the in-line signal SOA in response to directly modulating the RSOA 

gain. The transition between a high and a low state is in response to the             signal. 

This shows clearly that this transition time is < 2 ns. 
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5 ns/div

 

 

Figure 6.14 Directly modulated SOA ASE (blue), driving signal (red). 

 

The experiment was repeated with a steady state signal of 0 dBm presented at the input to 

the AGC-SOA, Figure 6.15 shows that the amplitude of the seed signal has been directly 

modified through changing the gain of the AGC-SOA. Again it is clear that the 

transitions between gain states are < 2 ns (2 ns per division timescale). The experimental 

characterization and the modeling are therefore in broad agreement and indicate that the 

gain of the AGC-SOA can be adjusted and stabilized within the 26 ns timescale that 

would be required for packet equalisation in PONs.  
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Figure 6.15 Directly modulated seed signal. 

 

High speed gain modulation of the AGC-SOA on a data signal was demonstrated using 

the experimental arrangement shown in Figure 6.16. Data from an Agilent N4903A J-

BERT Bit Error Rate (BER) test set was used to modulate a CWDM transmitter module 

(Finisar FDB 1027) at a data rate of 1.25 Gbit/s. The signal amplitude was then regulated 

using a combination of an Erbium Doped Fibre Amplifier (EDFA) and a variable optical 

attenuator (VOA). The output of the VOA was then input to the AGC-SOA. The gain of 

the AGC-SOA was regulated by applying a square wave to the RSOA via an ETS3869 

laser driver, which provides control over the bias current (Ibias) and the data modulation 

power. The output from the AGC-SOA was detected using a pin photoreceiver and 

displayed on an Agilent Digital Communications Analyzer (DCA). All instruments were 

synchronised from a common clock source so that modulation and data signals could be 

observed at the same time. 

An unfiltered eye diagram of the recovered data signal is shown below in Figure 6.17. 

Indicating that the output from the SOA was presented with a signal level that is 

sufficiently high to produce a degree of patterning. The gain of the AGC-SOA is then 

rapidly reduced to the point where the onward transmitted signal is much reduced but is 
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substantially cleaner. The transition from the high gain state to the low gain state takes 

place over two bit periods i.e. just over 2 ns. The ER ratio of the eye diagram at high gain 

looks poorer than it actually is. This is because the high level of ASE contributes a 

significant DC term at the detector.  

According to Figure 6.11, when increasing the clamping current, the device is changing 

from high gain to low gain. And the NF is increasing according but at a smaller gradient 

compared to the gain curve. According to the definition of the NF depicted in Equation 

4.15, the SNRout should be deteriorate during the transition from high gain to low gain. 

However, this contradicts the experimental result in Figure 6.17. Currently, there is no 

satisfactory explanation regarding this. 

 

 

 

Figure 6.16  Gain equalisation experiment. 
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Figure 6.17  Eye diagram of a gain modulated data signal. 

 

6.5   Summary 

This chapter has presented a theoretical analysis of an AGC-SOA. Both the steady state 

operation and the case where the gain of the AGC-SOA is dynamically modulated are 

addressed. The DC parametric behaviour is shown to agree well with experimental 

measurements. An adaptation of the models has shown that in principle, the gain of the 

AGC-SOA can be regulated dynamically to respond within the guard band of packet 

based PON transmissions. Gain settling times within the order of 2 ns are predicted. This 

analysis was shown to agree well with experimental evaluation of the AGC-SOA 

behaviour which demonstrated gain modulation and settling within two bit periods of a 

1.25 Gbit/s data signal.  

A key motivation for this study was to better understand the dynamic behaviour of the 

AGC-SOA with a view to establishing a means for dynamically modulating the gain of 

the AGC-SOA in response to changes in packet amplitude. For this to be effective, the 
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gain should be adjusted and stabilised within a timespan of less than 20 ns. Both the 

theoretical analysis and the experimental investigation indicate that it is possible. 
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Chapter 7 Conclusions and Future Work 

This thesis has presented a detailed numerical study into the characteristics of 

Semiconductor Optical Amplifiers (SOAs), and their application within Passive Optical 

Networks (PONs). In particular, the thesis focuses attention on the modelling and 

experimental evaluation of an adjustable gain-clamped semiconductor optical amplifier 

(AGC-SOA), designed to maximize the output saturated power while enabling gain 

adjustment to regulate power differences between packets without loss of linearity. This 

theoretical analysis, together with experimental measurements has shown that, the gain of 

the AGC-SOA can be regulated dynamically to respond within the guard band of packet 

based PON transmissions.  

The key feature of the optical amplification process in semiconductor optical devices is 

the interaction of electromagnetic radiation with semiconductor lasing materials in which 

population inversion is achieved. Thus the introduction of a SOA starts with the 

explanations of p-n junction and heterojunction. The classic four band model is employed 

to study the micro structure of SOA: energy band gap, quasi-Fermi level, material gain, 

spontaneous emission rate and carrier recombination rate, etc. The structure of SOA 

device is introduced with the gain-guided and index-guided heterostructure. An analysis 

of the impact of facet reflectivity showed that the suppression of the SOA gain ripple can 

be achieved by reducing the facet reflectivity for a given single pass gain. The use of 

antireflection coatings, angled facets, and window facet techniques used in reducing facet 

reflectivity have been reviewed. According to the review of the antireflection coating, the 

reflectivity of antireflection coating can be numerically expressed as a function of coating 

thickness and refractive index. This numerical prediction gives a guideline for the 

manufacturing process. The single and multilayer antireflection coating were also 

compared. In terms of angled facet technique, the analytical results showed that, the 

effective mode reflectivity decreases as increasing the facet angle and mode size. 

However, increasing the facet angle may induce far-field asymmetry which degrades the 

coupling efficiency between SOA and fibre, and also the guided mode size is limited, 

therefore, the optimal facet angles are usually between   and    . The effective 

reflectivity can be also reduced by increasing the window region length and decreasing 

the Gaussian mode size according to the analytical results. The last part of the chapter 
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discussed the approaches to make the SOA polarization insensitive, such as using square 

cross section as active region and employing strained materials in the active region.   

The basic optical communications system consists of optical transmitter, optical fibre, 

optical receiver and periodically placed regenerators or optical amplifiers. The loss, 

dispersion, and nonlinearities of the fibre are reviewed in Chapter 3. The PIN and APD 

diodes located in optical receivers are also compared. With regard to optical amplifiers, 

optical fibre amplifiers which could be classified into doped fibre amplifiers and Raman 

amplifiers are compared with semiconductor optical amplifiers in terms of optical 

amplification process and performance. After demonstrating a simple optical netork 

model, passive optical networks were introduced to tackle the bandwidth bottleneck in 

the first/last mile. PONs can be classified into TDM-PON and WDM-PONs. These were 

described and discussed separately. In the downstream traffic of TDM-PON, the time-

division multiplexed signals are broadcasted to each ONU. For the upstream traffic, the 

time division multiple access mechanism is used in the OLT to synchronize all ONUs in 

order to avoid packet collision and improve the efficiency of upstream channel usage. In 

a standard TDM-PON, the downstream and upstream signals are carried by the same 

fibre but over two wavelengths so as to differentiate from each other. As transmission 

speed and PON reach increasing, and the dynamic range of signals arriving at the 

receiver becomes greater, the design of the burst mode receiver in the OLT is becoming 

more and more complicated. The AGC-SOA offers a potential solution to alleviate this 

issue. The dynamic gain modulation performance of AGC-SOA demonstrates its 

potential to regulate optical power difference between packets, and hence reduce the 

burden on Burst Mode Receiver design. In the long term, the WDM-PON is a promising 

alternative to TDM-PON however the deployment of the WDM-PON faces many 

technical challenges, especially the realization of the colorless ONU operation. The 

approaches such as central seeding and self seeding ONU are discussed and  the cost 

effective hybrid WDM/TDM PON introduced. The use of SOA in PON is reviewed in 

the last past of the chapter. Implementing SOAs in PONs would extend the optical link 

budget to achieve a longer reach and more splits, which leads to CAPEX and OPEX 

saving. Moreover the reflective SOAs in the WDM-PON are usually used to generate, 

amplify or modulate the upstream signal light. 

The basic characteristics and key applications of SOAs are discussed in Chapter 4. 

Firstly, through analytical expression deduction, the SOA gain and saturation, noise 

figure have been discussed. These expressions obtained in the chapter are essential for 
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analyzing SOA and AGC-SOA performance in the following chapters. Secondly, the 

SOA dynamics is classified into the interband and intraband dynamics. The interband 

dynamics largely affect the duration of the gain recovery of a SOA. And the intraband 

processes become important when the SOA is amplifying the ultra-short optical pulses, it 

includes spectral hole burning (SHB), carrier heating (CH) and two photon absorption 

(TPA) processes. In the end, the applications of SOAs are divided into linear 

amplification and optical signal processing which is mainly taking advantage of SOA’s 

nonlinearities, i.e. cross gain modulation (XGM), cross phase modulation (XPM), four-

wave mixing (FWM) and nonlinear polarization rotation (NPR) effects. The XGM based 

wavelength conversion in the SOA can be achieved by both co-propagation and counter-

propagation schemes, which are studied numerically in Chapter 5. The bandwidth of the 

XGM based converter can be enhanced by optimizing material parameters such as 

increasing the length of active region, increasing the differential gain and confinement 

factor, also by some external measurements e.g. high bias current, high input power and 

cascading SOAs. The XPM based applications are realized by placing the SOAs in the 

interferometric setup such as Mach-Zehnder interferometer (MZI), Michelson 

interferometer (MI), and Sagnac interferometer (SI). The principle of XPM is explained 

through its application as a wavelength converter in which MZI configuration is 

employed. Some variations of the MZI configuration such as polarization-descriminating 

symmetric Mach-Zehnder (PD-SMZ), delayed interferometer etc. have been discussed. 

Then the physics origin of FWM and its applications are introduced. In the end, the NPR 

effect and its applications in all-optical signal processing such as wavelength converter 

and optical signal regenerator, de-multiplexer, and optical logic gate have been reviewed.  

Chapter 5 introduced and discussed two kinds of numerical models for studying the 

characteristics of SOAs, namely system level and device level SOA models. The 

classification of SOA theoretical models has been discussed and two basic equations, the 

propagation equation and carrier density rate equation, which are employed in both 

system and device level models, have been deduced. In particular, the propagation 

equation used in this thesis has been compared with the ones in other publications, the 

underlying consistency has been established. Based on these, the system level model has 

been introduced and applied into studying the all optical wavelength conversion using a 

SOA. Depending on travelling directions of pump and probe lights, the system model has 

been classified into co-propagation and counter-propagation models. The simulated 

wavelength conversion achieved by cross gain modulation (XGM) in the SOA has been 

performed in both co-propagation and counter-propagation models. The co-propagation 
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system model has also been employed to numerically study the gain compression effect 

of the SOA. It is clear that the model is demonstrating similar dynamic behaviour to that 

observed experimentally, which proves the model is capable of studying the 

characteristics of SOAs. Then the direct modulation response of a SOA is investigated 

using modified system level model. The numerical results show that increasing the length 

of active region or unsaturated material gain coefficient would improve the modulation 

response of the device. The remainder of the chapter discussed the device level SOA 

model. It starts with the review of material gain coefficient for a semiconductor optical 

device. An improved material gain expression was introduced, This was based on the 

wideband material gain expression defined from the Fermi’s Golden rule. It also takes the 

intraband relaxation effect into consideration. Further a detailed device level model is 

introduced taking into account the propagation of ASE in the SOA, and an efficiency 

improved steady-state numerical algorithm are highlighted. Based on this detailed 

wideband model, the output ASE spectrum under different bias currents is simulated. As 

the bias current increasing, the output ASE power increases significantly, and the peak 

wavelength of the spectrum moves towards short wavelength because of the band filling 

effect. It is also noticeable that the gain ripple becomes more obvious under high bias 

current which is consistent with the simulation result from Chapter 2. The device level 

model also studied the steady-state gain characteristics of SOA. It is shown that directly 

changing the bias current of a standard SOA is not a good way to achieve gain control 

since the output saturation power (Psat) changes significantly. 

Chapter 6 reports on an adjustable gain-clamped semiconductor optical amplifier (AGC-

SOA) designed to maximize the output saturated power while adjusting gain to regulate 

power differences between packets without loss of linearity. The characteristics of the 

AGC-SOA are studied both numerically and experimentally. First of all, the existing 

numerical models for GC-SOAs are reviewed, and it is clear that these models are not 

suitable for the proposed device. Thus, a new numerical model has been proposed for the 

AGC-SOA which is based on the device level SOA model introduced in Chapter 5. 

Based on the simulation results obtained using the model, the power of internal counter-

clockwise ASE increases rapidly within the first 3 loops of roundtrips and then stabilises. 

Since the cavity round trip time is ~1.7 ns, this implies stabilising the travelling ASE 

power in the loop takes between 1.7-5.1 ns (several round trips). By reviewing the SOA2 

output ASE spectrum at different loop transits, it can be seen that the ASE in the S-band 

is weakened after every roundtrip and finally became negligible. However the ASE 

within the L-band is amplified after every roundtrip and the spectrum becoming sharp 
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and narrow, which accounts for gain clamping. The variation of the gain with clamping 

SOA drive current is modelled over a range of clamping currents to corroborate that the 

model faithfully reproduced the experimental behaviour of the AGC-SOA. The 

maximum output power at gain saturation (Psat) and noise figure (NF) performances are 

also modelled, which broadly agree with the experimental results. Then the dynamic 

behaviour of the AGC-SOA is simulated which implies the gain can be adjusted within 

one or two transit times of the clamping mode, i.e. with nanosecond timescales. The 

following experimental verifications have proved the gain modulation and settling within 

two bit periods of a 1.25 Gbit/s data signal. Therefore, it is clear that the gain of AGC-

SOA would be dynamically modulated in response to changes in packet amplitude in 

PONs. 

Future Work: 

1. The detailed dynamic numerical model of the AGC-SOA can be established to 

study in-depth dynamic performance of the device, e.g. frequency response, so as 

to optimize the device to support high speed gain modulation. 

2. The experimental work would carry out the BER measurements on dynamically 

regulated packets using AGC-SOA. This is not trivial and was considered out of 

scope of the present thesis.  

3. The model that have been developed for standard and gain clamped SOAs can be 

applied to reflective SOAs to give a greater appreciation of their operation, 

particularly under modulation. 
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 Appendix 

Table 1 The SOA parameters used in the simulation. 

Symbol Parameter Value 

Lc Central active region length 400 μm 

Lt Tapered active region length 200 μm 

d Active region thickness 0.4 μm 

W Active region width 0.4 μm 

y Molar fraction of Arsenide 0.892 

Г Confinement factor 0.15 

R1 Input facet reflectivity 5×10
-5 

R2 Output facet reflectivity 5×10
-5

 

ηin Input coupling loss 3 dB 

ηout Output coupling loss 3 dB 

K0 Carrier independent absorption loss coefficient 6200 m
-1 

K1 Carrier dependent absorption loss coefficient 7.5×10
-21

 m
2 

nr Active region refractive index 3.22 

Arad Linear radiative recombination coefficient 1.0×10
7
 s

-1
 

Atr 

Linear nonradiative recombination coefficient 

for traps and surface effect 
3.6×10

8
 s

-1
 

Brad Bimolecular radiative recombination coefficient 5.6×10
-16

 m
3
/s 

Caug Auger recombination coefficient 3×10
-41

 m
6
/s 
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Table 2 Parameters used in the system level model. 

Symbol Parameter Value 

L Active region length 1000 μm 

d Active region thickness 0.1 μm 

W Active region width 1.2 μm 

Nt Transparent carrier density 0.9×10
24

 m
-3

 

Г Confinement factor 0.15 

gN Differential gain 2.5×10
-20

 m
2
 

λref Peak wavelength at transparency 1605 nm
 

γ2 Constant determining the gain bandwidth 7.4×10
18

 

γ3 
Constant accounting for the asymmetry of the 

gain curve 
3.155×10

25
 

k0 Constant characterizing the gain peak shift 3.0×10
-32

 

α Internal loss 2×10
3
 m

-1
 

nr Active region refractive index 3.5 

C1 Surface and defect recombination coefficient 1×10
8
 s

-1
 

C2 Radiative recombination coefficient 2.5×10
-17

 m
3
/s 

C3 Auger recombination coefficient 9.4×10
-41

 m
6
/s 

TB Period of a pulse 2
7 

C Duty cycle 1 
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Table 3 Device parameters used in the AGC-SOA simulation. 

Symbol Parameters SOA1 SOA2 

Lc Central active region length 400 μm 840 μm 

Lt Tapered active region length 200 μm 160 μm 

d Active region thickness 0.4 μm 0.1 μm 

W Active region width 0.4 μm 1.1 μm 

y Molar fraction of Arsenide 0.892 0.816 

Г Confinement factor 0.15 0.15 

R1 Input facet reflectivity 5×10
-5 

1×10
-5

 

R2 Output facet reflectivity 5×10
-5

 1×10
-5

 

ηin Input coupling loss 3 dB 2 dB 

ηout Output coupling loss 3 dB 2 dB 

K0 
Carrier independent absorption 

loss coefficient 
6200 m

-1 
3000 m

-1
 

K1 
Carrier dependent absorption loss 

coefficient 
7.5×10

-21
 m

2 
6.83×10

-21
 m

2
 

nr Active region refractive index 3.22 3.56 

C1 

Recombination coefficients 

3.7×10
8
 s

-1  

C2 5.6×10
-16

 m
3
/s 

C3 3×10
-41

 m
6
/s 

α 
WDM coupler pass band insertion 

loss 
0.5 dB 

  

  


