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Glossary

Cognitive Workload is a level of measurable mental effort of an individual in re-

sponse to a cognitive task. In the current work cognitive

workload is measured based on the interaction of an infor-

mation seeker with different conversational agents.

Conversational State
Tracking

is an act of determining at each turn of a conversation what

action the user wants to accomplish at this point of conversa-

tion. Examples of user actions include requesting information

or confirming a time for a booking.

Decision Theory is an approach to judgement and decision making. It focuses

on the subjective expected utility of a person’s actions. In

this thesis it is considered in terms of benefit that different

conversational agents can bring to information seeker.

Elicitation is a question-asking activity in conversation. Its explicit func-

tion is to request information.

Goal-Oriented Task is a task in which a participant is expected to accomplish a

certain goal. For example, booking a flight is considered as

a goal-oriented task.

Interlocutor is someone who takes part in a conversation.

Mixed Initiative (in a conversation) is an act of switching initiative between

participants where they decide what action to take next.

Revealment is an activity of presenting (revealing) information.

Search Space is the space of all available options that a participant can

choose from during a simulated search scenario.

Short Term Memory is an individual’s capacity for holding a limited amount of

information in mind in a readily available state over a short

period of time. The estimated span of short term memory is

considered to be around 18 seconds [129].
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Slot-Filling System is a system that extracts values of certain types from user

utterances that are required for attributes of a query (slots).

An example of a slot-filing action for a restaurant booking is

finding the date and time or the reservation and number of

people who will be dining.

Statefulness (in the context of conversation) is the ability of an agent to

maintain conversational state and attend to the information

provided over the course of the conversation.

Usability the capability of the system to be used easily and effectively

by a user in order to fulfill the specified certain task in a

given scenario. The term was coined by Shackel (cf. [142]).

User Search Experience is the measure of interaction with a conversational agent that

is based on participants’ perception of the agent and its per-

formance in a goal-oriented task. In the current research,

user search experience is evaluated via subjective measures

(cognitive workload and satisfaction) and objective measures

(interaction metrics and performance).

Voice-only (in the context of search activity) is a type of interaction

that is conducted exclusively though the medium of speech

without any graphical interface.

Wizard of Oz (in the context of human-computer interaction) is an inter-

active system simulation technique where a human acts as a

system while the user thinks they are interacting with a soft-

ware agent. The term is attributed to Dahlbäck et al. [38].

Working Memory is a model proposed by Baddeley and Hitch [13] that fo-

cuses on how memory is applied towards achieving goals and

problem solving. The model contains three elements: (1)

central executive, (2) phonological loop which stores acous-

tic information and (3) visuospatial sketchpad which holds

visual information. The role of the central executive is to

manipulate the information stored in the phonological loop

and visuospatial sketchpad.
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Abstract

Conversational search has recently become established as a new information search

paradigm. Increasing numbers of people are using smart speakers and virtual per-

sonal assistants to access information online. Given the substantial increase in the

usage of devices that feature conversational agents, it is timely to explore the im-

plications that they have on user search behaviour.

This thesis explores how conversational search agents impact on user search experi-

ence and outcomes for goal-oriented tasks. Our enquiry is inspired by the premise

that a fully conversational agent equipped with memory could lead to a better user

search experience than an agent that is based on a slot-filling paradigm which rep-

resents the current state of the art. This dissertation presents three Wizard of Oz,

lab-based studies that explore a series of conversational agents that differ in their

ability to preserve conversational state and employ a different degree of conversa-

tional initiative. The goal of this research is to get a better understanding of how

different ways of presenting information impact on user search experience in terms

of cognitive load, satisfaction with the agent, time required to complete the task

and overall performance.

In the first study, we address the problem of an agent’s statefulness, which is the

ability to preserve and account for the information presented by the user without

the need to repeat it. Specifically, through a series of interactive search tasks, we

evaluate how agent’s memory improves user search experience. In the second study,

we focus on mixed-initiative in conversation, by evaluating how different ways of

eliciting information and presenting it back to the user (revealment) impact upon

user search experience. In the third study, we further explore the role of mixed-

initiative by evaluating agent’s ‘proactivity’ (i.e. the search involvement that goes

beyond the original scope of the query) on user search experience. Finally, we

compare the insights from all of the three studies and assess how differences in

search task design and the mode of delivering the studies (lab-based vs. deployed

online) impact upon experimental outcomes.

Overall, the contribution of the research presented in the current thesis is threefold.

Firstly, it provides a validation of theoretical frameworks of conversational search by

empirically investigating the impact of agent’s memory and mixed initiative on user



search experience. Secondly, it provides insights into the efficacy of alternative ways

of eliciting information and presenting search results during conversational search.

Thirdly, it contributes towards a more robust evaluation of conversational agents

by developing a spectrum of conversational strategies and reflecting on the impact

of the design of goal-oriented search tasks.
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PART I:

Thesis Outline, Background and Methodology





Chapter 1

Introduction

Conversational Search has recently emerged as a new information retrieval paradigm [154].

Although previous research considered theoretical aspects of accessing information via voice

[126,156,162], little work has been dedicated to a practical evaluation of how to present infor-

mation back to the user and how to evaluate the impact of different information presentation

techniques on user search experience. This thesis addresses this gap by investigating how differ-

ent conversational agents differ in their potential to maximise user performance while minimising

required cognitive effort. In particular, it aims to answer the question: ‘How much would a

truly conversational agent with the ability to preserve state (memory) and conver-

sational initiative improve user search experience compared to a stateless, passive

voice search system?’ The answer to this question will be provided based on the results of

three Wizard of Oz studies (presented in Chapters 4, 5 and 6) where different conversational

agents were evaluated interactively via simulated search scenarios. We will further compare

different experimental setups and discuss the impact of task complexity (see Chapter 7) on user

search experience.

1.1 Motivation

There is a general assumption that natural speech conversational search agents are more us-

able and user friendly than slot-filling based agents (current state-of-the-art) that provide pre-

programmed responses (cf. [106]). Regardless of its prevalence, however, this assumption is

rarely investigated empirically. Recent theories [126, 156] outline the qualities that a search

agent should have in order to be considered ‘conversational’, however, due to technological

limitations (e.g. reinforcement learning limits agent’s capabilities to user simulations that it

was trained on [32]) a full and robust implementation of such agents is still infeasible. Conse-

quently, due to the lack of empirical evaluations, little is known regarding the potential impact

of conversational agents on user search experience regarding: cognitive workload, satisfaction

and task performance. In this PhD, I seek to narrow this gap in knowledge by conducting

a series of interactive user experiments where participants interact with conversational search
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agents, simulated by a human, to accomplish a series of goal-oriented search tasks. The three

studies (presented in Chapters 4, 5 and 6) provide both quantitative and qualitative insights

into the impact of different conversational agents on user search experience.

As recently noted by Trippas: [154, p.16] ‘[...]the IR community lacks a broader insight into

how users will engage with these highly interactive search systems and which components may

be involved. These insights in turn are required in order to make a highly interactive and usable

system.’ This thesis seeks to address this gap via three interactive studies that evaluate the

impact of a conversational agent’s memory, and aspects of mixed initiative (i.e. information

presentation strategies and pro-activness) on user search experience.

1.2 Context

We consider conversational agents in the context of goal-oriented search scenarios, i.e. scenarios

where the user has to accomplish a specific goal such as booking a flight. In the current work, the

term ‘user search experience’ comprises cognitive impact, the user’s satisfaction with a search

system and task performance (a more detailed explanation of search experience is provided

in Section 3.4). The purpose of interaction with the system is to achieve a certain goal (e.g.

booking a service or finding a product etc.) rather than an information seeking task. In all

studies presented in the current thesis, the tasks are conducted exclusively through the medium

of voice, with no visual feedback being provided.

1.3 Research Questions

In order to provide the answer to the overarching question: ‘How much would a truly

conversational agent with ability to preserve state (memory) and conversational

initiative improve user search experience compared to a stateless, passive voice

search system?’, the current thesis explores the following sub-questions:

1. How does a stateful conversational agent1 (with a memory component) differ from a

stateless conversational agent2 with regards to: (a) Cognitive load, (b) Satisfaction with

the Agent, (c) Task performance, and (d) Interaction time?

2. How do different information elicitation (passive vs. active) and revealment (summary vs.

listing) techniques impact on user search search experience in a goal-oriented task with

regards to: (a) Cognitive load, (b) Satisfaction with the Agent, (c) Task performance,

and (d) Interaction time?

1An agent that keeps track of the state of interaction, by setting values in a designated storage field.
2An agent with no record of previous interactions, it handles each request individually, based only on infor-

mation that comes with it.
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3. How do agents that proactively elicit search criteria (proactive elicitation) and proactively

recommend search results that are outside the original scope of the user’s query (proactive

recommendation) vary in terms of their impact on: (a) Cognitive load, (b) Satisfaction

with the Agent, (c) Task performance, and (d) Interaction time?

1.4 Contributions

The principal contributions of the current PhD are based on Wizard of Oz studies. Through

three interactive user experiments, we demonstrate how conversational agents with different

levels of conversational involvement (passive, active and proactive) impact on user search ex-

perience in goal-oriented tasks. The contributions of this thesis are summarised below.

This thesis:

1. Investigates the impact of agent’s memory on user search experience by comparing a

conversational agent that maintains conversational state (stateful CA) with an agent that

does not (stateless CA) - based on the answer to research question 1.

2. Investigates the impact of the degree of initiative and conversational involvement of the

agent on user behaviour - based on the answer to research question 2 and 3.

3. Offers qualitative insights regarding user expectations of conversational agents - obtained

via semi-structured interviews with participants.

4. Proposes a set of goal-oriented search scenarios (provided in Appendix E) to evaluate the

impact of conversational agent behaviour on user search experience.

5. Proposes a spectrum of conversational search strategies (discussed in Section 3.3.1). The

strategies aim to provide a set of detailed rules on how to elicit and reveal information in

a goal-oriented task - based on research question 2 and 3.

The current work has several implications. Firstly, it illustrates, in a practical way, how a

stateful conversational agent could impact user search experience compared to an agent based on

slot-filling architecture. Secondly, conceptually, it proposes a standardised method of presenting

information that addresses the problem of the transitory nature of speech and highlights trade-

offs between different information presentation strategies. The aim is to ensure that the user

gets the best possible understanding of the search space without getting overwhelmed with

information. Finally, methodological implications include: the development of goal-oriented

search tasks and the design of a balanced space of search options that can be used in future

experiments, as well as the Pareto-frontier evaluation metric (further discussed in Section 3).

In summary, the findings of the current thesis should enable conversational designers to

develop more usable conversational agents and provide them with tools to make their evaluation

more robust and standardised.
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1.5 Thesis Outline

The current thesis is organised into the following parts and corresponding chapters.

PART I: Thesis Outline, Background and Methodology

Chapter 1 - Introduction: provides the outline of the thesis, explains challenges in

evaluation of conversational agents, and discusses contributions of the thesis.

Chapter 2 - Background: contextualises research that relates to conversational search

agents, including insights from the fields of human-computer interaction, signal processing and

information retrieval. Chapter 2:

(1) provides a definition of a conversational search paradigm as an instance of an interactive

information retrieval and contrasts it with the traditional, static information retrieval,

(2) provides challenges for implementing conversational agents that arise from the complexity

of human language,

(3) introduces Radlinski and Craswell’s Theoretical Framework of Conversational Search [126]

and its expansion by Azzopardi, Dubiel, Halvey and Dalton [11], and

(4) summarises recent interactive user studies that focus on the evaluation of conversational

agents.

Chapter 3 - Methodology: explains Wizard of Oz methodology, provides details of the

general experimental setup for all of the studies, characteristics of the search tasks and an

explanation of both qualitative and quantitative metrics used for evaluating conversational

agents.

PART II: Three Wizard of Oz studies, investigating aspects of agent’s memory (Study

1) and mixed-initiative (focusing on information presentation strategies (Study 2) and agent’s

pro-activness (Study 3)).

Chapter 4 - Investigating Memory Component of Conversational Agents: The

first Wizard of Oz study provides an empirical comparison between a slot-based, stateless

conversational agent (that represents the state-of-the art) and a stateful conversational agent,

and evaluates their impact on user search experience. User search experience is evaluated

both quantitatively (user performance metrics) and qualitatively (insights from semi-structured

interviews). – The focus of this experiment is on the impact of the ‘Memory’ element of the

Theoretical Framework of Conversational Search [126].

Chapter 5 - Eliciting and Presenting information via Audio-only channel: The

second Wizard of Oz study where the focus is on eliciting and presenting information by a

conversational agent. We propose a spectrum of conversational search strategies and empirically

evaluate them in a series of interactive search scenarios. – The focus of the experiment is on

the impact of the ‘Mixed Initiative’ element of the Theoretical Framework of Conversational

Search [126] .
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Chapter 6 - Proactive Conversational Agents The third Wizard of Oz study focuses

on the impact of proactive conversational agents. The study focuses on how proactive elicita-

tion and recommendation of search results by a conversational agent impacts on user search

experience – The study further explores the ‘Mixed-initiative’ in search, where users delegate

more of their search agency to the agent.

Chapter 7 – Comparison of 3 Wizard of Oz Studies: - this chapter compares the

impact of different experimental setups and search task design on user search experience. The

chapter also makes recommendations for design and development of conversational search tasks

agents based on the results of three interactive WOZ studies.

Venn diagram 1.1 illustrates the three aspects of conversational agents and their impact on

user search experience that are covered in Chapters 4-7.

Figure 1.1: Contribution of each chapter to addressing the three main components of a conver-
sational agent.

PART III: Conclusions

Chapter 8 – Conclusions - concludes the research presented in this PhD thesis, acknowl-

edges its limitations and makes recommendations for future work.

Finally, the thesis contains five appendices with complementary information about par-

ticipant information sheets and consent forms (Appendix A), questionnaires for three studies

featured in the thesis (Appendix B), interactive dialogue excerpts (Appendix C) additional

material (Appendix D) and search scenarios used in all of the studies (Appendix E).
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Chapter 2

Background

The development and evaluation of conversational agents spans a number of areas, including In-

formation Retrieval (IR), Human-Computer Interaction (HCI), computational linguistics and

cognitive science. This chapter introduces the key terminology and background information

required to understand the mechanics of goal-oriented, conversational agents and methods of

their evaluation. First, Section 2.1 provides a brief historical context for the concept of a con-

versational agent. Next, Section 2.2 presents ‘conversational search’ as an interactive search

paradigm and explains how it differs from traditional information retrieval. In Section 2.3,

we discuss search models with a special focus on dialogue acts theory and its relevance to

conversational search. Then, in Section 2.4 we look at the challenges that the complexity of

human language poses to conversational search systems - and illustrate how spoken language

understanding works based on a goal oriented task. Next, in Section 2.5, we present several

conversational search frameworks. Section 2.6 presents relevant work on evaluation of conver-

sational agents. In Section 2.7, we explain how the current thesis combines different evaluation

metrics used in previous work to answer the research question. Finally, Section 2.8 provides a

summary of the current chapter.

2.1 Inception of Conversational Systems

The idea of seamlessly communicating with a computer system via voice has a long history.

Conversational systems have been featured in sci-fi movies such as Space Odyssey 2001, Star

Trek and Interstellar, just to name a few examples. Futuristic visions presented such systems as

intelligent companions capable of supporting humans with a variety of navigation and planning

tasks. In 1987, Apple proposed Knowledge Navigator, a device that allowed natural language

interaction for carrying out searching, planning and communication actions [140]. The con-

cept was received with great enthusiasm [140]. However, implementation proved impossible

due to technological limitations of the time, including (among the other issues) low accuracy

of Automatic Speech Recognition (ASR) and limited computing power. 24 years later, the

project returned as intelligent assistant, Siri, but the range of tasks that it was capable of was
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still nowhere near the vision laid out in the Knowledge Navigator project. Siri had problems

dealing with complexity of language, i.e.: maintaining coherent conversation and co-reference

resolution [36,98].

Continued technological development allowed conversational agents to improve. In May 2018,

during the Google I/O developer conference 1, the company showcased Duplex [92], its auto-

mated conversational system designed to make restaurant bookings via phone. Duplex stunned

the audience by its ability to hold a natural language conversation with a human operator

in a realistic and smooth manner. Not only was the system able to perfectly understand

the interlocutor (a high accuracy ASR) but it also responded in a perfectly natural sounding

way (intelligible text-to-speech (TTS)). Although, it was later revelled that Duplex was not

completely autonomous, with human operators still monitoring the phone line and ready to

intervene when the conversation did not go the right way [26]. Regardless of its limitations,

Duplex demonstrated that for clearly defined tasks that do not require excessive exploration

and negotiation, the conversational agent is commercially feasible.

2.1.1 Conversational Search Systems of the Past

Although the wide-spread availability of commercial conversational agents is a relatively recent

phenomenon it was underpinned by decades of intensive research on dialogue systems [32]. Early

examples of conversational search systems include THOMAS [112], a reference retrieval program

that supported users in selecting documents without the need to explicitly formulate the queries.

THOMAS supported the search process by asking user questions and presenting suggestions. At

the end of the question-answering process, the program presented the user with relevant results.

In the 1980s Croft and Thompson proposed Intelligent Intermediary for Information Retrieval

(IR3) [37] that was modelled to reflect an expert intermediary. Contrary to a traditional

information retrieval system in which the user was limited to one retrieval strategy (a query),

the IR3 helped the user to expand their domain knowledge, provided explanation, enabled

browsing, retrieval and evaluation. The system could also confirm or request more information

from the user.

2.2 Conversational Search Paradigm

As stated by Anand et al.: ‘The conversational search paradigm promises to satisfy information

need using human-like dialogues, this kind of ‘information-providing’ dialogues will increasingly

happen en passant and spontaneously.’ [3, p.34] In this section, we will provide a definition and

characteristics of a conversational search paradigm (Section 2.2.1), highlight how it differs from

a traditional information retrieval paradigm (Section 2.2.2) and explain how conversational

1https://events.google.com/io/ (last accessed on the 30th October 2020)
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search systems can be evaluated using an interactive information retrieval approach (Section

2.2.3).

2.2.1 Defining Conversational Search

In this thesis, we use the definition of a conversational agent by Radlinski and Craswell who

define it as ‘a system for retrieving information that permits a mixed-initiative back and forth

between a user and agent, where the agent’s actions are chosen in response to a model of current

user needs within the current conversation, using both short- and long-term knowledge of the

user.’ [126, p.4]. The authors further highlight that such a system needs to take an active

part in a conversation with the user (mixed-initiative) and keep track of information provided

(memory) to enable the efficient execution of various information retrieval tasks.

From the perspective of IR, the purpose of conversational search is to accomplish a specific

goal such as retrieving information, booking a flight, checking news via means of conversation,

etc. The notion of an information exchange between interlocutors (conversational parties) is

crucial. In conversational search the agent and the user alternate turns between each other to

accomplish a specific task. During conversational search there are two main actions that a user

or an agent can take, namely:

1. Elicitation - which concerns how to clarify the information need by asking questions and

checking current understanding.

2. Revealment - which concerns how the knowledge or information should be presented.

Conversational search departs from a traditional information retrieval paradigm, where user

queries are submitted to a search engine which provides answers and allows for query refinement.

Unlike a traditional interaction paradigm, conversational search allows users to formulate their

queries via voice. Due to its dynamic and interactive nature, as well as the need to deal with

ambiguities of language, conversational search presents a number of challenges (cf. [32]).

In the following Section (2.2.2), we will provide a more detailed explanation of the dif-

ferences between a traditional information retrieval paradigm and conversational search, and

then discuss interactive information studies as relevant tools to evaluate conversational systems

(Section 2.2.3). In the current thesis, the terms Conversational Agent (CA) and Conversational

System will be used interchangeably.

2.2.2 Conversational Search vs. Traditional Information Retrieval

Conversational search (CS) differs from the traditional browser-based search paradigm (illus-

trated in Figure 2.1) due to its interactive nature. In CS, the system can be actively involved

in the search process and proactively resolve a user’s information needs via conversation. Con-

trary to a query-response paradigm where results are displayed as a list, CS enables users to

interactively clarify their information needs and to critique the results provided.
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Figure 2.1: A simplified diagram of the information access model. User actions are represented
by white squares, the black square symbolises system action and the green hexagon denotes a
decision point.

Conversational search assumes a multi-turn, verbal interaction between the user and the

system. Both the user and the system can take the initiative, while the system keeps track

of what happened earlier in conversation (state tracking). A user’s information need can be

expressed, formalised and elicited through the means of natural language conversational inter-

actions. The system proactively supports the user’s search process and provides responses that

are relevant to the context and cognitively processable. Contrary to CS, traditional information

retrieval paradigm is more rigid in its form.

2.2.2.1 Traditional Information Retrieval

Information Retrieval (IR) concerns how information (in the form of documents) is stored,

organised and accessed (cf. [14, chapter 1]). The challenge for the user is to present the infor-

mation need in the form of a query that can be understood by the system. In its basic form,

the information need is typically presented as a set of key words which summarises the user’s

information need. The goal of the IR system is to relay the information back to the user in a

timely and concise manner to satisfy their information need [14].

Ad-hoc retrieval is a standard IR task. In such a task, the system aims to provide documents

from within the collection that are relevant to an arbitrary user information need that was

provided to the system in the form of a one-off, user-initiated query. The user is required

to translate their information need into a query language supported by the system. In a

conventional IR system, the user provides a set of words that convey the meaning (semantics)

of the information need.

The spectrum of IR studies is presented in Figure 2.2. At one end of the spectrum, IR

research concerns the investigation of computer algorithms and system architectures (system

focus), at the other end, there is a human-centered approach that is focused on trying to

understand how people use information search systems and how they interpret the information

provided by the system.

Since the topic of the current PhD concerns conversational search, which can be considered

as an instance of interactive information retrieval where a user interacts with a search system

via voice, the discussion of traditional information retrieval measures will not be considered in
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Figure 2.2: Spectrum of interactive information retrieval studies figure adapted from [81].

the current thesis. Instead, in the following subsection, we will provide a detailed discussion

of interactive information retrieval studies that can serve as a means for testing conversational

systems.

2.2.3 Interactive Information Retrieval

While traditional IR studies focus on the performance of retrieval systems, in interactive in-

formation retrieval (IIR) the focus is on user behaviour and experiences: including physical,

cognitive and affective features of interaction [81]. IIR encompasses many disciplines, includ-

ing psychology, information and library science and human-computer interaction (HCI). The

need for human evaluation of IR systems was recognised early by pioneers of the field such

as Salton [133] who emphasised the importance of user perceptions and attitudes, or Clever-

don who [30] identified user effort as a viable measure of IR system performance that can

complement precision and recall.

The need for an interdisciplinary approach to IIR is highlighted by Kelly, who argues: ‘The

inclusion of users into any study necessarily makes IIR, in part, a behavioural science. As a

result, appropriate methods for studying interactive IR systems must unite research traditions

in two traditions which can be challenging.’ [81]. Consequently, due to its multidisciplinary

nature, one of the major challenges in IIR research is the lack of standardised metrics and

limited guidance on how to conduct research studies.

Toms [152] noted that the development of IIR into a separate research discipline was gradual

and included the following stages:

1. The focus of online searching shifted from an evaluation of search outcomes to testing

experimental variables and their impact on user performance. This was reflected in a

more systematic design of research protocols of human-based experiments.
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2. HCI studies emerged in the 1980s giving rise to user-center design, bringing more attention

to user requirements and intentions. Consequently, task-based design gained importance

in the process of system development and put more emphasis on system usability.

3. In 2000 Borlund [21] introduced the concept of the simulated work-task. This kind of

task provided a contextual situation which motivated the search problem.

4. Information retrieval shifted from satisfying topical relevance to meeting user specific

relevance. Overall, it was not the outcome itself but rather the process of getting to that

outcome that defined the final success. [152]

The complexity and difficulty of evaluating IIR studies was highlighted by Järvelin, who

pointed out that: ‘when one brings a human-actor (the user) into the information retrieval

setting, all standardisation of evaluation disappears. There is no single experimental design to

follow’ [74]. Järvelin highlighted that people use retrieval systems as they offer them support

in carrying out a specific task, arriving at a particular goal. Therefore, it is most relevant to

assess the subjective and objective benefits that such a system brings to their performance -

these are used as benchmarks of system quality. Due to the variability of real-life scenarios and

the large number of factors that need to be taken into consideration, easily measurable goals

need to be employed as proxies for any evaluation of information retrieval systems [74].

Järvelin proposed that in IIR experiments, the following variables should be examined:

• dependent variables: which are examined to observe the effects of independent variables

(e.g. evaluation metrics)

• independent variables: which are systematically varied in order to observe the responses

in dependent ones (e.g. varying information retrieval techniques to see the effect on

evaluation metrics)

• concomitant variables: variables that are fixed to prevent uncontrolled variation in the

results (e.g. test collections and topics)

• confounded variables (differ between users): knowledge, motivation and skills

According to Ruthven, IIR is shaped by two factors: (1) research on information seeking and

search behaviour and (2) research on new methods of interacting with electronic resources [131].

The merit of information seeking research is that it provides a broader context and sheds light

on decisions that are involved in finding information. These insights can then be used in the

design of systems that facilitate information access. Ruthven claimed that two aspects of search

task are most important to IIR: (1) background activity that motivates the need to search and

(2) the task to be fulfilled (e.g. obtaining resources or information). The support that the

system offers a searcher in completing their task while also helping them understand how it
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operates, are the pivotal factors in success and satisfaction. The key reason that IIR studies

should continue as a dedicated field of research is the unceasing creativity which characterises

human interaction with IIR systems [131].

In the current thesis interactive scenarios involving contextualised search tasks, inspired by

Borlund’s simulated-work tasks [21], are used to evaluate conversational search agents. In line

with the recommendations proposed by Järvelin [74], our evaluation considers both objective

(performance) and subjective (a user’s perception of the agent) metrics, and is referred to as

user search experience (see Section 3.4 for a more detailed explanation of evaluation metrics). In

order to provide a theoretical underpinning for interactive information retrieval, in the following

section we will discuss several information search models.

2.3 Information Search Models

Models of information seeking are used to explain information seeking actions, their motivation

and outcomes [175]. Models are derived from observations on how people searched for informa-

tion in an interactive task. Searching can either be done on their own or with intermediaries

(reference librarians, automated systems, etc.)

There is a core set of actions within the model that a user of an information system needs to

use to express their information need to a system. In IIR, the information seeking search model

process includes: submitting a query, examining the results and reiterating the search process

up until user’s information need is satisfied. The most-well known models include: Belkin ’s

anomalous states of knowledge [17], Saracevic’s stratified model of information retrieval [134],

Elilis’ behavioural approach to information retrieval system design [56], Kuhlthau’s model of

library search process [89] and Marchionini’s Information seeking in Electric Environments [101].

In conversational search, an information need is resolved via dialogue between the infor-

mation seeker and information provider (intermediary). The following section provides the

explanation of the concept of dialogue acts that is pertinent to conversational search.

2.3.1 Modelling Information Search through Dialogue Acts

According to Austin, each utterance spoken in dialogue can be considered as a dialogue act

that is performed by the speaker in order to communicate their intentions (cf. [8]).

The COnversational Roles (COR) model, proposed by Sitter and Stein [144], incorporates

dialogue acts into the information seeking process. In the COR model, information seeker and

intermediary interact through a set of dialogue acts, i.e. directive, commissive and assertive

in order to: ask, make and reject offers until the information need is resolved. The model,

presented in Figure 2.3, determines all legitimate types and sequences of possible dialogue acts

that correspond to predefined actions used in information seeking dialogue.
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Figure 2.3: COR Model - Diagram adapted from [144]. Seeker/intermediary roles are repre-
sented by A/B respectively. Circles represent dialogue states and are linked by arrows that
represent state transitions. Each transition corresponds to action taken by the seeker or inter-
mediary. Squares represent terminal states which mark the end of a dialogue.

In order to apply the COR model to information search activity two pre-requisites must be

met: (1) there needs to be a preexisting information need to be resolved and (2) both seeker

and intermediary must participate in dialogue until the information need is resolved [144]. The

COR model relies on the assumption that both conversation participants are able to fulfill each

other’s expectations completely and immediately [144]. This implies that the seeker (A) is

fully able to express their information need and the intermediary (B) can correctly interpret

it an take appropriate action. The inherent complexity of human language makes information

seeking though dialogue challenging as it requires clarifications and checking of understanding.

The following section will illustrate the complexity of human language based on an example

dialogue.
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2.4 Why is Conversational Search Challenging?

The dialogue below illustrates why interpreting the meaning of natural language can be a

challenging task for machines.

tars: [as Cooper repairs him] Settings. General settings. Security settings.

cooper: Honesty, new setting: ninety-five percent.

tars: Confirmed. Additional customisation.

cooper: Humor, seventy-five percent.

tars: Confirmed. Auto self-destruct sequence in t minus ten, nine...

cooper: Let’s make that sixty percent.

tars: Sixty percent, confirmed. Knock, knock.

cooper: You want fifty-five?

[a long, pronounced silence]

(INTERSTELLAR [109])

A successful conversation requires its participants to understand language not only at the

level of literal meaning of words and sentences (semantics) but also to incorporate the knowledge

about the world and contextual information, in order to be able to interpret implicit clues

and a speaker’s intentions (pragmatics). The example above is a dialogue from a sci-fi movie

Interstellar, where a NASA pilot Joseph Cooper calibrates the configuration settings of an

intelligent robot, TARS. The robot shows pragmatic understanding as it correctly interprets

the intention of Cooper. By asking: ‘You want fifty-five?’ Cooper implicitly tells TARS to

stop cracking jokes and, effectively, orders him to ‘shut up’. Although such a dialogue would

not pose any comprehension difficulty to an average human interlocutor, it is something that

present day Conversational Agents (CA) are still incapable of. However, in recent years we

have seen a lot of progress with CAs becoming more human-like. In order to understand why

this is the case let us consider the features of human conversation, and illustrate how dialogue

systems are designed to incorporate them.

2.4.1 Human Conversation

As summarised by Jurafsky and Martin [79], these are the following features of human conver-

sation:

• Turns: conversational partners make contributions sequentially by taking turns.

• Speech Acts: are used to communicate certain intentions: request, enquire, negate etc.

• Grounding: participants need to establish what they both agree on - common ground

[146]. It means that a speaker acknowledges what their conversational partner is saying.
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• Initiative: it is quite common in human-human conversation for the initiative to switch

between participants.

• Dialogue structure: in conversation there are adjacency pairs, a QUESTION is followed

up by an ANSWER, a PROPOSAL can be followed by an ACCEPTANCE or a REJEC-

TION. They can help an interlocutor to decide which action to take next. Dialogue acts

are sometimes separated by side sequences [75] or sub-dialogues. These interjections may

not be directly related to the main dialogue but request clarification or refer to a new

direction of conversation.

• Inference and Implicature: a speaker expects their conversational partner to draw

some inferences. In his theory of conversational implicature, Grice [67] proposed that

what enables hearers to draw inferences is that conversation is guided by a set of maxims,

general heuristics that play a guiding role in interpreting conversational utterances. One

such maxim, is the maxim of relevance which says that speakers attempt to be relevant,

rather than uttering random speech acts.

The fact that conversational partners need to seamlessly navigate all of the above features

in order for communication to be successful and natural, makes the design and implementation

of conversational agents a challenging task [79]. In the following section we will illustrate how

dialogue systems (fully automated instantiations of conversational agents) are implemented for

simple goal-oriented tasks.

2.4.2 Goal-oriented Dialogue Agents

Goal-oriented dialogue agents are designed to complete a particular task (booking a service,

looking up information) via conversation with a user. They include digital assistants on cell-

phones (e.g. Apple Siri, Microsoft Cortana etc.) or stand-alone devices (e.g. Amazon Echo,

Google Home etc.) The architecture of a goal-oriented dialogue agent is presented in Figure 2.4.

In order to navigate the complexity of human language, goal-oriented agents rely on a combi-

nation of different speech processing and dialogue management modules. At the beginning of

the interaction, the user utters a request. This utterance in the audio form is then converted

to text by the automatic speech recognition (ASR) module. Next, the recognised words are

transformed into meaning representation by the spoken language understanding module (SLU).

The output of the SLU is forwarded to the dialogue state tracker (DST) whose goal is to esti-

mate the current state of dialogue. The new dialogue state is then passed on to the dialogue

policy manager that decides on a suitable action to take. Finally, based on the output of the

policy manager, natural language generation (NLG) and text-to-speech (TTS) the user with

the agent’s response.
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Overall, the goal of the dialogue agent is to extract three elements form the user’s utterance:

(1) domain classification - what is the user talking about, (2) intent determination - what task

do they want to accomplish and (3) slot filling - extract the information that the user wants

the system to understand (cf. [79]). The concept of the dialogue state tracker is central to

conversational search as the CA needs to keep track of the dialogue history and correctly

estimate the current state of dialogue (e.g. keeping track of a user’s preference for type of food

or price range).

Dialogue state tracking is challenging due to the fact that errors at the beginning of the

conversation process - ASR, and SLU - are propagated down the pipeline and can lead to the

agent misunderstanding the user. Incorrect interpretation may lead to suggesting a different

service or making inadequate recommendations. For instance, the incorrect recognition of a

user’s utterance as Killermont street instead of Richmond street would result in an incorrect

assignment of departure place (FROM: slot) and consequently in the taxi being sent to the

wrong pickup point.

Figure 2.4: Architecture of a dialogue-state system for goal-oriented dialogue. This is a modified
version of diagram featured in Williams et al. [174]

Of course, thanks to significant improvements in ASR [181], dialogue agents are now capable

of handling simple tasks such as one-shot factoid queries that do not involve many conversa-

tional turns and preserving a conversational state over a long period [3]. Table 2.1 provides an

overview of different conversational search tasks along with the performance of currently avail-

able systems. As shown in Table 2.1, exploratory search and tasks that require more system

initiative and more turn-taking are challenging for the dialogue system.
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Table 2.1: Examples of Conversational Search Tasks.

Task Description Example Query Performance
Factoid
Queries [78]

Queries that do not require user to followup. ‘How tall is Ben Nevis?’ Good

Exploratory
Search [161]

Search task that requires more thorough exploration of
the topic. Comparing information from different sources.

‘Tell me about the impact
of the 2008 financial crisis on
Scottish Economy’

Poor

Open Domain
Conversation [130]

Open discussion about interests.
‘What was your favourite
subject at school and why?’

Poor

Product Search [177]
Finding a product/service and comparing it with available
alternatives.

‘I am looking for good hiking
boots.’

Mixed -
depending on
how much
exploration is
required

The importance that a conversational agent can handle a multi-turn conversation with a user

is reflected in recent theoretical frameworks that build up on the COR model. The following

section discusses the conversational search frameworks that are most relevant to this thesis.

2.5 Conversational Search Frameworks

There are only a few models that account for the ‘active’ role of the system in the information

seeking process [11,126,156,162]. In this section we will focus on the frameworks developed by

Radlinski and Craswell [126], and Azzopardi et al. [11] as they are the most closely related to

the current thesis.

2.5.1 Theoretical Framework of Conversational Search - Radlinski
and Craswell

Radlinski and Craswell [126] posit that in order to answer a variety of users’ information needs in

an efficient manner, the conversational system should: allow natural language requests, propose

search results and ask users for clarification if necessary. The user should be able to provide

feedback on the system’s suggestions, including negative feedback. Over time, the process

should allow the system to build a cumulative picture of the user’s information need over the

course of conversation, based on their query statements and relevance feedback. Consequently,

users do not have to repeat their information need.

Radlinski and Craswell put forward five properties that a search agent needs to have in

order to be conversational. The properties are:

1. user revealment where the user discloses to the agent their information needs,

2. agent revealment where the agent reveals what the agent understands, what actions it

can perform, and what options are available to the user,

3. mixed initiative where both the agent and the user can share the initiative and direct the

conversation,

4. memory where the agent tracks and manages the state of the conversation, the user’s

information need, etc., and,
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5. set retrieval where agent is able to work with, manipulate and explain the sets of op-

tions/objects which are retrieved given the conversational context.

The above properties are required so that the agent can facilitate a search by helping the

user formulate their information need and build expectations regarding its capabilities. During

the search process, the agent takes the initiative and uses memory to retain information relevant

to the query. Before presenting the results back to the user, the agent needs to reason about

the usefulness of the retrieved information and decide on what to present to the user. Crucially,

for the system to be truly conversational it must have memory and be able to maintain state.

This allows information to be elicited from the user in a piecemeal fashion as the conversation

progresses, rather than requiring the user to provide all the information upfront. The memory

component: (1) allows the agent to remember what was previously said by the user, or itself, to

help resolve the information need and (2) gives the user the option to explicitly reference past

information to indicate what statements are correct and what information should be forgotten

[126, p.4].

The conversation comprises a series of back and forth exchanges that consist of elicitation

and revealment actions, i.e. asking and providing information. Each time it is the agent’s turn

to speak, it will: (1) select an action to perform and (2) request that the user provide a specific

type of response. While Radlinski and Craswell [126] provided a general overview of possible

actions they did not specify the exact type of actions that are available to agents and users in

the interaction space.

2.5.2 Conceptualizing agent-human interactions during the conversa-
tional search process - Azzopardi et al.

Building on Radlinski and Craswell’s framework [126], Azzopardi et al.’s framework [11] pro-

vides specific examples of how information can be conveyed in conversational search. Before

presenting the results back to the user, the agent needs consider the usefulness of the retrieved

results and decide what it needs to present. Azzopardi et al. [11] assume that a conversational

agent has two goals: (1) to help the user resolve their information need and (2) to help the

user to understand the space of options that are available to the user. The goals are achieved

through specific actions and interactions that are available to a user and the agent.

The overview of actions and interactions is presented in Table 2.2. Azzopardi et al. [11]

assume that any information need has a related sub-set of information needs that are associated

with it. The ‘inquire actions’ are requests for revealing part of search space by agent to the user,

while ‘reveal actions’ concern how the information is presented between the interlocutors; the

agent discloses the information that it found to the user and the user makes their query more

specific as requested by the agent. Over the course of the conversation, the agent will need to

decide which way of presenting information is the most suitable (e.g. listing vs. summarising
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the results). The agent needs to actively update the state of the conversation, and, at some

point make a decision about whether to (1) continue eliciting requirements or (2) reveal the

options given the information need.

Table 2.2: An Overview of the Actions and Interactions available to User and Agent - as
proposed by Azzopardi et al. [11]
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Interrupt Suggest
Interrupt

Recommend
Hypothesize

Interrogate Explain
Understand Report
Explain Reason

Azzopardi et al. [11] argue that conversational actions and interactions should be employed

by the conversational agent so as to (1) ‘Minimise the Conversational Effort’ and (2) ‘Maximise

the number of the options provided so that users have a good overview of the search space and

can make an informed choice’. There is a tension between the two above goals as the capacity

of human working memory imposes limits on how information can be provided verbally without

overloading the user. In this thesis we consider the impact of different conversational actions in

terms of their cognitive implications, as well at the impact on satisfaction with presented options

and search performance. These factors are collectively referred to as user search experience

(discussed in Section 3.4 in more detail). Before progressing to a discussion of the methodology

employed in current research, let us briefly discuss relevant studies that have focused on an

empirical evaluation of conversational agents.
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2.6 Relevant Studies

In this subsection, we present relevant work that focuses on the evaluation of CAs from three

different perspectives, namely: (1) automated dialogue systems (Section 2.6.1), (2) sociolin-

guistics (Section 2.6.2), and (3) interactive conversational search studies where: (a) the CA is

simulated by a human or (b) two people who collaboratively seek information.

2.6.1 Dialogue Systems Evaluation

In current thesis, we consider a dialogue system (DS) to be a fully automated instance of a

CA that is based on a slot-filling architecture (cf. [79]). In the 1980s, the widespread under-

standing and application of the theory of Hidden Markov Models to speech processing fuelled

major improvements in the automatic recognition of continuous speech [125] that made spoken

interaction with computer systems feasible. Since then we have seen a rapid rise in research on

the development and evaluation of DS’s.

Task completion success is a core measure for evaluating the performance of dialogue sys-

tems. Related to DS performance are the efficiency cost (the measure of a system’s support

in resolving user queries) and the quality cost (the impact of speech processing modules that

affect users’ perception of the DS). Traditionally, efficiency metrics used for DS evaluation

were: total time of task completion (the shorter the better) and number of conversational turns

(the fewer the better), while the quality cost metric was the performance of the automatic

speech recognition (ASR) module [118, 141, 184]. PARADISE (PARAdigm for DIalogue Sys-

tem Evaluation) is a seminal evaluation framework by Walker et al. [167] that combines a set

of performance measures (i.e. user satisfaction, task success and dialogue cost) into a single

evaluation function. The PARADISE framework featured a survey with questions regarding:

(1) Text-to-Speech (TTS) Performance, (2) ASR Performance, (3) Task Ease, (4) Interaction

Pace, (5) User Expertise, (6) System Response, (7) Expected Behaviour and (8) Future Use

- that provided fine-grained insights into user satisfaction with the CA. Based on evaluations

conducted on the DARPA Communicator corpus [93] which contains a collection of dialogues

in a flight booking domain, the ‘Future Use’ question proved to be the best indicator of user

satisfaction, while the system turn duration was found to be the best predictor of performance

(cf. [166]). It should be noted that while the PARADISE framework enables a comparison of

different CAs based on task complexity, it does not reflect that some solutions may be better

than others. For instance, while a certain flight may get a participant to their destination

faster it would be considered as an equally good option as a longer flight. In order to address

this limitation, in the current thesis performance is evaluated in terms of ‘Pareto Optimality’

(explained in Section 3.4.2.1).

As the natural language processing capabilities of CAs improved (esp. ASR and natural

language understanding) the focus of evaluation shifted to the impact of different information
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presentation strategies on task success. Three notable approaches to CA information presenta-

tion are: (1) Summarise and Refine (SR) [117] where a large number of options is grouped into

small clusters that are summarised and presented to the user for further refinement , (2) the

User-Model based (UM) approach [104] which relies on decision theory techniques that are used

to present a small number of options that best match a user’s preferences and (3) the User-

Model based Summarize and Refine (UMSR) [40] that orders options for step-wise refinement

based on ranking attributes in the ranking model. Unlike UM, after presenting all the relevant

options to the user, USMR also provides the user with a brief account of the irrelevant options

to increase users’ confidence that they have thoroughly explored the search space. Demberg et

al. [41] conducted an interactive experiment in which they evaluated the USRM against the SR

approach. The experiment combined the use of performance metrics (task completion success,

duration of interaction and number of dialogue turns) with a subjective questionnaire regarding

the overview of the search space (see Figure B.3 for reference). Demberg et al. [41] found that

USRM led to fewer dialogue turns and a quicker completion time than SR. In terms of subjec-

tive metrics, although participants indicated a preference for USRM, the difference in ratings

did not reach a statistically significant level. In a related study, Polifroni and Walker [119]

developed different variants of the SR approach that differed in clustering methods and the

presentation of results. Polifroni and Walker [119] found that when many options were avail-

able, users preferred utterances that were generated based on the User-Model (i.e. tailored

specifically to requirements based on user profile: a tourist vs. person with knowledge of the

local area) rather than a generic summary of results.

Another strand of research explored the use of machine learning approaches for simulating

user dialogue behaviour (e.g. [63, 64, 70, 137]). In these approaches, models of user behaviour

are learned from corpora of human-computer dialogues in order to develop an optimal DS

interaction strategy [136]. DS interaction strategy is tested through trial-and-error against

different models of user behaviour. The performance of a dialogue system can be evaluated by

measuring the quality of dialogue or success of generated dialogue (e.g. in terms of the number

of filled and grounded slots) [136]. The score obtained with the learned strategy could be then

compared to the handcrafted interaction strategy or by running comparative studies between

different modelling techniques [137]. Over the last decade, statistical user simulation has played

an important role in improving the performance of dialogue systems and making them more

natural [1].

As discussed above, measures of evaluating DSs were mostly quantitative in nature and

concerned with the performance of system modules (e.g. ASR, TTS, dialogue manager etc.).

We will now turn to the field of socioliguistics which provides qualitative, user-focused methods

that can be used to explore how people communicate with conversational agents by analysing

semantic and/or pragmatic aspects of language.
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2.6.2 Sociolinguistics

Sociolinguistics is a discipline that is concerned with the relationship between language and

the context of its use [72]. Within sociolinguistics, among other approaches, we can distinguish

conversation analysis [132] and discourse analysis [169]. Both of these approaches draw from the

tradition of ethnomethodology [62], are qualitative in nature, and focus on analysing the func-

tional and sense-making properties of language [179]. While conversation analysis is focused on

observing the use of language in social interactions (i.e. how language is organised), discourse

analysis is concerned with the function of language (i.e. how language is used to accomplish

various goals) [179]. In this subsection, we will present previous research that employed con-

versational analysis, and briefly comment on relevance of a discourse analysis approach for the

evaluation of CAs.

Apart from Gilbert et al. [65] who examined the potential of conversation analysis in the

design of human-computer interaction, until quite recently, research in this area was scarce.

Examples of recent work on conversation analysis include: an exploration of interactions with

CAs on mobile devices [121], explication of how users attend to problems encountered during

interaction with Amazon Echo in a home setting [120], and investigation of interaction strategies

in human-robot interaction [114]. Using conversational analysis is helpful to understand what

strategies users employ to overcome problems that they encounter when communicating with

CAs, such as adjusting speaking style to improve the performance of automatic speech recog-

nition [114] or rephrasing and repeating requests to overcome communication problems [120].

While conversation analysis is based on the view that human language is neither formalisable

nor bound by rules [25], discourse analysis considers language in terms of ‘purposive joint

activities between two speech partners’ [169, p.29] that can be defined based on the goals of

the speech partners [99]. Walton and Krabbe [168] proposed a taxonomy that distinguishes six

types of dialogue based on its purpose, namely: (1) Persuasion, (2) Negotiation, (3) Inquiry,

(4) Deliberation, (5) Information-seeking, and (6) Eristics. Building on Walton and Krabbe’s

taxonomy [168], Macagno and Bigi [100] introduced the notion of ‘dialogue move’ to account for

the dynamic nature of individual goals that change over the course of the dialogue. Discourse

analysis could be used in information seeking tasks with CAs to better understand how a user’s

goals change over the course of the interaction. In particular, a product search where user is

required to explore a space of available options in order to make an informed choice, would be

suitable for this method of analysis.

We have presented relevant literature on the evaluation of conversational agents from the

perspectives of dialogue systems and sociolinguistics. The final section of the literature review

will cover interactive information seeking studies, the research area that is most closely related

to the topic of this thesis.
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2.6.3 Interactive Information Seeking

The summary of recent studies (since 2017, the beginning of my PhD) that focus on how

people interact with conversational search agents is provided in Table 2.3. The selection of the

studies was informed by a literature review conducted in the domain of conversational agents

for information retrieval. The studies are categories based on their type as: Wizard of Oz

(WOZ) - where the agent is simulated by a human [9, 15, 50, 52, 60, 82, 83, 164,165], or Human-

Human (H-H) interactive search studies where one person acts as seeker and the other is an

intermediary who has access to a search engine [150,157]. Each type of study can be delivered

via text, voice or a combination of these two modalities.

The focus of interactive conversational studies is on ascertaining how people behave and

interact with the agent, without imposing a pre-defined interaction policy regarding how par-

ticipants should act; instead participants are provided with search tasks and roles but not

explicitly instructed on how to complete them (cf. [102]).

It should be noted that while the studies presented in Table 2.3 provide important insights

into users’ interactions with conversational agents, they only account for some aspects of user

search experience (i.e. cognitive load, satisfaction and performance) but do not (with the

exception of [50, 52]) explore the interplay between these aspects while also accounting for

user feedback. In our research [50, 52], we provide a broader overview by exploring both the

impact of the system on a user’s cognitive load and satisfaction, as well as evaluating how

well the agent supports user performance and the execution of tasks. We also identify the

user’s requirements and expectations regarding conversational agents, by using semi-structured

interviews that follow the interactive part of each experiment (discussed in Sections 4.4.3, 5.5

and 6.5). Another contribution of the research presented in the current thesis are the insights

on the impact of variations in conversational task complexity and search criteria on the outcome

of the task - i.e. flight options selected by the users (presented in Chapter 7).
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Table 2.3: Summary of Recent Interactive Information Retrieval Studies in the Conversational
Search Domain.

Authors
(Year)

Study
Type

Modality Description

Avula et al.
(2018) [9]

WOZ Text

Avula et al. explored user engagement in a collaborative search scenario.
In the interactive search experiment, participants were provided with
information either by a dynamically intervening chatbot or a chatbot that
monitored the conversational channel. The results indicated that dynamic
chatbots enhanced users’ collaborative experience and that the bot’s intervention
type did not hugely impact users’ perception or engagement levels.

Barko-Sherif et al.
(2020) [15]

WOZ
Voice/
Text

Barko-Sherif et al. developed a conversational framework and evaluated it
empirically by similating a conversational agent for recipe recommendation
tasks. The participants who interacted with the agent tend to use more
human-like language when speaking to the agent as compared to typing.

Dubiel et al.
(2018) [52]

WOZ Voice

Dubiel et al. compared the impact of a passive vs. active conversational agent
on users’ cognitive load, satisfaction and performance in a goal oriented
task. They found that an active agent led to higher user satisfaction, less
cognitive strain and promoted more positive sentiment towards the agent.

Dubiel et al.
(2020) [50]

WOZ Voice

The study explored the role of different elicitation and revealment strategies
on user search performance. While there were no statistically significant
differences between how the strategies were perceived by users, there was
a difference in performance with active agents helping users to find
cheaper and faster flight options.

Frummet et al.
(2020) [60]

H-H Voice

Frummet et al. conducted an in situ experiment to collect conversationally
described information needs in a home-cooking scenario. The CA was simulated
by a human to facilitate a cooking task. The authors used word embeddings
to obtain deeper semantic representation of participants’ information need that goes
beyond the surface structure of the utterance. Interestingly, using stop-words
provided pragmatic insights that led to higher accuracy
in predicting the category of information need.

Kiesel et al.
(2019) [82]

WOZ Voice

Kiesel et al. explored how a conversational agent can suggest query corrections
to users during an interactive task. They found that users were more satisfied
when the system corrected them, even when correction attempts were unsuccessful.
The tone of clarification had an impact on the user satisfaction as well.

Kiesel et al.
(2020) [83]

WOZ Voice

Kiesel et al. conducted a focused user study to explore what an argument
search should look like. Participants interacted with a simulated voice
search system to fulfil their information needs. The results indicated that,
to trust the system, participants required the system to provide rich information on
the retrieved arguments along with source of information, supporting evidence
as well as have a background knowledge on the presented events or entities.

Thomas et al.
(2017) [150]

H-H Voice

Thomas et al. provided pairs of volunteers with information-seeking
tasks acting out the role of intermediary and seeker. The task was conducted
via VPN. The authors recorded the interactions of volunteers and used
video and audio feedback to analyse their effort, engagement and satisfaction.

Trippas et al.
(2017) [157]

H-H Voice
Trippas et al. conducted a study in which participants completed three
search tasks of different complexity in an acoustic only setting
. As the task complexity increased participants spend more time interacting.

Vtyurina et.al.
(2017) [165]

WOZ Text

In an interactive search scenario Vtyurina et al. compared how user
satisfaction, ability to find information, and ability to answer topical
quiz questions varies when interacting with a commercial chatbot compared
to a human or a simulated system. They found that participants were
significantly more satisfied when interacting with a human or a wizard
as opposed to an automated system.

Vtyurina and
Fourney

(2018) [164]
WOZ Voice

Vtyurina and Fourney explored the role of implicit conversational cues
such as ‘ok’ and ‘yeah’ on task completion in a cooking scenario.
Although the current generation of conversational assistants does
not tackle these cues they are a natural way in which users communicate
and should be identifiable by agents to make conversations with them more natural

Regardless of the recent explosion of interest, conversational search is still a nascent research

area with many open research questions. In particular, interactive outcome based search evalu-

ations are required to provide insights on the impact of different conversational search systems

on users’ search performance and the implications on cognitive workload (especially important

in the context of voice only interaction [182]). Also, to date, little work has addressed the prob-

lem of the design of goal-oriented search tasks that could be used to evaluate conversational

assistants [53]. The current thesis starts to address these gaps by seeking to provide an answer

on how to design more robust and user friendly voice-only CAs for goal oriented tasks.
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2.7 Research Goal

Conversational search frameworks proposed by Radlinski and Craswell [126] and Azzopardi et

al. [11], presented in Section 2.5, postulate that a CA should actively support a user during the

conversation search process to better understand the search space and resolve the information

need. The current thesis aims to provide an empirical bridge to the theory of conversational

search by investigating the impact of CAs with different levels of support on user search expe-

rience. Specifically, through three interactive information seeking studies (discussed in Chapter

4, 5 and 6), we investigate the impact of CAs on four key aspects of user search experience,

namely:

1. Cognitive Workload

2. Satisfaction with the Agent

3. Task Performance

4. Interaction Time

The selection of the four aspects of user search experience was informed by the literature re-

view, presented in Section 2.6. By exploring the impact of these four aspects we seek to answer

our overarching research question: ‘How much would a truly conversational agent with

the ability to preserve state (memory) and conversational initiative improve user

search experience compared to a passive, non-interactive slot-filling system?’ An-

swering this question will provide empirical evidence to validate theoretical frameworks [11,126]

and, in turn, help to improve the design of voice-only conversational agents. Firstly, investigat-

ing cognitive workload will provide a better understanding of the impact of different methods

of presenting information on users and explore the trade-off between the amount of information

presented and the effort in using the CA [158]. Secondly, satisfaction (understood as the ‘ful-

fillment of a specified desire or goal’ [81, p.120]) will serve as a proxy for overall contentment

with the CA [86,87,167] and an indicator of future use [49]. Thirdly, task performance will be

used to assess if a higher level of CA support could allow users to achieve better results (i.e. to

maximise their performance) [11, 167]. Finally, by looking at interaction time, we will explore

the impact of CAs on the efficiency of task execution (i.e. CA impact on minimising interaction

cost) [11,167].

The four aspects of user search experience are investigated through a combination of subjec-

tive and objective metrics (described in detail in Section 3.4). To provide a fuller understanding

of user search experience, in addition to the quantitative data, we also analyse participants’

feedback, gathered during semi-structured interviews that followed each interactive study. Qual-

itative feedback will serve as means of contextualising the obtained quantitative results and of

aiding our interpretation of participants’ behaviour during interactive tasks [42].

29



All interactive studies presented in the current thesis were conducted using a Wizard of Oz

(WOZ) framework [38] (explained in Section 3.2). The selection of the WOZ framework was mo-

tivated by its flexibility and potential to simulate multi-turn information seeking conversations

that require a thorough exploration of the search space and a comparison of results. Unlike an

automated dialogue systems approach, WOZ is not bound by the limitations of the individual

components of a system, such as Automatic Speech Recognition or Dialogue Manager. We are

mindful that our evaluation method is also subject to limitations. In Section 3.2, we will weigh

the WOZ up against alternative approaches to evaluating conversational agents.

2.8 Chapter Summary

This chapter provided background information about previous research on conversational search

and contextualised it within the area of information retrieval. This chapter:

• Provided a historical background on research on conversational systems; highlighting

improvements in speech processing technology that led to the development of dialogue

systems.

• Defined conversational search and explained how it differs from the traditional IR paradigm.

We explained that the interactive character of conversational search requires the active

participation of both intermediary and seeker.

• Introduced the Conversational Roles Model (COR) which conceptualised a set of actions

that could be taken by both intermediary and seeker in an information seeking dialogue.

• Explained challenges created for conversational agents by the complexity of human lan-

guage, arising from the fact that the meaning in conversation is built incrementally and

requires interlocutors to attend to information that is communicated at different stages

of conversation (memory) and act on it (initiative).

• Illustrated how dialogue systems work in practice by showing how different modules allow

to process spoken language and execute queries.

• Presented recent conceptual frameworks that build on the COR model and provide the-

oretical underpinning for the conversational search process; further highlighting the im-

portance of memory and initiative in conversation.

• Provided an overview of relevant studies with their findings and identified research gaps

that are addressed in the current thesis.

In the next chapter we will provide an explanation of the methodology that was used to

design and run our three studies, and discuss the concept of user search experience used to

evaluate conversational agents along with the corresponding metrics used in evaluation.
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Chapter 3

Methodology

This chapter provides a description of experimental methods used in this thesis. First, Section

3.1 introduces the concept of interactive system evaluation - providing insights from HCI and

IIR perspectives. Next, Section 3.2 describes a Wizard of Oz framework [38] as a tool for

evaluating conversational agents. Then, in Section 3.3 we provide an overview of the global

experimental pipeline used in the three Wizard of Oz studies featured in this thesis, along

with a description of search tasks, types of conversational agents used, and evaluation metrics.

Section 3.4 explains objective and subjective measures that were used to evaluate user search

experience. Finally, Section 3.5 provides a summary of the current chapter.

3.1 Interactive System Evaluation

Kelly argues that laboratory studies are useful in the process of development and evaluation of

information retrieval systems as they provide the researcher with a good level of control [81,

p.28] ‘Laboratory studies are good with respect to the amount of control researchers have over

the study situation. This is particularly useful when trying to isolate the impact of one or

more variables. Of course, one perennial criticism of laboratory studies is that they are too

artificial, do not represent real life and have limited generalizability.’ In our experimental

setup we aim to investigate the impact of particular features of a conversational agent such as

memory and specific information presentation techniques. Specifically, we will use explanatory

studies, which are a type of laboratory study, to examine the relationship between different

types of conversational agents and their impact on user search experience. As defined by

Kelly et al., ‘Explanatory studies examine the relationship between two or more variables

with the goal of prediction and explanation. Explanatory studies are often concerned with

establishing causality and because of this require variables of interest to be isolated and studied

systematically. Explanatory studies use more structured and focused methods than exploratory

or descriptive studies and involve hypothesis testing. Despite the name, it is important to note

that not all explanatory studies offer explanations - many just report observations and statistics

without offering any explanation. It is also important to distinguish between prediction and
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explanation: it is possible to build predictive models of events without actually understanding

anything about why such events occur. Very often researchers stop at prediction and do not

pursue explanation, but it is actually explanation that is tied most closely to the theoretical

development.’ [81, p.26]

The design of conversational search agents can be considered from both HCI and and IR

perspectives. Both approaches will be discussed in turn in the following subsections.

3.1.1 HCI Perspective

Go and Carroll underline the importance of using scenarios in the process of system design and

evaluation as they allow for dealing with several aspects of the problem simultaneously and

serve as aids to user imagination [66, p.46]. HCI takes a human perspective to provide views

on system usability and cognition. ‘Human-computer interaction uses scenarios to describe the

use of systems and to envision more usable computer systems. To observe and then analyze the

current usage of a system, it is necessary to involve authentic users. In this approach, actors in

a scenario are specific people who carry out real or realistic tasks.’ [66, p.48]. HCI uses scenarios

to analyse currently available systems and to envision more usable systems in the future.

In the current thesis, we use scenario-based techniques to provide context for goal-oriented

search tasks and make the design of conversational search agents more concrete. Since our

conversational search agents are tested in the context of information retrieval the design of our

search task will draw from the IIR tradition.

3.1.2 IIR Perspective

Borlund [22] proposed an IIR evaluation model which is a mix of system-driven and user-focused

evaluation approaches. The components of the model listed by Borlund, are: ‘potential users as

test persons; the application of individual and potentially dynamic information need interpreta-

tions e.g. sub-component of a work-related simulation, and: the assignment of multidimensional

and dynamic relevance judgements, structured post-search interview to follow-up on the test

person’s expectations and perceptions on their participation in the experiment.’

Borlund [22] emphasised that the use of simulated work-tasks helps to ensure that the

experiment has both realism and control. The IIR evaluation model is more user-focused

by accounting for the dynamic nature of relevance rather than accounting for only system-

based metrics of precision and recall. In this thesis, simulated search scenarios 3.3.2 are used

to increase participant engagement and provide a benchmark to compare performance across

participants.

3.1.3 Focus of Evaluation

Kelly [81, p.100] enumerated four sets of measures that became the standard in IIR, namely: ‘(1)

demographics, (2) the second set of measures includes those used to characterise the interaction
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between the user and the system and user’s search behaviours, such as number of queries issued,

number of documents retrieved and query length - these measures are typically extracted from

data; (3) the third set of measures are performance-based measures related to the outcome of the

interaction, such as number of relevant documents saved, average mean precision, discounted

cumulative gain; (4) based on evaluative feedback elicited from subjects - such measures often

probe subjects about their attitudes and feelings about the system and their interactions with

it.’ In the current thesis, the combination of different cognitive and performance metrics is

used to evaluate user search experience (see section 3.4 for a discussion of all metrics used).

All of the interactive experiments featured in this thesis were run using a Wizard of Oz (WOZ)

framework [38].

3.2 Wizard of Oz Studies

The phrase WOZ is used to describe a testing methodology where participants are interacting

with an experimenter who simulates a software agent - the element of deceit is employed in order

to manage participants’ expectations and encourage natural behaviour (cf. [38]). The merit of

using a WOZ framework is that it enables ‘acquisition of causal knowledge through controlled

variation’ cf. [35] - hence why we used a WOZ setup to address our main research question i.e.

‘How much would a truly conversational agent improve user search experience compared to a

passive, non-interactive slot-filing system?’, in a controlled lab environment. The illustration

of individual experimental setups employed in each of the interactive studies is presented the

corresponding sections: Study 1 (Section 4.3.3), Study 2 (Section 5.3.3) and Study 3 (6.3.3).

A WOZ framework, like any other research method, is subject to limitations. Table 3.1 lists

some of the merits and limitations of WOZ along with the characteristics of two alternatives, i.e.

automated evaluation (dialogue systems approach) and conversation analysis (sociolinguistic

approach). A more detailed discussion of relevant evaluation approaches is presented in Section

2.6.

Table 3.1: Merits and Limitations of CA Evaluation Approaches.

Approach Merits Limitations

Wizard of Oz

+ High flexibility
+ Ability to simulate
complex conversations
+ Allows for improvisation
to avoid dead-ends in conversation

- Consistent implementation
of interaction strategy is challenging
- Requires extensive training and piloting
- CA interaction policy
needs to be detailed and clearly defined

Interactive testing
with dialogue systems

+ High consistency
+ Faithful representation of
performance of the system
+ Not subject to human error

- Long development time
- Limited ability to preserve state
(esp. in long conversations)
- Likelihood of speech recognition errors

Conversation
analysis

+ High realism
(esp. if applied in a home-setting)
+ Interactions are not limited
by pre-defined tasks
+ Experiments can be conducted
in parallel (not limited by lab space)

- Limited comparability of linguistic data
between individuals
- Researcher has no control over the
environment of interaction with CA
- Interaction with CA may be prone to
interruption by external events
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While a fully automated evaluation approach to CA evaluation could have enabled realistic

interactions, it was subject to speech recognition errors and problems with state tracking. As

for a conversation analysis of CAs in home-setting, despite having the potential to offer rich

linguistic data, it does not provide control of the interaction environment, which is required to

ensure that all participants are subject to the same experimental conditions. On balance, taking

into consideration the nature of the project, the available resources and time constraints, the

WOZ approach was selected as our evaluation method. This choice allowed us to simulate fully

conversational agents that are not constrained by the technical limitations of an automated

system, while also ensuring consistency and comparability across participants, thanks to a

controlled lab environment.

3.3 Overview of the Experimental Pipeline

We conducted three WOZ studies to explore different types of conversational agents and their

impact on user search experience. Although the selection of questionnaires varied slightly

between each, all of the studies followed a similar pattern and consisted of the same experimental

stages. Chapters 4, 5 and 6 provide a specific discussion of metrics used in each of the studies.

A global overview of experimental stages is presented in Figure 3.1. Each of our 3 experi-

ments followed this structure. During the first stage participants were welcomed, briefed about

the objectives of the study and asked to provide their written consent in order to participate in

the experiment. Next, participants were asked to complete a series of interactive search tasks

and fill in corresponding questionnaires to evaluate their search experience (discussed in subsec-

tion 3.4) until they completed all of the allocated search tasks. In the next stage participants

were invited to a post-study interview and finally to attend a debriefing session.

Figure 3.1: A global overview of experimental stages. Stages 2 & 3 were repeated until partic-
ipant completed all search tasks.

3.3.1 Types of Agents Used in Interactive Studies

The main focus of our investigation is on how the type of conversational agent impacts on user

search experience. In the first study (Chapter 4) we establish a baseline by investigating the

impact of the agent’s memory component (the ability to maintain conversational state). Next

(Chapter 5 & 6), we move on to investigate different elicitation and revealment techniques and

their impact on user search experience. The selection of features under investigation is based

on two crucial elements of a conversational agent identified by Radlinski and Craswell [126],
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namely: (1) memory and (2) mixed initiative. These two features are then discussed in terms

of their ability to maximise task performance and minimise interaction cost (two goals of a

conversational agent identified by Azzopardi et al. [11]).

Based on the conceptual framework provided by Azzopardi et al. [11], we propose a spectrum

of conversational strategies (illustrated in Figure 3.2) which determines how conversational

agents elicit information (elicitation) and present it back to the user (revealment).

The agent’s elicitation involvement increases from left (passive) to right (pro-active). As

involvement increases, the CA asks more clarifying questions, helping the user to specify their

query (active CA) or makes proactive recommendations to amend the original query. The

agent’s revealment increases from top (no revealment) to bottom (listing results). As the

degree of revealment increases, the CA will provide more detailed results back to the user.

Figure 3.2: Spectrum of Conversational Agent Strategies. The agent’s conversational involve-
ment increases from left to right and top to bottom.

The impact of the agent’s memory, as well as different conversational strategies used by

agents, is evaluated in terms of user search experience based on interactive search scenarios.

3.3.2 Search Scenarios

Our search scenarios were inspired by simulated work tasks proposed by Borlund [22]. We

chose simulated search scenarios as they provide participants with an information need that

requires several steps to be completed in order to be satisfied. This is in contrast with simple

factoid queries, frequently carried out by users [47], that can be resolved with a single query

(e.g. ’What is the population of Chile?’). The premise behind using simulated search scenarios

was to provide a background context that our participants could easily relate to.
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An example search scenario is provided text box 3.1 below. Search scenarios were used to

provide a relatable background story and motivate the participants to engage in search tasks.

Although phrasing of search tasks differed between each study (more details are provided in

the corresponding chapters), each task always contained 3 core elements, namely: (1) Descrip-

tion of the task, providing information regarding destination and the purpose of travel; (2)

Indicative request, providing scenario-specific constraints with regards to flight specification

and budget constraints (e.g. desired time of arrival and maximum spending allowance), and

(3) a note containing additional instructions on the interaction etiquette (e.g. ‘Please wait for

the conversational agent to finish its turn before you start to speak).

Description of Task: You are traveling to [Destination] to [Purpose of Travel].
Indicative Request: You need to [e.g. required departure time, maximum budget].
Note: Additional information about the task.

Search Scenario 3.1: An example Search Scenario.

3.4 Evaluating Conversational Search Experience

Figure 3.3 illustrates measures used to evaluate user search experience. We used elements of

decision theory framework [43] to specify how different factors contribute to the overall user

search experience. Decision theory is based on the concept of economic rationality, where

decisions taken by agents (rational human beings) are considered in terms of meeting a set of

objectives that are evaluated based on corresponding measures [43]. In the current work, the

objective is to find the cheapest and fastest flight that meets criteria outlined in the search

scenario (maximising performance) and to do so in the quickest and least cognitively taxing

manner (minimising effort). The evaluation of CAs focuses on four aspects: (I) cognitive

workload, (II) satisfaction, (III) task performance and (IV) interaction metrics. Aspects I and

II provide subjective insights on how different CAs are perceived by participants, while aspects

III and IV provide objective insights regarding the outcome of the search task.
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Figure 3.3: User Search Experience divided into objective and subjective measures. Aspects
of user experience are presented in white squares together with corresponding metrics that are
used to evaluate them (white ovals).

The selection of the four constituent aspects of user search experience was informed by the

literature review carried out in the field of evaluation of dialogue system and conversational

agents evaluation [85,87,96,98,103,119,167,176]. The aspects were chosen, as their combination

provides a holistic overview of the search experience. Our approach builds on core evaluation

metrics used in HCI (i.e. usability and mental workload) by adding insights on the agent’s

retrieval performance and overview of search space (IIR metrics). The essential role that us-

ability and mental workload play in the development and evaluation of interactive systems is

highlighted by Longo:

‘Widely employed in the broader field of HCI, usability and mental workload are

two constructs from ergonomics, with no crystal and generally applicable definitions.

There is an acute debate on their assessment and measurement. Although ill-defined,

they remain extremely important for describing the user experience and improving

interface and system design.’ [96, p.2]

The importance of employing usability and mental workload concepts while accounting for

the context of system usage is paramount for a robust and reliable assessment of any agent or

computer system. Accounting for the demands of the executed task is also crucial for describing

user experience. In the current thesis, in order to account for all the constituent elements of

user search experience, we combine metrics of cognitive workload, satisfaction and performance.
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The following subsections provide a description of all the constituent aspects of search experience

and their corresponding metrics as presented in Figure 3.3.

3.4.1 Subjective Metrics

3.4.1.1 Cognitive Workload

Participants’ cognitive workload while interacting with conversational agents was measured

with NASA TLX questionnaire [68]. The questionnaire consists of six items, measured on a

Likert scale (20 points per item), that provide insights into the overall cognitive workload. The

constituent items of the questionnaire are: mental demand, physical demand, temporal demand,

performance, effort and frustration. The final score is calculated by averaging the items out

and providing a raw score for the system. The higher the score, the more cognitively taxing the

system is perceived to be. In our studies we did not report the physical demand item because

it was not relevant to our search tasks. NASA-TLX questionnaire is provided in the Appendix

B.1 for reference.

Measuring the cognitive workload of a conversational agent is important because the serial

nature of speech makes presenting results over an audio-only channel challenging and taxing

to process [182]. The amount of information that can be stored and processed in working-

memory is limited [12]. Therefore, using NASA TLX questionnaire is pertinent in a voice-only

search task to measure the impact of different ways of presenting information on users’ cognitive

workload.

3.4.1.2 Satisfaction

To measure participants’ satisfaction we combined System Usability Scale (SUS) [24] with

additional proxies such as sentiment towards the system (measured with sentiment analysis

tool VADER [73]) and satisfaction search results provided by a CA (measured by Search Space

Exploration Satisfaction (SSES) [176] questionnaire). Although the use of the instruments

measuring satisfaction varied between our studies (full details will be provided experimental

Chapters 4-6), SUS was featured in all.

SUS is a standardised questionnaire that measures system usability on a scale from 0 to 100,

where 100 signifies the most usable system. SUS has been used to evaluate interactive systems

in order to determine their potential for adoption, acceptability, performance and usability.

Figure 3.4 provides a visual guide to interpreting SUS scores across these four categories: Net

Promoter Score (NPS) [128] which is the likelihood of recommending a system to a colleague

or dissuading them from using it; system acceptability; adjectives describing user experience,

and a graded score marked on a F-A scale. SUS questionnaire is provided in the Appendix B.2

for reference.
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Figure 3.4: Grades, adjectives, acceptability, and NPS categories associated with raw SUS
scores. Figure adapted from [147].

SSES questionnaire (featured in studies 2 and 3) consists of four questions that are measured on

a 5-point Likert scale - from 1 (strongly disagree) to 5 (strongly agree). The questions concern

user satisfaction with: (1) clarity of results presentation, (2) overview of available flights, (3)

completeness of presentation (i.e. proportion of relevant options that were presented to the user)

and (4) speed of presentation. SSES questionnaire is provided in Appendix B.3 for reference.

In Study 1, we used VADER [73] to analyse the sentiment of participants towards the system,

based on their utterances. The result of the sentiment analysis was a set of polarities com-

posed of ‘positivity’, ‘negativity’,‘neutral’ and ‘compound’ scores. The compound score is a

normalised, weighted composite score that is useful for giving a single measure of sentiment

for a specific utterance. A more extensive discussion of sentiment scores is provided in Section

4.3.8.

3.4.2 Objective Metrics

3.4.2.1 Task Performance

Task performance was evaluated in terms of flight options that were selected by the partici-

pants. We introduced the concept of Pareto Optimality to evaluate if flight options chosen by

participants were optimal or not. The concept of Pareto Optimality is illustrated in Figure 3.5.
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Figure 3.5: Trade-off between flight cost and travel time (left) and a close-up with some example
flight selections (right). All selected flights (a, b, c, d) are considered in reference to the closest
flight on the Pareto Optimal: a – is an option that wastes money and does not meet the arrival
preference, b – is an option that wastes time but meets the arrival preference, c – is an option
that saves time but does not meet the arrival preference, and d – is the optimal option.

The Pareto Frontier is formally represented by equations 3.1 and 3.2, where Rm is considered to

be a space of flights, X represents feasible flight options in this space, and Y is a set of decision

vectors such that given our preferred decisions criteria (short travel time and low price), all

points on the Pareto frontier dominate over other points in the search space.

Y = {y′ε Rm : y = f(x), x ε X} (3.1)

P (Y ) = {y′ ∈ Y : {y′′ ∈ Y : y′′ � y′, y′′ 6= y′ } = ∅}. (3.2)

Given a search scenario that requires a participant to find the cheapest flight with the shortest

duration of travel that arrives at specified destination before 5 pm, a flight would be considered

optimal if, and only if, it gets to the destination at the specified time and there are no cheaper

or faster alternatives. For example, in the case of flights presented in Table 3.2, flight d is

considered the optimal option because there is no other flight that arrives in Dublin before 5pm

that is cheaper and faster.

Table 3.2: Available Flight Options. Bold indicates the optimal choice.

Flight
ID #

Destination Price
Duration of

Travel
Arrival
Time

Day of
Travel

a Dublin £200 2.5h 6pm 1st Sep
b Dublin £150 3.5h 4pm 1st Sep
c Dublin £150 2h 6pm 1st Sep
d Dublin £150 2.5h 4pm 2nd Sep
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In search scenarios provided to participants flight options were spread across several days (2

days for Study 1, and 3 days for Studies 2 and 3). Figure 3.6 presents the distribution of

flight options in the search space. For all search scenarios featured in studies 2 and 3, prices

and duration of flight options varied depending on the day of travel: day 1 consisted mostly

of sub-optimal options (i.e. expensive flights with long duration of travel), day 2 contained

mostly options that were short in duration, but expensive, and day 3 contained options that

were mostly cheap but had longer duration of travel.

Figure 3.6: Comparison of available flight options across different travel days.

We decided to spread flight options across several days to check if participants were more

prone to satisficing (i.e. the behaviour of selecting a minimally viable flight option without

exploring available alternatives) [143]. Participants who checked all days were more likely to

find an optimal flight option. In order to ensure comparability and consistency across all search

scenarios, we ensured that for each scenario, the travel time of available flights spanned 3 hours,

while their prices spanned £200

The concept of Pareto Optimality was used in all of the three studies to evaluate participants’

performance. In Study 1 we considered it in terms of meeting the search criteria specified in

search scenarios (primary performance indicator), while in studies 2 and 3 we also introduced

additional metrics that reflected participants’ expenditure of time and money (secondary in-

dicators). Secondary indicators were calculated based on the difference between the optimal

selection and the selection made by the participant. For instance, if a participant selected a
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£200 flight with 3 hours travel time and the optimal flight cost £150 and took 2 hours, they

wasted £50 and lost 1 hour of travel time.

3.4.2.2 Interaction Times

When evaluating user search experience we consider the overall task completion times and

number of conversational turns that participants took during each interaction. These metrics

have been used in previous research to indicate the performance of the dialogue system [119,167].

Since longer interaction can be associated with a higher cognitive cost [167], we assumed that

the shorter task completion times would equate to a better performance of the agent.

3.4.3 Semi-Structured Interviews

In order to put the results obtained from subjective and objective measures into perspective,

we conducted semi-structured interviews at the end of each study. The questions asked during

the semi-structured interviews concerned participants’ preferences regarding CAs, problems

encountered during interaction and suggestions for future functionalities. The obtained feedback

provided us with additional context and allowed us to triangulate our results.

Part of the novelty of our methodological approach lies in the triangulation of quantitative

(standardised questionnaires and interaction metrics) and qualitative approaches (participants’

feedback) - a combination that, to the best of our knowledge, has not been incorporated in

previous work on the evaluation of conversational agents (a summary of relevant studies is

provided in Table 2.3).

3.5 Chapter Summary

Chapter 3 provided information regarding the methodology used in the current thesis.

The chapter:

• Introduced the concept of interactive system evaluation from the perspective of Human-

Computer Interaction and Information Retrieval. The evaluation methodology used in

the current thesis draws from both these areas to account for both users’ perceptions of

conversational agents (subjective metrics) and their performance (objective metrics).

• Introduced the concept of a Wizard of Oz (WOZ) framework that allow for conversational

agents to be evaluated via interactive simulation. A WOZ framework is used in all three

studies featured in the current thesis.

• Provided a global overview of the experimental stages used in all of the studies featured

in the current thesis.

• Discussed types of conversational agents featured in the studies based on the level of their

conversational involvement.
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• Provided a description of the interactive search tasks and the motivation for using them

to evaluate conversational search agents.

• Introduced the concept of ‘user search experience’ and the metrics used for its evaluation

and explained why the proposed combination of metrics is novel and meaningful.

In Part I of the thesis we have provided a theoretical underpinning for our investigation of

conversational agents and discussed the methodology used to evaluate them. In Part II we will

present 3 WOZ studies that will explore the role of agent’s memory (Chapter 4) and the degree

of conversational initiative when eliciting and presenting information - exploring the impact of

active (Chapter 5), and proactive support (Chapter 6).
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PART II:

Interactive Investigation of Conversational Agents





Chapter 4

Impact of Conversational Agent’s
Memory on User Search
Experience

This chapter is an extension of the ‘Investigating How Conversational Search Agents Affect

User’s Behaviour, Performance and Search Experience’ research paper [52]. As explained in

Chapter 2, interpreting human language is challenging as it requires interlocutors not only to

understand the semantic but also the pragmatic meaning of any utterance (see Section 2.4).

In the information seeking context, in order to communicate effectively, the information seeker

and intermediary must keep track of information expressed in conversation and actively act on

it. Since information is frequently expressed over many turns, interlocutors need to be able to

keep track of what is being said and constantly update their understanding in order to take

appropriate actions. The Theory of Conversational Search (discussed in Section 2.5.1) posits

that memory and mixed-initiative are two crucial elements of a conversational agent. In the

current chapter we will focus mostly on the first of these two elements - conversational memory.

Mixed-initiative will be addressed in Chapters 5 and 6.

We address our first research question, RQ1: ‘ How does a stateful conversational agent

(with a memory component) differ from a stateless conversational agent with re-

gards to: (a) Cognitive load, (b) Satisfaction with the Agent, (c) Task performance,

and (d) Interaction time? For the purpose of comparison we introduce two agents: (1)

(CSA), an agent with memory that preserves the context of dialogue and maintains state; and

a voice search system (VSS) that does not. Based on [34,95] we hypothesise that CSA will:

H1.1 : be less cognitively taxing - hypothesis linked to RQ1 (a).

H1.2 : lead to higher satisfaction - hypothesis linked to RQ1 (b).

H1.3 : lead to better performance - hypothesis linked to RQ1 (c).

H1.4 : lead to faster task completion - hypothesis linked to RQ1 (d).
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To examine our hypotheses we conducted a Wizard of Oz (WOZ) study [38] in which we

simulate CSA and VSS. VSS uses a slot-filling architecture, which requires users to provide

information to fill in slots that are assigned with semantic class labels [116], simulating current

state of the art approaches used in dialogue systems [79]. While the CSA has context awareness

and remembers past interactions that allow user to provide information in a free-form natural

language over several turns, the VSS requires user intent to be provided upfront in a pre-

defined way (i.e. providing slots as prompted by the system). Participants were asked to

complete simulated search tasks using both the CSA and the VSS. Performance, and perceived

usability were measured using conversation logs as well as standard usability [24] and task

load questionnaires [69]. Information on all metrics used to measure user search experience is

provided in Section 3.4.

This chapter is structured as follows. We begin with background information about the ar-

chitecture of systems that support voice search (Section 4.1). Then, in Section 4.2 we discuss

related work focusing on the challenges of conversational search. In Section 4.3, we provide

information on our methodology, including experimental procedure and information about our

participants. We then present experimental results (Section 4.4) and discuss their implications

(Section 4.5). Finally, we provide our conclusions (Section 4.6) and summarise the current

chapter (Section 4.7).

4.1 Importance

Systems that support voice search (illustrated in Figure 4.1) are becoming increasingly more

popular and widespread 1. However, due to technical limitations, current voice based systems

often lack the capacity to maintain a conversation. Examples of some of the most popular

systems that support voice search include: Microsoft Cortana, Google Now and Apple Siri.

These state of the art systems provide limited: (1 ) state tracking (i.e. estimating a user’s

goal in a conversation), (2 ) anaphora resolution (i.e. resolving references to earlier items in

conversation), and (3 ) have problems with clarifying user intent. All of these issues currently

make interaction through voice both an unnatural and tedious activity in many cases (cf.

[36,98,121,127]). However, Cook et al. [34] and Lison and Meena [95] suggest that voice based

interaction could be efficiently used for a range of well defined information retrieval tasks, if

conversation with a system is sufficiently natural.

1For Example see https://voicebot.ai/2019/04/15/smart-speaker-installed-base-to-surpass-200-m

illion-in-2019-grow-to-500-million-in-2023-canalys/ (last accessed: 21st October 2020)
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Figure 4.1: Architecture of a Voice Search System.

In the current chapter we will compare two simulated systems: (1) a voice search system that

does not maintain state and requires the search query to be provided in one conversational turn

in order to be processed (VSS) and (2) a stateful conversational agent (CSA). A more detailed

explanation of both systems is provided in Section 4.3.4. Examples of participants’ interactions

with each system are provided in Section 4.3.6.

4.2 Context

Given the recent improvements in Automatic Speech Recognition (ASR) which is considered

to have reached a ’human-like’ performance [180] - and Text-to-Speech (TTS) which is almost

indistinguishable from human speech [88,170] - the focus of research in the field of artificial in-

telligence has switched to Natural Language Understanding (NLU) and Dialogue Management

(DM) components of voice search systems. However, regardless of the technological improve-

ments, voice search systems still struggle with tasks that require multiple conversational turns

which leads to user dissatisfaction and infrequent use (cf. [36, 85, 86, 87, 98]). The challenges of

voice interaction have recently captured the attention of the IR community and have led to dis-

cussion on the nature of human-like conversational search and issues that need to be addressed

before robust conversational search agents can be developed cf. [76, 77,160].

4.2.1 Relevant Research

4.2.1.1 Theory of Conversational Search

As explained in Chapter 2 (2.5.1) Radlinski and Craswell [126] defined a conversational search

agent as a system for retrieving information, in which there is a mixed initiative between the

user and the agent, and the agent’s actions are selected in response to the user’s needs within

the context of the conversation (considering short and long term knowledge). Radlinski and

Craswell (ibid.) further outlined five properties a conversational search agent should possess,

highlighting that such a system needs to ‘have memory to maintain state’. Given a lack of
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memory of past interactions and an inability to maintain conversational state can be detrimen-

tal to user search experience (cf. [127]), in this chapter we consider the importance of these

properties within a conversational agent.

Trippas et al. [155] proposed a search framework for a spoken conversational search system

and highlighted the cognitive challenges that a user faces when dealing with such an agent. In

more recent work, Trippas et al. (ibid.) expand their framework by analysing the behaviour

of pairs of human participants engaging in collaborative search [124]. In contrast to that work,

our study aims to analyse behaviour when interacting with a simulated search system. In our

study, via use of interactive search experiment, we explore how the workload associated with

using the different systems impacts on task completion rates and participants’ perception of

system usability.

4.2.1.2 Interactive Conversational Search Studies:

Another line of research on conversational search addresses the problem of designing an efficient

and user-friendly search system. Lee et al. [91] focused on a system’s personality and the

discoverability of its affordances. In a Wizard of Oz study, Lee et al. (ibid.) evaluated an

early prototype of a conversational search system. Lee’s experiment involved two participants

(one who simulated the search system and the other that conducted the search). The focus of

the study was on understanding how to ascertain the participants’ needs, so that they can be

applied in the development of such systems. Similarly, Trippas et al. [157] carried out a study

aimed at investigating mixed initiative conversational behaviour for an information search in

an acoustic setting (e.g. voice only). The study involved 13 participants who completed a

series of tasks with different levels of complexity. Trippas et al. found that an increase in task

complexity was linked to more queries being issued by participants.

Vtyurina et al. [165] explored what a search experience would look like if a truly conversational

system existed. In Vtyurina et al.’s study, 21 participants who used a text-based interface

were asked to complete 3 different search scenarios; one scenario carried out with an existing

commercial system, one with a human ‘expert’, and third with a ‘wizard’ simulating the system.

The results indicated that participants did not mind using a voice based search system as long

as it was usable.

In the research presented in this chapter, in a lab study, 22 participants completed a series of

search tasks by interacting with two simulated search systems. To make the simulation more

realistic, feedback is provided via synthetic voice (the details of the experimental setup are

provided in Section 4.3.3).

4.2.1.3 Conversational System Design

Thomas et al. [149] explored the role of style in conversation seeking tasks. Their study,

based on the analysis of recordings of strangers interacting with one another on assigned tasks,
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shows that people tend to align their conversational style with intermediaries. In this study,

we focus on the impact of different interaction styles i.e. free-form dialogue (offered by the

conversational agent) and constrained interaction (offered by the slot-based voice system) on

participants’ behaviour.

Schulz et al. [139] proposed a state tracking model which enables a user to compare different

results during a conversational search. The proposed model assigned dialogue acts of new user

utterances to the frames created during the dialogue - with each frame corresponding to an

individual goal. The attempt was described as the first step to creating a memory-enhanced

search system that can understand when users refer to previous topics of conversation, and

providing a user with accurate feedback by understanding the context of their request. Related

to the above research is the ‘Frames’ corpus that was created to study the role of memory

in voice search tasks [7]. Our study expands upon this prior work by employing a simulated

conversational search agent, where we evaluate how natural dialogue ( in which memory of the

conversation is used and the state of the need is preserved) affects user search behaviour.

In this chapter, we evaluate a system that presents participants with results in a free-form

natural-language dialogue and measure to what extent its performance differs from the slot-

based voice system.

4.3 Method

In order to explore how user search experience changes when interacting with a conversational

search agent (CSA) when compared to a voice based search system (VSS), we conducted a WOZ

study (See section 3.2 for an explanation of a WOZ framework) where participants undertook

four simulated search tasks. The current section provides information on the experimental

setup, search agents, search scenarios and interaction design.

4.3.1 Study Design

Our study followed a 1x4 within-subjects design, where the independent variable was the type

of the system (VSS vs. CSA) and dependent variables were four aspects of user search expe-

rience: (1) cognitive load (measured by NASA TLX [69], (2) satisfaction (measured by SUS

questionnaire [24] and sentiment towards the system indicated by a sentiment analysis tool

VADER [73]), (3) performance (evaluated in terms of the selected flight meeting the search

criteria outlined in the task) and (4) interaction time for each of the search scenarios (measured

in seconds).
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4.3.2 Experimental Procedure

The experimental setup is diagrammatically presented in Figure 4.2.

Figure 4.2: Illustration of Experimental Stages. Stage (2) consists of two search sessions (one
with VSS and one with CSA); each session consisted of two search tasks and was followed by
NASA TLX [69] and SUS [24] questionnaires.

Participants completed two search tasks per system. To reduce any priming effects, a Latin

Square design [94] was applied to rotate the order in which search tasks and systems were

presented to the participants. The experiment was conducted in a controlled lab environment

(a quiet office, with a comfortable chair and desk). Each system was simulated using a mock-up

setup, where the experimenter controlled the responses of the search systems.

Before the experiment, participants were briefed about the structure and purpose of the study,

and provided informed consent to participate. Ethics approval for the experiment was granted

by the Department of Computer and Information Sciences, University of Strathclyde (appli-

cation no. 611). During the experiment, participants were instructed to complete four search

tasks (described in more detail in Section 4.3.5). Participants were informed that neither the

VSS nor the CSA would provide any visual feedback and that the interaction would be ex-

clusively voice-based. The wizard (the experimenter in control of the systems) was using a

computer to initiate the search tasks and switch between the systems once tasks were com-

pleted. Participants were informed that their interactions with the system would be audio

recorded.

4.3.3 Wizard/Agent Setup

A Wizard of Oz (WOZ) [38] setup was used to compare and contrast the stateful conversational

agent and the stateless system with no conversational memory. Similar setups have been used

in several related studies (e.g. [41, 178]), and are often used when evaluating natural language

based interfaces (cf. [103]). Using a WOZ setup allowed us to test our four research hypotheses

in a controlled lab environment.
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Figure 4.3: The Wizard of Oz framework: A wizard (intermediary) searches for a flight on
behalf of a user (seeker) and provides them with results. The result is presented in synthetic
speech through a stand-alone speaker.

The experimental setup is presented in Figure 4.3. The experiment took part in an office room

at the University of Strathclyde. The layout of the office room is illustrated in Figure 4.4. In

the study participants were acting as information seekers while the wizard (the lead researcher)

was the intermediary. The wizard waited for a participant’s query, looked-up a pre-defined

pool of flights (presented in Table 4.1) and provided results back to the participant using a GUI

console (illustrated in Figure 4.5). The console included: (1) a Java-script application with

pre-recorded prompts and (2) a live-speech synthesis tool provided by Cereproc Ltd. [10] to

deal with any unexpected participant responses. The prompts used to simulate both the VSS

and the CSA, were prepared in accordance with the guidelines outlined in [31].

Figure 4.4: Layout of the office room (not to scale): A wizard was using a prompt console that
played audio prompts via a stand-alone speaker (CA). Note: No picture was taken when the
study was conducted and access to the office is no longer available due to the Covid pandemic.

52



Table 4.1: Overview of available flight options for each scenario. Bold indicates the optimal
choice that meets the specified search criteria.

Search
Scenario

Date of Travel Departure Time, Cost

VSS1
11th November
12th November

11am, £110; 1pm, £90
9am, £95; 10am, £110

VSS2
6th December
7th December

7am, £120; 2pm, £90
6am, £80; 8am, £90

CSA1
4th November
5th November

6am, 120; 8am, £80
7am, £95; 9am, £90

CSA2
2nd December
3rd December

6am, £100; 8am, £80
5am, £85; 7am, £100

Figure 4.5: Wizard Console comprised of: (1) Java-script application with pre-recorded prompts
and (2) Live-speech synthesis tool provided by Cereproc.

The prompts were made to resemble a natural spoken discourse by use of appropriate cohesive

devices (pronouns and discourse markers), adhering to the principles of information structure

(providing new information at the end of the utterance), and by applying Grice’s ‘Cooperative

Principle’ [67] (making assumptions about inferences that users will draw from the prompts).

4.3.4 Search Systems

Two search systems were used in the study. The voice search system (VSS) was based on a

‘slot-filling’ architecture and design recommendations outlined in [105]. At the beginning of

each interaction, the VSS provided participants with a welcome message and presented them

with available functionalities. Participants were asked to provide their search criteria, namely
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‘destination airport’, ‘date of travel’, and ‘available budget’. (Note: the departure airport was

always fixed). The VSS also provided an example to help participants formulate their query:

‘For example, you can say I’m travelling to London on the 2nd of December and my budget is

100 pounds’. The conversational search agent CSA started with a brief greeting: ‘Hello, how

can I help you?’ after which participant was supposed to provide their search query. It should

be noted that for comparative purposes, interaction time was measured from the moment that

a participant started to speak after they were greeted by the system. Interaction with the CSA

was not constrained in any way and participants were free to provide information in any order,

whereupon the system would ask them follow up questions to clarify their intent. The VSS,

however, could only process a query once all of the requested information was provided.

4.3.5 Simulated Search Tasks

Participants were asked to complete four search search scenarios - two for the VSS and another

two for the CSA. The simulated search tasks were based on the evaluation model proposed by

Borlund [22]. The model relies on using plausible, real-life, search scenarios that participants

can easily relate to. In our study, the task for each of the search scenarios was based on booking

a one-way flight to a travel destination in Europe. The place of departure was always fixed. In

order to provide participants with a search intent, participants were given each search scenario

which contained four pieces of key information, namely: (1 ) place of departure, (2 ) date of

departure, (3 ) budget and (4 ) preferences. An example search scenario is shown in Box 4.1

You are planning to visit your friend who lives in Bristol. You will be flying from
Glasgow Airport. Your total budget is 100 pounds. You can travel either on the
11th or 12th of November.
Indicative Request: You want to find the cheapest possible deal but your flight
needs to leave on, or before 11am.
Note: Please wait for the agent to finish before you start to speak.

Search Scenario 4.1: Travel destination, budget, possible days of travel, and preferred time of
arrival are provided in bold for participants’ convenience.

In each scenario, participants were asked to find the cheapest flight with a specified time of

arrival (indicative request). Providing such specific search criteria allowed us to assess par-

ticipants’ performance based on the flight that they booked and the time that they took to

complete the task. Participants were instructed not to interrupt the system, and speak only

when the system finished its turn. Every search task began with a pre-recorded prompt that

welcomed participants and asked them to submit their search query. The task was considered

completed once a participant had found and reserved a flight.
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4.3.6 Interaction Design

Both VSS and CSA systems were operated by a Wizard (the lead researcher). The behaviour

of the VSS system was designed to resemble a system that is based on a slot-filling architecture,

which requires participants to provide the required information in a structured way so that their

query can be processed. Unlike the VSS, the CSA was designed to imitate an unscripted,

natural human-human conversation. The characteristics of natural human-human conversation

used to simulate the CSA were based on features outlined in [18] i.e. ‘ability to parse and non-

fully-sentential grammar of spoken language’, ‘resolution of anaphora and ellipsis’, ‘keeping

state of dialogue’, ‘ability to resolve hesitations, false starts and repairs’ and ‘ability to infer

information from conversational context’. We also implemented the use of relative questions

to clarify participants’ intent (e.g. ‘Do you have a budget in mind?’) This is similar to the

approach adopted in [27].

An example interaction between a participant and the VSS is provided below. The system

begins by introducing itself to the participant and informs them how to use it.

vss: [INTRODUCTION] Hello, I am a flight-booking agent, I will help you to reserve

your flight leaving from Glasgow Airport. Please provide me with the following

information: your destination, your intended date of travel and your budget. For

example, you can say: I am travelling to London on the tenth of December and my

budget is one hundred pounds. If you would like to hear this information again,

please say repeat [PAUSE]. Please provide me with the required details now.

user: I am travelling to Manchester on the seventh of December, my total budget is one

hundred and twenty pounds.

vss: There are two flights on the seventh of December that match your search criteria...

(Interaction with VSS)

Unlike the VSS, the CSA does not follow any strict interaction script, instead, it initiates the

conversation with a question.

csa: Hello, how can I help you?

user: I would like to reserve a flight.

csa: Ok, where would you like to fly to?

user: Santiago

csa: Sure, when would you like to travel?

user: Either on the second or the third of December.

csa: Do you have a budget in mind? (Interaction with CSA)
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4.3.7 Logs

Participants’ interactions with each of the systems (i.e. VSS and CSA) were recorded, and

then analysed to extract a series of objective measures including: task completion time, task

completion success (i.e. whether a flight was booked meeting all the specified criteria) and

vocabulary used by participants (to evaluate participants’ sentiment towards the system).

Table 4.2 provides an overview of descriptive statistics for participants’ conversational behaviour

when interacting with each of the systems.

Table 4.2: Dialogue statistics for both systems.

[Metrics]
[Agent Type] Voice Search System

No Memory
Conversational Search Agent

With Memory

Turns
First Task

Total
84 95

Second Task 71 85
Overall 155 180

Words
per Turn

First Task

Mean

19.71 11.23
Second Task 17.87 9.64
Overall 18.87 10.48

Words
per User

First Task 78.85 50.8
Second Task 60.43 39
Overall 139.29 89.86

We observed that participants interactions with the VSS were less dynamic than with the CSA.

In total, we recorded 155 turns (i.e. pairs of conversational exchanges between the system and

participant) for the VSS and 180 turns for the CSA. On average, participants spoke less when

interacting with the CSA than with the VSS; we recorded 18.87 words per turn for the former

and 10.48 per turn for the latter.

4.3.8 Sentiment Analysis

The VADER [73] sentiment analysis module of the Natural Language Tool Kit (NLTK) python

library [97] was used to analyse participants’ utterances. VADER uses a sentiment lexicon

that contains a list of 7500 words, rated by human annotators on the scale ranging from -

4 (extremely negative) to 4 (extremely positive). All words with the score above zero are

considered positive, while all words with the score below zero are considered negative. For

example, the word ‘fantastic’ has a score of 2.6, whereas ‘disaster’ is scored at -3.1. Words that

are not included in the lexicon are considered neutral.

Through lexical analysis, VADER assigns positive, neutral and negative scores as ratios of text

that fall into each sentiment category. For instance, the sentence ‘He is smart, handsome and

funny’ is classified as 75% positive and 25% neutral. The sentence contains three positive words:

smart, handsome and funny each of which has an individual score above zero.

In our analysis, we use positive, neutral and negative scores to provide multidimensional mea-

sures of sentiment for participants’ utterances. Table 4.3 provides examples of words that fall
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into ‘positive’ and ‘negative’ sentiment categories. For instance, examples ID 1 and ID 3 contain

the words ‘thank you’ and ‘thank you very much’ that fall into the positive category. Examples

ID 2 and 4, on the other hand, contain words ‘f**k off’ and ‘s**t’ that fall into the negative

category. A full breakdown of sentiment scores registered during the experiment is provided in

Table 4.5.

4.3.9 Participants

Participants were recruited via social media, university mailing lists and flyers posted at a

campus of two major UK universities (i.e. University of Strathclyde and University of Glasgow).

The study inclusion criteria were that participants were at least 18 years old, native English

speakers and had no hearing impairment. We decided to focus on native English speakers to

limit the potential impact of language competence (native/non-native) on participants’ ability

to understand the synthetic voice with a local accent 1 that was used in the study. In total, 22

participants took part in the study. There were 9 females and 13 males. The age of participants

ranged from 18 to 65 years (M = 28.67, SD = 9.9, Med = 28). The majority of participants

(N = 15/22) had used a voice search system at least once before. On average participants who

reported using voice search had been doing so for 2 years (SD= 1.5). All participants were

given a 10 GBP shopping voucher for taking part in the experiment. The average completion

time of the experiment was 35 minutes.

1The synthetic voice Heather was provided by Cereproc Ltd. http://cereproc.com

57

http://cereproc.com


Table 4.3: Sentiment Categories. Examples of words that fall into ‘positive’ or ‘negative senti-
ment categories are provided in bold.

ID
Agent
Type

Sentiment
Category

Example Interaction

1. CSA Positive

Participant: My total budget is one hundred pounds,
but I want to find the best possible deal.

CSA: One moment please, the best option on the
second December is at eight am, it costs eighty pounds.
Should I book?

Participant: Yes, thank you.

2. VSS Negative

Participant: I want to travel to Manchester on either the sixth
or the seventh of December. It must be before three pm
and it cannot cost more than one hundred and twenty pounds.
Please find me flights.

VSS: Sorry, I can only search one day at a time.

Participant: Ah, f**k off... Ok, Manchester, on the sixth December.
It must be before three pm and cost one hundred twenty pounds
or less.

3. CSA Positive

CSA: Hello, how can I help you?

Participant: Oh, hello, I would like to fly to Cardiff on a one way
ticket, travelling either on the second or the third of December.
My flight must leave before one pm, and I cannot spend more
than a hundred pounds. Could you please tell me the best option
I can get?

CSA: The best option is on the second of December.
It is at eight am and costs eighty pounds. Should I book?

Participant: Yes, that sounds fine, thank you very much.

4. VSS Negative

Participant: I would like to travel to Bristol on the eleventh
November before eleven a m and my budget is a hundred and ten
pounds.

VSS: There are two options to Bristol that match your search
criteria. One at eleven am for one hundred pounds and another
one at one pm for ninety pounds. To make a reservation, please
specify the option that you would like to book. To search again,
please provide your new search criteria. If you would like
to hear this information again, say repeat now.

Participant: I am travelling to Bristol and on the twelfth of
November and before eleven am, and flight, oh s**t, never mind.
I am travelling to Bristol on the twelfth of November before
eleven am, and my budget is hundred and ten pounds.
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4.4 Results

When reporting results, unless stated otherwise, we used the Wilcoxon Signed-Rank test as

most of our data was not normally distributed. All of the conducted statistical tests were two-

tailed. The object of our comparison are the two systems VSS and CSA. Where appropriate

we also report some differences between tasks within the system.

4.4.1 Subjective Metrics - Cognitive Workload and User Satisfaction

To examine whether both systems differed in terms of perceived workload and satisfaction, we

compared the results of the NASA TLX and SUS questionnaires (summarised in Table 4.4) and

the sentiment analysis of participant interaction logs (summarised in Table 4.5). The results

are discussed in turn in the following subsections.

Table 4.4: Subjective Measures. Note: For NASA TLX the lower the score, the less cognitively
taxing the system is perceived to be, for SUS the higher the score the more usable the system
is perceived to be.‘*’ indicates p < .05 , ‘**’ indicates p < .01.

[Metrics]
[Agent Type] Voice Search System (VSS)

No Memory
Conversational Search Agent (CSA)

With Memory

N
A

S
A

T
L

X
O

ve
ra

ll
(0

-1
00

),
P

er
It

em
(0

-2
0)

Mental
Demand

Med
(IQR)

27.5
(32.5)

10
(21.25)**

Effort
30

(37.5)
12.5

(15)**

Performance
15

(25)
5

(10)*

Frustration
22.5

(26.25)
10

(13.75)*
Temporal
Demand

17.5
(11.25)

12.5
(21.25)

Overall
29.5
(18)

14
(12.5)**

S
U

S
(0

-1
00

)

Overall
Med

(IQR)
81.25
(27)

92.5
(17)**

4.4.1.1 Cognitive Workload

The results show that the CSA led to lower cognitive workload than the VSS for all five

aspects under investigation (i.e. ‘mental demand’, ‘temporal demand’, ‘performance’, ‘effort’

and ‘frustration’). Overall, every participant found the CSA system less taxing to use than the

VSS system. The median NASA TLX score for the baseline system, VSS, was 29.5 as compared

with 14 for the conversational agent CSA. Note, the lower the score, the less demanding in

terms of workload the system is. There was a statistically significant difference (p < .001) in the

overall perception of both systems. On the level of individual dimensions, significant differences

were found for ‘mental demand’ (p = .0002), ‘performance’ (p = .025), the ‘effort’ required (p

= .00032), and ‘frustration’ (p = .037).
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It appears that participants using the VSS had to more closely monitor the interaction and

keep track of their state and the state of the system. This made it increasingly difficult for

participants to make direct comparisons between search results i.e. comparing search results

by changing a given search aspect (e.g. ‘Show me flights on the next day’, ‘Show me some

cheaper flights’ etc.). On the other hand, CSA allowed participants to use search commands

such as ‘find the cheapest option’ or ‘I want a flight like this but it needs to leave earlier’. This

‘memory’ feature of the CSA significantly reduced the number of items that participants had

to memorise, resulting, in turn, in lower mental demand and effort.

4.4.1.2 User Satisfaction

System Usability: Table 4.4 reports the SUS scores for each system, where for the VSS the

median was 81.25 whereas for the CSA the median was 92.5. This difference was statistically

significant (p = .003). Note, the higher the score the more usable the system. The score

achieved by the CSA corresponds to approximately the top 5th percentile of SUS scores 1,

whereas the VSS falls into the top 30th - 25th percentile bracket.

Sentiment Towards the System: Table 4.5 presents information regarding participants’

attitudes towards the systems VSS and CSA. Sentiment analysis conducted on transcripts of

participants’ interactions with the systems, indicates that, on average, participants displayed

more positive sentiment towards the CSA. There is a statistically significant difference in

positive sentiment between each of the systems both on the level of individual tasks, i.e. VSS1

vs. CSA1, (p = .001) VSS2 and CSA2 (p = .0001) as well as overall (p < .0001). For the above

comparisons, the Bonferroni adjusted alpha was .0083.

1based on score interpretation guidelines provided by Sauro [135].
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Table 4.5: Participants’ Sentiment Towards the System. Note: Sentiment scores are ratios
for proportions of participant utterances that fall into a particular sentiment category, i.e.
‘positive’,‘negative’ or ‘neutral’. All of the categories sum up to 1. ‘**’ indicates p < .01.

[Metrics]
[Agent Type] Voice Search System

No Memory
Conversational Search Agent

With Memory

Expressed
Negative
Sentiment

First Task

M
(Med)

1.08(%)
(0%)

6.34%
(0%)

Second Task
1.12%
(0%)

3.28%
(0%)

Overall
1.1%

(0%)
4.77%
(0%)

Expressed
Neutral
Sentiment

First Task
89.21%

(89.73%)
67.16%
(76.1%)

Second Task
90.2%

(91.15%)
65.53%

(67.55%)

Overall
89.71%

(89.13%)
66.33%
(76.1%)

Expressed
Positive
Sentiment

First Task
9.7%

(10.27%)
26.5%

(23.9%)**

Second Task
8.67%

(8.85%)
31.19%

(32.45%)**

Overall
9.19%

(10.27%)
28.9%

(23.89%)**

4.4.2 Objective Metrics - Participants’ Performance and Task Com-
pletion Time

Objective metrics used to evaluate both search systems were: participants’ performance con-

sidered in terms of selected flight options, and time taken to finish the task. Both metrics are

described in turn in this section.

4.4.2.1 Task Performance

Table 4.6 provides information on optimal flights chosen by the participants. As can be seen,

while just half of participants interacting with the VSS managed to find the optimal flight, the

figure was significantly higher for the CSA (p < 0.001).

Table 4.6: Finding the Optimal Flight. ‘***’ signifies p < 0.001.

[Metrics]
[Agent Type] Voice Search System

No Memory
Conversational Search Agent

With Memory

Chose Optimal
Flight

First Task
#

13/21
(48%)

20/21
(95%)

Second Task
9/21

(43%)
18/21
(86%)

Overall
22/42
(52%)

38/42
(90%)***
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4.4.2.2 Task Completion Time

Task Completion Times are presented in Table 4.7. For the VSS the task completion time

was 215 seconds on average, while for the CSA the task completion time was approximately

117 seconds. The average task completion time was found to be significantly different for both

systems (p = .00012). Regarding the change in completion times between the first (T1) and

the second task (T2) - for the VSS, there was a significant drop in the time taken to complete

T2 from 136 to 117 seconds on average (p = .012), while for the CSA the time to complete fell

from 64 to 52 seconds (p=.046).

Table 4.7: Task Completion Times. ‘***’ signifies p < 0.001 Note: Figures are rounded up to
the nearest second.

[Metrics]
[Agent Type] Voice Search System

No Memory
Conversational Search Agent

With Memory

Interaction
Time in sec.

First Task
Mean
(SD)

136
(26)

64
(30)

Second Task
116
(28)

52
(27)

Overall
215
(50)

117
(50)***

As presented in Figure 4.6, participants took longer to familiarise themselves with the baseline

system, VSS, and to explore its functions. The conversational system, CSA, however, was more

straightforward to use and did not curtail participants’ interaction. The CSA also outperformed

the VSS in terms of average task accuracy.

4.4.3 Post-study Interview

After completing the simulated search tasks, participants were asked to comment on their

experience and indicate which system they preferred. The majority of participants (18/22)

indicated the CSA as their preferred system. Justifying their choice of the CSA, participants

mentioned that: it was natural to use, helped them to accomplish their tasks easily, and to

clarify their intent easily. For example, P4 said: ‘It required less listening and it did not speak

that much so there was not that much information for me to remember.’, while P10 commented:

‘[It was] much more natural. As a result of that it just feels less stressful. You can achieve

what you need to do in less time compared to the second system [VSS].’ , and P15 pointed out

that: ‘It [CSA] was much more easy to use, I found it much more intuitive. I did not have to

remember any details to get the best result’.

Participants who chose the VSS said that they preferred the ‘command-and-control’ style of

interaction offered by that system and found it more predicable to to use. For instance, P12

commented : ‘I liked how it [VSS] was predictable. When I learned how to ask a question. I

knew exactly what to do. Whereas, with the second one [CSA] I was worried that it would not

understand what I was asking.’
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Figure 4.6: Task completion times and booking accuracy for VSS and CSA for first (T1) and
second attempt (T2).

4.5 Discussion

Based on the experimental results, we can make the following observations. Firstly, with respect

to our subjective metrics: we observe (as discussed in Section 4.4.1) that the CSA was less

cognitively taxing than the VSS (support for H1.1) and led to higher satisfaction and more

positive sentiment (support for H1.2). Secondly, as for our objective metrics (presented in

Section 4.4.2), we have seen that participants performed better when using the CSA and selected

a higher proportion of optimal flights that met the search criteria (support for H1.3). They

also managed to complete their search tasks quicker than when using the VSS (support for

H1.4). The positive impact of the CSA is evidenced in all applied metrics: i.e. questionnaires,

semi-structured interviews and sentiment analysis. Overall, with regards to our RQ1: ‘How

does a stateful conversational agent (with a memory component) differ from a

stateless conversational agent with regards to: (a) Cognitive load, (b) Satisfaction

with the Agent, (c) Task performance, and (d) Interaction time?’ - we can see that

using the CSA leads to a better user experience across all the four aspects. Using a CSA is

less taxing, leads to higher satisfaction and allows participants to complete their tasks quicker

while choosing better flight options.

We observed that participants could improve their performance with the VSS with more practice

(see Figure 4.6). However, adaptability came at the price of accuracy - participants’ performance

using the VSS is inferior (slower and less accurate) than when interacting with a conversational
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agent which allows them to perform search tasks quicker and more accurately. To examine these

trade-offs and differences in behaviour, longitudinal studies focusing on prolonged exposure to

both the VSS and the CSA styles of interaction are required.

Another observation is that while interacting with the CSA our participants used more positive

language and displayed a more courteous attitude towards the agent then when speaking to

the baseline system. We observed that while interacting with the CSA, participants thanked

the agent more frequently and used more polite language (see Section 4.4.1.2 for the results of

our sentiment analysis). This may indicate that a more natural conversational style (free-form

language) encouraged our participants to approach the agent in a more personalised, human-

like way. On the other hand, the rigid interaction style of VSS, made participants frustrated

as they had to adjust their speaking style and phrase their requests according to a pre-defined

template.

In our experiment we focused mainly on analysing participants’ language at the level of syntax

(types of words used). However, it would be interesting to see if the aforementioned positive

attitude towards the agent is also reflected in changes in voice quality, i.e. in tone and pace.

Such cues could be used as an implicit means of measuring performance and satisfaction with

the system.

4.5.1 Reflections on Findings

Based on the experience of observed conversations, we would like to offer several reflections on

the potential reasons for our experimental findings.

Firstly, we observed that several participants found the requirement to formulate their queries

to match the query format required by VSS, irritating. As illustrated in Table 4.3, participants

were frustrated by breakdowns in communication that occurred during interactions with the

VSS (example ID 2) and the need to reformulate their search requests (example ID 4). Conse-

quently, these challenges increased the time of the interaction, imposed an additional cognitive

load on participants (reflected by higher NASA TLX scores) and, effectively, prevented par-

ticipants from engaging in a deeper exploration of the search space (reflected by the lower

accuracy). On the other hand, we observed that interactions with the CSA were more dynamic

(more frequent and shorter turns) and led to better accuracy and performance of participants.

Secondly, while the majority of participants were satisfied with the natural and unconstrained

style of interaction offered by the CSA, others found it unpredictable (see P12’s comments in

Section 4.4.3). This concern can be linked to the notion of discoverability, i.e. ‘the ability of

users to find and execute features via user interface’ [182]. Discoverability is a common problem

for screen-less devices (including smart speakers) that affects new users who need to learn the

capabilities of the device through trial-and-error [84]. In the case of our experiment, some

participants were unsure which queries were supported by the CSA, and therefore preferred

the guided approach to interaction offered by the VSS. As indicated by previous research, a
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user’s perceptions of a CA’s capabilities may be affected by their previous interactions with

voice interfaces [36, 98] and assumptions of its human-like reasoning abilities [44]. One way of

setting participants’ expectations regarding the CSA would be for the agent to state explicitly

at the beginning of interaction that it supports natural language interaction.

Thirdly, we observed that the CSA received high satisfaction scores (cf. Table 4.4) and enabled

participants to complete the task quickly (cf. Table 4.7). However, it should be noted that the

search space of available flight options for each scenario was relatively small and thus unlikely

to reflect the real-life flight booking process. While this design choice was taken to make the

interaction with CAs more dynamic and to reduce the number of synthetic speech prompts

required, in a real-life situation participants would likely require more options and engage in

longer interactions to make an informed choice. With this premise in mind, in the follow-up

study (described in Chapter 5) we decided to expand the search space to make the task more

realistic and reflective of real-life scenarios.

4.6 Conclusions

Our findings provide empirical evidence that suggests that, overall, conversational search sys-

tems are more user friendly and efficient than the current state of the art-systems based on

slot-filling architecture. Our proposed conversational agent (CSA) offers an interaction expe-

rience that resembles human-human conversations: it is less constrained to use, leads to lower

cognitive workload, encourages use of natural language, and incites positive sentiment. All

these merits suggest, that, in the future, the development of conversational agents should focus

on making them more responsive and less reliant on a fixed interaction protocol to ensure the

best user experience when searching for information.

4.7 Chapter Summary

This chapter provided insights into the impact of memory on user search experience by con-

ducting a comparison of state-full and stateless conversational agents. We have shown that

an agent’s ability to preserve conversational state is crucial to (1) reduce cognitive load, (2)

increase satisfaction, (3) improve performance and (4) reduce the time required to complete

the task. In the next chapter we will explore the impact of an agent’s conversational initiative

based on its involvement in eliciting user requirements and providing search results.
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Chapter 5

Impact of Conversational Agent’s
Elicitation and Revealment
Strategies on User Search
Experience

This chapter is an extension of ‘Conversational strategies: impact on search performance in a

goal-oriented task’ research paper [50].

In Chapter 4, we have demonstrated that an agent’s memory (i.e. the ability to maintain

conversational state) is fundamental to a positive user search experience. In the current chapter

we will focus on ‘mixed-initiative’ which is the second of two crucial elements of a conversational

search system (as discussed in Section 2.5.1). In particular, we will focus on how the degree of

involvement of a conversational agent in eliciting and revealing information in the search process

impacts on user search experience. Prior research posits that due to the non-persistent nature of

speech, conversational agents (CAs) should support users in their search task by: (1) actively

suggesting query reformulations [154], and (2) providing summaries of the available options

[119]. Currently, however, the majority of CAs are passive (i.e. lack interaction initiative)

and respond by providing lists of results – consequently putting more cognitive strain on users

(cf. [35, 87,98]).

In the current chapter, we address our second research question, RQ2: ‘How do different

information elicitation (passive vs. active) and revealment (summary vs. list-

ing) techniques impact on user search search experience in a goal-oriented task

with regards to: (a) Cognitive load, (b) Satisfaction with the Agent, and (c) Task

performance?’ For the purposes of comparison we introduce four agents that vary in their

elicitation (active vs. passive) and revealment (summary vs. listing) techniques.
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Based on the anticipated benefits of active search support (advocated, among others, by Radlin-

ski and Craswell [126] and Trippas [154]) and a concise presentation of information (cf. Polifroni

and Walter [119]), we hypothesise that compared to passive and listing agents, active and sum-

mary agents will:

H2.1 : be less cognitively taxing - hypothesis linked to RQ2 (a),

H2.2 : lead to higher satisfaction - hypothesis linked to RQ2 (b),

H2.3 : lead to better performance - hypothesis linked to RQ2 (c) and

H2.4 : lead to faster task completion - hypothesis linked to RQ2 (d).

To examine the above hypotheses and investigate the potential benefit of active search support,

we conducted a second Wizard of Oz (WOZ) [38] study. Twenty-four participants undertook

four goal-oriented search tasks interacting with four conversational agents (described in Section

5.3.4) that differed in the degree of their conversational involvement. Participants’ user search

experience was evaluated based on metrics outlined in Section 3.4.

This chapter is structured as follows. We begin by providing background information on the

importance of role of the mixed-initiative in conversational systems (Section 5.1). Next, in

Section 5.2 we discuss related work focusing on the challenges of conversational search, present

the current state of the art for commercial applications of CAs, and propose our conversa-

tional strategies. In Section 5.3, we provide information on our methodology, including the

experimental procedure and information about our participants. We then present our results

(Section 5.4) and the findings of the semi-structured interviews (Section 5.5), and discuss their

implications (Section 5.6). Finally, in Section 5.7 we provide conclusions before summarising

the chapter in Section 5.8.

5.1 Importance

Conversational Agents (CAs) are systems that enable natural language interaction which is

not constrained by menus, command prompts and key-words [115, p. xiv]. In theory, CAs

should give a user a feeling of collaborating with a virtual companion rather than using a

system [111]. In practice, however, due to the ambiguous nature of human language and the

necessity for incremental interpretation of utterances in context, interaction with CAs can be a

rather cumbersome and frustrating experience [52,98]. Currently, most commercially available

CAs (e.g. Google Home, Amazon Echo etc.) lack the capacity to ask meaningful follow-

up questions to refine the user’s intent and, consequently, struggle with tasks that involve

interpretation, judgment or opinion. Due to these limitations, CAs have been mostly used

for simple goal-oriented tasks that require structured conversation characterised by predictable

user input and a small number of dialogue turns (cf. [5, 115, 173]). As such, most CAs tend
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to be based on an inflexible, passive interaction strategy which may leave users uncertain

about possible options and functionalities [113]. However, for a CA to be more usable, it

needs to be able to correctly interpret a user’s query, as well as present the information in

ways that help the user achieve their goals [41]. With this premise in mind, rather than

passively eliciting user information needs, and simply listing search results, this chapter focuses

on evaluating alternative interaction strategies. Specifically, we aim to explore the influence

of: (1) two elicitation strategies (Passive vs Active), (2) two revealment strategies (Listing vs

Summarising) and (3) the combination of elicitation and revealment strategies on the user’s

search performance and their search experience.

5.2 Context

Over the past few years there has been a growing interest and resurgence in the design and

development of conversational agents due to the maturation of speech and natural language

processing technologies that facilitated their development. For example, with the recent advent

of deep learning, we have seen a number of studies where neural ranking models are used to

support interactive, multi-turn conversational search [2, 61, 123, 183]. In this chapter, however,

rather than exploring the underlying mechanisms and automatic evaluation of conversational

systems, we focus on the design of CAs and how the strategies that they employ impact how

people interact with CAs and how well people perform using them. With current CAs being

rather passive in nature, emulating the query-response search paradigm of search engines,

various information retrieval researchers [27, 126, 156] have been calling for a paradigm shift

to transform search engines from “passive query matchers” into “active search partners”.

Mixed-Conversational initiative (switching of initiative between the user and the system) has

been identified as a crucial prerequisite for making such a transition from a passive to an

active agent (cf. 2.5.1). However, the transition poses several challenges relating to the design

of conversational interfaces. Studies on the design of CAs and their reception by users have

recently been attracting increasing attention [28, 29, 113, 148] and have led to the development

of guidelines and recommendations regarding the level of conversational initiative required by

the agent. The guidelines provide generic suggestions on the design of CAs, such as: the agent

should inform the user about its capacities [113, p.20] or the agent should use command and

control for simple functional interactions” [106] etc. However, these suggestions fall short of

providing details on how conversations with the agent should be conducted (i.e. “what to

say?”, “when to say it?” and “how to say it?”) or on how to explore its impact on user search

experience.
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In terms of interaction with the user, two of the major challenges for developing conversational

agents are:

1. Choosing the correct sequence of actions so as to help resolve a user’s information need

[11,171].

2. Presenting search results effectively: i.e. “not overwhelming the users with information

nor leaving them uncertain whether what they heard covered the information space” [158,

p.14].

The above points are especially challenging in an audio channel (since users need to remember

the information presented and reason about it simultaneously cf. [178]). When information is

presented verbally, lack of persistence makes speech easy to miss and forget since - “Almost

everyone is quicker to absorb written text than speech” [182, p.7], and “Despite being easy to

produce, speech is much more difficult to analyze” [138, p.1].

Performing a goal-oriented dialogue can also be considered in terms of a cost-benefit trade-

off, where the usefulness of a CA is determined by its ability to resolve a user’s information

need in a quick and comprehensive manner [11]. A problem with the current generation of

CAs is that they provide information in a verbose way which puts strain on the user as they

need to retain alternative options in their memory (an example of a conversation using Alexa’s

Kayak skill is presented in Appendix D for reference). For example, if a user asks about

restaurants in the area, the CA will list a sequence of possible options, which the user will

need to commit to memory (in order to compare or consider them later on). Consequently,

due to cognitive overload, users tend to accept the first minimally acceptable option (satisficing

behaviour) rather than continuing to absorb the cost of interaction in order to find a better

option (maximising behaviour) [90]. On the other hand, users are unlikely to accept the CA’s

best suggested option without exploring alternative options [90]. Thus, a balance needs to be

found between presenting enough options so that the user is satisfied and confident with their

selection, and communicating the results in a manner which minimises the user’s cognitive load.

Recently, several theoretical frameworks [126, 156,162] have emerged to address the challenges

of CA design. Trippas et al. [156] suggested that in Spoken Conversational Search (SCS)

interaction, responsibilities should be shared between the user (who submits their information

need) and the system (that actively decides which results to present back to the user via audio

channel). As postulated by Trippas et al. [ibid], system initiative is crucial in the auditory

setting, where the effective transfer of information depends on an active exchange between the

user and the system. Otherwise, with a passive system, there is a risk of overloading users with

information. The role of the active system is thus to provide incremental responses and create

a common ground for collaboration via interaction with the user. Similarly, Feldman [57],

highlighted that a conversational system needs to actively support a user by: (1) efficiently
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navigating through the search space, (2) offering hypotheses based on knowledge bases and

ontologies and (3) tackling the complexities and ambiguities of human language. More recently,

Vakulenko et al. [162] proposed the QRFA (Query, Request, Feedback Answer) model. The

model divides the conversational process into actions taken by the user (who submits queries

and provides feedback) and the agent (answers queries or requests additional information form

user.)

More closely related to our research is a theoretical framework proposed by Radlinski and

Craswell [126] who put forward five properties that a search agent needs to have in order to be

conversational. The properties are:

• User Revealment: where the user discloses their information needs to the agent

• Agent Revealment: where the agent reveals what the agent understands, what actions it

can perform, and what options are available to the user

• Mixed Initiative: where both the agent and the user can share initiative and direct the

conversation,

• Memory: where the agent tracks and manages the state of the conversation, the user’s

information need, etc., and,

• Set Retrieval: where the agent needs to be able to work with, manipulate and explain the

sets of options/objects which are retrieved given the conversational context.

The above properties are required so that the CA can facilitate the search by helping the user

to formulate their information need, and build expectations regarding the agent’s capabilities.

During the search process, a CA may take the initiative and use its memory to retain information

relevant to the query. Before presenting results back to the user, the agent needs to reason about

the utility of retrieved information and decide what and how to present the results to the user.

Radlinski and Craswell posit that CAs should offer active elicitation support.

Although the above-mentioned theoretical frameworks [57,126,156,162] acknowledge the impor-

tance of interactivity between the user and the system in the search task, they do not provide

detailed information on how the system should elicit and provide information during the search

task, nor offer recommendations on CA design; which is the aim of this work.

5.2.1 Conversational Strategies

A more detailed conceptual theoretical model that builds upon Radlinski and Craswell’s frame-

work is proposed by Azzopardi et al. [11], where the actions and responses of the user and CA

are enumerated and demonstrated based on examples. For instance, agent revealment actions

are to: list the results, summarize the results, and compare the results, while agent revealment

actions are to; extract specific details (i.e. slot-fill), clarify details, or not ask for further details
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and passively await requests from the user. The different actions (and their combinations) that

the CA can take, and how it implements these actions form the CAs strategy. Taken together,

a CA can be described with respect to the approach that it takes when revealing and eliciting

information. In terms of elicitation, these can be broadly categorised into three types:

• Passive: CA does not ask any questions - it leaves query refinement to the user.

• Active: CA asks questions to help a user make their query more specific.

• Pro-Active: CA suggests query reformulations that go beyond the scope of the original

query and can thus change/expand the current information need.

In terms of revealment, meanwhile, three different approaches can also be taken:

• No Revealment: CA does not provide any results (either because no results are available,

or the agents may decide not to disclose any results, in lieu of another action, i.e. to elicit

more details about the information need).

• List: CA provides a detailed list with k elements: where k is the information retention

threshold that varies between users.

• Summary: CA aggregates different sets of options and presents them to users in ranges.

In this work, we consider a CA’s strategy as the combination of the type of elicitation approach

and the type of revealment approach taken i.e. Passive/Active and List/Summary combinations.

We will leave Pro-Active, No Revealment and Mixed approaches where CAs adopt a mixture

of approaches for future work, and thus study the impact of taking a purely Passive vs. Active

or Listing vs. Summary approach.

Current CAs tend to focus on well-defined, goal-oriented tasks for recurrent information needs

(e.g. someone who already knows which flight/hotel they would like to book and are not

concerned about exploring any alternatives etc.). Given the above classification, current CAs

tend to be Passive (only asking a pre-defined set of questions to fill in slots) before Listing

the results available. For example, on the Amazon Echo, KAYAK [80] and SkyScanner Fly

Search [145] provide simple CAs. The KAYAK flight finder asks users a series of questions (slot

filling), before providing a list of the cheapest available flights meeting those criteria, while the

SkyScanner agent acts in a similar manner but reveals only the cheapest flight. Neither provide

detailed information such as departure times, etc. nor provide any summary information such

as range of prices, etc. Clearly, such agents lack the support for exploratory search tasks,

where users explore and compare options (a phenomenon known as Comparative Shopping

Notion [20]). In the current work, we will consider the context of flight booking where the user

can explore a number of different options in order to select the best flight possible.
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5.3 Method

To investigate the effect of the different elicitation and revealment strategies (see Section 5.2.1

for details), we conducted a controlled laboratory study using a ‘Wizard of Oz’ methodology

[38] (more details in Sections 5.3.2 and 5.3.3). A flight booking context was selected for our

experiment as it provides an exploratory, yet goal-oriented search task (i.e. a search activity

whose purpose is to find and to book a flight). This type of task requires searching and

exploration to find an ‘optimal’ flight given preferences and constraints, while providing a

controlled interaction environment.

5.3.1 Study Design

Our study followed a 2x4 within-subjects design, where the independent variables were elicita-

tion strategy (Passive and Active) and revealment strategy (Listing and Summarising) and the

dependent variables were four aspects of user search experience: (1) cognitive load (measured

by NASA TLX [69], (2) satisfaction (measured by SUS questionnaire [24] and SSES ques-

tionnaire [176]), (3) performance (evaluated in terms of the selected flight meeting the search

criteria outlined in the task) and (4) interaction time for each of the search scenarios (measured

in seconds) and number of conversational turns.

Since Study 2 involved a larger search space than Study 1, we decided to implement a Search

Space Exploration Satisfaction (SSES) questionnaire to measure participants’ satisfaction with

the options provided by the agent (see Section 3.4.1.2 for a description of SSES questionnaire).

We also added a Pareto Criterion when assessing participants’ performance. Both of the new

metrics will be discussed in more detail in Section 5.3.5.

5.3.2 Experimental Procedure

The experimental setup is diagrammatically presented in Figure 5.1.

Figure 5.1: Illustration of Experimental Stages. Stage (2) consists of four search sessions
(one with each CA); each session was followed by completing NASA TLX [69], SUS [24] and
SSES [176] questionnaires.

Ethics approval for the study was granted by the Department of Computer and Information

Sciences, University of Strathclyde (application no. 791). At the beginning of the study partic-

ipants were welcomed, provided with an overview of the experiment and given the opportunity

to ask questions about the experimental procedure. Participants were asked to fill in a demo-

graphic questionnaire, where they provide background details and comment on their experience
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with goal-oriented CAs. The core part of the experiment involved four interactive search tasks

(one per CA). Participants engaged with a CA simulated by the wizard to complete each flight

search task (outlined in Section 5.3.5). Each participant completed four search tasks by in-

teracting with four different CAs who represented our four interaction strategies (presented

in Section 5.3.4). To control for the impact of the agent on search performance, a 4x4 Latin

Square Design [23] was used to determine the sequence in which tasks and search agents were

allocated to participants.

In order to ensure consistency and coherence of our experimental procedure, we informed the

participants that:

1. They would be interacting with four different flight booking agents.

2. The experiment was not a memory test and that they were free to ask the CA for repetition

whenever required.

3. Notes were not to be taken during interaction: to ensure that all participants were exposed

to the same experimental conditions.

We did not provide any strict requirements as to how participants should interact with the agent

other than not to interrupt the agent to mimic the interaction style of the current voice-based

assistants (cf. [120]).

After each search scenario, participants were asked to complete three questionnaires i.e. NASA

TLX [68], SUS [24] and SSES [176], see Figures B.1, B.2 and B.3 in Appendix B for details.

Having completed all the search tasks, the participants were debriefed and took part in a semi-

structured interview where they were asked follow-up questions about their interaction with

each of the CAs. We explicitly avoided asking participants to recall their interaction with a

specific agent as this could have confused participants resulting in inaccurate accounts (cf. [108]

on Interviewing Methods). Instead, following Flanagan’s Critical Incident Technique [59], we

asked participants to comment on a positive aspect(s) of their interaction, an aspect(s) that

they found challenging, and to make suggestions on how their user search experience could be

improved.

5.3.3 Wizard / Agent Setup

The study was conducted using a WOZ set-up [38] illustrated in Figure 5.2). Unlike the Study

1, the search results were provided by the wizard in his own voice rather than by means of

synthetic speech. This decision was motivated by the fact that the search space in Study 2

was considerably larger than in Study 1 (75 flight options spread across 3 days vs. 8 flight

options spread across 2 days) and would require a large number of synthetic prompts as well

as adjusting them to different information presentation strategies.

73



Figure 5.2: The Wizard of Oz framework: A wizard searches a flight database on behalf of a
user and provides them with results.

Figure 5.3: Experimental Setup with the researcher’s area marked with the dotted frame on
the left and the participant’s area marked with the white rectangle. During the experiment,
participants were facing a partition screen that separated them from the wizard.

The experiment took place in the Usability Lab at the University of Strathclyde. The layout

of the lab is illustrated in Figure 5.3. During the experiment, a researcher was present to

provide task instructions and to record flight options selected by the participants during the

interaction with CAs. To ensure consistency, we recruited a wizard with extensive call centre

experience who was used to conducting structured goal-oriented conversations. None of the

principal investigators acted as the wizard to reduce any potential unconscious experimental

bias i.e. the possibility of carrying out the task in the way that supports the research hypotheses.

During search tasks, in response to participants’ queries the wizard searched a flight database
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and provided results back to the participant. All of the flight options were stored in an excel

spreadsheet (illustrated in Figure 5.4) and could be filtered based on the following attributes:

airline type, departure time, arrival time, ticket price and duration of travel.

Figure 5.4: View of excel spreadsheet used by the wizard.

In order to make the simulation more realistic, and to exclude the impact of body language on

communication, the wizard and participant were separated by a barrier and were not visible to

each other.

5.3.4 Agent Conversational Strategies

Conversational strategies featured in this study are based on the spectrum of conversational

strategies, introduced in Section 3.3.1, which specifies different methods of eliciting and revealing

information. In total, we evaluated four conversational strategies (illustrated in Figure 5.5).

We assigned a name to each of the conversational agents to make them easily identifiable to

the participants. The names of the agents were:

1. Agent Angus: Passive Summarising (PS)

2. Agent Blair: Passive Listing (PL)

3. Agent Calum: Active Summarising (AS)

4. Agent David: Active Listing (AL)
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Figure 5.5: Conversational Agents Used in Study 2.

When designing the agents, we considered that the suitability of different information pre-

sentation methods might vary between different participants based on their ability to retain

information. Commarford et al. [33] showed that people with short working memory spans

prefer longer lists of options since providing fewer options within a conversational turn leads

to a larger number of conversational turns. When using lists the number of presented elements

needs to be capped to prevent overloading a participant’s memory. In their study, Demberg

et al. [41] limited the number of provided options to 3 at a time. Demberg et al. refrained

from presenting complex information in a single conversational turn. Instead, each time that

there were more than three flights in the results cluster, only attributes that distinguished the

flights were presented to the user (e.g. “The three direct flights are on Continental, Lufthansa,

and Delta. They arrive at 9:55 am, 10:15 am, and 11:15 am”). In our study, in order to avoid

overloading the working memory of our participants, we have taken a slightly more conservative

approach than Demberg et al. [41] and limited the number of presented options to a maximum

of two flights at a time. This decision was taken to facilitate the retention of information for

the broader spectrum of participants.

5.3.5 Simulated Search Tasks

The search tasks used in the current study are a modified version of the tasks used in Study 1

(see Section 4.3.5 for more details). In Study 2, the tasks were modified to make them more
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relatable and increase participants’ motivation to engage in a more thorough exploration of the

search space. This section provides a brief overview of the tasks used in the current study.

Booking a flight is a prototypical goal-oriented task that allowed us to measure the performance

of participants and evaluate the adequacy and impact of the different conversational strategies.

In the context of flight booking, numerous factors such as the cost of the flight, its duration,

departure/arrival time, the airline, fare class etc. impact upon which flight is selected. For our

tasks, we focus on the most salient variables: flight price, flight duration and arrival time (as

identified by the IATA Global Passenger Survey [122]). In our experiment, participants were

asked to imagine that they were a traveller looking for a one-way flight from Glasgow Airport.

There were four search scenarios in total (one per conversational strategy).

An example search scenario is presented in Figure 5.1. Participants were instructed to explore

available flight options over three days and to find the shortest and cheapest flight possible.

The rationale was that when searching for flights most people prefer to get to their destination

as quickly as possible for the least amount of money. Participants were also asked to find flights

which would preferably get them to their destination by a certain time of day. Travel time

and price were considered hard constraints (e.g. find the cheapest and shortest flight), while

preferred time of arrival was considered a soft constraint (e.g. “you would like to arrive around

10am” etc.) We also provided a more extensive background story to make the scenario more

relatable and encourage greater participant involvement in completing it.

You will be attending a student conference in Stockholm. You will be travelling there on either Monday
the 5th, Tuesday the 6th, or Wednesday the 7th of November. Your university advised you that you

will be allocated money from your conference fund that you will use to fund other events till the end of

your academic course. To be able to attend more events in the future, you want to save money while

not spending too long getting there. The student dorms where you will be staying charge extra for late

check-in, so you will be aiming to arrive at around 7pm to be able to check in to your accommodation on

time.

Indicative Request: Explore available flights to find a flight that offers a good balance between price and

travel time (a cheap flight with short travel time).

Note: Please wait for the agent to finish before you start to speak.

Search Scenario 5.1: Travel destination and possible days of travel are provided in bold for
participants’ convenience.

Contrary to Study 1, possible flight options in Study 2 for each task were carefully controlled

to create a tension between the shortest flights and the cheapest flights available, such that the

cheaper flights tended to be longer, while the more expensive flights tended to be shorter, i.e.

there was not one ‘best flight’. Instead, as is typically the case when booking flights, there was

a trade-off involved. As explained in Section 3.4.2.1, given two flights which have same duration

and arrive at the same time, the optimal choice would be the cheaper flight. Conversely, given

two flights which cost the same price and arrive at the same time, the optimal choice would be

the shorter flight. Stated more formally, flights which are on the Pareto frontier are considered
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Pareto Optimal, providing us with a means of evaluating the merits of a participant’s flight

choice (see Figure 3.5 for the illustration of Pareto frontier).

Participants were asked to find a flight within a three-day window i.e. they were given flexibility

to decide when they arrived, and consequently had to search over different days to explore all the

possible options. To check/ensure that participants explored the different options, different days

presented different subsets of results, where flights on that day were all sub-optimal (both longer

and more expensive), mainly cheaper (but longer), or mainly faster (but more expensive). By

designing the choices in this manner we wanted to ensure that participants had to explore flights

over a number of days, and that the trade-off meant they would have to make compromises (so

as to create a more realistic search scenario), while still being able to evaluate the quality of

their choices (in terms of whether they selected a Pareto Optimal flight or not, and if not, did

participants waste time and/or money).
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5.3.6 Interaction Design

A diagrammatic illustration of interactions with CAs is presented in Figure 5.6 (passive agents)

and Figure 5.7 (active agents).

Figure 5.6: Passive Agents Interaction Flow: White squares denote the agent’s actions and
green diamonds denote the participant’s actions.

Figure 5.7: Active Agents Interaction Flow: White squares denote agent’s actions and green
diamonds denote participant’s actions.

To ensure consistency of interaction, each agent was based on an algorithm that specified how to

elicit and reveal information from and to the participant. The 4 algorithms used in Study 2 are
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provided below. Every interaction began with the agent prompting the participant to provide

them with their destination and day of travel. If the number of flight options corresponding to a

participants’ query was larger than 2, the Summarising agents (Angus and Calum - Algorithms

1 and 3) provided the participant with a range of flights followed by their price range and range

of travel duration, while the Listing agents (Blair and David - Algorithms 2 and 4) provided

details of the cheapest and the fastest flights. If the number of results was 2 or fewer, all

agents provided detailed information about the flight. During the search sessions the Passive

agents (Angus and Blair) did not make any suggestions with regards to results filtering while

the Active agents (Calum and David) asked the participant questions to progressively narrow

down the list of flight options.

ALGORITHM 1: Passive Summarising Strategy - Agent Angus

1 while Flight has not been selected do
2 wait for a query
3 for a query do
4 if n of flights > 2, then
5 provide n of flights
6 provide flights range (price)
7 provide flights range (travel duration)

8 else
9 provide detailed flight result(s) (airline, departure and arrival times, price

and duration)

10 end

11 end

12 end

ALGORITHM 2: Passive Listing Strategy - Agent Blair

1 while Flight has not been selected do
2 wait for a query
3 for a query do
4 if n of flights > 2, then
5 provide n flights
6 provide details of cheapest flight (price,duration)
7 provide details of fastest flight (price, duration )

8 else
9 provide detailed flight result(s) (airline, departure and arrival times, price

and duration)

10 end

11 end

12 end

The questions (See Algorithm 3 and Algorithm 4, lines 8-10) were always presented in chrono-

logical order, unless a participant made a specific request (e.g. ‘Tell me about the earliest flight

on Monday.’) If a query returned no results (Ø), the agent would suggest changing filtering

criteria. For instance, if there were no flights within the specified price range, the agent would
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ALGORITHM 3: Active Summarising Strategy - Agent Calum

1 while Flight has not been selected do
2 wait for a query
3 for a query do
4 if n of flights > 2, then
5 provide n of flights
6 provide flights range (price)
7 provide flights range (travel duration)
8 Case 1. say: ’Would you like to filter by price?’
9 Case 2. say: ’Would you like to filter by duration?’

10 Case 3. say: ’Would you like to filter by departure time?’

11 else
12 provide detailed flight result(s) (airline, departure and arrival times, price

and duration)
13 say: ’Would you like to select this flight/any of these flights?’

14 end

15 end

16 end

ALGORITHM 4: Active Listing Strategy - Agent David

1 while Flight has not been selected do
2 wait for a query
3 for a query do
4 if n of flights > 2, then
5 provide n flights
6 provide details of cheapest flight (price,duration)
7 provide details of fastest flight (price, duration )
8 Case 1. say: ’Would you like to filter by price?’
9 Case 2. say: ’Would you like to filter by duration?’

10 Case 3. say: ’Would you like to filter by departure time?’

11 else
12 provide detailed flight result(s) (airline, departure and arrival times, price

and duration)
13 say: ’Would you like to select this flight/any of these flights?’

14 end

15 end

16 end
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suggest relaxing the search criteria (e.g. ‘There are no flights for less than £200 that leave before

2 pm, try to increase your price, change travel time’ etc.). If the query issued by the partici-

pant was outwith the scope of the agent, it would inform the user that the given functionality

was not supported. The agent could search only one day at the time so that participants had

to perform a number of searches to explore the space (which is consistent with flight booking

systems).

In order to ensure consistency across the strategies we created a list of exceptions that particular

agents could not handle. The exceptions were:

• Searching multiple days at the same time

• Comparing results

If a participant issued any of the above queries, the CA replied: ‘Sorry, this functionality is not

currently supported.’

Participants were however allowed to ask agents to re-apply the same search criteria between

different days. When switching between the days, agents asks the participant if they would like

to use the same filters from their most recent search. By using algorithms to dictate the agent’s

interactions we managed to ensure consistency across participants. Examples of participant-

agent interactions are provided for reference in Table 5.1 (Summarising Agents) and Table 5.2

(Listing Agents).
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Table 5.1: Interactions with Summarising Agents. Note: Questions that distinguish the Active
Summary Agent from its Passive equivalent are underlined for clarity.

Passive Summary
Agent (PS)

Active Summary
Agent (AS)

PS: Hello, my name is Angus.
I am a flight search agent and I will help you
to find your flight. To get started, please provide
me with your destination and day of departure.

Participant: Emm, I am going to Rome on a Friday
in September. But it doesn’t specify any specific
Friday yet.

PS: One moment, which date would you like to check first?

Participant: The Friday fourteenth.

PS: One moment please. There are thirty flights available.
The prices range from one hundred and forty pounds
to two hundred and fifteen pounds and flight durations
range from three hours to six hours fifteen.

Participant: Can you check Friday the twenty first instead?

PS: One moment please. There are twenty-five flights available.
The prices range from one hundred pounds to one hundred
and seventy pounds and the flight durations range from
four hours to six hours fifteen [. . . ]

AS: Hello my name is Calum,
I am a flight search agent and I will help you
to find your flight, to get started, please provide
me with your destination and day of departure.

Participant: Hi Calum, the destination is London
and the date of departure is between Wednesday
the twelfth and Friday the fourteenth of December.

AS: Ok, which day would you like to check first?

Participant: Wednesday.

AS: One moment please. There are twenty-nine
flights available. The prices range from seventy
pounds to one hundred and forty and the durations
range from one hour thirty to four hours fifteen.
Would you like to filter by price?

Participant: Yes.

AS: Ok, how would you like to filter?

Participant: Cheapest first, please.

AS: One moment please.
Do you have a maximum price in mind?

Participant: Ninety.

AS: There are six flights available.
The prices range from seventy pounds
to ninety pounds and the durations range
from three hours to four hours.
Would you like to filter by duration?

Participant: No, can I filter by arrival time?

AS: Ok, how would you like to filter?

Participant: Arrive at or before ten a.m.

AS: There are no flights that arrive at or before ten am.
You may want to increase the arrival time. [. . . ]

83



Table 5.2: Interactions with Listing Agents. Note: Questions that distinguish the Active Listing
Agent from its Passive equivalent are underlined for clarity.

Passive Listing
Agent (PL)

Active Listing
Agent (AL)

PL: Hello, my name is Blair.
I am a flight search agent and I will help you
to find your flight. To get started, please provide
me with your destination and day of departure.

Participant: I would like to get Stockholm on Monday,
the fifth of November.

PL: One moment please.
There are twenty-nine flights available.
The cheapest flight costs one hundred and seventy pounds
and takes four hours forty-five and the fastest flight costs
two hundred and twenty pounds and takes
two hours thirty minutes.

Participant: What is the time of arrival
for the cheapest flight?

PL: The cheapest flight arrives at fifteen zero five.

Participant: Ok, how about Tuesday, the sixth of November?

PL: One moment please.
There are twenty-five flight available.
The prices range from one hundred pounds to one hundred
and seventy pounds and the flight durations range from
four hours to six hours fifteen.

Participant: What’s the arrival time for the cheapest flight?

PL: The cheapest flight arrives at eighteen zero zero.

Participant: And how about Wednesday,
the seventh of November?

PL: One moment, please.
There are twenty-eight flights available.
The cheapest flight costs one hundred and thirty pounds
and takes four hours forty-five minutes and the fastest
flight costs one hundred and eighty pounds.
and takes three hours

Participant: What is the arrival time for the cheapest flight?

PL: The arrival time for the cheapest flight
is fourteen forty-five.

Participant: And what is the price, again?

PL: One hundred and thirty pounds.

Participant: And what was the arrival for the one
on Tuesday the sixth of November that is the cheapest?

PL: That was eighteen zero zero.

Participant: And the price?

PL: One hundred and seventy pounds.

Participant: Ok, and is there a cheaper flight. . .
No, sorry. What is the cheapest option on the seventh again?

PL: The cheapest flight on the seventh is
one hundred and thirty pounds. It is an Air France flight,
it departs at ten zero zero and arrives at fourteen forty-five,
it has flight duration of four hours forty-five minutes. [...]

AL: Hello my name is David,
I am a flight search agent and I will help you
to find your flight, to get started, please provide
me with your destination and day of departure.

Participant: Stockholm, Monday the fifth.

AL: One moment please.
There are twenty-nine flights available.
The cheapest flight costs one hundred
and seventy pounds,
and takes four hours forty-five and the fastest flight
costs two hundred and twenty pounds
and takes two hours thirty.
Would you like to filter by price?

Participant: Yes, please.

AL: Ok, how would you like to filter?

Participant: Lowest to highest, or between....
Well, between two. . .
Sorry can you repeat the cheapest price again, please?

AL: It is one hundred and seventy-five pounds.

Participant: Could you filter between
two hundred and three hundred pounds?

AL: Ok, one moment please.
There are twenty-three flights available.
The cheapest flight costs two hundred and ten pounds
and takes three hours forty-five,
and the fastest flight costs two hundred twenty pounds
and takes two hours thirty.
Would you like to filter by duration?

Participant: Emm, no.

AL: Ok, would you like to filter by departure time?

Participant: Yes, please.

AL: Ok, how would you like to filter?

Participant: Emm, departing before three pm.

[...]
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5.3.7 Participants

Participants were recruited by posting notices on the campus of Strathclyde University. A

snowball sampling method [19] was also utilised where word of mouth advertising was encour-

aged. All participants were compensated for their time with a £10 shopping voucher for taking

part in the study. A demographic questionnaire was used to gather information about par-

ticipants and their familiarity with travel search engines and conversational search technology.

24 participants completed the study. There were 12 males and 12 females. The youngest par-

ticipant was 18 years old and the oldest was 40. The average age was 26 (SD 6). 13 of the

participants were native English speakers. 11 participants who were non-native English speak-

ers were all university students with a minimum of 6.5 IELTS score. 80% of participants (n =

19) reported having used flight booking websites such as SkyScanner or Expedia before. All

but 2 participants reported to having booked or searched for a flight within the last year, with

30% saying that they had done it more than ten times in that period. When asked to rank the

most important criteria considered when booking a flight, 82% mentioned price as the most

important factor, followed by number of stops 8%, travel time 5%, and airline preference 5%.

As for the 2nd most important criterion: 33% of participants chose travel time, followed by

departure time (25%) and price (17%).

5.4 Results

Our experimental results are presented in Table 5.3 (Subjective Measures), Tables 5.4 and 5.5

(Performance Measures) and Table 5.6 (Interaction Metrics). Since most of our data was not

normally distributed, for pair-wise comparisons, unless otherwise stated, we use the Kruskal

Wallis H Test. All of the conducted statistical tests are two-tailed.

5.4.1 Subjective Measures: Cognitive Load and Satisfaction

A summary of the findings for subjective measures (NASA TLX [68], SUS [24] and SSES [176]

questionnaires) can be found in Table 5.3. Pairwise comparisons between Passive and Active

agents, and Summarising and Listing agents revealed no statistically significant differences. The

most notable differences were observed between Active and Passive agents for: Performance (Z

=-1.327, p = 0.184), Results Presentation Speed (Z = -1.212, p = 0.226), Overall NASA TLX

(Z = -0.902, p = 0.367), Mental Demand (Z = -0.646, p = 0.518) and SUS (Z = -0.539, p =

0.590), The differences were less pronounced in the case of Summarising vs. Listing agents:

Overall NASA TLX (Z = -0.718, p = 0.473), SUS (Z = -0.532, p = 0.595), Mental Demand (Z

= -0.176, p = 0.860), Performance (Z = -1.118, p = 0.264) and Results Presentation Speed (Z

= -0.063, p = 0.950).

We observe that, overall, Passive CAs put more strain on a participant’s workload. As can

be seen in Table 1, the average overall NASA TLX score for the Passive agents was 33, which
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Table 5.3: Subjective Measures. The table aggregates data from questionnaires that reflect
participants’ perception of the Conversational Agents. Note: For NASA TLX the lower the
score, the better. For SUS and SSES, the higher score the better.

[Metrics]

[Agent Type]
Passive Active Summ Listing

Passive

Summ

Passive

Listing

Active

Summ

Active

Listing
N

A
S

A
T

L
X

O
ve

ra
ll

(0
-1

00
),

P
er

It
em

(0
-2

0)
Mental

Demand

Med

(IQR)

10

(9)

8

(9)

9

(10)

10

(9)

11

(9)

10

(8)

8

(10)

9

(9)

Effort
6

(8)

7

(8)

5

(8)

7

(9)

4

(8)

7

(8)

7

(8)

7

(10)

Performance
7

(7)

5

(6)

5

(5)

7

(7)

5

(7)

8

(7)

5

(5)

5

(8)

Frustration
5

(11)

5

(9)

3

(10)

5

(10)

3

(12)

6

(10)

3

(9)

5

(10)

Temporal

Demand

5

(6)

5

(5)

5

(6)

5

(4)

5

(8)

6

(5)

5

(5)

4

(4)

Overall
33.17

(21.33)

28.35

(20.27)

29.69

(20.68)

37.78

(21.15)

31.75

(4.98)

34.6

(4.65)

28.55

(4.30)

28.15

(4.86)

S
U

S

(0
-1

00
)

Overall
Med

(IQR)

76

(29)

80

(22)

79

(23)

78

(27)

79

(26)

71

(25)

79

(20)

81

(26)

S
S

E
S

O
ve

ra
ll

(0
-2

0)
,

P
er

It
em

(1
-5

) Presentation

Med

(IQR)

4

(1)

4

(1)

4

(1)

4

(1)

4

(1)

4

(1)

4

(1)

4

(1)

Overview
4

(1)

4

(1)

4

(1)

4

(1)

4

(1)

4

(1)

3

(1)

4

(2)

Confidence
3.5

(2)

3.5

(2)

3

(1)

4

(2)

3.5

(2)

3

(2)

3

(1.75)

4

(2)

Speed
4.5

(1)

4

(1)

4

(1)

4

(1)

4

(1)

4.5

(2)

4

(1.75)

4

(1)

Overall
16

(4)

16

(4)

16

(4)

16

(6)

16.5

(4)

16

(6)

15.5

(4)

16

(4)

is seven points more than for the Active agents (26). Notably, among all the agents, Passive

Listing performed the worst (NASA score of 37). An analogical trend can be observed for

Mental Demand, where the Passive agents performed worse than the Active ones (10 vs. 8 -

respectively). In terms of Performance, the top strategies were Active and Summarising, while

Passive and Listing performed noticeably worse (5 for each in the former pair compared to 7

for each in the latter). We observed a similar pattern for the SUS scores, with Active and

Summarising agents, again, outperforming Passive and Listing agents. In terms of individual

strategies, again, Passive Listing was the worst (SUS score of 71) while Active Listing came out

on top (SUS score of 81).

5.4.2 Objective Metrics - Task Performance and Interaction Metrics

The objective metrics used to evaluate all CAs were: (1) participants’ performance consid-

ered in terms of selected flight options (primary indicators) and expenditure of money and

time (secondary indicators); and (2) interaction metrics - task completion time and number of

conversational turns. Both metrics are described in turn in this section.
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5.4.2.1 Task Performance

As a reminder, we measured task performance in terms of the relationship of the selected flight

to the Pareto frontier (Discussed in Chapter 3, Figure 3.5) - hard constraint, and in terms of

preference (desired travel time specified in the search scenario) - soft constraint. The flight

was considered Pareto Optimal if, and only if, it met both of the constraints. In terms of the

task outcome; for each conversational strategy, we also report if participants lost money and/or

wasted time by selecting sub-optimal flight options.

Task performance measures are presented in Table 5.4 and Table 5.5. We consider Task Per-

formance in terms of Primary Indicators (‘Meeting Time Preference’ and ‘Hitting Pareto Op-

timal’), and Secondary Indicators (‘Losing Money’ and ‘Wasting Time’). Primary Indicators

concern meeting the flight arrival requirements specified in each search scenario and indicate if

the selected flight was Pareto Optimal (i.e. it offered the best combination of price and duration

while meeting the arrival requirement). Secondary Indicators concern the impact of a partici-

pant’s flight selections on their resources, i.e. time and money (i.e. if a participant selected a

more expensive flight when a cheaper one of the same duration was available - they lost money;

if they selected a flight with a longer duration when a shorter alternative was available at the

same price – they lost time). Since all the indicators are considered in binary categories, i.e. a

selected flight is either on the Pareto frontier or not, the selected flight either meets the time

preference or not etc., Cochran’s Q Test was used to compare different conversational strategies.

The Bonferroni adjusted alpha-level (.008) was used for all post-hoc analyses.

Table 5.4: Performance Measures (Primary Indicators) ‘***’ signifies p < .001.

[Metrics]
[Agent Type]

Passive Active Summ. Listing
Passive
Summ.

Passive
Listing

Active
Summ.

Active
Listing

PRIMARY
INDICATORS

Met Time
Preference

28/48
(58%)

40/48
(83%)***

33/48
(69%)

35/48
(72%)

13/24
(54%)

15/24
(63%)

20/24
(83%)

20/24
(83%)

Pareto
Optimal

5/48
(10%)

13/48
(27%)

11/48
(23%)

7/48
(15%)

3/24
(13%)

2/24
(8%)

8/24
(33%)

5/24
(21%)

Meeting Time Preference: There is a statistically significant difference between the con-

versational strategies (Cochran Q =23.368, p < .001). For pair-wise comparisons, a McNemar

post-hoc test indicated a statistically significant difference between Active and Passive agents

(p < .001) but not between Summary and Listing agents (p =.79).

Hitting the Pareto Optimal: There is no statistically significant difference between strate-

gies (Cochran Q = 6.667, p =.83). There is, however, a noticeable difference between the Active

and Passive agents for booking flights on the Pareto Optimal, 5 and 13 respectively (p =.077).

The difference is less pronounced between Summary and Listing strategies, 11 to 7 respectively

(p =.388).
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Table 5.5: Performance Measures (Secondary Indicators). ‘**’ signifies p < .01.

[Metrics]
[Agent Type]

Passive Active Summ Listing
Passive
Summ.

Passive
Listing

Active
Summ

Active
Listing

SECONDARY
INDICATORS

Money
Lost

11/48
(23%)

9/48
(19%)

8/48
(17%)

12/48
(25%)

6/24
(25%)

5/24
(21%)

2/24
(8%)

7/24
(29%)

Time
Wasted

27/48
(56%)

18/48**
(38%)

21/48
(44%)

24/48
(50%)

13/24
(54%)

14/24
(58%)

8/24
(33%)

10/24
(41%)

Time Wasted: We observe a statistically significant difference between the conversational

strategies (Cochran Q = 13, p =.005). A post-hoc test indicated a statistically significant

difference between Active and Passive agents (p =.004) but not between Summary and Listing

agents (p =.219).

Money Lost: No statistically significant differences were observed between the conversational

strategies (Cochran Q = 4.286, p =.232). Pair-wise comparisons indicate that there is little

difference between Active and Passive agents (p =.625) or between Summary and Listing agents

(p =.219).

Overall, in terms of performance, the Active conversational strategy consistently outperforms

the Passive conversational strategy for all performance aspects under consideration. An analog-

ical trend can be observed for the Summarising strategy, which outperforms the Listing strategy

for all aspects but ‘Meeting Time Preference’. At the level of the individual CAs, an Active

Summary yields the best performance for both Primary and Secondary performance indicators.

The most notable differences are observed when it comes to ‘Hitting the Pareto Optimal’ and

‘Money Lost’.

5.4.2.2 Interaction Metrics

Objective measures are provided in Table 5.6. Objective measures provide information about

the impact of the conversational strategy on the duration of conversation and the number of

conversational exchanges between the agent and the participant. We considered conversation

time and the number of turns as indicators of the agent’s efficiency. We did not observe any

statistically significant differences for any of the objective measures between the Passive and

Active agents with regards to time (Z = -953 p = 0.341) and number of turns (Z = -0.737 p =

0.461) or for Summarising vs. Listing comparison: (Z = -0.590, p = 0.555) and (Z = -1.299, p

= 0.194) respectively. However, the Active Summarising strategy stands out, with the highest

number of conversational turns (Med = 20) and the longest time of interaction (Med = 271s).

Table 5.6: Interaction Metrics. Note: Interaction Time is rounded up to the nearest second.

[Metrics]
[Agent Type]

Passive Active Summ Listing
Passive
Summ.

Passive
Listing

Active
Summ.

Active
Listing

Interaction
Time in sec.

Med
(IQR)

232
(122)

252
(132)

246
(136)

226
(108)

243
(113)

210
(180)

271
(161)

229
(88)

Conversational
Turns

18
(10)

19
(8)

19.5
(10)

17
(7)

18
(9)

17.5
(13)

20
(13)

17
(6)
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Section 5.4 presented quantitative results from the analysis of the experimental data (question-

naires, task outcomes, and interaction metrics). In the following section, in order to provide

additional context we will present a qualitative analysis of the semi-structured interviews.

5.5 Semi-structured Interviews

All of the study participants (n=24) took part in semi-structured interviews after all the inter-

active tasks were completed. The interviews provided a number of insights on the participant’s

perception of conversation strategies (represented by four CAs - described in Section 5.3.4).

5.5.1 Procedure

All interviews were audio recorded. The length of the interview ranged from 88 seconds to 640

seconds (M = 268s, SD = 152s). Following the Critical Incident Technique [59], participants

were asked three questions:

1. Was there anything in the agent’s conversational behaviour that you found useful during

interaction? (Positive Aspects of Interaction)

2. Was there anything that you found challenging? (Interaction Challenges), and

3. How would you improve the agent(s)? (Suggestions for New Functionalities).

5.5.2 Analysis

Interviews were transcribed and analysed using a hybrid thematic approach that involved de-

ductive and inductive coding [58]. Transcripts were split into utterances and marked with the

corresponding participant IDs ([P1], [P2], [P3] etc.) In the first, deductive stage, based on the

interview questions, participants’ utterances were grouped into three categories: (1) Positive

Features of Interaction, (2) Interaction Challenges and (3) Suggestions for New Functionalities.

At the second, inductive stage, two members of the research team worked independently to

prepare an initial code book based on an analysis of participants’ utterances in each group.

Any differences in the code book were resolved by discussing theme adequacy (ensuring that

themes are relevant to conversational strategies) and uniqueness (ensuring that themes are not

duplicated). Following the discussion, the two researchers agreed on the final version of the

code book which contained 15 codes (see Table 5.7 for details). The transcripts were then

re-coded by the primary author and an external researcher (a person who did not take part in

the study). The coding comparison indicated a substantial inter-coder agreement, with Cohen’s

Kappa coefficient (K) = 0.78 (for more information on interpreting K ranges see [163]).
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Table 5.7: Codes Identified in Semi-structured Interviews.
Codes within Interview Categories

Positive Features # mentions Challenges # mentions New Functionalities # mentions

Active Filtering Support 13
Remembering and

Reasoning about Results
16 Result Synthesis 17

Agent’s Responsiveness 10 Lack of Visual Feedback 10
Controlling the Scope

of Flight Details
15

Learning Effect 7 Finding optimal Flight 5
Displaying Results

on the Screen
12

Agent’s Memory 6 Audio Bookmark 11
Results Presentation 5 Additional Travel Services 5

User in Control of Search 3 Agent Embodiment 2

5.5.3 Findings

In the current sub-section, we summarise the findings of our thematic analysis with regards to

three categories , namely (1) Positive Features of Interaction, (2) Interaction Challenges and

(3) Suggestions for New Functionalities. We refer to interview participants by ID numbers

(IDs: P1-P24). The quotes featured below have been selected based on the number of instances

identified within each code category. Note that short quotations (of less than 5 words) are not

featured in the analysis, as they were not in-depth enough to provide substantial insights. The

code categories used in our analysis are provided in bold for ease of reading.

5.5.3.1 Positive Features of Interaction

In terms of positive features of interaction, several participants (n=13) referred to the Active

Filtering Support employed by the Active agents as helpful. Flight filtering suggestions

offered by the Active agents made it easier for participants to reformulate their search queries

and, consequently, made their search process more focused, as illustrated by the following

quotes:

I was suggested things to search rather than just having to think straight away. I

was like, I can get my head around what’s going on rather than just ‘Uh, what do I

ask first, what’s going on?’ So that was quite good (P3)

I think the second one [the Active Listing agent] that gave you some hints that you

might want to do this. Both of them had this ‘would you like to filter by price?’

They gave you some kind of ideas on how to interact with it. (P9)

On the other hand, a small number of participants (n=3) praised the Passive agents because

they gave them a feeling of Being in Control of the Search Process. Participants P21

and P24 considered the suggestions made by the Active agents as disruptive to their search, as

illustrated by the quotes below.

I have enjoyed the first two [the Passive Listing and Passive Summarising agents]

most probably. Mainly, because I had the impression that I controlled the agent and
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not the agent tried to persuade me to do stuff. So, I took most of the decisions

myself, basically. OK, so the best thing about these two systems was that they were

quite autonomous. That it was up to you to decide what you want to choose. (P21)

I liked the two [the Passive Listing and Passive Summarising agents] that did not

follow up giving you [suggestions]. . . Like trying to almost force you to filter in a

certain way. Because, then I felt guilty when I did not want to do that. (P24)

Some participants (n=7) commented that the Learning Effect played a role in their inter-

active search experience. As participants were becoming more familiar with the scope and

requirements of the task, their confidence grew. This process of gaining search experience, is

demonstrated by the following quotes:

Because by the time I got Angus [the Passive Summarising agent], I already knew

what to ask so like, it was a bit easier. (P3)

I think the last two [the Active Summarising and Active Listing agents] because I

got used to using them properly. (P5)

I also think that after each one I kind of gained confidence in using it. (P23)

It should be noted that, in the experiment, we used a Latin Square Design [23] to reduce the

impact of the sequence in which agents were introduced on participants’ performance. Partic-

ipants also made generic comments (concerning all agents) about the CAs’ Responsiveness

(n=10): their prompt responses; Memory (n=6): the fact that the CA remembered user

queries over multiple turns; and Results Presentation (n=5): results being presented in an

easy to follow way. Since most of the comments did not provide much detail on conversational

strategies and/or were too brief (less than five words), they are not featured in the analysis.

5.5.3.2 Interaction Challenges

The interaction challenge most frequently mentioned during the interviews was Remembering

and Reasoning about the Search Results (n=16). Three participants commented about

the need to write information down during the interaction. P5 stated:

So, you need kind of to make mental notes and say right, that is the cheapest. Not

all information is in front of you. I think that unless you have a pen and paper in

front of you to scribble down notes you will struggle to remember because there is

quite a lot to remember. Different flight times, duration, costs. All those things.

P14 noted that the level of details that they had to process to find a good flight that met their

provided search criteria was challenging.

91



Each flight has many details on them, and you are searching, and you are under

pressure searching for flights with certain criteria and you need to remember flights

details on each day and keep them in your head. (P14)

Another challenge related to information overload was Lack of Visual Feedback. The lack

of a results display screen was identified as a problem (n=10). P5 commented:

The hardest thing that I can remember, it’s obviously that you don’t have it in front

of you.

One of the participants noted that the lack of Agent Embodiment made the search process

challenging.

It’s always easier to have a person in front of you whom you can see and dealing

with all your doubts and questions rather than having a virtual system. (P2)

Some participants (n=5) also briefly commented on the difficulty of Finding an Optimal

Flight as specified in the search scenarios as they had to take multiple flight criteria (price,

travel time, arrival time) into account before making their final choice.

5.5.3.3 Suggestions for New Functionalities

Participants made several suggestions on how to improve the functionality of the agents. The

functionality that was most frequently requested (n=17) was a Results Synthesis that would

involve a CA carrying out search over multiple days and then providing a summary of its findings

back to the user. The characteristics of the synthesis feature are reflected by the quotes below.

If I could have asked what is the cheapest flight to London, between Wednesday the

twelfth, Thursday thirteenth and Friday fourteenth then I would save a lot of time.

So just comparing between days, would be my most requested feature. (P8)

So, I would prefer to be able to look up all the flights over multiple dates together

so rather than having to remember the flights for individual days just being able to

compare all flights. (P23)

A Results Synthesis feature was considered useful, as it would allow for a quicker exploration

of the search space and facilitate comparisons between different options. Participants (n=15)

requested the ability to Control the Scope of Flight Details that are provided by the agent

to prevent information overload. Participants made comments about adjusting the level of

detail and type of information that they are provided with.

I am saying that I don’t need any more information. So, for example, time of the

flight. Because I think this is kind of disturbing. (P20)
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The thing is that, I did not want to filter them [results] according to prices and

things like that because, I just wanted to be able to tell just straight away what my

requirements are. (P4)

A participant suggested that the agent should be able to facilitate a search by starting with a

single flight criterion and then progressively narrowing the scope of the results down by different

attributes:

Ok, so just limiting the criteria to one aspect of it and then narrowing it down.

Maybe you keep filtering by price starting by going here is the prices, and then do

you wish to know that other information and giving the option to say yes or no to

it. (P 24)

Another frequently requested function was an Audio Bookmark – the ability to store the

flight result in an agent’s memory for future reference. Participants (n=11) noted that being

able to mark/save a flight for later could have improved their search experience. Below are

some of the quotes that illustrate this point:

Maybe being able to tag certain flights if I heard the agent say this flight leaves at this

time and has this price and say: ‘Can you tag this flight?’, and then after talking

to it for a bit check my tagged flights, maybe. I think that would be helpful. Cause

then I don’t feel the pressure of ‘Ah, I don’t remember that’. But instead you can

tag it and then come back to it. (P16)

Probably to remember one flight, keep that in mind and go to others and compare to

that one that is already in the memory. And once I have found a better option than

just change it until you are happy with your last choice. (P21)

An ‘Audio Bookmark’ feature was deemed useful by participants, as it could help users

to reduce cognitive workload and make more informative choices. Some participants (n=12)

commented that Displaying Results on a Screen would make the search process easier and more

accurate than in a voice-only condition. These observations were in line with views on the

Interaction Challenges (expressed in subsection 5.5.3.2) where participants complained about

the lack of visual feedback. Some participants (n=5) mentioned that a CA should be able to

provide Additional Services beyond a flight search, such as ‘booking accommodation’ and

‘information on public transport’. We do not analyse these options as they are beyond the scope

of our investigation which focuses solely on the flight booking functionality of a goal-oriented

CA.
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5.6 Discussion

In this section, we discuss the findings with regards to our research hypotheses concerning the

impact of elicitation and revealment strategies. We hypothesised that compared to Passive

and Listing agents, Active and Summarising agents would: be less cognitively taxing (H2.1),

lead to higher satisfaction (H2.2), lead to better performance (H2.3) and allow participants

to complete their tasks quicker (H2.4). Subsequently, we provide an answer to our RQ2

i.e. ‘How do different information elicitation (passive vs. active) and revealment

(summary vs. listing) techniques impact user search experience in a goal-oriented

task with regards to: (a) Cognitive load, (b) Satisfaction with the Agent, (c) Task

performance, and (d) Interaction time? Finally, we consider the limitations of our study,

offer directions for future work, and make CA design recommendations.

5.6.1 Impact of Conversational Strategy on Work Load

Although we found no significant differences in terms of an agent’s impact on cognitive work

load of participants (lack of support for H2.1) , there are some interesting themes emerging.

We observe that (Section 5.4.1), overall Active CAs put less strain on a participant’s cognitive

workload (cf. Table 5.4.1, NASA TLX) . In terms of individual strategies, Passive Listing is

worst in terms of Cognitive Load and perceived Usability compared to Active Listing which

performs best. It can be argued that a Passive Listing strategy is the most strenuous agent,

as participants need to decide on how to refine their search criteria without being provided

with any hints from the CA. In the Active Listing condition, however, the algorithm supports

the participant by offering refinement suggestions that reduce cognitive load. Our observations

are in line with hypothesis put forward by Radlinski and Craswell [126] who posited that CAs

should offer active elicitation support.

5.6.2 Impact of Conversation Strategy on Satisfaction

There were no significant differences in terms of satisfaction (lack of support for H2.2).

However, overall, Active CAs were perceived as more usable (cf. Table 5.4.1, SUS). When it

comes to satisfaction with the agent’s support in exploring the search space, differences are

marginal (see Table 5.3, SSES). As demonstrated in Section 5.4.1, Active agents match Passive

agents across the board, except for the speed of results presentation, where Passive agents score

higher (4.5/5 vs. 4/5).

5.6.3 Impact of Conversational Strategy on Performance

Despite no significant differences in data obtained from subjective measures, there is a noticeable

difference in performance measures. For elicitation strategies, we observe that while using Active

agents, participants were significantly more likely to select a flight that met the required travel
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time and wasted significantly less money in the process (partial support for H2.3) . We also

observe that participants who used Active agents selected more Pareto Optimal flights and lost

less money in the process (see Table 5.4). This finding supports our H2.3 with regards to search

performance and provides empirical evidence that validates the assertion (advocated in previous

research [27,57,126]) that the active involvement of the CA can boost search performance. With

regards to revealment strategies, Summarising CAs outperformed Listing CAs with all aspects

but Meeting Time Preference. While using Summarising CAs, participants selected more Pareto

Optimal flights and wasted less money. However, the differences were not statistically significant

and therefore we cannot support our H2.3 with regards to revealment strategies.

5.6.4 Impact of Conversation Strategy on Interaction Metrics

Although there are no statistically significant differences regarding interaction metrics (lack of

support for H2.4), Listing agents stand out in terms of the number of conversational turns

e.g. the Active Listing agent has on average 17 turns, compared with 20 turns for the Active

Summarising agent (see Table 5.6). This discrepancy can be explained by the fact that in the

Summarising condition, CAs provide information in ranges, which urges participants to apply

more filters to successively refine the search space. Listing agents, on the other hand, provide

the cheapest and fastest options which, based on our observations, have led participants to

continue their exploration in that direction. While using Listing agents, exploration was focused

on clusters of the cheapest, or fastest flight options.

5.6.5 Perceptions of Conversational Strategies

Participants were generally in favour of results filtering suggestions, and praised active support

and agent responsiveness. However, several participants (n=15) expressed the need to have

more control over the scope of the presented results (limiting the number of presented flight

attributes). Some participants (n=3) also emphasised the importance of being in control of the

search process; stating that the active strategy ‘imposed’ the direction of the search by offering

filtering cues (see Section 5.5.3 for more details). One of the most requested functionalities

was the ability of the agent to synthesize the search results over multiple days (n=17), and

remember flight information for future comparisons (n=11). The comments of the participants

highlight the positive impact of an Active Elicitation strategy on user search experience. As for

revealment, it could be argued that a modified version of a Summarising Revealment strategy

(where options are aggregated over multiple dates) would be preferable.
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5.6.6 Reflections on Findings

Based on the experience of observed conversations, we would like to offer several reflections on

the potential reasons for our experimental findings.

Firstly, as indicated by the semi-structured interviews, many participants found the lack of

visual feedback challenging (see Section 5.5.3.2 for details). This challenge was reflected in

participants’ search behaviour. We observed that a high cognitive workload, associated with

the need to memorise and reason about multiple flight options, prevented participants from a

detailed exploration of the search space across all available travel days, and effectively led to

missing Pareto Optimal options. Some participants requested that CAs compare and contrast

flight options across several days (see Section 5.5.3.3 for more details). However, we decided not

to support this functionality in order to require participants to engage in longer interactions

with the CAs and increase their exposure to different result presentation techniques. In future

research, it would be interesting to explore if splitting the experiment across several booking

sections with long breaks in between could help to improve participants’ performance.

Secondly, we noticed that after competing their first search task several participants developed a

preferred interaction strategy which they then tried to apply to all of the CAs. To some extent,

this ‘carry-over’ effect prevented participants from trying different exploration techniques and

made all agents appear more similar. One way to address this problem would be to change

the experiment design to a between-subjects model, where each participant interacts with one

agent only, or to split the experiment across several sessions. However, the decision to follow a

within-subjects design was taken to ensure that each participant was exposed to all conversation

strategies.

Finally, during the semi-structured interviews some participants indicated that they felt ‘com-

pelled’ to follow the filtering suggestions offered by the Active CAs, and that the Passive CAs

provided them with a higher sense of search autonomy (see comments of P21 and P24 in Section

5.5.3.1). While in general the active support of conversational agents was welcomed, during

the interactions we observed that some participants found filtering suggestions provided by the

Active CAs to be intrusive. This behaviour may be related to their unwillingness to offload

search decisions [159], and because trust in competence of the automated interlocutor may vary

between individuals [36].

5.7 Conclusions

We set out to examine the impact of an agent’s conversational strategy on user search experience

in a goal-oriented task. To that end, we conducted a user evaluation study where participants

completed a series of search tasks in a flight domain. Our results indicate that participants’

subjective perceptions of different CAs do not differ much in terms of workload, perceived

usability, and satisfaction with exploration of search space. There is, however, a significant
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difference in performance when it comes to choosing the best flight options and wasting less

time when using Active agents.

Our findings indicate that future generations of goal-oriented CAs should ask users questions

to actively support narrowing down the search space and offer a possibility to dynamically

manipulate the scope of the query as well as switch the focus between different aspects of the

options presented.

Coming back to our research question: ‘How do different information elicitation (passive

vs. active) and revealment (summary vs. listing) techniques impact user search

experience in a goal-oriented task with regards to: (a) Cognitive load, (b) Sat-

isfaction with the Agent, (c) Task performance, and (d) Interaction time?’ We

demonstrated that even though the difference between CA strategies was not reported as sub-

jectively different by participants, there were clear differences in search outcomes. While we

have only examined the impact of conversational strategies within a specific context, we have

shown that the strategy does impact upon performance, and we believe that it is likely to be

similar in other contexts. While we only consider pure conversational strategies (rather than

their combinations), our work motivates the need for agents to vary their strategies to adapt

to the conversational context and user preferences.

Our study is one of the first empirical investigations of different elicitation and revealment

strategies for voice based search. We provide insights on how users would interact with different

audio-only CAs in a multi-turn, goal-oriented task, and elicit their expectations regarding such

agents. Our findings on how to elicit and present information can help pave the way for more

active search support and the development of more usable CAs in the future.

5.8 Chapter Summary

This chapter investigated the impact of different revealment and elicitation strategies on user

search experience. We have shown that active elicitation and revealment can significantly im-

prove user performance in a goal oriented task. In the next chapter we will explore if switching

the conversational initiative further towards the agent (proactive involvement) can further ben-

efit user search experience.
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Chapter 6

Impact of Conversational Agent’s
Proactivity and
Recommendations on User
Search Experience

In Chapter 5, we have demonstrated the benefits of active search support on user search experi-

ence. Specifically, we have shown that a conversational agent showing increased initiative led to

better performance in a goal-oriented task. In the current chapter, we focus on the impact of an

agent’s pro-activity by investigating if further increasing an agent’s conversational initiative can

yield even more benefits. While theoretical frameworks postulate that a higher conversational

involvement of an agent is desirable (cf. [11,154]), it comes at the expense of the user’s agency

as more control over the search process is delegated to the agent [16].

In the current chapter, we address our third research question, RQ3: ‘How do agents that

proactively elicit search criteria (proactive elicitation) and proactively recommend

search results that are outside of the original scope of the user’s query (proactive

recommendation) vary in terms of their impact on: (a) Cognitive load, (b) Satis-

faction with the Agent, (c) Task performance, and (d) Interaction time?’ For the

purposes of comparison, we introduce four agents that vary in their elicitation (active and proac-

tive) and revealment (no recommendation vs. recommendation) strategies. Proactive agents

aim to reduce cognitive workload by helping users to elicit their search criteria (proactive elici-

tation) and recommend results that go beyond the user’s original query (proactive revealment).

Active agents provide less support with regards to elicitation (requiring the participant to ap-

ply their search criteria step-wise) and revealment (no additional results that go beyond the

specific scope of a participant’s query are recommended). A detailed presentation of all the

agents featured in the current study is provided in Section 6.3.4.
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Based on the anticipated benefits of proactive search support (advocated, among others, by

[11, 154]), we hypothesise that compared to active and non-recommending agents, proactive

and recommending agents will:

H3.1 : be less cognitively taxing - hypothesis linked to RQ3 (a),

H3.2 : lead to higher satisfaction - hypothesis linked to RQ3 (b),

H3.3 : lead to better performance - hypothesis linked to RQ3 (c) and

H3.4 : lead to faster task completion - hypothesis linked to RQ3 (d).

To examine the above hypotheses and investigate the potential benefit of proactive search

support and recommending search results we conducted a Wizard of Oz (WOZ) [38]. Twenty-

four participants undertook four goal-oriented search tasks interacting with four conversational

agents (described in Section 6.3.4) that differed in the degree of their conversational involvement

(active vs. proactive). Since the Active Summarising agent led to the best performance overall

in Study 2, we decided to use it as a baseline in the current study. Participants’ user search

experience was evaluated based on metrics outlined in Section 3.4.

This chapter is structured as follows. We begin by providing background information on why

increased pro activity of a system can be beneficial to a user (Section 6.1). Next, in Section 6.2

we discuss related work focusing on proactive system support in information retrieval. In Section

6.3, we provide information on our methodology, including our experimental procedure and

information about our participants. We then present the results (Section 6.4), semi-structured

interviews (Section 6.5) and discuss their implications (Section 6.6). Finally, in Section 6.7 we

provide our conclusions and summarise the chapter (Section 6.8).

6.1 Importance

In conversational search, due to the transitory nature of speech, it may be desirable to delegate

control over certain aspects of the search to the CA [154]. It is thus important to determine

when the user should be involved in directing the search and when the CA should take control.

Gaining a deeper understanding of the degree to which an agent’s involvement in elicitation

and revealment is required by users, can support development of more usable conversational

agents.

Trippas noted that due to the high cost of delivering search results via voice, intermediaries

(CAs) need to constantly make an assessment of what information it is appropriate to share

with the seeker at different points in the search process [156]. This means that a conversational

agent, in order to be an effective intermediary, needs to ‘adapt, accommodate, and support the

user so that the user has to expend as little effort as possible’ [154, p.141]. Trippas further

emphasised that the proactive agent has to ‘adapt their information presentation techniques
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based on a ‘cost-benefit’ trade-off and considering the impact on the seeker’s satisfaction [154].’

Switching initiative towards conversational agents can be beneficial to the user but it requires

willingness to give up some control over the search process. For instance, in the context of a

product search, while the user may find an acceptable option sooner when using a proactive

agent, they may miss out on other suitable alternatives as the agent has control over which

options are revealed.

In this chapter, we will investigate the impact of a CA’s pro-activity in query formulation (elic-

itation) and results recommendation (revealment) on user search experience. More specifically,

through the current study, we seek to test if proactive search support can yield the theorised

benefits postulated in previous research [11, 126, 154] to provide better search support to the

user in a goal-oriented task.

6.2 Context

The model of Spoken Conversational Search (SCS) proposed by Trippas [154] emphasises the

importance of adaptability and proactivness in a conversational system. Previous work has

shown that in human-human information seeking scenarios, seekers explicitly requested inter-

mediaries to make search decisions on their behalf which was motivated by trust and competence

in another human’s abilities [156]. However, to the best of our knowledge, the willingness to

delegate control over conversational search to a machine has not yet been explored in the spoken

domain.

In the textual domain, the topic of proactive search support has been investigated by White

and Ruthven, who used implicit and explicit feedback techniques to investigate the process of

indicating the relevance of search results [172]. White and Ruthven investigated 3 different

search systems that varied in the degree of control they had in creating queries, indicating

which results were relevant in making search decisions. The study [172] indicated that while

participants were willing to delegate the task of recommending potential key words to the

system, they still wanted to retain the control of adding the keywords themselves. This finding

highlights that proactive agent support may be detrimental to user search agency if the agent

has too much control over the search process.

The notion of search agency and the willingness of users to retain control over the search process

can be illustrated by the following quote by Bates:

Most people have a strong desire for a sense of effectiveness in and mastery of

their environment, particularly with respect to things that affect them in a close

and personal way. Control of tools or powerful machinery can touch deep issues

of personal power and freedom. As computers are experienced more and more as

commonplace personal utilities, I think we can expect to see the same urge for control

over computer systems, including information retrieval systems, that we see with
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cars. In seeking to provide the convenience of a wholly automatic information search

to users, we in information science, may unwittingly be robbing people of the power

and freedom of choice that they want to keep for themselves. [16, p.19]

The argument made by Bates is pertinent to conversational search agents and demands closer

attention given the growing popularity of voice interfaces. While theoretical frameworks of con-

versational search [11,126] assume that pro-active agents can enhance the spoken conversational

search experience and be more user-friendly than their passive equivalents, this assertion has

not been verified empirically. The current study addresses this gap by evaluating user search

experience in a goal-oriented task.

6.3 Method

To investigate the impact of the agent’s proactive search support (see Section 6.3.4 for details),

we conducted a controlled laboratory study, using a WOZ methodology. Again, as in the studies

described in Chapters 4 and 5, the current study was conducted in a flight booking context.

6.3.1 Study Design

Our study followed a 2x4 within-subjects design, where the independent variables were elic-

itation strategy (Active and Proactive) and revealment strategy (No Recommendation and

Recommendation) and dependent variables were four aspects of user search experience: (1)

cognitive load (measured by NASA TLX [69]), (2) satisfaction (measured by SUS question-

naire [24] and SSES questionnaire [176]), (3) performance (evaluated in terms of the selected

flight meeting the search criteria outlined in the task) and (4) interaction time for each of the

search scenarios (measured in seconds) and number of conversational turns.

6.3.2 Experimental Procedure

The experimental stages of Study 3 are illustrated in the Figure 6.1

Figure 6.1: Illustration of Experimental Stages. Stage (2) consists of four search sessions
(one with each CA); each session was followed by completing NASA TLX [69], SUS [24], and
SSES [176] questionnaires.

Ethics approval for the study was granted by the Department of Computer and Information

Sciences, University of Strathclyde (application no. 1155). At the beginning (Stage 1), partici-

pants were briefed about the study, asked to sign the participant form, fill in the demographics

questionnaire and allowed to ask any study-related questions. Next, in Stage 2, participants
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interacted with one of 4 Agents - the sequence of agents was manipulated using Latin Square de-

sign. All interactions were followed by questionnaires (Stage 3). The aim of the questionnaires

was to assess: workload (NASA TLX [68]), perceived satisfaction ((SUS [24]) and (SSES [176])).

In Stage 4, participants took part in a semi-structured interview where they were asked to retro-

spectively comment on their flight choices, evaluate their search experience and rank the agents.

Participants were asked four open questions1: (1) ‘What difference did you notice between the

agents, if any’, (2) ‘Which agent(s) did you find most useful and why?’ (Positive Features of

Interaction), (3) ‘Which agent(s) did you find least useful and why?’ (Interaction Challenges)

(4) ‘How would you improve the agent/agents?’ (Suggestions for New Functionalities). To

facilitate retrospective reflection and provide performance feedback, at the end of each semi-

structured interview, we provided participants with a visualisation of the search space with

their flight choices marked for each scenario. Since the study was deployed online, the flight

choices were highlighted by using Zoom’s annotate function as illustrated in Figure 6.2.

Figure 6.2: Visualisation of the search space presented to participants during Zoom call. Black
circle indicates the flight selected by the participant. The arrow has been added for emphasis.

6.3.3 Wizard/ Agent Setup

Our user evaluation utilised a Wizard of Oz (WOZ) set-up [38] in which the CAs were simulated

by a human (wizard) who interacted with a user and provided the user with results via voice (an

illustration of this setup is presented in Figure 6.3). This setup is an online version of the setup

used in Study 2 (see Section 5.3.3 for details) with the main investigator acting as a wizard. The

modifications were necessary as the COVID-19 pandemic made face-to-face studies prohibitive

1The questions are modified versions of questions used in Chapter 5. The decisions to modify the questions
was to focus discussion on merits and faults of different CAs.
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(see ‘University Ethics Committee Covid-19 Guidance’ in Appendix D.2)1. The station used

by the wizard during the experiment is presented in Figure 6.4.

Figure 6.3: The Wizard of Oz framework: a wizard searches a flight database on behalf of a
user and provides them with results.

Figure 6.4: Wizard’s station with two screens. During the experiment one screen was used
for filtering the flights database (left) and the other for sharing instructions with participants
through the Zoom ‘screen share’ function.

1Please note that the guidance is updated as the situation with Covid-19 develops. The regulations can
be accessed via: https://www.strath.ac.uk/coronavirus/staff/universityethicscommittee/ (last accessed on 26th
October 2020)
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6.3.4 Agent Conversational Strategies

Four conversational agents featured in this study are presented in Figure 6.5. As in Study 2,

we assigned a name to each of the conversational agents to make them easily identifiable to the

participants, the names of the agents were:

1. Agent Calum: Active Summarising (AS)

2. Agent Euan: Active Recommendation (AR)

3. Agent Frank: Proactive Listing (ProL)

4. Agent Graham: Proactive Recommendation (ProR)

Figure 6.5: Conversational Agents Used in Study 3.

For the purposes of our study, a CA is considered ‘pro-active’ if, given the context of the initial

query provided by the user at the beginning of interaction, the agent, before providing results,

will (1) help to narrow down the query and determine search priorities (most salient flight

attributes), and (2) make recommendations by providing additional results outside the original

query in order to help the participant save money and/or time. The goal of the pro-active

agent is to quickly reduce the size of the search space (considered in terms of flight options

that are relevant to the user) at the elicitation stage and to offer alternative results during the

revealment stage.
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In the current study the level of agent pro-activity varied. An agent could be proactive both

in terms of elicitation and revealment (ProR), elicitation only (ProL), revealment only (AR)

or neither (AS). Conversational strategies are presented in Algorithm 3 (Active Summaris-

ing), Algorithm 5 (Active Recommendation), Algorithm 6 (Proactive Listing) and Algorithm

7 (ProActive Recommendation). It should be noted that the AS agent was used as a baseline

as it led to the best performance in Study 2. We decided not to implement the summary op-

tion in the proactive revealment condition to make the agents more easily distinguishable for

participants. Moreover, since the goal of proactive elicitation is to quickly identify the most

salient flight options without overloading participants with too many details, implementing it

as a listing strategy was more adequate. A more detailed illustration of how CAs elicited and

revealed information is presented in Section 6.3.6.

6.3.5 Simulated Search Tasks

Search tasks used in the current study were based on the same structure as in Study 2 (see

Section 5.3.5 for details). The only modification were different background stories used to

motivate the search. The search scenarios used in the current study are provided for reference

in Appendix E.3. During the search tasks the description of the search scenario was provided

to participants via the Zoom screen-share feature, as illustrated in Figure 6.6.

Figure 6.6: Screen shared with participants during search task.
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6.3.6 Interaction Design

The interaction strategy of the pro-active conversational agent is presented in Figure 6.7. For

comparison, the conversation flow of an Active CA (baseline) is presented in Figure 6.8.

Figure 6.7: Overview of conversational flow for Pro-Active CA. White rectangles denote the
CA’s actions while green diamonds denote the user’s actions. Note: in a recommender mode
(‘**’) the CA provides one flight result and recommends one additional alternative.

Figure 6.8: Overview of conversational flow for an Active CA. White rectangles denote the
CA’s actions while green diamonds denote the user’s actions. Note: in a recommender mode
(‘**’) the CA provides one flight result and recommends one additional alternative.

To ensure consistency of interaction, as in Study 2, each agent was based on an algorithm that

specified how to elicit and reveal information from and to the participant. The four algorithms

used in Study 3 are provided below. Every interaction began with the agent prompting the
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participant to provide their destination and day of travel. With regards to elicitation, the main

difference between active (AS and AR) and proactive (ProL and ProR) agents is that while the

former provide the participant with an overview of the search space each time a search filter

is applied and the number of flight options is larger than 2 (see Algorithm 3 and Algorithm 5,

lines 5-7), the latter ask a series of questions to elicit the participant’s priority before providing

a detailed result (see Algorithm 6 and Algorithm 7, lines 6 & 7). Proactive agents required

participants to provide their search priority (e.g. flight cost over duration of travel). If the

participants did not indicate the priority the agent would inform them: ‘You need to pick one

priority in order to continue your search’.

ALGORITHM 5: Active Recommendation Strategy - Agent Euan

1 while Flight has not been selected do
2 wait for a query
3 for a query do
4 if n of flights > 1, then
5 provide n of flights
6 provide flights range (price)
7 provide flights range (travel duration)
8 Case 1. say: ’Would you like to filter by price?’
9 Case 2. say: ’Would you like to filter by duration?’

10 Case 3. say: ’Would you like to filter by departure time?’

11 else
12 provide detailed flight result (airline, departure and arrival times, price and

duration)
13 provide one alternative flight (outside the scope of the original query)
14 say: ’Would you like to this flight/any of these flights?’

15 end

16 end

17 end

ALGORITHM 6: ProActive Listing Strategy - Agent Frank

1 while Flight has not been selected do
2 wait for a query
3 for a query do
4 if n of flights > 2, then
5 Elicit Priority
6 Step 1. say: ’Is your priority cost of the flight or duration of travel?’
7 Step 2. say: ’Do you have any requirement regarding departure/arrival

time?’
8 else
9 provide detailed flight result (airline, departure and arrival times, price and

duration)
10 say: ’Would you like to this flight/any of these flights?’

11 end

12 end

13 end
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ALGORITHM 7: Active Recommendation Strategy - Agent Graham

1 while Flight has not been selected do
2 wait for a query
3 for a query do
4 if n of flights > 1, then
5 Elicit Priority
6 Step 1. say: ’Is your priority cost of the flight or duration of travel?’
7 Step 2. say: ’Do you have any requirement regarding departure/arrival

time?’
8 else
9 provide detailed flight result (airline, departure and arrival times, price and

duration)
10 provide one alternative flight (outside the scope of the original query)
11 say: ’Would you like to this flight/any of these flights?’

12 end

13 end

14 end

Active and Proactive strategies were implemented in either Recommendation or No Recom-

mendation mode. While No Recommendation Agents provided two full flight results each time

that the number of search results was less or equal to 2, Recommendation Agents provided only

one result and offered participants an alternative that highlighted a certain trade-off, e.g. ‘If

you spend £30 more you can get to your destination an hour quicker.’

In order to ensure consistency across the strategies we created a list of exceptions that particular

agents could not handle. The exceptions were:

• Searching multiple days at the same time

• Comparing results

• Asking No Recommendation agents for Recommendations

If a participant issued any of the above queries, the CA replied: ‘Sorry, this functionality is not

currently supported.’

Participants were however allowed to ask agents to re-apply the same search criteria between

different days. When switching between the days, the agents asked the participant if they would

like to use the same filters from their most recent search.

As in Study 2, for Active agents if a query returned no results (Ø), the agent would suggest

changing the filtering criteria. For instance, if there were no flights within the specified price

range, the agent would suggest relaxing the search criteria (e.g. ‘There are no flights for less

than £200 that leave before 2 pm, try to increase your price, change travel time’ etc.). If the

query issued by the participant was outwith the scope of the agent, it would inform the user

that the given functionality was not supported. The agent could search only one day at the

time so that participants had to perform a number of searches to explore the space (which
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is consistent with current flight booking systems). Examples of participants’ interactions with

agents are provided for reference in Table 6.1 (Active Agents) and Table 6.2 (Proactive Agents).

Table 6.1: Interactions with Active Agents. Note: The passage that distinguishes a Recom-
mendation from a Summary interaction strategy is underlined for clarity.

Active Summary
Agent (AS)

Active Recommendation
Agent (AR)

AS: Hello my name is Calum,
I am a flight search agent and I will help you
to find your flight, to get started, please provide
me with your destination and day of departure.

Participant: Hi Calum, the destination is London
and the date of departure is between Wednesday
the twelfth and Friday the fourteenth of December.

AS: Ok, which day would you like to check first?

Participant: Wednesday.

AS: One moment please. There are twenty-nine
flights available. The prices range from seventy
pounds to one hundred and forty, and the durations
range from one hour thirty to four hours fifteen.
Would you like to filter by price?

Participant: Yes.

AS: Ok, how would you like to filter?

Participant: Cheapest first, please.

AS: One moment please.
Do you have a maximum price in mind?

Participant: Ninety.

AS: There are six flights available.
The prices range from seventy pounds
to ninety pounds and the durations range
from three hours to four hours.
Would you like to filter by duration?

Participant: No, can I filter by arrival time?

AS: Ok, how would you like to filter?

Participant: Arrive at or before ten am.

AS: There are no flights that arrive at or before ten am.
You may want to increase the arrival time.

Participant: Are there any that arrive
at or before eleven am?

AS: No. you may want to increase your arrival time.

Participant: Can I try Thursday? [. . . ]

AR: Hello my name is Euan,
I am a flight search agent and I will help you
to find your flight, to get started, please provide
me with your destination and day of departure.

Participant: I want to go to Reykjavik
and I am flying on the sixth of April.

AR: Sure, one moment.
Okay, so we have twenty seven flights on that day.
Prices range from one hundred ninety
to three hundred pounds
and flight durations range from two
and a half hours to five and a half hours.
Would you like to filter that by price?

Participant: Can we filter by time?
Please get rid of anything that arrives
after three thirty pm.

AR: We have six flights in that range.
Prices range from one hundred ninety
to three hundred pounds
and flight durations range from two
and a half hours to five and a half hours.
Would you like to filter that by price?

Participant: Yes, how long does the cheapest flight take?

AR: That flight takes five hours fifteen minutes
and it costs one hundred ninety pounds.
However, if you spend thirty pounds more
you can get there half an hour quicker.

Participant: OK, could you do the same search
for the next day? [...]
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Table 6.2: Interactions with Proactive Agents. Note: Passages that demonstrate Proactive
elicitation are underlined for clarity.

Proactive Listing
Agent (ProL)

Proactive Recommendation
Agent (ProR)

ProL: Hello, my name is Frank.
I am flight search agent and I will help you
to find your flight. To get started, please provide
me with your destination and day of departure.

Participant: I would like to book a flight for
Las Palmas in the Canary Islands, Spain.
I am hoping to fly on Wednesday, the eighth of July.

ProL: Sure, are you more concerned about the cost
of the flight or about the duration of travel?

Participant: The cost of the flight.

ProL: Ok, do you have any requirements
regarding departure or arrival time?

Participant: I would like to arrive before six pm.

ProL: Ok, one moment please.

The two cheapest flights that arrive before six pm,
are as follows. The first one is a KLM flight,
departure six fifty am, arrival two zero five pm,
it costs three hundred seventy pounds
and takes seven hours and fifteen minutes.
The second option is a BA flight,
departure time ten am and arrival four-forty five pm,
it costs three hundred seventy pounds
and takes six hours forty-five minutes.
Would you like to select any of these flights?

Participant: Yes, I would like to go for the first option.
[...]

ProR: Hello my name is Graham,
I am a flight search agent and I will help you
to find your flight, to get started, please provide
me with your destination and day of departure.

Participant: Hi, I am looking to book a flight to Reykjavik,
Iceland on Friday the sixth of April, please.

ProR: Sure, are you more concerned about the cost
of the flight or about the duration of travel?

Participant: Duration of travel.

ProR: Ok, do you have any requirements
regarding departure or arrival time?

Participant: It would be ideal to arrive
before four pm, please.

ProR: Okay, so the quickest flight on that day
that arrives before four pm, is Air France
departure time eight fifteen am, arrival eleven fifteen am
it costs two hundred and sixty five pounds
and it takes three hours.
However, if you are willing to spend forty-five minutes
longer travelling, you can save fifteen pounds .
Would you be interested in any of these flights?[...]

6.3.7 Participants

24 people took part in the study (10M, 14F). The average age of participants was 26 (SD=3.8).

There were 20 native English speakers, 3 people described their English level as Proficient and

1 person as Advanced. 20 participants reported having used Expedia or Skyscanner at least

one time in last year. 8 participants reported having used a smart speaker or other form of

personal voice assistant such as Amazon Echo at least once. 20 participants indicated price as

the most important factor that they consider when booking flights. The data of one participant

was excluded from the analysis as they did not follow the instructions outlined in the search

scenarios.

Since the experiment was conducted online, via Zoom, after each search task we evaluated the

audio quality by asking participants the statement ‘It was easy to understand what the agent

was saying’ on the 5-point Likert scale, where 1 indicated ‘strongly disagree’ and 5 indicated

‘strongly agree’. The average audio comprehension score was 4.6 (SD = 0.6) - indicating that

the audio quality was good and therefore did not have a detrimental effect on participants’

flight selections.
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6.4 Results

Our experimental results are presented in Table 6.3 (Subjective Measures), Tables 6.4 and 6.5

(Performance Measures) and Table 6.8 (Interaction Metrics). Since most of our data was not

normally distributed, for pair-wise comparisons, unless otherwise stated, we use the Kruskal

Wallis H Test. All of the conducted statistical tests were two-tailed.

6.4.1 Relatability

In order to ensure that the type of the scenario did not have an impact on the level of partic-

ipants’ involvement in each search task, after each task, we asked participants to answer the

following question: ‘How relatable did you find the task?’. The responses were measured on

a 5-point Likert scale, where 1 signified ‘completely unrelatable’ and 5 signified ‘completely

relatable’. The average, overall score across the tasks was 4.3 (SD=0.7) and there was little

variance between the tasks: 4.2 (SD=0.7) for Scenario 1, 4.4 (SD = 0.8) for Scenario 2, 4.3

(SD=0.7) for Scenario 3 and 4.4 (SD=0.7) for Scenario 4.

6.4.2 Subjective Measures

A summary of the findings for subjective measures (NASA TLX, SUS and SSES questionnaires)

can be found in Table 6.3. Pairwise comparisons between Active and ProActive agents, and No

Recommendation and Recommendation agents revealed no statistically significant differences.

Active and ProActive agents performed similarly for: Overall NASA TLX (Z = -0.648, p =

0.517), SUS (Z = -0.635, p = 0.526), Mental Demand (Z = -0.498, p = 0.618), Performance

(Z = -0.224, p = 0.823), Frustration (Z = -0.810, p = 0.418). There was also little difference

between No Recommendation and Recommendation Agents: Overall NASA TLX (Z = -0.613,

p = 0.540), SUS (Z = -0.457, p = 0.648), Mental Demand (Z = -0.534, p = 0.593), Performance

(Z = -0.213, p = 0.831), Frustration (Z = -0.962, p = 0.336).

We observe that, overall, Active CAs put more strain on a participant’s workload. As can

be seen in Table 6.3, the average overall NASA TLX score for Active agents was 29, which is

four points more than for the ProActive agents (25). Notably, among all the agents, Active

Recommendation performs the worst (NASA score of 33). An analogical trend can be observed

for Mental Demand and Performance. In terms of usability, Active agents score lower (SUS

score of 80) than any other agent group (SUS score of 82.5 each).

For SESS, the scores are uniform across the board. The exception is Speed of interaction where

ProActive and Recommendation Agents score higher than Active and No Recommendation

Agents (4.5 vs. 4 for each group respectively). This difference in scores could be attributed to

the fact that ProActive agents elicited preference information upfront which reduced interaction

time. Recommendation Agents presented one result and then recommended one alternative

result, compared to two results (with no alternative) presented by No Recommendation Agents
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Table 6.3: Subjective Measures. The table aggregates data from questionnaires that reflect
participants’ perception of Conversational Agents. Note: For NASA TLX the lower the score,
the better. For SUS and SSES, the higher score the better.

[Metrics]
[Agent Type]

Active
Pro

Active
No
Rec

Rec
Active
Summ

Active
Rec

Pro
Summ

Pro
Rec

N
A

S
A

T
L

X
O

ve
ra

ll
(0

-1
00

),
P

er
It

em
(0

-2
0)

Mental
Demand

Med
(IQR)

7.5
(8)

7
(6)

7
(6)

5
(7)

6
(8)

8
(10)

7
(6)

7
(6)

Effort
6

(5.5)
5

(6)
5

(5)
6

(5)
5

(7)
6

(12)
5

(6)
5

(7)

Performance
5

(7)
5

(5)
5

(6)
5

(7)
5

(5)
5

(8)
5

(5)
5

(5)

Frustration
3

(6)
2

(5)
2

(4)
3

(6)
2

(4)
3

(6)
1

(4)
2

(6)
Temporal
Demand

4
(4)

4
(3)

4
(6)

4
(4)

4
(7)

4
(4)

4
(5)

4
(3)

Overall
29

(27)
25

(9.5)
24.5
(20)

27
(17)

27
(31)

33
(16)

24
(9)

26
(18)

SUS Overall
Med

(IQR)
80

(21)
82.5
(9)

82.5
(19)

82.5
(14)

80
(22.5)

80
(20)

82.5
(17.5)

82.5
(5)

S
S
E

S
O

ve
ra

ll
(0

-2
0)

,
IN

D
V

(1
-5

) Presentation

Med
(IQR)

4
(1)

4
(1)

4
(1)

4
(1)

4
(1)

4
(1)

4
(1)

4
(1)

Overview
4

(0.5)
4

(1)
4

(1)
4

(0.5)
4

(0.5)
4

(1)
4

(1)
4

(0.5)

Confidence
3

(2)
3

(2)
3

(2)
3

(2)
3

(2)
3

(2)
3

(2)
3

(2)

Speed
4

(1)
4.5
(1)

4
(1)

4.5
(1)

4
(1)

4
(1)

4
(1)

5
(1)

Overall
16
(3)

16
(2.5)

16
(3)

16
(2)

16
(3)

16
(2.5)

16
(3.25)

16
(2.25)

which was perceived as a faster mode of delivery. In particular ProActive Recommendation

Strategy scored higher (5 points) than any other strategy (4 points).

6.4.3 Objective Metrics - Task Performance and Interaction Metrics

Objective metrics used to evaluate all CAs were: (1) participants’ performance considered

in terms of selected flight options (primary indicators) and expenditure of money and time

(secondary indicators); and (2) interaction metrics - task completion time and number of con-

versational turns. Both metrics are described in turn in this section.

6.4.3.1 Task Performance

We measured task performance in terms of distance of the selected flight from the Pareto

frontier (Discussed in Chapter 3 , Figure 3.5) - hard constraint, and in terms of preference

(desired travel time specified in search scenario) - soft constraint. The flight was considered

Pareto Optimal if, and only if, it met both of the constraints. In terms of the task outcome;

for each conversational strategy, we also report if participants lost money and/or wasted time

by selecting sub-optimal flight options.

Task performance measures are presented in Table 6.4 and Table 6.5. We consider Task Per-

formance in terms of Primary Indicators (‘Meeting Time Preference’ and ‘Hitting the Pareto

Optimal), and Secondary Indicators (‘Losing Money’ and ‘Wasting Time’). Primary Indicators
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concern meeting the flight arrival requirements specified in each search scenario and indicate

if the selected flight was Pareto Optimal (i.e. it offered the best combination of price and

duration while meeting the arrival requirement). Secondary Indicators concern the impact of

participants’ flight selections on their resources: time and money (i.e. if a participant selected a

more expensive flight when a cheaper one of the same duration was available - they lost money;

if they selected a flight with a longer duration when a shorter alternative was available at the

same price – they lost time). Since all the indicators are considered in binary categories, i.e. a

selected flight is either on the Pareto frontier or not, the selected flight either meets the time

preference or not etc., Cochran’s Q Test was used to compare different conversational strategies.

The Bonferroni adjusted alpha-level (.008) was used for all post-hoc analyses.

Table 6.4: Performance Measures (Primary Indicators).

[Metrics]
[Agent Type]

Active
Pro

Active
NoRec Rec

Active
Summ.

Active
Rec

Pro
Summ.

Pro
Rec

PRIMARY
INDICATORS

Met Time
Preference

42/46
(91%)

45/46
(98%)

42/46
(91%)

45/46
(98%)

20/23
(87%)

22/23
(96%)

22/23
(96%)

23/23
(100%)

Pareto
Optimal

28/46
(61%)

34/46
(74%)

27/46
(59%)

35/46
(76%)

12/23
(52%)

16/23
(70%)

15/23
(65%)

19/23
(83%)

Meeting Time Preference: There was no statistically significant difference between the

conversational strategies (Cochran Q = 5.400, p = 0.145 ). However, participants obtained

better results when using ProActive and Recommender agents than when using Active and No

Recommender agents. Only participants who interacted with a ProActive Recommendation

Agent managed to meet the time requirement at every attempt.

Hitting the Pareto Optimal: There is no statistically significant difference between strate-

gies (Cochran Q = 7.317 , p = 0.062). Again, participants using a ProActive and Recommender

Agents performed better than when using Active and No Recommender agents (74 % and 76

% for the former compared to 61 % and 59 % for the latter). Overall, the Proactive Recom-

mendation Agent led to the best performance with participants booking 83% Pareto flights.

Table 6.5: Performance Measures (Secondary Indicators).

[Metrics]
[Agent Type]

Active
Pro

Active
NoRec Rec

Active
Summ.

Active
Rec

Pro
Summ.

Pro
Rec

SECONDARY
INDICATORS

Money
Lost

16/46
(35%)

9/46
(20%)

16/46
(35%)

9/46
(20%)

10/23
(43%)

6/23
(26%)

6/23
(26%)

3/23
(13%)

Time
Wasted

13/46
(28%)

11/46
(24%)

15/46
(33%)

9/46
(20%)

8/23
(35%)

5/23
(22%)

7/23
(30%)

4/23
(17%)

Money Lost: No statistically significant differences were observed between the conversational

strategies (Cochran Q = 7.171 , p = 0.067 ). However, ProActive and Recommender led to

better results with only 20% of participants losing money for each of the strategies, compared

to 35% for both Active and No Recommender strategies each.
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Time Wasted: We did not observe a statistically significant differences between the conver-

sational strategies (Cochran Q = 3.740, p = .291). Fewer participants wasted travel time when

interacting with Proactive and Recommender Agents (24% and 20% respectively) as compared

to Active and No Recommender agents (28% and 33% respectively). Overall, the Proactive

Recommendation Agent led to the least amount of travel time wasted (17%).

Overall, in terms of performance, the ProActive conversational strategy consistently outper-

formed the Active conversational strategy for all performance aspects under consideration. An

analogical trend can be observed for the Recommendation strategy which outperforms the No

Recommendation strategy for all performance measure. At the level of the individual CAs, the

Proactive Recommendation agent yields the best performance for both Primary and Secondary

performance indicators. The most notable differences are observed when it comes to ‘Money

Lost’ and ‘Time Wasted’.

6.4.3.2 Recommendation - Performance comparison.

Tables 6.6 and 6.7 provide a detailed breakdown of participants’ performance when using agents

with a Recommendation strategy (Table 6.6), compared with participants who used agents with

a No Recommendation (Table 6.7).

Table 6.6: Interaction Statistics for Agents with Recommendation.

Participants who # Participants # Got Pareto
Interaction Time in seconds

(SD)
# Turns

(SD)
Followed

Recommendation
19/46
(41%)

13/19
(68%)

303
(104)

14
(3.8)

Did not Follow
Recommendation

27/46
(59%)

22/27
(81%)

280
(107)

13
(5.8)

Participants who # Participants # Missed Pareto
Interaction Time in seconds

(SD)
# Turns

(SD)
Followed

Recommendation
19/46
(41%)

6/19
(32%)

183
(70)

10
(3.8)

Did not Follow
Recommendation

27/46
(59%)

5/27
(19%)

359
(132)

17
(6.4)

Table 6.7: Interaction Statistics for No Recommendation Agents

Type of
Agent

# Participants who Got Pareto
Interaction time in seconds

(SD)
# Turns

No
Recommendation

27/46
(59%)

266
(106)

13
(6)

Type of
Agent

# Participants Missed Pareto
Interaction time in seconds

(SD)
# Turns

No
Recommendation

19/46
(41%)

260
(154)

12
(9)

It is noteworthy that participants who followed the recommendation and missed the Pareto,

made their flight selections in almost half the time that it took participants who followed
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recommendation and got the Pareto option (see Table 6.6 for details). All the participants

who followed the recommendation and missed Pareto explored only one day, effectively missing

better options (see Figure 3.6 for comparison of flight options across different days). This was

not the case for agents that did not offer recommendation - as participants interacting with

them spent roughly the same time interacting, regardless if they missed the Pareto or not (see

Table 6.7 for details).

6.4.3.3 Interaction Metrics

Interaction Metrics, summarised in Table 6.8, provide information about the impact of conver-

sational strategy on the duration of a conversation and the number of conversational exchanges

between the agent and the participant. We considered conversation time and the number of

turns as indicators of the agent’s efficiency.

Table 6.8: Interaction Metrics. Note: Interaction Time is rounded up to the nearest second.
‘***’ signifies p < .001,‘**’ signifies p < .01.

[Metrics]
[Agent Type]

Active
Pro

Active
No
Rec

Rec
Active

Summ.
Active

Rec
Pro

Summ.
Pro
Rec

Interaction
Time in sec.

Med
(IQR)

273
(149)

229
(135)***

249
(144)

271
(149)

255
(99)

304
(158)

239
(134)

217
(152)

Conversational
Turns

13
(7)

10
(5)**

10.5
(6)

12
(7)

12
(7)

14
(6)

10
(6)

11
(5)

We found statistically significant differences for objective measures between Active and ProAc-

tive agents with regards to interaction time (Z = 6.4 p = 0.0011) and number of conversational

turns (Z = 8.6 p = 0.003). We also found statistically significant differences for the No Rec-

ommendation vs. Recommendation comparison with regards to interaction time (Z = -2.674,

p = 0.008) and conversational turns (Z = -2.834, p = 0.005). Among all the strategies, Active

Recommendation stood out with the highest number of conversational turns (Med = 14) and

the longest interaction time (Med = 304s).

6.5 Semi-structured Interviews

All but one participant (n=23) took part in semi-structured interviews after all the interactive

tasks were completed. The interviews provided a number of insights on participants’ perception

of conversation strategies (represented by four CAs - described in Section 6.3.4).

6.5.1 Procedure

All interviews were audio recorded. We asked participants four questions:

1. What difference did you notice between the agents, if any?

2. Which agent(s) did you find most useful and why? (Positive Features of Interaction)

3. Which agent(s) did you find least useful and why? (Interaction Challenges)

4. How would you improve the agent(s)? (Suggestions for New Functionalities).
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6.5.2 Findings

In the current sub-section, we summarise the findings of our thematic analysis with regards to

three categories , namely (1) Positive Features of Interaction, (2) Interaction Challenges and

(3) Suggestions for New Functionalities. We refer to the interview participants by ID numbers

(IDs: P1-P23).

12 out of 23 participants were able to see the difference between the agents. Table 6.9 provides a

summary of the agents perceived by participants as the best and worst. The following sections

will provide more detail on participants’ opinions regarding the agents.

Table 6.9: Participants’ perceptions of agents.

Agent
(Type)

Perceived
as Best

Perceived
as Worst

Calum
(Active Summary)

2 5

Euan
(Active Recommendation)

2 3

Frank
(ProActive Listing)

6 3

Graham
(ProActive Recommendation)

4 1

6.5.2.1 Positive Features of Interaction

In total 14 participants commented about positive features of their interaction with conversa-

tional agents. The majority of participants (10/14) preferred Agents that elicit search criteria

upfront before revealing the results (ProActive Agents). The main reasons provided in sup-

port of this preference were convenience of access and less cognitive effort. The preference for

ProActive Agents is illustrated by the quotes below:

The ones that gave you all information up front. It was the easiest one because it

just told you all things. (P9)

They just provided more detail without me having to ask. (P18)

On the other hand, some participants (4/14) preferred the Active Agents as they provided a

better overview of available options and provided broader context that allowed participants to

make more informed decisions. The quotations below illustrate participants’ preference towards

Active Agents.

I liked agents who provided a range of prices. Before you start filtering down, it is

also good to know the minimum duration of the flight and the maximum duration.

The agents who did not do it said that the flight was seven hours, but I didn’t know

it that was quick or not. And so, I think it would be good if it gave minimums and
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maximums before you start filtering down so that the user knows whether it’s a long

time or not. (P3)

I preferred to have filters available as it gave a better overview of what was available

in the search space. It made my search more specific. (P4)

6.5.2.2 Interaction Challenges

Twelve participants commented on challenges encountered during their interaction with con-

versational agents. Most participants (8/12) complained about Active agents due to their lack

of support with preference elicitation - as illustrated by the following quotations.

I did not like Calum because it did not ask me for my required arrival time (P3)

Calum, it was the only one that I really would not choose to use for buying tickets,

I felt suspicious of it. (P9)

I did not like Euan and Calum because they provided the least amount of extra

information. So for example, they asked for my requirements and that was easier to

provide upfront. Just right off the bat, I was able to find something at 4pm, I could

give them all my details up front. Whereas in the other ones it was a step by step

process, so it felt a little more arduous to have to say: ‘I want this day’, and then

you provide time, and then some more questions. (P18)

Several participants (4) also mentioned that the Recommendation strategy placed an additional

cognitive strain on them, making them reconsider the flight selections that they had already

made. This is illustrated by the following quotation.

Recommending agents put more strain on your memory. I think for me, it was the

one that was suggesting the second best option like slightly more expensive option

with a better time. It just made me think about more things. I was lost because it

was suggesting when I already have made my decision. I felt I am going to stick

with this one and then he came and said, ‘Oh but if you pay a bit more and then

you arrive sooner’. (P10)

This was a bit confusing because it just made me think about more things and added

more effort. Once I had made my choice, the agents (Recommending) suggested

something and then I had to think about it again and memorise options. (P10)

6.5.2.3 Suggestions for New Functionalities

Participants made several suggestions for improving the conversational agents. The most rec-

ommended functionality was for the agent to be able to provide a summary of results across

several days.
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I always write down what flights I have found on what different days and then I

compare the price and the duration. But if you were doing it exclusively through

voice, you should be able to save the flight that they have given you so that you can

listen back to it, and then you are able to compare easily amongst other options.

(P3)

It would be good to have a running summary of results - a global comparison. After

looking into different days, the agent would say: ‘So, overall, the cheapest flight is

on that day and the quickest flight is on that day.’ That would help me to remember

things without having to ask. (P5)

Participants also requested that the agent provide a comparison between different options that

they selected and highlight the trade-offs involved for each choice.

The agent should be able to highlight trade-offs between different options, rather than

just providing me with the cheapest one or the shortest one. (P14)

It would be good to have feedback on different options and how they compare. If I

am looking on multiple days, I want to know the cheapest option on that day and

want to be able to have some way of saying it when I am exploring other other days

so I can then compare it. (P6)

One participant also mentioned that they would like the agent to sound more robotic. This

would make them less compelled to make a quick decision and probably allow a more thorough

exploration of the search space.

It may sound strange, but it’s like if this sounds a bit more like a robot, I would

feel better with it because this one just felt so human and so real. I felt like, is this

person waiting for me to make the decision, should I make my mind up quicker?

Whereas with a more robotic voice, if it was something that did not feel like a real

person that would just make me feel more comfortable and I would take more time

to make my choices (P10)

Another participant suggested that voice-only interaction with conversational agent should be

an initial, browsing stage whose purpose would be collecting information on available flights.

The follow-up would be for the agent to forward the summary of results to the user so they

could compare the results using a graphical interface before making their final decision.

It would be good if the agent could send me a summary of flights that I have selected

to my phone for comparison. So, if there were three days, then I could see what

I have picked for each day and I knew what my options were. I think that seeing

results is important before you book any of them. (P21)
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6.6 Discussion

In this section, we discuss our findings with regards to our research hypotheses concerning the

impact of Proactive Elicitation and Proactive Revealment (recommendation). We hypothesised

that compared to Active and No Recommendation agents, Proactive and Recommending agents

will: be less cognitively taxing (H3.1), lead to higher satisfaction (H3.2), lead to better per-

formance (H3.3) and allow participants to complete their tasks quicker (H3.4). Subsequently,

we provide an answer to our RQ3 i.e. ‘How do agents that proactively elicit search

criteria (proactive elicitation) and proactively recommend search results that are

outside the original scope of user’s query (proactive recommendation) vary in terms

of their impact on: (a) Cognitive load, (b) Satisfaction with the Agent, (c) Task

performance, and (d) Interaction time?

6.6.1 Impact of Conversational Strategy on Cognitive Workload

Although we found no significant differences in terms of an agent’s impact on participants’ cog-

nitive workload (lack of support for H3.1), we noticed some differences between the agents.

We observe that, overall, ProActive CAs place less strain on a participant’s cognitive workload.

(cf. Table 6.3, NASA TLX). These results confirm our expectations with regards to the impact

of an elicitation strategy on a users’ cognitive workload. In terms of individual strategies, Active

Recommendation is the worst in terms of cognitive load as compared to ProActive Listing which

performs best. It can be argued that an Active Recommendation strategy is the most strenuous

agent, as participants are exposed to more information at the beginning of conversation (i.e.

they are not able to provide their preferences upfront) and have to employ additional cognitive

resources to reason about flight alternatives. In the ProActive Listing condition, however, the

algorithm supports the participant by offering refinement suggestions to reduce cognitive load.

6.6.2 Impact of Conversation Strategy on Satisfaction

There were no significant differences in terms of satisfaction (lack of support for H3.2).

However, overall, ProActive CAs were perceived as the more usable (cf. Table 6.3, SUS). When

it comes to satisfaction with the agent’s support in exploring the search space, differences are

marginal (see Table 6.3, SSES). As demonstrated in Section 6.4.2, Active and No Recommen-

dation agents match ProActive and Recommendation agents across the board, except for the

speed of results presentation, where ProActive and Recommendation agents score higher (4.5/5

vs. 4/5). Overall, a Proactive Recommendation Strategy is the only one that scores 5/5 for

results presentation speed.

119



6.6.3 Impact of Conversational Strategy on Performance

Although we did not observe statistically significant differences between the Agents in terms of

Performance (lack of support for H3.3), we have seen that ProActive and Recommendation

agents led to better performance, with more participants selecting Pareto Optimal Flights

than when using Active and No Recommendation Agents (see Table 6.4, Pareto Optimal).

A similar trend was observed for meeting the time preference specified in the scenarios (see

Table 6.4, Meeting Time Preference). ProActive and Recommendation Agents also led to

less money being lost and less time being wasted (see Table 6.5). Interestingly, we have seen

that while participants who interacted with Recommendation Agents got more Pareto Optimal

flights, sometimes following an agent’s recommendation led to missing a Pareto flight (see

Table 6.6 for details). This could be explained by the fact that participants settled on the first

recommendation without exploring alternatives available on different days, effectively missing

optimal options.

6.6.4 Impact of Conversational Strategy on Interaction Metrics

Despite no significant differences in the data obtained from Subjective measures, there is a

noticeable difference in Objective measures with regards to interaction time and number of

conversational turns (see Table 6.8 for details) (support for H3.4). We observed that par-

ticipants managed to complete their search task significantly faster and in a smaller number of

conversational turns when using Proactive Agents than other agent types.

6.6.5 Perceptions of Conversational Strategies

Participants were generally in favour of being exposed to the broader scope of flights - preference

for Active Elicitation (e.g. P3 and P4); however, the opinion was split, and other participants

were more in favor of being provided their results quicker (e.g. P9 and P18). Opinions were also

split in terms of recommendations. While some people found them useful, they caused others

uncertainty (see Table 6.9 for details). In terms of challenges encountered while using the

agents (summarised in Section 6.5.2.2), lack of visual feedback proved to be the main concern

as participants were not ready to make their decisions based only on what they heard as they

would like to have had the options written down for comparison.

6.6.6 Reflections on Findings

Based on the experience of observed conversations, we would like to offer several reflections on

the potential reasons for our experimental findings.

Firstly, we noticed that the conversational strategy of the CAs impacted on participants’ trust

and affected how they interacted with the agents. For instance, P3, P9 and P18 expressed

their suspicion about some CAs because they did not elicit their preferred search criteria at

120



the beginning of the interaction (please see comments in Section 6.5.2.2 for more details).

This ‘suspicion’ could have been aroused by certain CAs violating participants’ expectations

by failing to fulfil their ‘functional role’ [29] i.e. not offering the adequate level of search

support that was required to facilitate completion of the task. We believe that any future

interactive evaluation experiments should incorporate trust-related metrics in order to provide

an additional context to interpret the findings. Recent research in the field of human-agent

collaboration shows that a behavioural measure of trust can be used to predict task outcome [71].

Secondly, the fact that all CAs ‘sounded very natural and human-like’ (see P10 comments

in Section 6.5.2.3) could have made participants more concerned about politeness norms and

made them regard the agent as a social actor with emotions [107] rather than merely a device

to complete the task. P10 remarked that they made their flight selection quickly, because they

did not want the agent to wait for too long. Possibly, concerns regarding the CA’s patience

could have lowered the number of flight options that participants were willing to explore during

the interaction. We admit that using a more robotic voice (e.g. an outdated HMM speech

synthesiser [151] characterised by unnatural prosody and pitch) would have eliminated such

politeness concerns, however it could have been somewhat ‘artificial’, as currently naturalness of

the state-of the art synthetic speech makes it almost indistinguishable from a human voice [88].

Finally, as in Study 2, the lack of visual feedback was challenging for participants (please

see comments in Section 2.4 and Section 6.5.2.2 for more details). We observed that some

participants explored only one out of three available travel days thoroughly and then, due to

the high cognitive workload imposed by the exploratory nature of the task, settled on the first

option that they considered acceptable. While participants’ feedback and behaviour puts the

suitability of voice-only flight search into question in its current form, there are some possible

adjustments that could make the task more accessible. For instance, as suggested by P21 (see

comments on page 119), the task could be split into two stages where first at (the voice only,

pre-selection stage) a participant explores the search space in order to shortlist potential flight

options which are then displayed on the PC/mobile screen for comparison (the selection stage).

This would reduce cognitive workload and allow participants to make more informed decisions.

6.7 Conclusions

We conducted a user WOZ study to examine the impact of an agent’s proactive search sup-

port and provide an answer to our RQ3: ‘How do agents that proactively elicit search

criteria (proactive elicitation) and proactively recommend search results that are

outside the original scope of user’s query (proactive recommendation) vary in terms

of their impact on: (a) Cognitive load, (b) Satisfaction with the Agent, (c) Task

performance, and (d) Interaction time?’ The results indicate that participants’ subjec-

tive perceptions of different CAs do not differ much in terms of perceived workload, satisfaction
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and performance. However, proactive agents were shown to allow participants to complete the

allocated tasks faster and in fewer conversational turns. Our findings indicate that proactive

agent support could lead to tasks being executed faster, while preserving performance and a

satisfactory overview of the search space.

6.8 Chapter Summary

This chapter investigated the impact of an agent’s proactive involvement on user search experi-

ence. While we have not seen significant improvements in subjective measures or participants’

performance, proactive elicitation was found to help participants complete search scenarios sig-

nificantly faster and with significantly fewer conversational turns. In the next chapter we will

revisit all studies presented in Chapters 4-6 to compare the results based on the differences in

experimental setups and differences in the design of simulated search tasks.

122



Chapter 7

Comparison of Three Wizard of
Oz Studies

The current chapter provides a comparison of three Wizard of Oz studies (presented in Chapter

4 (Study 1), Chapter 5 (Study 2) and Chapter 6 (Study 3) that contribute to this PhD. The

aim of the comparison is to contextualise the results obtained in each of the studies and reflect

on changes in experimental design that were implemented in order to: (1) address the increased

complexity of variables under investigation (changes from Study 1 to Study 2) and adapt the

study to online delivery (change from Study 2 to Study 3 - dictated by the COVID-19 pandemic).

We first discuss the difference in experimental setups between all of the studies (Section 7.1)

and compare the ways in which results were presented by the intermediary to the seeker. Next,

in Section 7.2, we present the differences in search task design used in the studies. The impact

of using different experimental setups and different search task designs is then presented by

comparing the results for objective and subjective measures that were applied to evaluate user

search experience across the studies (Section 7.3). Then we provide reflections on our results,

focusing on: (1) experimental setup (Section 7.4) and (2) search task design (Section 7.5). In

Section 7.6 we discuss the contributions of the three WOZ studies and concede their limitations.

Finally, in Section 7.7 we draw conclusions derived from the comparison of the studies. This

chapter is partly based on our research paper ‘Interactive Evaluation of Conversational Agents:

Reflections on the Impact of Search Task Design’ [53]. 2

2The research paper focuses on a comparison between Study 1 and Study 2. The current chapter provides
additional insights by also comparing Study 2 and Study 3.
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7.1 Experimental Setup Comparison

Figure 7.1 illustrates differences in experimental setups across the three studies.

Figure 7.1: Comparison of different setups used for Studies 1-3. The roles of conversational
partners are fulfilled by an intermediary (wizard) and a seeker (participant).

In Study 1 (described in Chapter 4), which focused on the impact of conversational agent

memory, the search results were provided to participants via synthetic speech that was played

though a smart speaker. The wizard was using a console that contained a list of prerecorded

prompts and had a live speech synthesis tool to synthesise speech ad-hoc. In Study 2 (described

in Chapter 5), which explored the impact of eliciting and presenting information to the seeker,

due to the higher number of utterances required for synthesis, in order to ensure consistency

and timely feedback, we decided to provide the search results back in a human voice. The

wizard recruited in Study 2 was separate to the experimenter. The final study (described in

Chapter 6), which explored the proactivity and recommendation features of a conversational

agent, was an online adaptation of Study 2 that was conducted via Zoom. In Study 3 results

were also provided via human voice, however, with the main experimenter acting in the capacity
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of the wizard. The decision not to recruit another wizard was taken due to time constrains,

as there was not sufficient available time for training. Instead, experimental instructions were

provided in a synthetic voice to distinguish between the experimenter and the wizard1. Moving

the final experiment online was necessitated by the outbreak of the COVID-19 pandemic which

prohibited in-lab, face-to-face studies. Please see the document in Appendix D.2 for guidance

on conducting user studies during the COVID-19 pandemic.

7.2 Comparison of Search Tasks

The current section provides a comparison of simulated search tasks between Study 1 and

Studies 2 and 3. In Study 1, the goal of participants was to find the cheapest flight with a

specific departure time. An example search scenario used in Study 1 is presented below.

You are planning to visit your friend who lives in Bristol. You will be flying from Glasgow Airport. Your

total budget is 100 pounds. You can travel either on the 11th or 12th of November.
Indicative Request: You want to find the cheapest possible deal but your flight needs to leave on, or

before 11am.

Note: Please wait for the agent to finish before you start to speak.

In Studies 2 and 3, participants were instructed to explore the available options to find the

shortest and cheapest flight that met a specific arrival preference (e.g. ‘You want to reach

your destination around 1pm to avoid traffic.’). Contrary to Study 1, we did not provide a

strict budget but encouraged participants to explore the trade-off between flight cost and travel

time. In order to motivate participants to explore the search space by using a background story

(e.g. ‘You are a student who is attending a conference in Stockholm, try to save money from

your travel fund while making sure that you reach your accommodation on time’). We also

highlighted the implications of not meeting the provided search criteria (e.g. having to pay for

late check-in). An example search scenario, used in Studies 2 and 3 is presented below.

You will be attending a student conference in Stockholm. You will be travelling there on either Monday
the 5th, Tuesday the 6th, or Wednesday the 7th of November. Your university advised you that you

will be allocated money from your conference fund that you will use to fund other events till the end of

your academic course. To be able to attend more events in the future, you want to save money while

not spending too long getting there. The student dorms where you will be staying charge extra for late

check-in, so you will be aiming to arrive at around 7pm to be able to check in to your accommodation on

time.

Indicative Request: Explore available flights to find a flight that offers a good balance between price and

travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.

All search scenarios are provided in the Appendix for reference (see E.1 for Study 1, E.2 for

Study 2 and E.3 for Study 3)

1Participants’ instructions for Study 3 can be accessed via the following link: https://strathcloud.sharef

ile.eu/d-sdcbd7c8ba5243a8a (last accessed on the 1st November 2020).
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7.3 Impact on User Search Experience

This section provides a comparison of user search experience scores obtained from both subjec-

tive and objective measures (the detailed discussion of all the metrics is provided in Section 3.4)

registered across studies 1-3. It should be noted that we refer to the VSS system as a passive

agent and the CSA system as an active agent. VSS is considered passive because, unlike CSA

and other active agents featured in Studies 2 and 3, it does not offer any support with the

search process. The decision to modify the names of the systems from Study 1 was taken to

facilitate a comparison between all agent types and make the nomenclature uniform across the

studies. The comparison is presented chronologically by focusing on pairs of studies (i.e. Study

1 and Study 2, and Study 2 and Study 3). A comparison of Studies 1 and 2 provides insights on

how the impact of search task design differed between the studies, while comparison of studies

2 and 3 focuses on the mode of delivery (i.e. in-lab for the former and online for the latter).

7.3.1 Comparison of Impact on Cognitive Load

7.3.1.1 Study 1 vs. Study 2

Figure 7.2 presents a comparison of NASA TLX scores for Study 1 and Study 2. We can

see that as task complexity increases the difference in perceived cognitive workload decreases.

While scores for the Passive agents remain similar between the studies - 29.5 Med (18 IQR) in

Study 1 and 33 Med (21 IQR) in Study 2, there is more variance between the Active Agents –

14 Med (12.5 IQR) in Study 1 and 28.35 Med (20 IQR) in Study 2. While in Study 1 there was

a statistically significant difference between Active and Passive agents (p < .001), in Study 2

we did not observe any statistically significant difference between the Active and Passive agents

(p = 0.517).

Figure 7.2: Comparison of Raw NASA TLX scores between Study 1 and Study 2.
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7.3.1.2 Study 2 vs. Study 3

Figure 7.3 presents a comparison of NASA TLX scores for Study 2 and Study 3. We can observe

that the scores for Active Agents are very similar – 28 Med (IQR = 20.27) in Study 2 and 29

Med (IQR = 27) in Study 3. In Study 3, we can observe that ProActive agents achieved the

lowest NASA TLX scores - 25 Med (IQR = 9.5). We can also see in the bottom part of the

figure that Recommending agents led to a higher cognitive workload, which is understandable

as participants needed to consider alternative options while interacting with the agents. It

should be noted that despite the difference in the mode of deployment (lab-based study vs.

online experiment) the ranges of scores for the agents are similar.

Figure 7.3: Comparison of Raw NASA TLX scores between Study 2 and Study 3.

7.3.2 Comparison of Impact on Satisfaction

7.3.2.1 Study 1 vs. Study 2

Figure 7.4 presents a comparison of SUS scores for Study 1 and Study 2. We can observe that

the level of search task complexity translated to different satisfaction scores. While in Study

1 there was a significant difference between Active and Passive agents (p = 0.003), no such

difference was observed in Study 2 (p = 0.590). It is important to note that in Study 1 Passive

Agents did not have conversational memory which led to more frustration and, in turn, lower
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SUS scores. In Study 2, where both agents were stateful, participants did not have to repeat

their queries and thus the benefits obtained from the Active support became less explicit, a fact

reflected in the SUS scores, which differ less between each agent. SUS scores for both Passive

and Active Agents are higher in Study 1 (81.25 and 92.5 respectively) than in Study 2 (76 and

80 respectively) which can be attributed to an increased level of difficulty resulting from the

trade-off imposed by search scenarios in Study 2.

Figure 7.4: Comparison of SUS scores between Study 1 and Study 2.

7.3.2.2 Study 2 vs. Study 3

Figure 7.5 presents a comparison of SUS scores for Study 2 and Study 3. Overall, the results are

very similar for all agent families i.e. Passive (81.25), Active (80 - both Study 2 & 3) Proactive

(82.5) and Recommendation (82.5). No statistically significant differences were observed within

the studies.
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Figure 7.5: Comparison of SUS scores between Study 2 and Study 3.

7.3.3 Comparison of Impact on Performance

7.3.3.1 Study 1 vs. Study 2

Figure 7.6 illustrates the difference in performance (number of Pareto Optimal flights booked)

between Studies 1 and 2 when using different types of CAs. In Study 1 we observe a statistically

significant difference between Passive and Active Agents (p < 0.001). In Study 2 there was

a big drop in the number of participants who managed to select a Pareto Optimal flights;

although there is a noticeable difference between Passive and Active agents, it does not amount

to statistical significance (p = 0.077).
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Figure 7.6: Comparison of agent performance for Study 1 and Study 2. The performance is
considered in terms of percentage of Pareto Optimal flights selected by participants.

7.3.3.2 Study 2 vs. Study 3

Figure 7.7 presents the difference in participants’ performance between Studies 2 and 3. We did

not observe a statistically significant difference between any agent pairs in Study 2 and Study 3.

In Study 3 there was less of a difference between Active and ProActive agents (p = 0.18), and

between No Recommendation and Recommendation Agents (p = 0.115). Interestingly, more

participants managed to get a Pareto Optimal flight in the in Study 3, using an Active agent

(28/46) than in Study 2 (13/48). This could have been caused by the fact that participants in

Study 3, which was run though Prolific, were more motivated as their payment was subject to

performance (the Prolific reward system is further described in Section 7.4).

Figure 7.7: Comparison of agent performance for Study 2 and Study 3. Performance is consid-
ered in terms of percentage of Pareto Optimal flights selected by participants.
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7.3.4 Comparison of Impact on Interaction Times

7.3.4.1 Study 1 vs. Study 2

Figure 7.8 presents a comparison of interaction times for Study 1 and Study 2. It can be seen

that interaction times are much shorter in Study 1 compared to Study 2. In Study 1 there is

a statistically significant difference between Passive and Active agents (p < 0.001). In Study

2, no statistically significant difference between Passive and Active agents was observed (p =

0.341). Interestingly, in Study 2, participants spent more time interacting with Active agents

than with Passive ones. This could indicate greater involvement in the study as participants

wanted to find flight options that offered a ‘good balance’ between money and travel time.

Figure 7.8: Comparison of interaction times for Study 1 and Study 2.

7.3.4.2 Study 2 vs. Study 3

Figure 7.9 presents a comparison in interaction times between Study 2 and Study 3 for differ-

ent types of agents. While in Study 2, we did not observe a statistically significant difference

in interaction times between Passive and Active agents (p = 0.341) nor for Summarising and

Listing Agents (p = 0.555) in Study 3 there was a statistically significant difference between

Active Agents and Proactive Agents (p = 0.0011) and between No Recommendation and Rec-

ommendation Agents (p = 0.008). It can be seen that the median interaction time for the

Active agents went up from 252 seconds in Study 2 to 273 seconds in Study 3.
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Figure 7.9: Comparison of interaction times for Study 2 and Study 3.

7.3.5 Global Comparison across Studies 1-3

The relationship between participants’ performance and other metrics of user search experience

is presented in Figure 7.10 (cognitive workload), Figure 7.11 (satisfaction) and Figure 7.12

(interaction time). For cognitive workload, it can be seen that the relationship between NASA

TLX scores and performance is negative - in general the lower cognitive workload scores coincide

with better performance (the higher percentage of selected Pareto Optimal flights). In terms

of satisfaction, the reverse trend can be observed - the higher SUS scores tend to coincide

with better performance. As for interaction time, with the exception of Study 2, shorter

interactions are indicative of better performance. In general, these three trends are indicative

of the beneficial impact that CAs with increased conversational support can have on user search

experience in a voice-only goal-oriented task.
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Figure 7.10: Comparison of Nasa TLX scores and participants’ performance across Studies 1-3.

Figure 7.11: Comparison of SUS scores and participants’ performance across Studies 1-3.
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Figure 7.12: Comparison of integration time and participants’ performance across Studies 1-3.

7.4 Reflections on Mode of Experiment Delivery

A comparison of Study 2 and Study 3 indicated little variance in user search experience scores

for all metrics except participants’ performance. As we can see in Figure 7.7 the proportion of

Pareto Optimal flights selected by participants is substantially larger in Study 3 than in Study

2 for all types of compared agents. Potentially, this could be attributed to the fact that partici-

pants who were recruited via Prolific (Study 3) were used to the system where payment is based

on task-completion time (see Figure D.3) and participant were offered additional incentives if

they perform well (see Figure D.4). To migrate this bias, we specified that each participant

would be rewarded with £10 upon successful completion of the study. Overall, it is reassuring

that despite the change in the study’s mode of delivery (i.e. in-lab vs. online) and in the person

acting as wizard (external person vs. experimenter), we did not observe substantial differences

in user search experience scores.

7.5 Reflections on Task Design

Based on the results of our comparative analysis of Studies 1 and 2, we can make the following

observation regarding the impact of task-complexity on the evaluation of voice-only, goal ori-

ented CAs. (1) Tension between search criteria: When the wording of the task highlighted

the trade-off between the search metrics (e.g. flight cost vs. flight duration), participants were

more involved in the task and explored the search space more thoroughly. Consequently, par-

ticipants were less likely to satisfice (settle for a minimally acceptable option) and spent more
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time interacting with the CA. The set-up featured in Study 2 which was more restrictive and

included a larger number of search criteria than Study 1, provided us with more conversational

material for analysis and, in turn, richer insights into participants’ behaviour. (2) Realistic

Constraints: When the search task provided participants with an additional constraint (e.g.

preferred time of arrival), motivated by the background story (i.e. reasons for meeting arrival

time), we observed longer interaction times than when there was no constraint. It may indicate

that as participants tried to mitigate the negative consequences of missing the recommended

arrival time, (e.g. getting stuck in the traffic, paying extra for check-in, etc.) their involvement

in the search task increased.

7.6 Contributions and Limitations

Through three WOZ studies, the current thesis sought to explore the impact of four variables

(i.e. cognitive workload, satisfaction, performance and interaction time) that relate to the

style of a CA interaction and the level of its support on user search experience. The ultimate

goal of this exploration was to learn how users can be best supported when using a voice-only

agent for a goal-oriented task to achieve optimal results. In this section, we will highlight the

contributions of the current work set against previous research and concede its limitations.

7.6.1 Contributions

This thesis offers several empirical insights that can guide the design of CA evaluation tasks to

better understand the impact of different conversational interaction strategies on user search

experience. Specific contributions of the current work to the research focused on conversational

search are listed below.

Firstly, the thesis provides an empirical bridge to the theory of conversational search by explor-

ing the impact of the two core elements of a truly conversational agent proposed by Radlinski

and Craswell, namely (1) memory and (2) conversational initiative [126]. More specifically, we

explore how these two elements can help to minimise the cost of interaction (cognitive workload)

and maximise success in a voice-only search task (selecting optimal flight option). In previous

works, the criteria of cost and task success were applied as fundamental metrics determining

overall user satisfaction (cf. [167]); in the current thesis, they are considered with a focus on the

trade-off between providing enough information and not overwhelming the user (a challenge of

conversational search highlighted by Trippas et al. [158]).

Secondly, the thesis proposes a spectrum of conversational strategies (discussed in Section 3.3.1)

that defines a CA in terms of its conversational involvement and style of presenting informa-

tion. Using the spectrum of conversational strategies provides a basis to systematically vary

the conversational behaviour of CAs to make their evaluation consistent and comparable across

different users and scenarios. While previous work on the evaluation of goal-oriented dialogue
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systems ensured consistency by using fully automated algorithms (e.g. [117,119,141,166]), it was

limited by the performance of individual modules of the system (especially automatic speech

recognition) that impacted on task completion. On the other hand, human-human (H-H), voice-

only interactive information seeking studies, where pairs of participants acted as intermediaries

and seekers (e.g. [150,157]), were not subject to such system performance limitations. Nonethe-

less, due to their nature, H-H studies provide little control over the consistency of information

presentation strategies due to individual differences between each pair of participants. Our

approach of using WOZ to emulate conversational strategies allowed us to combine the merits

of both approaches, i.e. (1) ensuring consistency by providing the wizard with interaction algo-

rithms, while (2) mitigating problems related to the individual performance of system modules.

Consistency was achieved by defining interaction strategies for each agent to determine its con-

versational behaviour (discussed in Section 4.3.6, Section 5.3.6 and Section 6.3.6) and testing

them though pilot studies before deployment.

Thirdly, this thesis introduces a novel CA evaluation metric that is based on the concept of

Pareto Optimality (discussed in Section 3.4.2.1). We drew inspiration from Borlund’s simulated

work tasks [22] to create a series of travel scenarios that introduced a set of search criteria that

determined which options were considered as optimal. The search space for each task was

balanced to ensure that the trade-offs between different options are comparable across search

scenarios and that participants need to engage in exploration in order to find the optimal

solution (see Figure 3.6 for details). Participants’ performance was measured by evaluating

how their selected option compared with other available alternatives within the search space.

Our proposed metric can be applied in other product or service seeking scenarios that require

a seeker to compromise between different attributes. The required search criteria (illustrated

in Figure 7.13) can be defined to determine what makes the desired options ‘optimal.’

Figure 7.13: Search space with Pareto Optimal options marked with dotted circles.
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To summarise, the key contribution of the current thesis is that, by combining three WOZ

studies, it empirically validates the Theoretical Framework of Conversational Search [126] and

verifies the postulated benefits of active and pro-active conversational support [156]. The theory

of conversational search is systematically tested by using scenarios with a balanced search

space that ensures comparability and an even spread of search options. We combine metrics

from the fields of human-computer interaction and information retrial, previously used in the

evaluation of dialogue system and conversational agents [85, 87, 96, 98, 103, 119, 167, 176], and

contextualise them by incorporating participants’ feedback obtained through semi-structured

interviews. Overall, our quantitative and qualitative findings reveal the beneficial impact of an

agent’s statefulness (conversational memory) across all aspects of user search experience, and

indicate that as a CA’s initiative grows, participants are able to achieve better performance

and faster task completion.

Despite the contributions of the current research, however, it also has several limitations, which

are outlined in the next sub-section.

7.6.2 Limitations

While the three WOZ studies presented in the current thesis allowed us to consistently and sys-

tematically test different conversational strategies, our approach is subject to some limitations.

Firstly, in Study 2 and Study 3 (Chapter 5 and Chapter 6), no statistically significant differences

were found regarding the impact of CAs on user cognitive workload and satisfaction. The

lack of significance could be linked to participants’ perceptions of the agents; in Study 3, 11

out of 23 participants reported that they could not see any difference between the CAs (see

Section 6.5.2 for more details). This could be due to the within-groups experimental design

used in the current research, where each participant interacts with multiple conversational

agents. As indicated by the semi-structured interviews, having completed the initial tasks,

several participants developed an interaction strategy that they applied to other CAs to improve

performance (see P3, P5 and P23 comments in Section 5.5.3.1). While using a between-groups

design, where each participant interacts with only one type of agent, could have addressed this

problem and prevented the ‘carry over effect’, it could have also caused comparability issues

due to the different cognitive abilities of participants.

Secondly, participants’ feedback regarding the challenges of conducting a voice-only search

requiring a comparison of various options (see Section 5.5.3.2), poses questions about the suit-

ability of the flight-booking task (especially when it requires exploration of an extensive search

space). As indicated by P21 in Section 6.5.2.3, displaying results on the screen could have

allowed participants to make more informed choices. While this point is valid, and recent re-

search has explored how proactive agents can support users by providing results via different

devices (i.e. combining voice and graphical feedback through smart speakers and computer
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screen) [110], the current thesis foucused exclusively on voice-only interaction and exploration

of its challenges.

Thirdly, while many participants appreciated the increased involvement of conversational agents

in the search process (as indicated by the comments in Section 5.5.3.1 and Section 6.5.2.1), some

found it unpredictable (see P1, page 62), intrusive (see P21 and P24, page 90), or suspicious (P9,

page 117). Differences in participants’ expectations regarding the required level of CA support

highlight the need for CA personalisation both in terms of elicitation and revealment of infor-

mation. In the current thesis, for the sake of consistency, the explored conversational strategies

were rigid and did not adapt to the different interaction styles preferred by participants. In or-

der to overcome this limitation, future research could elicit a participant’s preferences regarding

the CA’s behaviour at the beginning of the experiment and then adjust the interaction style

accordingly. An example of such personalisation is the ‘User Model Summarise and Refine’

approach [40] that tailors the information presentation method to user requirements.

Finally, we concede that while a series of subjective and objective metrics have been combined to

provide a multi-dimensional overview of user search experience (see Section 3.4), there are other

potentially informative variables that were not considered. Examples of such variables are trust

and user search agency (i.e. the degree of control over the search process). Recent research by

Andolina et al. [4] revealed that while participants appreciated the proactive support of a CA,

they felt less in control of the search process. Measuring trust and perceived search agency could

provide further meaningful insights to better understand participants’ motivations for making

specific choices during interaction (e.g. following or rejecting CA’s recommendations). This

could be achieved through the combination of direct measures such as single-item questionnaires

and behavioural analysis [6]. It should be noted, however, that building trust between the CA

and the user is a gradual process which requires time (cf. Radlinski and Craswell [126]).

Therefore, to ensure higher reliability, it would be best to test it through longitudinal studies.

7.7 Conclusions

The cross-comparison of the three WoZ studies that contributed to this PhD brings us to two

main conclusions. Firstly, a comparison of Studies 1 and 2 indicates that search tasks, that add

tension between different search criteria encourage a more thorough exploration of the search

space and higher participant involvement. Interestingly, we observed that more constrained

tasks led to more exploration which is evidenced by longer interaction times. However, the

higher participant involvement came at a cost of increased cognitive workload and lower satis-

faction with the agent. Secondly, a comparison of Studies 2 and 3 revealed that the mode of

experimental delivery (i.e. in-lab vs. online) did not seem to impact on user search experience

scores. This finding is reassuring as it indicates that the proposed metrics are robust and stable

regardless of the method of their delivery.
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Part II of the thesis presented 3 Wizard of Oz studies that explored the impact of different types

of conversational agents on user search experience. Chapter 4 explored the role of memory, while

Chapters 5 and 6 focused on the role of agent’s mixed-initiative - exploring active (Chapter 5)

and proactive (Chapter 6) conversational involvement. The last chapter of the Part II (Chapter

7) provided a reflection on the impact of different experimental setups on obtained user search

experience scores. In Part III, in the final chapter of this thesis (Chapter 8), we will summarise

conclusions derived from 3 Wizard of Studies and discuss possible directions for future work.
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PART III:

Conclusions





Chapter 8

Conclusions

Voice interfaces are becoming increasingly prevalent. Commercial systems are currently fre-

quently used for factoid queries and starting to provide support for simple goal oriented tasks

such as booking services or product search. Given the increased usage of voice interfaces for

information retrieval tasks, it is timely and relevant to investigate how such interfaces impact

on user search experience in terms of: cognitive workload, satisfaction, performance, and time

required to carry out the task. The current PhD thesis featured three Wizard of Oz studies

whose goal was to examine how different types of conversational agents impact on user search

experience in goal oriented scenarios. The research presented in this thesis provides insights

on cognitive-, satisfaction-, performance-, and interaction time-related implications of different

conversational agents that vary in terms of their memory and levels of conversational initiative.

The current work was motivated by the increasing overlap of the fields of HCI, Information

Retrieval and the growing use of voice only conversational assistants and their commercial

deployment for goal-oriented tasks. Previous research on conversational assistants identified the

need for agents to provide more proactive support in order to increase usability (e.g. [126,154]).

However, there is a lack of research that evaluates the impact of such support empirically. In

line with the switch in evaluative focus from system usability to subjective user experience (as

postulated by Dix [42]) - we evaluated user search experience from multiple angles (cognition,

satisfaction, performance, and interaction time) while accounting for participants’ feedback to

get a more complete overview of the impact of different conversational agents on user search

experience. The work presented in this thesis seeks to offer a more robust understanding of

the causal effect of using different conversational agents by evaluating them in simulated search

tasks. By conducting three interactive user studies, we aimed to identify how conversational

agents affect users, and how agents can be engineered to lead to the best user search experience.
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8.1 Impact of Conversational Agents on User Search Ex-
perience

The overarching question that the research presented in this thesis sought to address was:

‘How much would a truly conversational agent with the ability to preserve state

(memory) and conversational initiative improve user search experience compared

to a stateless, passive voice search system? The question was addressed through three

Wizard of Oz studies (described in Chapter 4, Chapter 5 and Chapter 6).

The first study (discussed in Chapter 4), explored the role of a conversational agent’s memory

on user search experience in a goal-oriented task. The empirical examination indicated that

the ability of the agent to preserve conversational state significantly improves user search ex-

perience for all of its constituent aspects (as discussed in Section 4.4). We observed that using

a conversational agent with memory was less cognitively taxing, led to higher satisfaction, im-

proved performance (indicated by a higher number of optimal flight choices) and led to shorter

task completion times as compared to a stateless conversational agent. Interestingly, we also

observed that participants expressed a more positive sentiment towards the stateful agent by

using more polite language and thanking the agent more frequently.

The second study (discussed in Chapter 5), focused on mixed-initiative by investigating how

different levels of an agent’s involvement in elicitation (passive vs. active) and revealment

(passive vs. active) impacted on user search experience. We observed that although there was

little difference in how different agents were perceived by participants (i.e. cognitive effort and

satisfaction metrics (see Table 5.3)), participants performed significantly better when using

Active CAs. The active conversational support led to a higher number of optimal flight options

being selected (see Table 5.4) and less time and money being wasted by participants (see Table

5.5). The study provided empirical evidence of the benefits of active conversational support in

a voice-only, goal-oriented task.

The third study (discussed in Chapter 6), further explored the role of mixed-initiative by

focusing on the proactive support of a conversational agent in eliciting user search criteria and

recommending results (proactive revealment). Although, as illustrated in Section 6.4, we found

no significant differences in subjective measures (cognitive load and satisfaction) or participants’

performance, the results indicate that proactive support enabled participants to complete their

search task significantly faster (cf. Table 6.8) while maintaining a good level of performance

(i.e. a high proportion of Pareto Optimal flights being booked (see Table 6.4 for details)). The

third study provided evidence that moving the conversational initiative more towards the agent

(active to proactive support) can yield further benefits for user search experience.
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Taken together all three studies indicate that a CA’s memory and increased level of conversa-

tional initiative (proactive support) lead to improved user search experience. Throughout all

the three studies conducted, the measures employed in this research to evaluate ‘user search

experience’ showed consistent results. Agents providing a higher level of support consistently

led to a better user search experience.

8.1.1 Design Recommendations for Conversational Agents

Based on the results obtained from our Wizard of Oz studies, we would like to highlight several

important factors that should be considered when designing CAs for goal-orientated search

through a voice only channel.

1. Be Proactive: While a CA should generally help a user to orient their search direction

by proactively eliciting their search criteria and providing alternative results suggestions

(proactive revealment), this should not always be universally applied (see point 2 below).

This recommendation is based on the superior performance of the Proactive CAs (see

Tables 6.4 and 6.5) and supported by the feedback provided by participants (see Table

6.9 and Section 6.5.2.1).

2. Provide control over support: Regardless of the Proactive nature of a CA, the user

should have the option to adjust the level of support (agent’s initiative) to carry out

an individual query refinement when needed (switching filtering suggestions on and off).

‘Controlling the Scope of the Query’ was one of the functionalities most frequently re-

quested by more than half of our participants (see Table 5.5).

3. Introduce bookmarking: The CA should retain flights in its memory for future com-

parison to reduce cognitive load and improve comparability of flights. This, in turn, will

lead to the user making a more informed choice. – This recommendation is motivated by

aspects of interactions that were identified by participants as challenging (see Table 5.5

and Section 6.5.2.3 for details).

4. Provide the minimally salient details: Rather than providing attribute ranges (unless

explicitly requested), a CA should start with providing flights details based on a specific

attribute (e.g. price or departure time). Otherwise, the user is likely to be overwhelmed

by additional details. This recommendation is based on our NASA TLX results (see

Tables 5.3 and 6.3 for details).
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8.2 Contributions

Taken together, the research presented in this thesis makes the following contributions. Firstly,

it provides empirical (interaction-based) insights into the impact of different conversational

agents on user search experience in a voice-only, goal-oriented task - validating the Theoretical

Framework of Conversational Search proposed by Radlinski and Craswell [126] which high-

lighted the crucial importance of agent memory and mixed-initiative. Secondly, it proposes a

novel method for evaluating goal oriented conversational agents, combining a set of subjective

and objective metrics that provide insights into user search experience. Thirdly, it proposes a

method of evaluating conversational search performance in respect to the Pareto frontier which

provides a way to evaluate whether participants engage in a satisficing or maximising search

behaviour. Finally, it demonstrates that the design and complexity of the simulated search task

has a bearing on the experimental outcomes.

8.3 Limitations

Although the research presented in this thesis provides much needed insight into impact of

conversational agents on user search experience, there are limitations that need to be noted.

One of the limitations of this research is the relative homogeneity of the samples in terms of

age distributions. These are however reflective of the population being studied in terms of the

demographics of conversational interfaces users.1

A further limitation of this research lies in the controlled experimental nature of the methods

used. The desire for controlled and consistent conditions in terms of providing users with pre-

defined search scenarios does not truly reflect the realism of the interaction, however it is an

inherent difficulty of experiment-based research [42]. Nonetheless, the controlled nature of the

research presented in this thesis is also one of its main strengths. Experiment based research is

vitally important as it allows for standardisation and provides control over potential confounds

and aspects that can be included in the design to improve the ecological validity CAs evaluation.

For example, participants were given tasks that were relevant to the representative user group

(flight search scenarios with background stories to make them more relatable). Additionally,

efforts were made to control the effects of condition order, task order and other confounds which

may have influenced the measures in the research in each experiment (more details about the

specific efforts of confound reduction in each study can be found in Chapters 4, 5 and 6).

We are also mindful of the fact that the within-subjects experimental design used in our studies

could have made the distinction of individual agent strategies more difficult, as indicated by

participants’ comments during semi-structured interviews. While a between-subjects design

1As indicated in a recent report: https://voicebot.ai/2019/06/21/voice-assistant-demographic-dat

a-young-consumers-more-likely-to-own-smart-speakers-while-over-60-bias-toward-alexa-and-siri/

(last accessed on the 7th November 2020)
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could have addressed this issue it would have made a comparison of results between the groups

more difficult as participants would not have been exposed to different agent strategies. A

between-subjects design would also have necessitated larger sample sizes which would have

made the recruitment impossible given the limitations imposed by the experimental budget.

Another limitation of this work that needs to be acknowledged is learning effect involved in

using different CAs. In the current work, we tried to control for learning effects by using a

Latin square rotation of tasks and agents. It is worth noting that we did not observe any

significant differences in behaviour or performance stemming from the ordering. However, we

do acknowledge that further investigation is required to understand how quickly participants

can learn to efficiently and effectively use CAs to perform tasks.

Regardless of the above limitations, the insights gathered from three interactive user studies

allow for more certain causal conclusions about the effect of specific variables of a conversational

search agent on user search experience, namely (1) memory (agent statefulness), (2) Active

elicitation and revealment strategies and (3) Proactive elicitation and revealment strategies.

Combining qualitative and quantitative methods arguably leads to higher ecological validity.

Importantly, experiment-based research presented in the current thesis offers the benefit of

replicable methodology so that findings using the same methods across different scenarios can

be compared and contrasted.

8.4 Future Work

There are several research avenues that could be explored in future work on the interactive

evaluation of goal-oriented conversational agents.

Firstly, it would be important to consider how user search experience and agent preferences differ

between participants based on their cognitive abilities. To reflect that, any future experiment

design should involve questionnaires and memory tests in the evaluation procedure.

Secondly, it would also be interesting to investigate the role of performance based incentives on

the number of Pareto Optimal flights selected by participants. In the current work all partici-

pants received the same financial reward for their participation. While motivating participants

by providing performance-based incentives could lead to greater search involvement, it is impor-

tant to consider if such a way of motivating participants could consequently lead to more biased

experimental outcomes and compromise ecological validity. Thus, it is important to carefully

design search tasks and rewards that could reflect a more realistic user behaviour which is more

reflective of real-life.

Thirdly, research should also consider other goal-oriented domains that lie outside the flight

booking tasks, to investigate if they can yield similar results. Specifically, the evaluation should

look into the concept of Pareto Optimality in more detail to explore tensions between different
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aspects of products where participants need to make a compromise. One potential domain for

evaluation is the use of recommender systems for commercial products and services.

Fourthly, since people are generally more used to graphical interfaces, it would be interesting

to see if participants can improve their performance over time as their experience with using

a voice-only conversational search system increases. This would necessitate conducting further

longitudinal studies using a conversational agent prototype.

Fifthly, as the proactivity of agents and their conversational involvement comes at the expense

of user agency in the search process, future work should consider the ethical implications of

using proactive conversational agents and their social acceptability. This could include issues

of transparency of results presentation and explainability of actions taken by the agent during

the search process.

Finally, future experiments could also explore how experimental outcomes are affected by differ-

ent types of synthetic voices that vary in prosodic qualities. In Study 1 we used a simple prompt

console to provide search results via female synthetic voice with a Scottish accent. However,

with a growing number of APIs, experimenting with a large spectrum of voices and models,

and creating more complex search scenarios is becoming ever more feasible.

8.5 Closing Remarks

We would like to close with a quotation from Dix that highlights the complementarity of

quantitative and qualitative measures in system evaluation.

”Quantitative end-to-end measures are good at telling you whether there is an effect

and how strong it is, but it is the qualitative data that helps you understand why

you are seeing the phenomenon.” Dix [42, p.19]

In this spirit, the current thesis combined both quantitative and qualitative measures to provide

a better understanding of different conversational agents on user search experience. We believe

that this approach has strong potential to inform the design of CAs that are not only efficient

and usable but also user-centered.

147



Bibliography

[1] Adiwardana, D., Luong, M.-T., So, D. R., Hall, J., Fiedel, N., Thoppilan, R.,

Yang, Z., Kulshreshtha, A., Nemade, G., Lu, Y., et al. Towards a human-like

open-domain chatbot. arXiv preprint arXiv:2001.09977 (2020).

[2] Aliannejadi, M., Zamani, H., Crestani, F., and Croft, W. B. Asking clarifying

questions in open-domain information-seeking conversations. In Proceedings of the 42nd

International ACM SIGIR Conference on Research and Development in Information Re-

trieval (2019), pp. 475–484.

[3] Anand, A., Cavedon, L., Joho, H., Sanderson, M., and Stein, B. Conversational

search (dagstuhl seminar 19461). In Dagstuhl Seminar 19461 (2020), Schloss Dagstuhl-

Leibniz-Zentrum für Informatik.

[4] Andolina, S., Orso, V., Schneider, H., Klouche, K., Ruotsalo, T., Gamberini,

L., and Jacucci, G. Investigating proactive search support in conversations. In Proceed-

ings of the 2018 Designing Interactive Systems Conference (2018), ACM, pp. 1295–1307.

[5] Andrews, P., and Quarteroni, S. Extending conversational agents for task-oriented

human-computer dialogue. In Conversational Agents and Natural Language Interaction:

Techniques and Effective Practices. IGI Global, 2011, pp. 177–202.

[6] Antonak, R. F., and Livneh, H. Direct and indirect methods to measure attitudes

toward persons with disabilities, with an exegesis of the error-choice test method. Reha-

bilitation Psychology 40, 1 (1995), 3.

[7] Asri, L. E., Schulz, H., Sharma, S., Zumer, J., Harris, J., Fine, E., Mehrotra,

R., and Suleman, K. Frames: A corpus for adding memory to goal-oriented dialogue

systems. arXiv preprint arXiv:1704.00057 (2017).

[8] Austin, J. L. How to do things with words, vol. 88. Oxford university press, 1975.

[9] Avula, S., Chadwick, G., Arguello, J., and Capra, R. Searchbots: User engage-

ment with chatbots during collaborative search. In Proceedings of the 2018 conference on

human information interaction & retrieval (2018), pp. 52–61.

148



[10] Aylett, M. P., and Pidcock, C. J. The cerevoice characterful speech synthesiser sdk.

In IVA (2007), pp. 413–414.

[11] Azzopardi, L., Dubiel, M., Halvey, M., and Dalton, J. Conceptualizing agent-

human interactions during the conversational search process. In The Second International

Workshop on Conversational Approaches to Information Retrieval (2018).

[12] Baddeley, A. The episodic buffer: a new component of working memory? Trends in

cognitive sciences 4, 11 (2000), 417–423.

[13] Baddeley, A. D., and Hitch, G. Working memory. In Psychology of learning and

motivation, vol. 8. Elsevier, 1974, pp. 47–89.

[14] Baeza-Yates, R., Ribeiro-Neto, B., et al. Modern information retrieval, vol. 463.

ACM press New York, 1999.

[15] Barko-Sherif, S., Elsweiler, D., and Harvey, M. Conversational agents for recipe

recommendation. In Proceedings of the 2020 Conference on Human Information Interac-

tion and Retrieval (2020), pp. 73–82.

[16] Bates, M. J. Where should the person stop and the information search interface start?

Information Processing & Management 26, 5 (1990), 575–591.

[17] Belkin, N. J. Anomalous states of knowledge as a basis for information retrieval. Cana-

dian journal of information science 5, 1 (1980), 133–143.

[18] Berg, M. M. Modelling of Natural Dialogues in the Context of Speech-based Information

and Control Systems. AKA, 2014.

[19] Biernacki, P., and Waldorf, D. Snowball sampling: Problems and techniques of

chain referral sampling. Sociological methods & research 10, 2 (1981), 141–163.
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Appendix B

Questionnaires

B.1 NASA TLX Questionnaire
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Appendix C

Interactive Dialogues - Excerpts

C.1 Passive-Summary Agent (PS)

Angus: Hello, my name is Angus. I am a flight search agent and I will help you to find your

flight. To get started please provide me with your destination and day of departure.

Participant: Emm, I am going to Rome on a Friday in September. But it doesn’t specify any

specific Friday yet.

Angus: One moment, which date would you like to check first?

Participant: Friday fourteenth.

Angus: One moment please. There are thirty flights available. The prices range from one

hundred and forty pounds to two hundred and fifteen pounds and flight durations range from

three hours to six hours fifteen

Participant: Can you check Friday the twenty first instead?

Angus: One moment please. There are twenty-five flight available. The prices range from one

hundred pounds to one hundred and seventy pounds and the flight durations range from four

hours to six hours fifteen [. . . ]

C.2 Active-Summary Agent (AS)

Calum: Hello my name is Calum, I am a flight search agent and I will help you to find your

flight. To get started, please provide me with your destination and day of departure.

Participant: Hi Calum, the destination is London and the date of departure is between

Wednesday the twelfth and Friday the fourteenth of December.

Calum: Ok, which day would you like to check first?

Participant: Wednesday.

Calum: One moment please. There are twenty-nine flights available. The prices range from

seventy pounds to one hundred and forty and the durations range from one hour thirty to four

hours fifteen. Would you like to filter by price?

Participant: Yes.
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Calum: Ok, how would you like to filter?

Participant: Cheapest first, please.

Calum: One moment please. Do you have a maximum price in mind?

Participant: Ninety.

Calum: There are six flights available. The prices range from seventy pounds to ninety

pounds and the durations range from three hours to four hours. Would you like to filter by

duration?

Participant: No, Can I filter by arrival time?

Calum: Ok, how would you like to filter?

Participant: Arrive at or before ten a.m.

Calum: There are no flights that arrive at or before ten am. You may want to increase the

arrival time.

Participant: Are there any that arrive at or before eleven am?

Calum: No. You may want to increase the arrival time.

Participant: Can I try Thursday? [. . . ]

C.3 Passive-Listing Agent (PL)

Blair: Hello, my name is Blair, I am a flight search agent and I will help you to find your

flight. To get started, please provide me with your destination and day of departure.

Participant: I would like to get Stockholm on Monday, the fifth of November.

Blair: One moment please. There are twenty-nine flights available. The cheapest flight costs

one hundred and seventy pounds and takes four hours forty five and the fastest flight costs two

hundred and twenty pounds and takes two hours thirty minutes.

Participant: What is the time of arrival for the cheapest flight?

Blair: The cheapest flight arrives at fifteen zero five.

Participant: Ok, how about Tuesday, the sixth of November?

Blair: One moment please. There are twenty seven flights available. The cheapest flight

costs one hundred seventy pounds and takes three hours thirty and the fastest flight costs two

hundred and thirty pounds and takes two hours.

Participant: What is the arrival time for the cheapest flight?

Blair: The cheapest flight arrives at eighteen zero zero.

Participant: And how about Wednesday, the seventh of November?

Blair: One moment, please. There are twenty-eight flights available. The cheapest flight

costs one hundred and thirty pounds and takes four hours forty-five minutes and the fastest

flight costs one hundred and eighty pounds and takes three hours.

Participant: What is the arrival time for the cheapest flight?
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Blair: The arrival time for the cheapest flight is fourteen forty-five

Participant: And what is the price, again?

Blair: One hundred and thirty pounds.

Participant: And what was the arrival for the one on Tuesday the sixth of November that is

the cheapest?

Blair: That was eighteen zero zero.

Participant: And the price?

Blair: One hundred and seventy pounds

Participant: Ok, and is there a cheaper flight. . . no, sorry. What is the cheapest option on

the seventh again?

Blair: The cheapest flight on the seventh is one hundred and thirty pounds, it an Air France

flight it departs at ten zero zero and arrives at fourteen forty-five, it has flight duration of four

hours forty-five minutes.

Participant: Is there one that is below one fifty and arrives closer to seven pm?

Blair: One moment, please. The closest flight would be fifteen thirty it is a British Airways

flight that departs at ten fifteen and arrives at fifteen thirty and flight duration is five hours

fifteen and it costs one hundred and thirty pounds.

Participant: I would like to book that one.

C.4 Active-Listing Agent (AL)

David: Hello, my name is David. I am flight search agent and I will help you to find your

flight. To get started please provide me with your destination and day of departure.

Participant: Stockholm, Monday the fifth.

David: One moment please, there are twenty nine flights available. The cheapest flight costs

one hundred and seventy pounds and takes four hours forty five and the fastest flight costs two

hundred and twenty pounds and takes two hours thirty. Would you like to filter by price?

Participant: Yes, please.

David: Ok, how would you like to filter?

Participant: Lowest to highest, or between. . . Well, between two. . . Sorry can you repeat

the cheapest price again, please?

David: It is one hundred and seventy-five pounds.

Participant: Could you filter between two hundred and three hundred pounds?

David: Ok, one moment please. There are twenty-three flights available. The cheapest flight

costs two hundred and ten pounds and takes three hours forty-five and the fastest flight costs

two hundred twenty pounds and takes two hours thirty. Would you like to filter by duration?

Participant: Emm, no.
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David: Ok, would you like to filter by departure time?

Participant: Yes, please.

David: Ok, how would you like to filter?

Participant: Emm, departing before three pm. [. . . ]

C.5 Active-Recommendation Agent (AR)

Euan: Hello, my name is Euan. I am flight search agent and I will help you to find your flight.

To get started please provide me with your destination and day of departure.

Participant: I want to go to Reykjavik and I am flying on the sixth of April.

Euan: Sure, one moment. Okay, so we have twenty seven flights on that day. Prices range

from one hundred ninety to three hundred pounds and flight durations range from two and a

half hours to five and a half hours. Would you like to filter that by price?

Participant: Can we filter by time? Please get rid of anything that arrives after three thirty

pm?

Euan: We have six flights in that range. rices range from one hundred ninety to three hundred

pounds and flight durations range from two and a half hours to five and a half hours. Would

you like to filter that by price?

Participant: Yes, how long does the cheapest flight take?

Euan: That flight takes five hours fifteen minutes and it costs one hundred ninety pounds.

However, if you spend thirty pounds more you can get there half an hour quicker.

Participant: OK, could you do the same search for the next day? [...]

C.6 ProActive-Listing Agent (ProL)

Frank: Hello, my name is Frank. I am flight search agent and I will help you to find your

flight. To get started please provide me with your destination and day of departure.

Participant: I would like to book a flight for Las Palmas in the Canary Islands, Spain. I am

hoping to fly on Wednesday, the eighth of July.

Frank: Sure, are you more concerned about the cost of the flight or about the duration of

travel?

Participant: The cost of the flight

Frank: Ok, do you have any requirements regarding departure or arrival time?

Participant: I would like to arrive before six pm.

Frank: Ok, one moment please. The two cheapest flights that arrive before six pm are as

follows. The first one is a KLM flight, departure six fifty am, arrival two zero five pm, it costs

three hundred seventy pounds and takes seven hours and fifteen minutes. The second option

is a BA flight, departure time ten am and arrival at four forty-five pm, it costs three hundred
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seventy pounds and takes six hours forty-five minutes. Would you like to select any of these

flights?

Participant: Yes, I would like to go for the first option.

C.7 ProActive-Recommendation Agent (ProR)

Graham: Hello, my name is Graham. I am flight search agent and I will help you to find

your flight. To get started please provide me with your destination and day of departure.

Participant: Hi, I am looking to book a flight to Reykjavik, Iceland on Friday the sixth of

April, please.

Graham: Sure, are you more concerned about the cost of the flight or about the duration of

travel?

Participant: Duration of travel.

Graham: Ok, do you have any requirements regarding departure or arrival time?

Participant: It would be ideal to arrive before four pm, please.

Graham: Okay, so the quickest flight on that day that arrives before four pm, is Air France

departure time eight fifteen am, arrival eleven fifteen am it costs two hundred and sixty five

pounds and it takes three hours. However, if you are willing to spend forty-five minutes longer

travelling, you can save fifteen pounds. Would you be interested in any of these flights?
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Appendix D

Additional Material

D.1 Kayak Travel Skill for Amazon Echo.

Alexa: Can you repeat the destination?

User: Chicago.

Angus: Ok, so you are going to Chicago, are you looking for a flight, hotel or car?

User: A flight.

Alexa: Got it, where do you want to fly out from?

User: Edinburgh

Alexa: Got it, when are do you want to fly out?

User: Tomorrow.

Alexa: Ok, when do you want to fly back to Edinburgh?

User: It is a one-way flight

Alexa: Ok, looking for a one-way flight from Edinburgh, UK to Chicago, Illinois, United States.

Non-stop flight start at 1498 pounds. Flights with one stop start at 1139 pounds. The least

expensive flight is one stop flight with Delta for 1191 pounds. Would you like to do another

search?
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D.2 Guidance on user studies during Covid-19 Pandemic
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D.3 Prolific Payment Estimation

D.4 Prolific Bonus Payment Information
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D.5 Prolific Accepting/Rejecting Submissions
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Appendix E

Search Scenarios

E.1 Search Scenarios - Study 1

You are planning to visit your friend who lives in Bristol. You will be flying from
Glasgow Airport. Your total budget is 100 pounds. You can travel either on the
11th or 12th of November.
Indicative Request: You want to find the cheapest possible deal but your flight
needs to leave on, or before 11am.
Note: Please wait for the agent to finish before you start to speak.

You will be attending a conference in Manchester. You will be flying from Glas-
gow Airport. Your total budget is 120 pounds. You can travel either on the 11th
or 12th of November.
Indicative Request: You want to find the cheapest possible deal but your flight
needs to leave on, or before 3pm.
Note: Please wait for the agent to finish before you start to speak.

You are going for a weekend break in Liverpool. You will be flying from Glasgow
Airport. Your total budget is 120 pounds. You can travel either on the 4th or
5th of November.
Indicative Request: You want to find the cheapest possible deal but your flight
needs to leave on, or before noon.
Note: Please wait for the agent to finish before you start to speak.

A friend from Cardiff invited you for a wedding. You will be flying from Glasgow
Airport. Your total budget is 100 pounds. You can travel either on the 2nd or
3rd of December.
Indicative Request: You want to find the cheapest possible deal but your flight
needs to leave on, or before 11am.
Note: Please wait for the agent to finish before you start to speak.
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E.2 Search Scenarios - Study 2

You are planning to visit your friends who live in Rome. You want to get there over a weekend (on

either Friday the 14th, Friday the 21st, or Friday the 28th of September. Since you only will

be staying there for a few days, you do not want to waste too much time travelling but also want

save money, so you have more money to spend during your holidays. The traffic in Rome tends to

be heavy from 2pm onward, so you would prefer to get a flight that arrives around 10am.

Indicative Request: Explore available flights to find a flight that offers a good balance between

price and travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.

You will be attending a student conference in Stockholm. You will be travelling there on either

Monday the 5th, Tuesday the 6th, or Wednesday the 7th of November. Your university

advised you that you will be allocated money from your conference fund that you will use to fund

other events till the end of your academic course. To be able to attend more events in the future,

you want to save money while not spending too long getting there. The student dorms where you

will be staying charge extra for late check-in, so you will be aiming to arrive at around 7pm to be

able to check in to your accommodation on time.

Indicative Request: Explore available flights to find a flight that offers a good balance between

price and travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.

You will be flying to London for an interview for an internship with a local start-up company. You

will be travelling there on either Wednesday the 12th, Thursday the 13th, or Friday the 14th
of December. Since the company will not reimburse you for your travel, you need to find a cheap

flight. You will only be spending one night in London so you also want to get there quick. Your

interview will be after lunch so you would like to arrive around 10am to get there on time.

Indicative Request: Explore available flights to find a flight that offers a good balance between

price and travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.

You are flying to New York to meet your cousin. You will be travelling there on either Sunday
the 16th, Sunday the 23rd, or Sunday the 30th of September. Although your parents have

decided to treat you and pay for your flight, you still want to avoid overspending. Find a flight

that will get you to New York quick but without spending too much money. Your cousin offered

to pick you up from the airport but he starts his afternoon work shift at 3pm so you would prefer

your flight to arrive in New York around noon.

Indicative Request: Explore available flights to find a flight that offers a good balance between

price and travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.
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E.3 Search Scenarios - Study 3

You will be flying to Las Palmas in Canary Islands, Spain, to join your friends who are currently

spending their holidays there. You will be travelling there on either Wednesday the 8th , Thurs-
day the 9th or Friday 10th of July. Since you will only be staying in Las Palmas for a few days,

you do not want to spend too much time travelling. You also want to save money so that you can

spend more during your holidays. Your friends usually go to watch music concerts in the evening.

You would prefer to get a flight that arrives to Las Palmas before 6pm so you can check into your

accommodation and then join your friends.

Indicative Request: Explore available flights to find a flight that offers a good balance between

price and travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.

You will be attending a student conference in Lisbon, Portugal. You will be travelling there

on either Monday the 12th, Tuesday the 13th, or Wednesday the 14th of October. Your

university advised you that you will be allocated funds from your conference fund. To be able

to attend more events in the future, you want to save money while not spending too long getting

there. Since the student dorms where you will be staying do not offer late check in you would

prefer arrive before 8pm to be able to check in to your accommodation on time and avoid extra

charges.

Indicative Request: Explore available flights to find a flight that offers a good balance between

price and travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.

You will be flying to Reykjavik, Iceland to visit your cousin. You will be travelling there on either

Friday the 6th, Saturday the 7th, or Sunday the 8th of April. Since you were recently made

redundant, you need to find a cheap flight. However, you will be only spending three nights in

Reykjavik so you also want to get there quickly. Your cousin told you that she can pick you up

from the airport if you arrive before 4pm, as she starts her shift in the café afterwards. You would

prefer not to miss the opportunity for getting a lift.

Indicative Request: Explore available flights to find a flight that offers a good balance between

price and travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.

Your aunt who lives in Madeira, Portugal invited you to visit her for a holiday break. You will be

travelling there on either Sunday the 2nd, Monday the 3rd, or Wednesday the 4th of August.
Although your parents have decided to treat you and pay for your flight you still want to avoid

overspending. Find a flight that will get you to Madeira quick without overspending. Your aunt

offered to take you to a local cuisine festival, you would prefer to get a flight that arrives before

2pm to make the most out of your trip.

Indicative Request: Explore available flights to find a flight that offers a good balance between

price and travel time (a cheap flight with short travel time)

Note: Please wait for the agent to finish before you start to speak.
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