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Abstract

This thesis reports on experimental investigations of laser-solid interactions for

intensities at the frontier of what is possible using current laser technology. Peak

laser intensities of up to 5 × 1021 Wcm−2 were achieved through the focusing of

picosecond laser pulses to near-wavelength sized focal spots with a novel, ellip-

tical focusing plasma mirror. The influence of these high intensities and small

focal spot sizes on proton acceleration in the relativistic transparency regime and

on the temperature scaling and dynamics of fast electrons is explored. These two

aspects of laser-solid interactions are of critical importance to the realisation of

many envisioned applications, in addition to providing insight into the fundamen-

tal underpinning physics. The work reported here is structured into two main

sections.

The first study reports on an investigation of the influence of ultra-high in-

tensity and near-wavelength sized focal spot, achieved through the use of F/1

focusing plasma optics, on proton acceleration from ultra-thin foil targets, for

which the highest proton energies to date are achieved. In this regime, accelera-

tion occurs via a transparency-enhanced, TNSA-RPA hybrid mechanism. When

comparing the spectral properties of protons accelerated using F/1 focusing to

a F/3 focusing geometry, significant reductions in both maximum proton energy

and laser-to-proton energy conversion efficiency were observed, despite the higher

nominal laser intensity. Furthermore, the measured holeboring velocity was also

found to be reduced for F/1 focusing, when compared with the F/3 case. These

findings are explained in terms of transparency-induced self-focusing, which oc-

curs very strongly in the F/3 case, but to a negligible extent for F/1 focusing,

and is shown by 2D particle-in-cell simulations. This results in an enhancement
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in the peak intensity achieved by the F/3 following the onset of transparency,

boosting the intensity beyond the nominal peak intensity of the F/1 focusing

geometry. This increased intensity subsequently results in enhanced proton en-

ergies, with both the peak intensity and proton energy maximised for an optimal

focal spot size (ϕL = 5 µm) and target thickness (ℓ = 100 nm). Limited enhance-

ment occurs for F/1 focusing to close to the laser wavelength or when the target

remains opaque for the duration of the interaction, as self-focusing cannot take

place. This result will help guide the design of future experiments, by showing

that optimal proton energies in the transparency regime are obtained for more

conventional focusing conditions, significantly reducing the technical challenges

and financial expense involved.

The second study presents findings related to the scaling of fast electron tem-

perature within thin foil targets, and the effect of this on electron refluxing and

proton acceleration via the TNSA mechanism. Using measurements of copper Kα

photons from 25 µm thick copper targets and protons accelerated via the TNSA

mechanism from 6 µm thick aluminium targets, the fast electron temperature

scaling with intensity was determined. This was found to scale more slowly with

increasing intensity than would be expected from existing models, resulting in

reduced electron temperatures. Analytical modelling shows that this slower scal-

ing is likely due to the inhibition of electron heating as a result of the relativistic

skin-depth, which becomes on the order of ∼ 10 nm for intensities > 1021 Wcm−2.

The decreasing skin-depth alone is however not suffice to fully explain the slowing

of the temperature scaling. Modifications to the plasma density within the skin-

depth, based on relativistic effects or radiation pressure induced compression are

discussed, supported by analytical modelling and 2D particle-in-cell simulations,

are shown to produce better agreement with the results measured experimentally.

The electron temperatures measured are also shown to result in significantly in-

creased electron refluxing within the target, whilst the effect of the slower scaling

with intensity is shown to adversely affect the scaling of maximum proton energies

generated via the TNSA mechanism. This result highlights that, when moving

to higher intensities, the gains in electron temperature may not be as significant
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as previously predicted, which has a significant impact on the generation of high

energy particles and ionising radiation.
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Chapter 1

Introduction

The subject matter of this thesis is the investigation of the interaction of an

ultra-intense laser pulse with solid density matter. Advances in laser technology

since the first practical demonstration in 1960 [1] have led to the capability for

relativistically intense laser pulses (IL > 1018 Wcm−2 for a wavelength of ∼ 1 µm)

to be routinely generated in the laboratory. The generation of laser pulses with

sufficiently high energy to achieve such intensities, with short pulse durations

(femtoseconds to picoseconds), first became possible due to the advent of the

chirped pulse amplification (CPA) technique [2]. The interaction of relativistic

laser pulses with thin foil targets have been extensively investigated, as a driver for

energetic ions [3, 4], bright x-rays [5, 6], and high harmonics [7, 8]. Furthermore,

laser-plasma interactions can provide a means of generating in the laboratory

conditions analogous to those found in astrophysical environments [9, 10]. Aside

from the investigation of these processes from a fundamental physics point of

view, exploitation of laser-plasma interactions is envisioned to potentially yield

a range of applications of societal benefit, such as proton oncology [11], 3D x-

ray imaging [12] or inertial confinement fusion schemes [13]. It is apparent that

laser-plasma interactions open the door to a wide range of applications, which

has resulted in extensive research being undertaken in this area worldwide over

the past few decades.

In this thesis, one application of primary interest is the potential for laser-solid

interactions to complement, or in certain circumstances replace, conventional
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radio frequency (RF) accelerator technology. Conventional accelerators based on

RF cavities are subject to significant limitations, preventing this technology from

being available for widespread use within university, medical or industrial settings

by increasing the cost and footprint. This ultimately limits the societal impact of

this technology and slows the advancement of our understanding of fundamental

physics.

The primary limitation of conventional accelerator technology is the footprint

(or put more simply, size) and the associated cost. Due to the breakdown voltage

of the accelerating structures with RF accelerators, the accelerating fields are

limited to ∼ 100 MV m−1 [14]. This results in the requirement of large acceler-

ator facilities, limiting the placement of these facilities to national laboratories,

whilst incurring significant financial costs, both in the construction and operation

phases. The Large Hadron Collider (LHC) provides the most stark example of

this. In order to accelerate protons to TeV energies, a synchrotron accelerator

of circumference 27 km was constructed in a multi-billion pound, multi-national

project. Perhaps a more everyday example would be proton sources for hadron

therapy purposes. Facilities using linear or synchrotron accelerators for this pur-

pose are currently coming online, but at a cost on the order of hundreds of millions

of pounds each. The cost, combined with the footprint, prevents this technology

from being made widely available at local hospitals or most research organisa-

tions. In contrast, as plasma is an ionised state of matter, the accelerating fields

are not limited by electrical breakdown, enabling fields of several TV m−1 to

be achieved. Combined with the increasing availability of ultra-intense, table-top

laser systems, this opens up the potential of a new regime of compact laser-driven

particle accelerators, reducing both the footprint and cost of high energy particle

and radiation sources.

Conventional RF accelerators typically operate with one of two end goals in

mind, either generating a beam of energetic particles (e.g. the LHC at CERN),

or using those particles to produce bright sources of radiation (e.g. the Dia-

mond light source at RAL). Laser-plasma interactions provide the capability of

multi-modal operation, i.e. several sources of ionising radiation may be produced

2
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simultaneously. It is not uncommon for one interaction to generate accelerated

ions and electrons, bright x-rays and neutrons. This enables greater flexibility of

use, as the desired product may be selected without requiring significant modi-

fication to the experimental setup. Moreover, by splitting the laser driver into

two or more beams, multiple types of radiation, in synchronised pulses, can be

produced, opening up new opportunities for pump-probe investigation or mixed-

modality irradiation. This may open up applications of industrial interest, such

as using accelerated protons to induce lattice melting within a target material,

followed by probing the damage with laser-generated x-rays for example [15]. Of

course, if only one form of ionising radiation is required, the other forms will

need to be separated, which will present a significant challenge given the variety

of radiation produced. Furthermore, the generation mechanisms are currently

unstable, and, particularly in the case of ion acceleration, yield sub-optimal en-

ergy spectra, both in terms of the spectral shape, and the maximum energies

generated. Optimisation and stabilisation of laser-solid interactions for use as

a compact particle accelerator remains the focus of substantial research efforts

worldwide [3, 4].

In addition to providing a more compact and cost-effect approach to particle

acceleration, with multi-modal operational capabilities, the ion beams generated

by laser-solid interactions have a number of unique properties which make them

well-suited for a range of applications. Ion bunches produced from laser-solid

interactions have a bunch duration on the order of the driving laser pulse dura-

tion, typically a few picoseconds, although the temporal structure increases with

propagation distance from the target in the case of ion beams with a broadband

energy spectrum. This remains however several orders of magnitude shorter than

may be obtained using conventional accelerators, which are typically limited to

a minimum of several hundreds of picoseconds [16]. Additionally, ion beams ac-

celerated from laser-solid interactions are highly laminar (i.e. ion trajectories do

not frequently cross), and have a low beam emittance. Beam emittance values of

< 4×10−4 π.mm.mrad have been observed [17], making laser-driven ions sources

ideal for ultra-fast pump-probe experiments. Both the short bunch duration and
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low emittance are aided by the presence of a co-propagating electron population,

which prevents space-charge induced spreading of the ion beam. Some of the

applications envisioned for laser-driven ion sources will be briefly discussed in the

following section.

1.1 Applications

1.1.1 Inertial confinement fusion

Employing intense laser pulses as a means of inducing nuclear fusion reactions

was first proposed in the 1960’s [18] and theoretically explored in a 1972 work by

Nuckolls et al. [19]. The use of lasers for energy production via nuclear fusion is

referred to as inertial fusion energy (IFE), with the most common scheme, inertial

confinement fusion (ICF), involving the compression and heating of a deuterium-

tritium (D-T) fuel capsule to a sufficient density and temperature that fusion

reactions are initiated and the burn wave propagates throughout the entire fuel.

Compression is driven by laser irradiation of the outer layer of the target, which is

ablated (in the direct drive approach [20]). The expansion of this coronal plasma

outwards induces the compression of the fuel, due to conservation of momentum.

This process requires highly uniform compression, due to the nanosecond dura-

tions over which the interaction will take place. Over such timescales, hydrody-

namic instabilities can grow [21], seeded by asymmetries in the laser confinement

or the target density profile for example, which will impede the coupling of energy

from the laser driver into the fuel.

An alternative to this approach, addressing certain limiting aspects of ICF,

and potentially enabling higher energy gain, was first proposed in 1994 in Tabak

et al. [13]. This mechanism, referred to as fast ignition, involves the compression

of the fuel target, similar to conventional ICF but to lower densities. A secondary

high intensity pulse then irradiates the target, producing energetic particles to

deliver energy into the compressed fuel and induce ignition. These particles are

typically fast electrons, but proton fast ignition schemes have also been proposed
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[22]. The fast ignition scheme reduces the degree of target compression needed

from the nanosecond pulses and therefore the input energy required to achieve

fusion, thus improving the potential energy gain. In addition, the sensitivity to

hydrodynamic instabilities is reduced, as the degree of symmetry required in the

compression is relaxed. Proton fast ignition, with the protons sourced from a

laser-solid interaction, has fundamental advantages over its electron counterpart.

Due to the localised energy deposition profile of ions within the fuel target, spatial

control of the energy deposition is possible for spectrally controlled ions, with the

maximum possible energy used to achieve ignition instead of being wasted by

heating the surrounding plasma. Furthermore, protons are less susceptible to

transport instabilities than electrons, and so can more efficiently couple laser

energy into the reaction.

Fast ignition, using either electrons or protons, has however not yet come to

fruition, due to a number of important limitations. If we consider the more com-

mon case of electron fast ignition schemes, there are significant challenges associ-

ated with the generation of a suitable fast electron population, and transporting

these electrons to the fuel. Inherent beam divergence and transport instabilities

reduce the energy density of the fast electron beam [23, 24]. More fundamentally,

generating a sufficiently hot electron population remains a challenge, necessitat-

ing further study into the heating of electrons within solid targets.

1.1.2 Hadron therapy

Treatment of cancerous tumours, via a radiotherapy approach, conventionally in-

volves the use of x-rays to irradiate the tumour from multiple angles to maximise

the dose deposited in the tumour, whilst minimising the collateral damage to

surrounding healthy tissue. It is however inevitable that some damage to sur-

rounding tissue will occur, which is particularly problematic in areas of the body

which are highly sensitive to radiation, for example the brain or spinal cord. This

collateral damage arises due to the energy deposition profile of x-rays in matter,

which follows Beer’s law. In short, the largest dose of x-rays is delivered at the

surface of the target/patient, decaying exponentially with increasing depth. This
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not only subjects healthy tissue, both in front of and behind the tumour, to ra-

diation exposure, but also reduces the effectiveness of the cancer treatment, as

a majority of the x-ray dose is wasted on the healthy tissue. This issue may be

resolved through the use of protons or heavier ion species, referred to as hadron

therapy.

Hadron therapy, most commonly using protons, is a significant improvement

over conventional x-ray radiotherapy due to the difference in how ions deposit

energy within matter. Ions deposit energy in a characteristic Bragg peak (see

Chapter 3.5.1 for proton stopping in iron). The ion will propagate through the

patient, depositing minimal energy until just prior to stopping, at which point

all the remaining energy will be deposited, with the initial energy of the ion

determining the depth to which it will penetrate. This enables precise targeting of

the tumour, while simultaneously minimising collateral damage to healthy tissue

before or after the tumour. This concept was first proposed in a 1946 article, in

which it was proposed that conventional RF accelerators could generate proton

beams for therapeutic purposes [25]. Widespread adoption of this technique has

however been slow, in spite of the clear advantages, with only ∼ 40 facilities

worldwide. This is primarily due to the limitations of RF accelerator technology

discussed earlier, namely the footprint and associated costs.

To date, the proton energies required to treat deep-seated tumours (200-250

MeV) is only achievable through conventional RF accelerators. The maximum en-

ergy of protons accelerated via laser-driven schemes is however steadily increasing,

with a current maximum of ∼ 100 MeV [26]. Furthermore, the unique proper-

ties of laser-driven proton beams have the potential to bring additional benefits.

Multi-modal treatment schemes may also be feasible due to the simultaneous

generation of protons, heavier ions, electrons and x-rays from laser-plasma inter-

actions, enabling tailoring of the delivered radiation to each individual clinical

case. The short ion bunch durations and high flux also increase the radiobiolog-

ical effectiveness of hadron therapy. A number of early-stage experiments have

explored the biological effect of laser accelerated ions on cellular material [27].

Dose rates exceeding ∼ 109 Gy s−1 in a single exposure have been reported, with a
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relative biological effectiveness (RBE) of 1.4±0.2, which represents an substantial

increase over conventional, X-ray based radiobiological approaches.

Whilst laser-driven proton energies have been steadily increasing, the current

record of ∼ 100 MeV remains approximately half of the energy required to treat

the most deep-seated tumours. Furthermore, clinical use of laser-driven protons

will require substantial improvements to the beam parameters currently achiev-

able, such as spectral control and beam focusability, in order to ensure accurate

deposition of energy into the tumour, whilst minimising damage to surrounding,

healthy tissue. As such, significant research effort is still required if laser-driven

protons are to be widely employed as a realistic therapeutic option.

1.2 Thesis outline

In order to fully exploit the potential of laser-driven plasma accelerators, it is

imperative that we can not only generate protons suitable for the above appli-

cations, but also understand the underpinning physics. Furthermore, in order

for any applications to be widely accepted, significant control of these processes

must be demonstrated. Achieving such control poses a major challenge due to the

highly non-linear nature of laser-plasma interactions, resulting in high sensitivity

to small variations in initial conditions. This is compounded by the inherent

variability in the performance of current laser systems. The work presented in

this thesis goes some way towards achieving a better understanding of the fun-

damental physics underpinning laser-solid interactions, and uncovers new means

by which these interactions may be controlled and optimised.

One route to the control and optimisation of laser-solid interactions is through

the drive pulse parameters, and in particular the pulse intensity. Increasing the

intensity is predicted to result in higher energy electrons and protons [3, 28],

and so would seem to be an important step in the campaign to see the above

applications realised. Increasing the pulse intensity is however not without its

challenges. Doing so through an increase in energy is very expensive, both tech-

nically and financially. Instead, the commonly adopted approach has been to
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employ short pulse laser systems and tight focusing geometries. The question

therefore arises, does the increased intensity and tighter focusing conditions re-

sult in the expected changes in source properties, or does new physics come in to

play? The investigation reported in this thesis attempts to go some way towards

answering this question, by examining two aspects of laser-solid interactions of

relevance to the aforementioned applications, namely the scaling of proton en-

ergies in the relativistic self-induced transparency regime and the scaling of fast

electron temperature.

This thesis reports on the experimental investigation of the physics under-

pinning laser-solid interactions, in the ultra-high intensity regime, through the

use of near-wavelength sized focal spots. In particular, proton acceleration via a

transparency-enhanced, hybrid mechanism and electron heating in micron thick

metal targets are examined. The remainder of this thesis is structured as follows;

� Chapter 2: The physics underpinning laser-solid interactions is reviewed,

which provide an essential foundation for the following chapters.

� Chapter 3: The key experimental and numerical techniques employed

in the investigations reported in thesis, including details of laser systems,

diagnostic techniques and simulation tools, are described.

� Chapter 4: This chapter presents experimental and numerical studies on

the influence of laser focal spot size, including spots sizes approaching the

laser wavelength, on proton acceleration via a transparency-enhanced, hy-

brid acceleration mechanism.

� Chapter 5: Experimental, analytical and numerical investigation of elec-

tron heating in laser-solid interactions, for laser intensities of up to∼ 5×1021

Wcm−2, is reported in this chapter.

� Chapter 6: Finally, the results and interpretations presented in chapters

4 and 5 are summarised, with the impact for the wider field of laser-solid

interactions highlighted. Potential future avenues of research are also dis-

cussed.
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Chapter 2

Underpinning physics of intense

laser interactions with dense

plasma

2.1 Introduction

Before presenting the main investigations in this thesis, it is important to review

the fundamental physics of the interaction between an intense laser pulse and a

dense plasma. In this chapter, we begin by discussing the physics of electromag-

netic radiation, defining key properties such as intensity and polarisation, which

is vital for understanding the laser pulses that are foundational to the work pre-

sented in this thesis. We will then proceed to examine how a single electron

will act when subjected to such electromagnetic radiation, as this is the most

fundamental interaction involved in laser-matter studies. At this point, the con-

cept of plasma as a state of matter will be introduced, before reviewing some of

the basics of laser interactions with such plasma, namely laser-induced expansion

and laser propagation. Once the basic physics has been reviewed, more com-

plex topics such as laser energy absorption and fast electron generation within

dense plasmas will be explored. Finally, by bringing all of the aforementioned

physics together, the mechanisms by which laser interactions with dense plasma

may result in the acceleration of ions to multi-MeV energies will be discussed,
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relevant to the investigations presented in both results chapters. This chapter is

intended merely as a review of the physics most relevant to the work presented

later in this thesis and is by no means exhaustive. Further details on the concepts

presented in this chapter, and other aspects of laser-plasma interactions, may be

found in the plethora of pre-existing literature, including (but not limited to) the

textbooks by Kruer [29] and Gibbon [30].

2.2 Electromagnetic radiation

Before attempting to understand how laser light interacts with a single electron,

let alone a dense plasma, we must first begin by understanding the laws of classical

electrodynamics and how these apply to electromagnetic (EM) radiation of the

form seen in intense laser pulses. In order to do so, we begin with Maxwell’s

equations, which describe the generation of electric and magnetic fields and how

they relate, and the Lorentz equation of motion for a charged particle in an EM

field. Maxwell’s equations are written as follows

∇ · E =
ρ

ϵ0
(2.1)

∇ ·B = 0 (2.2)

∇× E = −∂B
∂t

(2.3)

∇×B = µ0J+ µ0ϵ0
∂E

∂t
(2.4)

where E is the electric field, B is the magnetic field and J is the current density.

Bold font represents a vectorial quantity throughout this chapter. Eqn. 2.1

describes how an electric field is generated from some source of charge density,

ρ, where ϵ0 is the electric permittivity of free space. Eqn. 2.2 represents the

conservation of magnetic flux. The relation between a spatially varying electric

field and a temporally varying magnetic field is described in Eqn. 2.3. Finally,

Eqn. 2.4 shows how an electric current generates a magnetic field, where µ0 is

the magnetic permeability of free space.
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The force acting on a charged particle under the influence of an electromag-

netic field, FL, is described by the Lorentz equation

FL = q (E+ v ×B) (2.5)

where q and v are the particle charge and velocity respectively. In the case

of a plane wave, with oscillating electric and magnetic field components, the

v × B term in Eqn. 2.5 can be neglected where v ≪ c, as the magnetic field is

significantly weaker than the electric field, such that the electron oscillates purely

in the electric field direction. As v → c however, the magnetic field component

becomes significant, inducing a drift motion in addition to the oscillatory term,

as described in more detail in section 2.3.

The version of Maxwell’s equations presented above describes the generalised

behaviour of electric and magnetic fields. In terms of describing EM radiation

specifically, it is useful to reformulate these in the form of a wave equation, the

solutions to which represent EM waves propagating with a characteristic speed,

c = (µ0ϵ0)
−1/2, which is the speed of light in vacuum. This is achieved by taking

the curl of Eqn. 2.3 as follows

∇× (∇× E) = − ∂

∂t
(∇×B) (2.6)

∇ (∇ · E)−∇2E = − ∂

∂t
(∇×B) (2.7)

For propagation of the EM wave in vacuum, it is assumed that no charge or

current density is present. Substitution of Eqns. 2.1 and 2.4 into the above

yields the final form of the wave equation

∇2E =
1

c2
∂2E

∂t2
(2.8)

One solution to this wave equation is a plane wave, by which we mean a monochro-

matic wave with an infinite wavefront, whose amplitude is described by some
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sinusoidally varying function. The solution for a plane wave in 3D is given by

E (r, t) = E0 cos (k · r− ωt− ϕ) (2.9)

where r is the position vector, E0 is the amplitude of the wave, and k is the

wave vector with magnitude |k| = 2π/λ, where λ is the wavelength. The angular

frequency of the wave is given by ω and ϕ describes any phase shift of the wave.

The plane wave solution can also be expressed in a polar representation as follows

E (r, t) = Ẽ0 exp [i (k · r− ωt)] (2.10)

In this case, Ẽ0 is the complex amplitude, which constitutes both the amplitude,

E0, and the phase angle, ϕ, of the wavefunction. An expression of an identical

form exists for the B field. This plane wave solution enables determination of

the relative magnitude and spatial orientation of the electric and magnetic fields.

By substituting these plane wave solutions into Maxwell’s equations, we find the

following relations

ik · E = 0 and ik ·B = 0 (2.11)

ik×B =
−iω
c2

E ⇒ |B| = |E|
c

(2.12)

From Eqn. 2.11, we see that the electric and magnetic fields are mutually or-

thogonal, and that both oscillate perpendicular (transversely) to the propagation

direction of the wave. The relation set out in Eqn. 2.12 shows that the magni-

tude of the electric field is greater than that of the magnetic field by a factor of

c. It is for this reason, within the context of laser-matter interactions, that the

magnetic field induced drift motion of an electron subjected to a laser field may

be neglected unless the electron velcoity within the laser pulse is sufficiently high.

It is also useful to examine at this point how such an EM wave will propagate

in vacuum. The 3D plane wave solution given in Eqn. 2.10 may be substituted

into the wave equation, Eqn. 2.8, to yield the dispersion relation for vacuum,

given as follows

ω = ck (2.13)
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As this is a linear relation between the angular frequency and wave vector of the

EM wave, the phase and group velocities (vϕ and vg) are equal, and take the value

of c
ω

k
=

dω

dk
= c (2.14)

where vϕ = ω/k and vg = dω/dk. This is, by definition, the case for EM wave

propagation in vacuum, but this is not always true for other propagation media,

as will be discussed later in section 2.4.4, when the propagation of a laser field

within a plasma will be considered.

2.2.1 Polarisation of an EM wave

A key property of light, which has a significant impact on the interaction of intense

laser light with a plasma, as will be explored later, is the optical polarisation. The

polarisation is a crucial factor when considering laser energy absorption to the

plasma (see section 2.5), and thus by extension, plays a key role in the generation

of fast electrons and the subsequent acceleration of ions.

The polarisation of an EM wave describes the oscillation orientation of the

electric field, of course assuming that the oscillations are confined to a single, well

defined plane. Unpolarised light consists of a superposition of randomly oriented

electric field oscillations, with the resultant electric field vector changing rapidly

as the pulse propagates. If we assume an EM wave propagating along the z-axis,

i.e. the wave vector k is aligned with the z-axis, then the electric field oscillations

must only have components in the x-y plane, defined as the polarisation plane.

At any given point along the propagation axis, the total electric field can be

decomposed into two orthogonal components, as follows

E (r, t) = E0,x cos (ϕ+ ϕx) x̂+ E0,y cos (ϕ+ ϕy) ŷ (2.15)

where the phase is given by ϕ = k · r − ωt, the phase difference between the x

and y components of the electric field is given by ϕx − ϕy, and the amplitude of

the two components are given by E0,x and E0,y. These field amplitudes may be
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Figure 2.1: Illustration of the polarisation ellipse for three polarisation states; (a) linear, (b)
elliptical and (c) circular.

related by the following trigonometric identity [31]

sin2 (ϕx − ϕy) =

(
Ex

E0,x

)2

+

(
Ey

E0,y

)2

− 2

(
Ex

E0,x

)(
Ey

E0,y

)
cos (ϕx − ϕy) (2.16)

where Ex = E0,x cos (ϕ+ ϕx), and Ey is similarly defined.

The polarised EM wave is described by two parameters, the relative magni-

tudes of the two orthogonal electric field components, and their relative phase.

It can be seen from Eqn. 2.16 that the total electric field vector forms a so-called

‘polarisation’ ellipse in the polarisation plane. As with any ellipse, the polar-

isation may then be quantified by the ratio of the semi-major and semi-minor

axes, and the angle between the semi-major axis and one axis of the polarisation

ellipse. In the general case, the semi-major and semi-minor axes will be rotated

through some angle θ, relative to the axes which define the polarisation plane.

It is therefore useful to define a rotated coordinate system in x′ and y′, and to

express the electric fields in terms of these coordinates, as follows

Ex = E ′
x cos θ − E ′

y sin θ (2.17)

Ey = E ′
x sin θ + E ′

y cos θ (2.18)

The rotation angle can be defined in terms of the ratio of the electric field com-

ponents such that α = E0,x/E0,y. From this definition of α, the rotation angle

may be expressed as tan 2θ = cos (ϕx − ϕy) tan 2α.

Now that the polarisation ellipse has been defined, any polarisation state

14



Chapter 2. Underpinning physics of intense laser interactions with dense
plasma

may be visualised using the ellipse. In general, such EM waves are referred

to as elliptically polarised, however two special cases exist which are of great

importance, and which are frequently referenced throughout this thesis. The first

special case is linear polarisation, in which the quantity (ϕx − ϕy) = 0 or nπ,

where n is some integer. In this case, the electric field vector oscillates along

the semi-major or semi-minor axis of the ellipse, and thus we have the condition

that θ = α. The interactions explored in the upcoming results chapters all

involve linearly polarised laser pulses. The second special case is where the two

electric field components are equal in magnitude, with a relative phase given by

(ϕx − ϕy) = nπ/2. In this case, the total electric field vector generates a circle

in the polarisation plane. The general case of some elliptical polarisation, along

with these two special cases, is illustrated in Fig. 2.1.

2.2.2 Intensity of an EM wave

The intensity of a laser pulse is a cornerstone of much of the experimental, numer-

ical and analytical investigation presented in this thesis. As such, it is imperative

that we define what this means, and how it is related to the more fundamental

properties of an EM wave. To begin, we must define the Poynting vector, S,

given by

S (r, t) =
E×B

µ0

(2.19)

The Poynting vector describes the instantaneous intensity in terms of the electric

and magnetic field strengths at that point in time and space. In a typical laser

pulse, these field strengths vary sinusoidally over a laser period, and so the laser

intensity is more usually defined in terms of the average Poynting vector over a

singular laser period. The magnitude of the Poynting vector may be determined

in a useful way for the plane wave solution by substituting Eqn. 2.10 and its

B-field equivalent into Eqn. 2.19, yielding

|S (r, t) | = |E0|2

µ0c
cos2 (k · r− ωt− ϕ) (2.20)
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The intensity of a linearly polarised laser pulse, IL, is then found by averaging

this over one laser period, where ⟨cos2 (x)⟩ = 1/2, such that

IL = ⟨|S|⟩ = ϵ0cE
2
0

2
(2.21)

In addition to defining the laser intensity, it is also common to define the

strength of the electric field in terms of the normalised vector potential, a0, given

as

a0 =
e ⟨E⟩
mecω

(2.22)

where ⟨E⟩ is the cycle-averaged electric field. When averaging over a full laser

cycle, in the linear polarised case, a0 is reduced by a factor of 2 relative to a

circularly polarised laser pulse, as unlike a linearly polarised pulse, the field in

the circular case does not oscillate in magnitude, but only rotates around the

propagation axis. The above expression for a0 is useful from a theoretical stand-

point, but experimentally it is normally easier to determine the laser intensity

as opposed to the electric field strength. As such, a useful expression for a0, in

terms of the laser irradiance (ILλ
2
L), is given as follows

a0 = 0.84
(
ILλ

2
L

[
1018 Wcm−2µm2

])1/2
(2.23)

Aside from being a useful means of defining what may be considered a relativis-

tically intense laser pulse, the laser a0 may also be related to the relativistic

γ-factor of electrons oscillating in the laser field, where γ is defined in terms of

the cycle-averaged electron oscillation velocity, ⟨vosc⟩, as follows

γ =

(
1− ⟨vosc⟩2

c2

)−1/2

(2.24)

When expressed in terms of a0, we find the following expression for the electron

γ-factor

γ =
(
1 + a20

)1/2
(2.25)

This equation provides a useful means of relating a parameter of the EM field,
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i.e. a0, directly to the motion of an electron in that field.

2.3 Single electron motion in an EM field

2.3.1 Single electron motion in an infinite, homogeneous

field

Before describing the collective motion of an ensemble of electrons subjected to

a laser pulse, it is useful to begin by considering the simplified case of single

electron motion in an infinite plane wave. Ion motion in such a wave can be

largely neglected due to their higher mass compared with that of an electron. As

mentioned previously, the dynamics of a free electron in an EM field are described

by the Lorentz equation 2.5. For simplicity, we shall consider only the temporally

varying aspect of the electric field, such that |E| = E0 sin (ωt). If we first consider

purely the motion due to the electric field component, as this dominates in the

non-relativistic regime due to the relation given in Eqn. 2.12, we can use the

Lorentz force, given by Eqn. 2.5, to see that

me
dv

dt
= −eE0 sin (ωt) (2.26)

and so an electron will oscillate in the electric field with a velocity of magnitude

vosc =
eE0

meω
cos (ωt) (2.27)

Therefore, an electron initially at rest will oscillate perpendicular to the direction

of propagation, orientated along the polarisation axis, and with a frequency equal

to that of the driving EM field. The maximum quiver velocity achieved by the

electron is given by vmax = eE0/meω. It is apparent that the maximum quiver

velocity of an electron in an EM field may be related to the normalised vector

potential a0 via a0 ∼ vmax/c. This expression is only true in the case of non-

relativistic electron motion, where contributions from the v×B component of the

Lorentz force may be neglected. It does however clearly show a useful condition,
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E
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Figure 2.2: Diagram illustrating the ‘zig zag’ motion of an electron along the axis of laser
propagation in the laboratory frame, for a laser pulse of a0 ≫ 1.

in that the electron quiver velocity approaches c for a0 ∼ 1.

If a stronger field is employed, such that the electron motion is relativistic

(i.e. vosc ∼ c, or Ee ∼ mec
2 in terms of kinetic energy), as is the case for the laser

pulses employed in this thesis, the contribution of the magnetic field term can no

longer be ignored. As the electron velocity is confined to the polarisation axis of

the electric field, and the magnetic field acts orthogonal to this, the cross-product

of the two will result in a longitudinal motion in the direction of propagation of

the EM field. As a result, in addition to the previously defined transverse quiver

velocity, we have a longitudinal velocity, of magnitude

vlong =
e2E2

0

4m2
ecω

2
cos (2ωt) (2.28)

For convenience, the quiver and longitudinal velocities may be expressed in terms

of the normalised vector potential (see Eqn. 2.22), as follows

vosc = a0c cos(ωt) (2.29)

vlong =
a20c

4
cos(2ωt) (2.30)

From Eqn. 2.30, it is apparent that the longitudinal component of the velocity

oscillates at twice the frequency of the driving field, unlike the transverse oscil-

lation. There exists also a drift component of the longitudinal velocity, i.e. a

velocity which is non-oscillatory. This velocity may be described by the following
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equation [32]

vdrift =
a20

a20 + 4
c (2.31)

The combined transverse and longitudinal components of the velocity result in

a ‘zig zag’ motion of the electron in the laboratory frame of reference, and a

characteristic ‘figure of eight’ motion in the electron rest frame. The motion

of an electron in a relativistically intense laser field, in the laboratory frame, is

illustrated in Fig. 2.2. This is the case for linear polarisation, if the plane wave is

instead circularly polarised, the electron traces a circular path in the rest frame,

as there is no longer an oscillating EM field to drive the v×B component of the

Lorentz force.

2.3.2 Single electron motion in an inhomogeneous field

For a realistic laser pulse, such as those employed in this thesis, the fields are

inhomogeneous, with typically a Gaussian spatial and temporal intensity profile,

and a centrally peaked intensity distribution. As such, discussion of the influence

of such inhomogeneities on electron dynamics is required.

For a spatially homogeneous field, the electron will return to its initial posi-

tion after one full laser cycle, and thus gains no net energy from the laser pulse

[14]. In the case of a Gaussian pulse however, electrons initially located at the

centre of the pulse will experience stronger electric and magnetic fields than those

at a larger radial distance, and thus by extension, a stronger Lorentz force. We

can thus define the ponderomotive force as the gradient of the cycle-averaged

oscillation potential of an electron in such an inhomogeneous laser field [30]. The

electrons accelerated by this potential will carry energy away from the pulse into

the surrounding plasma as they are expelled from the region of locally higher

intensity. The cycle averaged ponderomotive force on a single, non-relativistic

electron, Fp, may be derived from the Lorentz equation (Eqn. 2.5), and is ex-

pressed in terms of the spatial gradient in the electric field as follows

Fp = − e2

2meω2

〈
∇E2

〉
(2.32)
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This equation demonstrates that the ponderomotive force acts independently of

the sign of the particle charge. It is, however, inversely proportional to the mass

of the particle, and thus, for the laser intensities considered in this thesis (up to

1022 Wcm−2), has a negligible influence on the motion of ions. It is also notable

that the above equation (Eqn. 2.32) does not account for the influence of the

magnetic field on the electron motion, and so is restricted to the non-relativistic

regime. The ponderomotive force for a relativistically intense laser pulse (i.e.

vosc ∼ c) is described in detail in Refs. [33, 34], and is given by

Fp = −mec
2∇⟨γ⟩ (2.33)

where ⟨γ⟩ is the cycle-averaged γ factor of the electrons.

It is also useful to define the potential associated with the ponderomotive

force, referred to as the ponderomotive potential, Φp, which is given by

Φp = mec
2 (⟨γ⟩ − 1) (2.34)

The amplitude of the electron oscillation resulting in this energy gain, y0, increases

with the intensity of the driving EM field, given by [35]

y0 =
a0λL
2π

(2.35)

For intensities of > 1020 Wcm−2, this amplitude becomes of the order of microns.

Throughout this thesis, pulses of this intensity and higher are employed, focused

to a spot size of the same order of magnitude as this oscillation amplitude. It

is therefore possible, should the appropriate conditions be met, that electrons

escape the focal spot and are transversely scattered before attaining the full

ponderomotive potential, resulting in reduced electron energies. This concept is

explored further in Chapter 5 and in Dover et al. [35].

Due to the influence of the magnetic field on a relativistic electron, its motion

will consist of both transverse and longitudinal components. This will result in

the ejection of the electron at some angle, θs, with respect to the central axis of
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the EM field, as described in Moore et al. [36]. The scattering angle may be

calculated by considering the angle subtended by the transverse (p⊥ = Φp/c),

and longitudinal (p∥ = p⊥/2mec) momenta of the electron, as follows

tan θs =
p⊥
p∥

=

(
2

⟨γ⟩ − 1

)1/2

(2.36)

From this equation, it is clear that as the field strength is increased, and thus by

extension the γ-factor of the electron, the scattering angle is reduced, resulting

in the electron being scattered closer to the axis of propagation.

2.4 Fundamentals of laser-plasma interactions

In the previous sections, the physics underpinning high intensity laser pulses and

their interaction with a single electron has been reviewed. We are now able to

proceed to explore the fundamental physics of laser-plasma interactions. The

unique dynamics of particles within a plasma result in a variety of non-linear

and often counter-intuitive effects, influencing both the plasma itself, and the

interacting laser pulse.

2.4.1 Definition of a plasma

A plasma is produced through the ionisation of a material (solid foils in this

thesis), producing a ‘soup’ of positively charged ions and free, negatively charged

electrons. However, this is non-commutative, i.e. whilst all plasmas are composed

of ionised material, not all ionised material can be considered a plasma. In

general, a plasma is classified subject to three conditions being met. These are:

1. L≫ λD

One key feature of a plasma is that it is quasi-neutral, i.e. when considered

globally, the plasma is electrically neutral. If a test charge is placed within

the plasma, the electrons will rapidly re-arrange themselves, thus changing

the electrostatic potential, to effectively shield the remaining plasma from
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the potential of the newly introduced charge. Due to their increased mass,

the ions within the plasma are unable to respond quickly to this chang-

ing electrostatic potential, and so remain stationary over the timescales

on which the electrons screen the charge. The shielding by the electrons

is not impervious however, with the magnitude of the potential decaying

exponentially over a characteristic distance, given by the Debye length

λD =

√
ϵ0kBTe
e2ne

(2.37)

where kBTe is the electron temperature in joules (see section 2.6.1) and ne

is the electron density. This process is therefore often referred to as De-

bye shielding. As the electron temperature is increased, the magnitude of

the thermal oscillations of the electrons increases, resulting in less effec-

tive screening of the test charge, and thus the potential is observed over a

greater distance. A larger electron density however will result in enhanced

screening, as more electrons are available to shield the plasma from the test

charge. Therefore, whilst some local region of the plasma may be posi-

tively or negatively charged, the influence of this is not seen throughout the

plasma as a whole due to the screening, thus maintaining quasi-neutrality.

If the spatial extent of the plasma, L, is less than the Debye length however,

the electrons are unable to effectively screen local charge inhomogeneities

and quasi-neutrality is broken.

2. ND ≫ 1

This condition is closely related to the previous, as it pertains to the ability

of the plasma to screen any local charge imbalances. In order for Debye

shielding to be effective, there must be a sufficient number of electrons to

shield the test charge. These electrons must exist within a defined Debye

sphere, i.e. a sphere of radius λD. The number of particles within such a

sphere, ND, is given by

ND =
4

3
neπλ

3
D (2.38)
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If the number of electrons within this sphere is greater than one, then Debye

shielding may take place. One consequence of this condition is that a plasma

exhibits collective behaviour, as a large number of electrons act in unison,

each influencing the other, to screen the test charge, and the potential of

the test charge is in turn felt by a large number of electrons.

3. ωp,e > νe

The third condition for defining a plasma is related to the collective effects

mentioned in the previous point. In the case of a gas, for example, parti-

cle dynamics are dominated by short range, binary collisions. In a plasma

however, particle behaviour is dominated by long range, Coulomb inter-

actions, which can influence many charged particles simultaneously. This

long range, collective behaviour results in the formation of electron plasma

waves, which must dominate over collisional processes when considering

the electron dynamics in order for the ionised material to be considered a

plasma. The frequency of these plasma waves is described by the plasma

frequency, ωp,e, where

ωp,e =

(
nee

2

γmeϵ0

)1/2

(2.39)

where γ is the relativistic Lorentz factor, as previously defined. It is worth

noting a similar form is adopted for ion plasma waves, although at much

lower frequency due to the increase in mass. In order for this collective

plasma oscillation behaviour to dominate, the electron plasma frequency

must be greater than the collision frequency, ωc, given by

νe =
nee

4

16πϵ20m
2
ev

3
(2.40)

where v is the electron velocity. This equation holds true for small-angle

Coulomb collisions with ions, but not collisions with neutral particles. It is

apparent that collisions are reduced for lower electron density and for faster

electrons.

When considering the impact of collisions on the plasma dynamics investi-
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gated in this thesis, we must first define two populations of electrons which

exist within the target (these will be discussed further in section 2.6). The

first population is made up of the electrons forming the bulk of the target,

and those contributing to the return current (see section 2.6). This is a

high density population of low energy electrons, and as such will be highly

collisional. The second population consists of the fast electrons, which have

been accelerated to high kinetic energies by the drive laser pulse. This pop-

ulation is considered to be collisionless, as the mean free path of these fast

electrons is greater than the spatial extent of the plasma. However, this

does not mean that collisions never occur. Firstly, the mean free path is,

by nature, an average, and so some electrons will undergo collisions after a

propagation distance of less than the mean free path. Furthermore, reflux-

ing (or recirculation) of the electrons (see section 2.6.2) will result in the

propagation distance within the plasma being greater than the mean free

path for some fraction of the total electron population. Electron-ion colli-

sions, either from the bulk population or from a refluxing fast population

are key for the generation of x-rays used to diagnose key plasma parameters

explored in this thesis.

2.4.2 Laser-induced ionisation

The subject of this thesis is the study of laser interactions with dense plasma, yet

experimentally, we place a solid target foil at the focal position of the laser pulse.

Clearly, this solid target is converted into a dense plasma due to the incident

laser light. This is a result of laser-induced ionisation, whereby the atoms of

target are stripped (either completely or partially) of their electrons, leaving

behind positively charged ions and a number of free electrons. In order for the

solid target to be ionised to form a plasma, sufficient energy must be deposited

by the laser to overcome the binding energy of the electrons within the atoms.

This binding energy increases as one moves from the outer to innermost atomic

orbitals. The energy required to eject an electron from a particular energy state

within an atom, and free it completely from the electrostatic influence of the ion,
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is known as the ionisation potential, Ip.

In order to relate this ionisation to a parameter of the incident laser pulse,

namely the intensity, it is insightful to consider the simple case of the hydrogen

atom. If we consider the semi-classical Bohr model of the atom, which is a good

approximation in the case of atomic hydrogen, the mean radius of the orbit of

the electron around the nucleus, when in the ground energy state, is given by the

Bohr radius, aB, as follows

aB =
4πϵ0ℏ2

mee2
(2.41)

where ℏ = h/2π is the reduced Planck constant. Calculation of the Bohr radius

yields a value of aB = 0.053 nm, which may be substituted into Coulomb’s law to

determine the magnitude of the electric field binding the electron to the nucleus,

assuming both the nucleus and the electron act as point charges. This binding

field, Ea, is given by

Ea =
e

4πϵ0a2B
(2.42)

which yields a value for the binding field in atomic hydrogen of Ea ∼ 9 × 1011

Vm−1. This can then be converted to be in terms of laser intensity via

Ia =
ηcϵ0
2
E2

a (2.43)

where η is the refractive index of the propagation medium. In the case of prop-

agation in vacuum, i.e. η = 1, this gives an intensity of Ia ∼ 3.5× 1016 Wcm−2.

Any laser field of this intensity or higher will therefore strip the electron from the

hydrogen atom. However, ionisation is observed for intensities of several orders

of magnitude lower than this, indicating the existence of other ionisation mecha-

nisms which can reduce this limit. These mechanisms will now be described and

the conditions for which they are dominant discussed.

Multiphoton ionisation

As discussed, an electron will be ejected from an atom if an incident source

of photons delivers an energy exceeding the ionisation potential. The simplest
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mechanism by which this can take place is single photon ionisation, illustrated in

Fig. 2.3 (a). This mechanism places a threshold on energy (and thus wavelength)

of the incident photon, below which (above in the case of wavelength) electrons

cannot be ionised, regardless of the incident laser intensity. The energy of the

ejected electron in this case is given by Ee = ℏω − Ip. For a hydrogen atom,

with Ip = 13.6 eV, only light of wavelength lower than 91 nm, which falls in the

extreme ultra-violet (XUV) region of the spectrum, can ionise the ground state

with the absorption of a single photon. The laser system employed in this thesis

however, produces photons in the mid infra-red (IR) region of the spectrum, with

a wavelength of λL ∼ 1 µm and a corresponding photon energy of ℏω ∼ 1.2 eV.

There is however a mechanism by which multiple photons, of energy less

than Ip, may result in the ionisation of an electron, referred to as multi-photon

ionisation (MPI) [37], as shown in Fig. 2.3 (b). An atom may absorb a photon

which does not have a resonant transition to an excited state, by excitation to

a virtual state, which exists for a short time, ∆t, determined by the uncertainty

principle, given by

∆t =
ℏ

∆E
=

λL
2πc

(2.44)

After this time period, the electron will decay to the ground state and the photon

will be re-emitted. However, if during this time a second photon is absorbed,

the electron may be further excited to another, higher energy, virtual or real

state. This process may continue until the electron is sufficiently energetic to be

liberated into the continuum. The ionisation rate, WN , is proportional to the

photon flux, and thus the laser intensity, and is given by

WN = σN

(
IL
ℏω

)N

(2.45)

where σN is the multi-photon absorption cross-section. This absorption mech-

anism becomes feasible for light intensities of IL > 1012 Wcm−2, and was first

experimentally observed a few years after the invention of the first laser [38, 39].

It is important to note that for higher intensities, where the electric field strength

is comparable to the atomic potential, this process breaks down due to the sig-
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nificant perturbation caused to the atomic potential, leading to other routes to

ionisation which will be discussed below.

An electron may absorb additional photons, beyond that required for ionisa-

tion, in a process referred to as above-threshold ionisation (ATI). In this case,

the energy of the free electron is given by Ee = (N + s)ℏω − Ip, where N is the

number of photons with collective energy Ip and s is the number of additional

photons absorbed. ATI can be observed to have taken place experimentally by a

characteristic peaked electron spectrum, with the peaks separated by ℏω [40].

Tunnelling ionisation

When considering the MPI scheme, it is assumed that the intensity is sufficiently

low that the atomic potential remains unperturbed by the incident laser pulse.

However, as the electric field of the laser increases in strength, it modifies the

atomic potential, as illustrated in Fig. 2.3 (b). Mathematically, the Coulomb

potential, V (x), under the influence of an external field, EExt, takes the following

form

V (x) = − Ze2

4πϵ0x
+ eEExtx (2.46)

where Z is the atomic number. The second term on the right hand side represents

the external electric field of the incident laser pulse, which acts to suppress the

Coulomb potential of the atom. Bound electrons may then quantum mechanically

tunnel through this reduced potential barrier. The process of tunnelling ionisation

enables the laser-induced ionisation of electrons which would classically remain

bound within the parent atom. Tunnelling ionisation is illustrated in Fig. 2.3

(c).

The Keldysh parameter

We have thus far defined two ionisation schemes, MPI and tunnelling ionisation,

which each provide a mechanism by which an atom may be ionised for incident

laser conditions (i.e. intensity and wavelength) which would be forbidden by

a classical, single photon ionisation approach. In the calculation of theoretical

27



Chapter 2. Underpinning physics of intense laser interactions with dense
plasma

tunnelling rates, however, it is assumed that the applied electric field is quasi-

static, i.e. it remains constant for the duration of the tunnelling process. The

time for which the laser is said to be quasi-static is defined as a short interval

near the peak of a laser cycle, corresponding to T/4π = 1/2ω, which equates to

∼ 8% of a complete laser period. In this time period, the field changes between

a maximum value of E0 and a minimum of 0.97E0. In order to determine which

of the mechanisms dominate, and under what conditions, it is helpful to define

the Keldysh parameter [41], γK , given by

γK =
∆t

1/2ω
(2.47)

where ∆t is the tunnelling time. This fraction is the ratio of the tunnelling time

to the time for which the laser filed is quasi-static. If the electron can traverse the

barrier before the external field reduces, thus increasing the barrier (i.e. γK < 1),

tunnelling ionisation will dominate. If this is not possible, i.e. γK > 1, then MPI

will dominate. When γK ∼ 1, both mechanisms will equally contribute.

The Keldysh parameter may be re-cast in terms of the ratio between the

ionisation potential of the bound electron, Ip, and its ponderomotive potential,

Φp (see section 2.3.2)

γK =

(
Ip
2Φp

)1/2

(2.48)

This form of the equation enables easy comparison between the energy typically

gained by an electron from the laser pulse via the ponderomotive force and the

energy required to ionise that electron from its parent atom. For a ground state

hydrogen atom (Ip = 13.6 eV), the transition between MPI and tunnelling ioni-

sation (i.e. γK ∼ 1) occurs for laser intensities of ∼ 1014 Wcm−2, for a laser of

central wavelength of λL = 1 µm. This threshold shows that, for the pulse param-

eters considered in this thesis, MPI processes will only occur for lower intensity

light temporally preceding the main pulse (see section 3.2), and all ionisation

causes by the main pulse will result from suppression of the atomic potential.
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Over the barrier ionisation

An extension to the case of tunnelling ionisation, where the incident laser field

is stronger still, is the case of over the barrier ionisation (OBI). In this instance,

the external laser field is sufficiently strong so as to completely suppress the

atomic potential, as illustrated in Fig. 2.3, to the point that it is lower than the

ionisation potential of the bound electron. From Eqn. 2.46, setting k = ze2/4πϵ0

for convenience, it can be shown that the maximum potential of the barrier, Vmax,

is given by

Vmax = −2 (keEExt)
1/2 (2.49)

at a distance, xmax, from the atomic nucleus of

xmax =

(
k

eEExt

)1/2

(2.50)

The condition required for OBI is that the binding energy of the electron is greater

than the maximum barrier potential (i.e. |Ip| > |Vmax|). Therefore, the minimum

electric field strength required for OBI, EOBI , is given by

EOBI =
I2p
4ke

(2.51)

This electric field strength corresponds to an intensity of

IOBI =
ϵ30π

2c

2e6
I4p
Z2

= 4× 109
I4p [eV]

Z2

[
Wcm−2

]
(2.52)

Therefore, all atoms are ionised for intensities greater than IOBI . Once again

using atomic hydrogen as an example, ionisation of the electron in the ground

state will require an intensity of IOBI = 1.4 × 1014 Wcm−2. The process of OBI

is illustrated in Fig. 2.3 (d).

Collisional ionisation

The final ionisation mechanism reviewed here is not specifically a laser-induced

process, but is nonetheless an important mechanism when considering laser-
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Ee
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(a) (b)

(c) (d)

Figure 2.3: Illustration of four ionisation processes, relevant to laser-solid interactions: (a)
single photon ionisation, (b) multi-photon ionisation, (c) tunnelling ionisation and (d) over the
barrier ionisation. The blue circles represent an initially bound electron and the waves represent
incident photons, with the colour loosely illustrating the energy/wavelength of the photon.

plasma interactions. In this process, a bound electron is ionised through a binary

collision with a free electron. Such free electrons may be generated as a result

of (even partial) ionisation due to the directly laser-induced ionisation processes

discussed previously. In the collision of a free electron with a bound electron,

energy will be transferred to the bound electron, which may be in excess of the

ionisation potential. As previously stated, the collision frequency is given by

Eqn. 2.40, and the frequency of collisional ionisation, (νCI) may be expressed as

[42, 43]

νCI ∼ neve4πa
2
b

(
I2H

IpkBTe

)
ln

(
kBTe
Ip

)
(2.53)

where IH = 13.6 eV is the ionisation potential of hydrogen, Ip is the ionisation

potential of the ionised species, ve is the electron velocity and kBTe is the electron

temperature. It is clear that the collisional ionisation frequency does not depend

directly on any laser parameters, and so ionisation via collisional mechanisms is

not limited to the irradiance time of the incident laser pulse. Collisional ionisation

is a crucial aspect of the process resulting in the emission of Kα photons (see

chapter 3.5.3), which forms the cornerstone of Chapter 5.
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2.4.3 Laser-induced plasma expansion

In the previous section, the mechanisms by which an intense laser pulse may

generate a plasma have been discussed. It is now important that we examine the

dynamics of this plasma once it has been formed at the front surface of the target.

The front surface plasma dynamics have a key influence on numerous aspects of

laser-plasma interactions discussed later, such as laser energy absorption into the

plasma electrons.

The dynamics of the interaction of a laser pulse with a solid density plasma is

dependent on a number of laser parameters, including the energy, pulse duration,

focal spot size and quality, and the temporal intensity contrast. The temporal

intensity contrast quantifies, in very simple terms, the intensity of the laser light at

a given point in time prior to the main pulse, and will be discussed in more detail

in the next chapter (section 3.1.1). The light arriving before the main pulse, whilst

significantly less intense, is still sufficient to ionise the target (IL = 1010 − 1015

Wcm−2), producing what is known as a ‘pre-plasma’. Due to thermal pressure,

this preformed plasma will expand, with the expansion front travelling with a

velocity approximately equal to the local sound speed, cs, given by

cs =

(
ZkB (Te + 3Ti)

mi

)1/2

(2.54)

where Ti is the ion temperature, mi is the ion mass and the rest of the parameters

take their usual meaning. The thermal expansion of the plasma results in the

formation of a density ‘ramp’, with the density decreasing with increasing distance

from the initial position of the target surface. This spatial electron density profile,

ne(z), is typically represented mathematically in the form of an exponentially

decaying function [29]

ne(z) = n0 exp

(
− z

Ls

)
(2.55)

where z is the distance along the laser propagation axis, n0 is the initial target

electron density and Ls is the density scale length, i.e. the distance at which the

density falls to 1/e of n0. The density scale length is used as the primary means of
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quantifying the spatial extent of the pre-plasma, and has a significant influence

on the interaction, for example by altering the coupling of laser energy to the

target electrons [44, 45, 46] or by altering the incident laser pulse via processes

such as self-focusing [44, 47] (see section 2.4.4). A simple estimate of this scale

length may be made using the following equation

Ls = csτL (2.56)

Alternatively, a more rigorous estimation of the scale length may be made by em-

ploying hydrodynamic simulations for realistic initial laser and plasma conditions,

and by fitting Eqn. 2.55 to the modelled density profile.

In order to conserve momentum, the rapid thermal expansion of the pre-

plasma results in a counter-propagating shock wave, launched into the target

foil. The propagation velocity of this shock wave may be calculated from

vs =
cs
2

[
(1 + x)1/2 + 1

]
(2.57)

where x is given by

x =

(
4α

ρ0c2s

)
P (2.58)

The external pressure applied to the target is given by P and is proportional to

the incident laser intensity, and α is an empirical constant related to the target

material. If we assume a typical intensity of I ∼ 1012 Wcm−2 for light preceding

the pulse, the shock velocity will be of the order of µm per ns. When the shock

wave reaches the rear surface of the target, the surface will be decompressed and

distorted, which will have a significant influence on the properties of the acceler-

ated protons, therefore imposing a limiting condition for the target thickness used

for a given laser temporal intensity contrast. This is of particular importance for

ultra-thin targets, where the time taken for the shock wave to traverse the target

is very short, thus requiring a very high contrast laser pulse.
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2.4.4 Laser propagation in plasmas

Thus far, we have seen how a laser pulse may form an expanding plasma on the

front surface of a solid foil target. But the question remains of how the laser

pulse will interact with this plasma once it has been formed. We will begin

by considered the propagation of EM radiation within a plasma, which differs in

several key aspects from the simple case of laser propagation in vacuum considered

at the beginning of this chapter.

As in section 2.2, it is useful to begin with a wave equation for an EM prop-

agating in a plasma. Unlike the previously discussed wave equation in vacuum

however, the current density can no longer be assumed to be zero due to the

presence of charged particles within the plasma. Assuming quasi-neutrality (i.e.

ρ = 0), the wave equation becomes

∇2E− 1

c2
∂2E

∂t2
− µ0

∂J

∂t
= 0 (2.59)

By setting ∇ = ik and ∂/∂t = −iω, and using J = −neev, the dispersion relation

of an EM wave in a plasma may be determined

ω2 = ω2
p,e + k2c2 (2.60)

From this dispersion relation, it is apparent that the plasma, through the electron

plasma frequency, impacts the propagation of an EM wave, and thus will influence

the propagation of a laser pulse. An expression for the phase velocity of the laser

pulse may be derived using this dispersion relation, given by

vϕ =
ω

k
=

c√
1− ω2

p,e

ω2

(2.61)

Initially, this equation may appear to violate the tenets of relativity, in that for

ω > ωp,e, the phase velocity is greater than c. However this is not the case, as

information is carried by an EM wave at the group velocity, which due to the

influence of the plasma, is no longer equal to the phase velocity as in the vacuum
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case. Differentiation of the plasma dispersion relation, Eqn. 2.60, yields a group

velocity of

vg =
dω

dk
= c

√
1−

ω2
p,e

ω2
(2.62)

From this equation, it is clear that the group velocity remains less than c for the

condition of ω > ωp,e, thus preserving the laws of relativity.

If the dispersion relation (Eqn. 2.60) is rearranged in terms of the wave vector

k

k =

√
ω2 − ω2

p,e

c
(2.63)

two distinct regimes become clear. In the first regime, when ω > ωp,e, the resulting

value of k is real. Therefore, the laser will propagate through the plasma, i.e. the

plasma is transparent to the laser pulse. In the second regime, where ω < ωp,e,

the resulting value of k is imaginary. The plasma is therefore opaque to the laser

pulse, as the plasma electrons can oscillate with a sufficiently high frequency to

react to the incident EM field, which will thus be reflected from the plasma.

A transition frequency therefore exists, at which a transparent plasma becomes

opaque, or vice versa, given by ω = ωp,e. This condition is commonly re-expressed

in terms of the plasma density, defining the critical density nc, determined by

substituting the laser frequency for the plasma frequency in Eqn. 2.39, yielding

nc =
meϵ0ω

2

e2
∼ 1.1× 1021λ−2

µm

[
cm−3

]
(2.64)

where λµm is the laser wavelength in microns. The 2D plane at which the electron

density is equal to the critical density is often referred to as the critical surface.

A plasma with an electron density less than nc is known as underdense, while

conversely, a plasma of density greater than nc is referred to as overdense.

The pulse will not be completely reflected at this surface however, as the

electric field will penetrate the plasma, evanescently decaying over a characteristic

distance known as the skin-depth, ℓs. The skin-depth is defined as the distance

over which the electric field will decay to 1/e of it’s amplitude at the critical
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surface, and in the non-relativistic case, is given by

ℓs =
c√

ω2
p,e − ω2

(2.65)

This can be simplified to the form of ℓs = c/ωp,e for the case where the plasma

density is significantly higher than the critical density. In the relativistic case, as

per Haines et al. [48], the skin-depth takes the form

ℓs ≈
c

ωp,e

(
ω

ωp,e

)2/3

a
1/3
0 (2.66)

The ability of the laser light to penetrate beyond the critical surface in this

manner is essential to laser energy absorption by the plasma electrons, as will be

discussed in section 2.5.

The statement that the laser is reflected at the critical density of the plasma

is only true when the angle of incidence is θi = 0◦. It is therefore necessary that

we find an expression for the density at which the laser is reflected, as a function

of θi. In order to achieve this, we must first define the refractive index of the

plasma. The refractive index of a medium may be related to the phase velocity

of the laser via η = c/vϕ, and so, using Eqn. 2.61, we find that

η =

√
1−

ω2
p,e

ω2
=

√
1− ne

nc

(2.67)

It is apparent that as the plasma density changes, so too does the refractive

index. If the laser pulse is obliquely incident, it will refract away from the normal

axis as it propagates into the density ramp at the target front surface. This will

ultimately result in the pulse turning within the density ramp. By employing

Snell’s law, the density at which the laser will be reflected, nf , may be determined,

for the general case of some non-zero angle of incidence, given by

nf = nc cos
2 θi (2.68)

Therefore, the density of reflection is only the critical density for normal incidence,
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with laser pulses incident at greater angles being reflected at an electron density

of nf < nc.

Relativistically self-induced transparency

When considering relativistically intense laser pulses (IL > 1018 Wcm−2 for λL =

1 µm), we begin to observe the influence of relativistic effects on laser propagation

in a plasma. As the laser intensity increases, so too does the value of a0, which in

turn results in an increase in the Lorentz factor of the plasma electrons via Eqn.

2.25, assuming linear polarisation. This increasing Lorentz factor modifies the

relativistic mass of the electrons oscillating in the laser field, such that m′
e = γme.

This relativistic mass increase in turn influences the critical density of the plasma,

given in the non-relativistic case by Eqn. 2.64. The relativistic critical density, n′
c,

is therefore related to the non-relativistic case by n′
c = γnc. It is apparent that as

the laser pulse becomes increasingly intense, the critical density will also increase,

thus enabling the laser pulse to propagate further into the plasma than would

be possible without the influence of relativistic effects, known as relativistically-

induced transparency (RIT).

From the above condition, it is clear that transparency takes place for an

initially opaque target when the electron density meets the condition ne < n′
c.

There are two mechanisms by which this may occur: 1) an increase in n′
c due to

an increasing electron Lorentz factor or 2) a decrease in ne resulting from thermal

expansion of the target or ponderomotive expulsion of plasma electrons from the

focal spot region. For the laser and target conditions investigated experimen-

tally in this thesis, transparency occurs due to a combination of these effects, as

laser intensities are not sufficiently high to result in purely relativistically-induced

transparency. For example, if we take the case of a laser pulse of central wave-

length λL = 1 µm, incident on a solid density aluminium target, the intensity

required for transparency through purely relativistic effects would be IL ∼ 8×1023

Wcm−2, several orders of magnitude higher than the intensities employed in this

thesis. To reflect this, the process of transparency, as occurring in the investiga-

tions presented in thesis, is referred to as relativistically self-induced transparency
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(RSIT).

Self-focusing of a laser pulse in plasma

In section 2.4.4, it was discussed how the refractive index can be shown to depend

on both the critical density and the plasma electron density (see Eqn. 2.67). It

is therefore apparent that variation in either of these densities will result in a

changing refractive index, which will in turn influence the propagation of the

laser pulse through a plasma. One key way in which this takes place is through

self-focusing of the laser pulse. In this process, the spatial-intensity profile of the

plasma refractive index is altered such that the refractive index is largest along

the central axis of the laser pulse, and decreases with increasing radial distance

from this axis. In this way, the plasma acts as a positive lens, focusing the laser

pulse as it propagates through the plasma.

Firstly, we consider the case of relativistic self-focusing. As seen in the previ-

ous section, for a relativistically intense laser pulse, the critical density becomes

n′
c = γnc and so the plasma refractive index is now given by η =

√
1− ne/n′

c.

We thus have a refractive index which is dependent on the laser a0, via the

Lorentz factor γ, with higher intensities resulting in a higher refractive index for

a fixed laser wavelength. Due to the spatial intensity profile of the laser pulse, the

Lorentz factor, and thus by extension the refractive index, is highest along the

central axis of propagation, decreasing with increasing radial distance, resulting

in a focusing of the laser pulse. Physically, this is due to the outer ‘wings’ of

the pulse travelling with a greater velocity than the centre, inducing a concave

curvature of the wavefront.

The other primary mechanism which causes focusing of the laser pulse, is

known as ponderomotive self-focusing. As discussed in section 2.3.2, the pon-

deromotive force is an intensity dependent force, acting to expel electrons from

regions of high laser intensity. The result of this expulsion is that the electron

density is reduced in regions of high laser intensity. From Eqn. 2.67, it is clear

that such a decrease in electron density will result in an increased refractive index.

As the ponderomotive force depends on the laser intensity, the spatial intensity
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Figure 2.4: Illustration of a spatial electron density profile for an incident laser pulse with a
Gaussian spatial-intensity profile. This results in a spatially varying refractive index, causing

the laser pulse to self-focus within the plasma.

profile of the laser pulse drives a radially varying refractive index, similar to the

relativistic case.

In reality, self-focusing is likely to occur due to a combination of these fac-

tors, with the spatial intensity profile of the laser pulse driving a radially varying

refractive index through both ponderomotive expulsion of electrons and a rela-

tivistic increase in critical density. In order for plasma self-focusing to take place

however, a threshold of incident laser power must be exceeded, known as the

relativistic critical power, Pcr, given by [49]

Pcr =
m2

ec
5ω2

e2ω2
p,e

∼ 17

(
ω

ωp,e

)2

[GW] (2.69)

If we consider the example case of a laser pulse with central wavelength λL = 1

µm and an intensity of IL = 1020 Wcm−2, propagating through an underdense

plasma of initially uniform density ∼ 0.1nc, we find a relativistic critical power

of Pcr ∼ 1.15 TW. This is two to three orders of magnitude less than the peak

power of the Vulcan laser, employed in this thesis, and so the possibility of self-

focusing in underdense plasma, either formed at the target front surface due to

pre-expansion, or by the effects of RSIT in ultra-thin foil targets, must be con-

sidered. The process of laser self-focusing is illustrated in Fig. 2.4, showing how

spatial variations in electron density map onto the refractive index, ultimately

resulting in a focusing of the laser pulse as it propagates through the plasma.
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2.5 Laser energy absorption in dense plasmas

Now that the fundamentals of the interaction of a relativistic laser pulse with a

plasma have been established, it is crucial to discuss the mechanisms by which

energy is coupled from the laser to the plasma. For the case of a single electron

oscillating in an infinite plane wave in vacuum, the electron will have no net gain

in energy, as the energy will be transferred back to the laser during the second half

of a pulse cycle. This is referred to as the Lawson-Woodward theorem [50, 51].

When a realistic laser pulse is considered however, with spatial intensity gradients,

net energy may be gained by the electron as the laser is unable to recover the

full energy imparted to the electron. This is the case for ponderomotive heating,

discussed in section 2.3.2. In the interaction of high intensity laser pulse with a

dense plasma, a number of additional mechanisms are introduced, in which the

nature of the plasma enables a net energy gain to occur.

The mechanisms of laser energy absorption may be divided into two groups;

collisional and collisionless. In general, collisional absorption schemes involve

the heating of an electron by the laser pulse, with the electron subsequently

undergoing a binary collision with an ion, referred to as inverse bremsstrahlung.

As a result of this collision, energy cannot be returned to the laser. As discussed

in section 2.4.1, this process is dependent on the mean free path of the electrons

and on the collision frequency (see Eqn. 2.40), which is in turn dependent on the

electron density and velocity, along with the atomic number of the ion species.

Collisional absorption therefore dominates for high electron densities and low laser

intensities (up to ∼ 1015 Wcm−2), and where the spatial extent of the plasma is

greater than the mean free path of the electrons. Collisional absorption schemes

will thus play an important role in the heating of the pre-plasma initially formed

by the lower intensity laser light preceding the main pulse.

For the interaction of the main pulse however (peak intensity > 1020 Wcm−2),

the plasma may be considered to be collisionless, with laser energy absorption

proceeding primarily via a number of collisionless mechanisms. In the general

case, these mechanisms rely on the large amplitude of the electron motion induced
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by such an intense laser field. Electrons are injected into the plasma, beyond the

critical surface, and so into a region beyond the influence of the laser pulse.

Three mechanisms by which this may occur, which are of relevance to the work

presented in this thesis, will now be discussed.

2.5.1 Resonance absorption

In the case where a non-relativistic laser pulse (a0 ≪ 1) is obliquely incident

(θi > 0◦) on a long scale-length plasma (Ls ≫ λL), the dominant absorption

mechanism is resonance absorption. In this scheme, laser energy is coupled to

the plasma electrons via the resonant excitation of electron plasma waves at

the critical surface, as illustrated in Fig. 2.5. In order to achieve this, the

electric field must drive electron oscillations into the plasma, i.e. parallel to

target normal. This condition necessitates a linearly polarised laser, with the

polarisation axis in the plane of the interaction. Furthermore, oblique incidence

is required in order for the laser pulse to turn as it propagates up the density

gradient (see section 2.4.4), thus enabling the electric field to oscillate parallel to

target normal. The oscillating electric field results in the formation of electron

plasma waves within the plasma, which grow in amplitude over time, until wave

breaking occurs. These plasma waves are resonantly excited at the critical surface

due to the condition ω = ωp,e. The average temperature of the electron population

measured experimentally, resulting from heating via this mechanism, has been

found to scale as kBTe ∝ (ILλ
2
L)

1/3
[52].

As the turning of the laser pulse within the pre-plasma is dependent on the an-

gle of incidence (Eqn. 2.68), so too is the efficiency of resonance absorption. The

response of this absorption to the incidence angle of the laser pulse is described

by the Denisov function [53], Φ (ξ), which is given, to a good approximation, by

Φ (ξ) ∼ 2.3ξ exp

(
−2

3
ξ3
)

(2.70)

where

ξ = (kLs)
1/3 sin θi (2.71)
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Figure 2.5: Illustration of the concept of resonance absorption, in which an obliquely incident
laser pulse driving electron plasma waves in an expanding plasma. The plasma wave is reso-

nantly excited at the critical density surface, resulting in a larger amplitude oscillation.

The fractional absorption of laser energy via this mechanism is given by

fa =
1

2
Φ2 (ξ) (2.72)

From Eqn. 2.68, it is clear that as θi is increased (i.e. a glancing angle), the

density to which the laser pulse may penetrate is decreased. If θi is too small,

the fraction of the laser field penetrating to the critical surface is greatly reduced.

There is, therefore, an optimal incidence angle, for which absorption is maximised,

dependent on the scale-length of the pre-plasma. Such an optimum was reported

in Freidberg et al. [54], with θi ∼ 23◦ yielding maximum absorption for a scale-

length of Ls = 10λL/2π. The model outlined here is shown to agree well with

experimental findings for intensities of 1012 < IL < 1017 Wcm−2. Above this

intensity however, the model breaks down due to the onset of relativistic effects,

resulting in other absorption mechanisms dominating.

2.5.2 Vacuum heating

Vacuum heating, also referred to as Brunel heating or ‘not-so-resonant’ absorp-

tion [55], involves the injection of electrons into a steep density gradient plasma
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(Ls ≪ λL) by a p-polarised laser pulse, incident at some oblique angle. Under

these conditions, the spatial extent of the pre-plasma is less than the amplitude

of the electron transverse oscillation in the laser electric field. Therefore, during

the first half of the laser cycle, electrons will be pulled out of the plasma and

into vacuum, before being re-injected into the plasma as the electric field changes

direction in the second half of the cycle. The amplitude of the electron oscillation

will carry it beyond the critical surface, thus escaping the influence of the laser

field. The net gain in energy by the electron is on the order of the ponderomotive

potential (Eqn. 2.34), as the electrons are injected into the plasma at approxi-

mately the quiver velocity (see Eqn. 2.27). Due to the steep density gradient,

plasma oscillations are not supported, and energy absorption proceeds via the

injection of electron bunches at a frequency equal to the driving laser frequency.

The fractional energy absorption for a non-relativistic laser pulse is greatest for

an incidence angle of θi = 90◦, as the polarisation of the laser is always directed

into the plasma, although practically this incidence geometry is of limited feasi-

bility. In the relativistic case of relevance in this thesis, i.e. a0 > 1, the fractional

absorption is given by

fa =
4πα′

(π + α′)2
(2.73)

where α′ = sin 2θi/ cos θi. In this relativistic case, the maximum fractional ab-

sorption is found for an incidence angle of θi ∼ 73◦, and the electron temperature

is theoretically predicted to scale with ILλ
2
L. Vacuum heating is illustrated in

Fig. 2.6, shown by mechanism (i).

2.5.3 Relativistic j×B heating

In the case of a relativistically intense laser pulse, where the v×B component of

the Lorentz force becomes comparable in magnitude to the electric field compo-

nent, electron motion is driven at a frequency of 2ω along the laser propagation

axis (see section 2.3.1). Due to the magnitude of the peak laser intensities em-

ployed in this thesis (> 1020 Wcm−2), this mechanism is the dominant source of

heating in the interaction of the main pulse with the plasma. This can expressed
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Figure 2.6: Illustration of the vacuum (i) and j×B (ii) heating mechanisms. For a steep density
gradient and p-polarised laser light, electron bunches are injected into the target beyond the
critical surface. In (i), this injection is normal to the density gradient, and occurs at the
laser frequency (ω). For (ii), the injection is along the laser propagation axis, and occurs at a

frequency of twice the laser frequency (2ω).

by the addition of a temporally oscillating component to the ponderomotive force

[56], which is now given by

Fp = − e2

4meω2
∇
〈
E2
〉(

1− 1− ε

1 + ε
cos 2ωt

)
ẑ (2.74)

where ẑ is the propagation direction of the laser pulse and ε is the ellipticity of

the laser polarisation. It is apparent that the first term is simply the conventional

ponderomotive force, as discussed in section 2.3.2, which will act to expel electrons

from regions of high laser intensity. The second, temporally oscillating term,

describes the acceleration of electron bunches in the direction of laser propagation,

with a frequency of 2ω. These electron bunches will propagate beyond the critical

surface, and thus beyond the influence of the laser, coupling laser energy into the

target plasma.

Furthermore, it is clear that this second term is strongly dependent on the

laser polarisation. For circular polarisation (ε = 1), the temporally oscillating

component of the ponderomotive force collapses to zero, effectively switching

off electron heating via this mechanism. This suppression of electron heating is
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beneficial for processes which rely on laser pressure, as opposed to heating, such

as the radiation pressure acceleration scheme of ion acceleration [57], as will be

discussed in greater detail in section 2.7.2.

2.6 Laser-generated fast electrons

The absorption of laser energy via the mechanisms outlined in the previous sec-

tion results in the generation of a population of energetic electrons, often referred

to as the ‘hot’ or ‘fast’ electron population. These electrons often have relativistic

energies i.e. the kinetic energy is greater than the rest-mass energy (Ef > mec
2)

and are primarily sourced from the laser focal spot region before propagating

through the target. The spectral and propagation characteristics of these fast

electrons are of fundamental importance to the acceleration of ions and the gen-

eration of x-rays, and so it is necessary to review these in order to gain a deeper

understanding of laser-solid interactions.

2.6.1 Fast electron spectrum and temperature

The energy gained by the population of fast electrons from the laser pulse cannot

be described by a single value, with differences in, for example, the initial position

of an electron relative to the laser focal spot, resulting in varying energies across

the population. As such, a statistical distribution is used to describe the spectral

properties of the fast electron population. In the non-relativistic case, this dis-

tribution, f(E0), has been shown to take the form of a Maxwellian distribution

[58], described by the function

f(E0) = 2

(
E0

π (kBTe)
3

)1/2

exp

(
− E0

kBTe

)
(2.75)

where E0 is the electron kinetic energy and kBTe is the temperature of the spec-

trum. This distribution function may be multiplied by the total number of elec-

trons to convert from yielding a probability into a number of electrons with a

given energy. This is however an idealised case, with absorption via multiple
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mechanisms and in different regions of plasma resulting in a departure from a

simple, single temperature, Maxwellian distribution. Furthermore, for relativis-

tic electron energies, the spectrum may be modified, such that it may be described

by a Maxwell-Jüttner distribution [59], as follows

f(γ) =
γ2β

θK2 (1/θ)
exp

(
−γ
θ

)
(2.76)

where β = v/c, θ = kBTe/mec
2, and K2 is the modified Bessel function of the

second kind.

A useful parameter used to quantify the mean kinetic energy of a fast elec-

tron distribution is the temperature kBTe. The scaling of this parameter with

laser intensity (or more appropriately, with laser irradiance) has been subject

to extensive investigation, discussed in more detail in Chapter 5.2, but a brief

introduction to the concept, along with some limited discussion of some common

scaling laws, will be included here. Several scalings have been proposed, which

differ in the predicted rate of scaling, but all agree that the fast electron temper-

ature increases with increasing laser irradiance. For laser-solid interactions in the

relativistic regime, heating is primarily driven by the full form of the pondero-

motive force, given in Eqn. 2.74. The scaling of electron temperatures, heated

via this mechanism, is commonly referred to as the ‘ponderomotive’ or ‘Wilks

scaling’ [28], and is given by

kBTe = mec
2

[(
1 +

a20
2

)1/2

− 1

]
(2.77)

for linear polarised laser pulses. This is an analytically derived expression for the

scaling of electron temperatures for the interaction of a relativistic laser pulse

with a solid density target at normal incidence. This scaling essentially describes

the perfect scenario, where the electrons are able to gain the full ponderomotive

potential, and so acts as a useful baseline for comparison with other scaling

models.

A number of alternative scaling models have been proposed [35, 48, 60], ob-
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tained through experimental and/or analytical investigation, by varying the laser

or target conditions, each of which provide a good description of the experimental

data for their specific parameters, again discussed further in Chapter 5.2. For

now, it is suffice to say that the characterisation of fast electron temperature has

proven to be a complex subject, primarily due to the trapping of the majority of

the fast electron population within the target by the sheath fields formed at the

surfaces. Therefore, measurements of electron temperature are usually based on

indirect methods, such as x-ray emission from the target [60, 61], or through mea-

surement of the escaping electron population i.e. electrons not trapped within the

target [47]. Results from the investigation of the scaling of electron temperature

for laser intensities > 1021 Wcm−2, determined from measurements of copper Kα

x-ray emission, are presented in Chapter 5.

2.6.2 Fast electron transport

The fast electrons, generated with the spectral properties discussed in the pre-

vious section, are driven into the target in the form of a beam, with a current

reaching the order of mega-amperes (MA) [23]. Such a current will induce a large

(on the order of mega-gauss), self-generated magnetic field, which will inhibit the

propagation of the electron beam [62]. The current limit, above which propaga-

tion will be completely inhibited, is referred to as the Alfvén limit and may be

estimated as follows [63]

IA ∼ 4πϵ0mec
3

e
βγ = 17000βγ [A] (2.78)

If we take the case of a beam of 1 MeV electrons, the current limit is found to be

47.5 kA, assuming a beam of infinite width. This is several orders of magnitude

lower than the MA current of fast electrons which has been shown experimentally

to propagate through the target [23]. Therefore, additional physics must be at

play, enabling the fast electron current to violate the Alfvén current limit.

The Alfvén limit may be surpassed if the net current inside the target is

considered, as opposed to merely the fast electron current. As the fast electrons
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enter the target, with a current jf , a charge-separation field is induced, drawing

a spatially-localised current from the bulk target in the opposing direction to jf ,

and of similar magnitude [23]. This secondary current is known as the return

current, jr, and has a significantly reduced temperature compared to the fast

electron current (10s of eV, assuming similar temperature to bulk target from

which they are drawn [23]), but consists of a larger number of electrons, thus

balancing the current. This current is drawn from the rear of the target by space

charge effects as the front surface becomes positively charged by the injection of

laser heated electrons into the bulk target. The net current within the target

therefore falls beneath the Alfvén current limit, enabling the fast electron current

to propagate unhindered by suppressing the formation of self-generated magnetic

fields. Beyond reducing the net current below IA, a condition known as current

neutrality is induced, such that the fast and return currents almost completely

cancel each other out, such that

jf + jr ∼ 0 (2.79)

Perfect current neutrality is however not achieved, with the uncompensated

currents resulting in the formation of magnetic fields, albeit with a significantly

reduced magnitude. These fields are still sufficiently strong however to influence

the transport dynamics of the fast electron beam. These magnetic fields arise

from spatial variations in the electric field which draws the return current, and

in the resistivity of the background plasma. The electric field may be described

by Ohm’s law, such that E = −ηjf , where η is the resistivity of the plasma, and

the temporal dynamics of the magnetic field may be related to this via Faraday’s

law as follows
∂B

∂t
= −∇× E = ∇× (ηjf ) (2.80)

and therefore
∂B

∂t
= η (∇× jf ) +∇η × jf (2.81)

It is apparent from Eqn. 2.81 that two distinct sources of magnetic field exist
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Figure 2.7: Simulation of fast electron transport within a CH target. The effects of the pinching
(1) and hollowing (2) components of the magnetic field are shown. Reprinted from [65].

within the target. The first, corresponding to the first term on the RHS of

Eqn. 2.81, results from spatial gradients in the current density across the fast

electron beam. The current density decreases with increasing radial distance from

the central axis of the beam, resulting in a magnetic field which acts to pinch

the electrons, reducing the beam divergence. Such magnetic fields may also be

generated due to localised current density modulations within the beam. This

generates a feedback loop, whereby the magnetic field acts to increase the current

density of the already higher current density regions, resulting in filamentation

through Weibel instabilities [24, 64] and, ultimately, break-up of the beam.

The second term in Eqn. 2.81 describes the evolution of magnetic fields due

to resistivity gradients within the plasma. If the plasma is composed of a uni-

form material, such resistivity gradients may form due to temperature variations.

As the return current, which is collisional, is spatially overlapped with the fast

electron current, and as the current density is highest on-axis, heating will be

maximised on-axis. As the temperature influences the resistivity, this will result

in a resistivity gradient, resulting in the generation of magnetic fields. The re-

sulting magnetic fields will act to either expand or pinch the beam, depending on

the gradient of the resistivity [23].
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The combined effect of these two terms results in a highly complex, dynamic

evolution of the self-generated magnetic field structures within the target, illus-

trated in Fig. 2.7. This, in turn, leads to the transport dynamics of the fast

electron beam evolving significantly over the duration of the beam. Exploitation

of these dynamics has been explored as a means of enhancing and tailoring the

transport of fast electrons, through careful choice of target structure [66] or target

material [67].

One key parameter relating to the fast electron beam, which has yet to be dis-

cussed, is the inherent divergence. The fast electron beam is not collimated, but

instead diverges with some angle as it propagates through the target. A number

of factors contribute to the divergence of the fast electron beam, including the

injection angle, and the relative strengths of the competing magnetic force terms,

which act to pinch or expand the beam. Experimental studies have shown that

the half-angle divergence is likely to be of the order of 25◦ for intensities of 1020

Wcm−2 [68], however accurate measurement of this angle remains a significant

challenge as most of the diagnostics employed to measure this angle are time

integrated [69].

2.7 Laser-driven ion acceleration

The interaction of a relativistically intense laser pulse with a solid density target

can be used as a means of accelerating ions to multi-MeV energies. Ions accel-

erated using laser-driven sources have the potential to compliment conventional

accelerator technology, or replace it altogether for certain applications. Over the

last two decades, laser-driven ion acceleration has been subject to extensive inves-

tigation, due to the increasing availability of laser systems capable of delivering

short pulses (fs-ps regime) and peak intensities of > 1018 Wcm−2. Over this time,

a number of mechanisms by which ions may be accelerated have been proposed,

with several having been demonstrated experimentally.

Differentiation between the mechanisms, and thus determination of which will

dominate, is dependent on a number of laser and target parameters, including, but

49



Chapter 2. Underpinning physics of intense laser interactions with dense
plasma

not limited to, the laser peak intensity and the thickness of the target. In certain

cases, multiple mechanisms may occur over the course of a single interaction, as

the laser and target parameters dynamically change, resulting in multi-mechanism

(or hybrid) ion acceleration schemes [26, 70]. Whilst the various mechanisms differ

in many important ways, there are similarities between them, primarily that the

acceleration proceeds via space-charge fields set up due to the laser-driven electron

motion. The charge separation fields generated can be of the order of several TV

m−1, two orders of magnitude higher than the fields achievable using conventional

accelerators. The result of these fields has been the acceleration of protons to

experimentally measured energies of ∼ 100 MeV [26].

In the following sections, the primary ion acceleration mechanisms of rele-

vance to the work presented in this thesis will be reviewed, making use of the

underpinning physics discussed in the previous sections.

2.7.1 Target normal sheath acceleration

Around the turn of the century, laser-driven ion acceleration via the mechanism

which would later become known as target normal sheath acceleration (TNSA)

was reported in Snavely et al. [71], Hatchett et al. [72] and Clark et al. [73]. The

underpinning physics of this mechanism was later detailed in a study reported in

Wilks et al. [74], and is illustrated in Fig. 2.8. In this mechanism, an intense

laser pulse irradiates a solid density target foil. These foils are typically many

microns thick, ensuring that the target remains opaque to the laser pulse for

the full duration of the interaction. The front surface of the target is rapidly

ionised by the lower intensity light preceding the main pulse (see Chapter 3.2),

forming an expanding plasma. The main pulse interacts with this plasma, heating

the plasma electrons via the processes outlined in section 2.5. These electrons,

sourced in the laser focal spot region, propagate through the target in a diverging

cone geometry, resulting in a so-called ‘lateral spreading’ of the electron beam.

The lateral spreading of the fast electrons significantly impacts the transport

dynamics.

On reaching the rear of the target, propagation of the electron beam becomes
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Figure 2.8: Diagram depicting the key aspects of the TNSA mechanism. A laser pulse is
incident on the front surface of the target, forming a plasma and generating fast electrons,
which propagate through the target. On reaching the rear surface, some electrons escape, with
the remainder forming a strong sheath field, which acts to generate and accelerate ions from

the target rear surface.

prohibited at the vacuum boundary, as no return current can be drawn. Electrons

therefore accumulate at the rear surface, although a fraction will be sufficiently

energetic to escape, resulting in a positive charging of the target. This results

in the generation of a strong (of the order of TV m−1) electrostatic sheath field,

which acts to reflect the fast electrons still being generated by the laser back into

the target. The reflected electrons recirculate (or reflux) within the target, due to

the formation of a similar sheath field at the target front surface [75]. On return-

ing to the front surface of the target, the electrons may gain additional energy

from the laser pulse, further extending the refluxing process [76] and altering the

energy spectrum of the electron population. Electron refluxing significantly im-

pacts proton acceleration via the TNSA mechanism, by increasing the ‘lifetime’

of the accelerating sheath field [77].

Due to the lateral spreading of the fast electrons as they propagate through

the target, the sheath field will form at the rear surface with a transverse spatial

extent [17, 78, 79]. This is dependent on the injection and transport dynamics

of the fast electrons, primarily the source size and divergence angle. The sheath

area, Ssheath, may be estimated as follows

Ssheath = π (w0 + L · tan θDiv)
2 (2.82)
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where w0 is the radius of the laser focal spot, L is the target thickness and θDiv

is the divergence half-angle of the fast electron beam. The longitudinal extent of

the sheath field is given by the Debye length of the sheath electron population,

λs, given by

λs =

√
ϵ0kBTe
e2nsheath

(2.83)

where nsheath is the electron density of the sheath electrons. In order to estimate

the electron density, it is first necessary to calculate the number of fast electrons

generated in the interaction. This is given by

Ne =
ηℓ→eEL

kBTe
(2.84)

where ηℓ→e is the laser-to-electron conversion efficiency. The number of fast elec-

trons generated in a laser-solid interactions is usually on the order of 1012 to 1013.

Using this, the sheath electron density may be estimated as

nsheath =
Ne

cτLSsheath

(2.85)

Using this expression for the sheath electron density, the Debye length of the

sheath is typically found to be of the order of microns for electron temperatures

in the MeV range. A sheath field of this size, formed on the rear surface of

the target, will result in the formation of a strong accelerating electric field of

strength Es, estimated as follows

Es =
kBTe
eλs

(2.86)

This will result in a field strength of ∼ 3 TV m−1, for an electron temperature of

1 MeV and a sheath electron density of ∼ 1021 cm−3. As the electrons which are

reflected back into the target are continuously replenished, the electric field at the

target rear may be considered quasi-static over the duration of the interaction.

This electric field strength at the target rear is sufficient to ionise atoms, primarily

those constituting the hydrocarbon contaminant layer present on the surface [43].

Over the longitudinal extent of the sheath field, these ions are accelerated to
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several tens of MeV energies, due to the transfer of energy from the electrons to

the ions via the charge separation fields [71, 72, 73].

It is clear that the acceleration of protons via the TNSA mechanism is highly

dependent on a large number of factors, including the front surface dynamics and

the fast electron transport. Direct, simultaneous measurement of the relevant pa-

rameters experimentally is impossible, and so a range of analytical and numerical

models have been developed to provide an improved quantitative understanding

of the underpinning physics of the acceleration mechanism [80, 81, 82]. One of the

most widely employed is the plasma fluid model outlined in Mora [80], which is a

1D plasma expansion model, describing its expansion into vacuum. The tempo-

ral evolution of the accelerating electric field may be calculated from this model,

enabling the maximum energy gain of the ions to be determined. The analytical

approach set out in Mora enables estimation of the maximum ion energy and en-

ergy spectrum, over a wide range of experimental conditions [83]. The maximum

proton energy, ϵp, predicted by the model is given by

ϵp = 2qikBTe

{
ln
[
τ +

(
τ 2 + 1

)1/2]}2

(2.87)

where qi is the ion charge and τ is the acceleration time, given by τ = 0.55ωp,iτL

[83]. The ion plasma frequency is given by ωp,i =
[
ni (qie)

2 /ϵ0mi

]1/2
, where

ni = ne/qi is the plasma ion density. One important point to note is that isother-

mal plasma expansion may only be assumed for the duration of fast electron

generation by the laser pulse. Due to the finite temporal intensity profile of the

pulse, an upper limit is placed on the maximum ion energies achievable, obtained

using an acceleration time, tacc. Simulations, for laser intensities of > 3 × 1019

Wcm−2, have shown this time to be tacc ∼ 1.3τL for picosecond laser systems

[83]. It is apparent from Eqn. 2.87 that the maximum proton energy is strongly

dependent on the fast electron temperature. Conventional, the ponderomotive

scaling of electron temperature has been used [28], giving rise to maximum proton

energies that are predicted to scale with (ILλ
2
L)

1/2
. We re-examine this scaling

in Chapter 5, and show that for intensities beyond ∼ 5× 1020 Wcm−2, this is no
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longer true, and alternative fast electron temperature scalings must be explored.

The Mora model is a useful tool for estimating the maximum achievable ion

energies, but experimental and analytical studies have shown that a TNSA ion

beam consists of a broad spectrum of ion energies. The spectrum is typically

described by a Maxwellian distribution, exhibiting a decreasing number of ions

with increasing energy, up to a sharp cut-off energy, dependent on the fast electron

temperature, and thus by extension the laser irradiance. The temperature of the

ion energy spectrum may be calculated by fitting to the following distribution

Ni (ε) = N0 exp

(
− ε

kBTi

)
(2.88)

where N0 is a fitting parameter and ε is the ion energy. It is however, not

uncommon for the best fit to a given spectrum to be described by a multi-

temperature fit, with the temperature varying dependent on the energy range

sampled. The broad energy distribution results from the temporally and spatially

evolving sheath fields at the target rear, which in turn influence the acceleration

of the ion population.

2.7.2 Radiation pressure acceleration

A second ion acceleration mechanism, which shows promise for generating high

energy, quasi-monoenergetic ion beams, is radiation pressure acceleration (RPA).

This mechanism relies on the exploitation of the momentum carried by a photon,

which is transferred to a target as the photon is reflected. As a result of this, EM

waves will exert a pressure upon reflection from a surface, of magnitude [84]

Prad = (1 +R− T )
IL
c

= (2R + A)
IL
c

(2.89)

where R is the reflectivity coefficient, T is the transmission coefficient and A is

the absorption coefficient. Conservation of energy imposes the condition that

R + T + A = 1. For the peak laser intensities explored in this thesis (∼ 1021

Wcm−2), this pressure can exceed 100 Gbar, often significantly larger than the
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opposing thermal pressure of the expanding plasma.

If we specifically consider the interaction of an intense laser pulse with an

overdense target, plasma electrons will be directly accelerated by the pulse when

the radiation pressure exceeds the thermal pressure. As a result, a strong charge

separation field will be formed, due to the displacement of the plasma electrons,

acting to accelerate ions. Unlike TNSA, where the ions are sourced from the target

rear surface, the RPA mechanism results in the acceleration of front surface and

bulk ions. Furthermore, RPA does not rely on heating of the plasma electrons as

is the case for TNSA, with excessive heating acting to de-optimise ion acceleration

by reducing the drive efficiency of the pulse, and by inducing expansion of the

target, which is particularly problematic for the light sail approach discussed in

section 2.7.2. One potential benefit of using a radiation pressure-based approach

to ion acceleration is the more rapid predicted scaling of ion energies with intensity

when compared with TNSA. For example, at intensities of 1023 Wcm−2, soon

to be available at a number of laser facilities internationally [85], it has been

theoretically proposed that RPA will become dominant for linearly polarised laser

pulses, and may yield proton energies of up to 1 GeV [86, 87]. Intensities of

such magnitude are not completely necessary however. Intensities on the order

of 1020 Wcm−2 are sufficient for RPA to make a significant contribution to the

acceleration of energetic ions, for the correct laser conditions, namely the use

of normally incident, circularly polarised pulses [57, 88]. This acts to inhibit

heating of the plasma electrons via the j×B mechanism, and in so doing, reduce

the effectiveness of sheath-dependent acceleration mechanisms, enabling RPA to

have a greater influence on the acceleration of ions.

It is useful to consider the case of a circularly polarised laser pulse (thus

assuming negligible electron heating) interacting with a target, the front surface

of which may be considered as a reflector, travelling with a velocity equal to

v = βc. The surface reflectivity of the target, R(ω′), is a function of the laser

frequency in a moving frame, defined such that the target surface is at rest. The

radiation pressure in the laboratory and rest frames is equal, due to the pressure
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being an invariant quantity, and is expressed as follows

Prad = P ′
rad =

2IL
c
R(ω′)

1− β

1 + β
(2.90)

The relationship between the incoming (ω′) and reflected (ω) frequencies is de-

scribed by the relativistic Doppler shift

ω′ = ω

√
1− β

1 + β
(2.91)

Exploitation of the relativistic Doppler shift enables for the recession velocity of

the plasma critical surface to be determined, by measuring the spectral shift in

the reflected laser light.

Ion acceleration via RPA schemes may be split into two general interaction

regimes; Hole-boring (HB) and Light-sail (LS). In the holeboring regime, the laser

pressure effectively bores a hole into a relatively thick (micron scale), overdense

target. This results in a deformation of the target front surface and a steepening

of the density profile at this surface. The resulting electron displacement drives

the acceleration of ions, sourced at the front surface of the target. In the light-

sail regime however, the pulse accelerates the entire target, within the volume

subtended by the laser focal spot, due to the ultra-thin nature of the target foils

(nanometre scale). Each of these cases will be discussed in greater depth in the

following sections.

Hole-boring regime

The effect of the radiation pressure, to drive the critical surface into the target

and deform the target front surface, was identified from early PIC simulations

of intense laser-solid interactions [28, 89]. In this regime, plasma electrons are

driven into the target, in the direction of laser propagation, forming a compressed,

high density layer. The ions, which are significantly heavier, remain largely un-

perturbed, resulting in the formation of a strong electrostatic field between the

two separated particle populations. The temporal evolution of this process is
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Figure 2.9: Illustration of the holeboring process, with time increasing from (a)-(c). The
electron population of the target is shown in green, with the ions in blue and the electrostatic

field shown in red.

depicted in Fig. 2.9. The recession velocity of the critical surface, referred to as

the holeboring velocity, vhb, was first derived in the study presented in Wilks et

al. [28], given by

vhb
c

=

√
nc

ne

ILλ2L
2.74× 1018

Z

A

me

mp

(2.92)

where Z is the ionisation state and A is the ion mass number. It is clear that

the holeboring velocity is dependent on the plasma density and laser intensity,

enabling these parameters to be indirectly accessed through measurement of this

velocity. In the relativistic regime, and for a circularly polarised pulse, a modifica-

tion to this equation is necessary, as otherwise, unphysical hobeboring velocities

of vhb > c may be predicted. This modification is set out in Robinson et al. [90],

with the reformulated holeboring velocity taking the following form

vhb
c

=

√
ϑ

1 +
√
ϑ

(2.93)

where

ϑ = a0

√
Z

A

me

mp · ne/nc

=
IL

nimic3
(2.94)

It is clear that, in addition to the instantaneous laser intensity, the holeboring

velocity is dependent on the ion composition of the target and the ion density.

The choice of target material is therefore a key consideration when attempting

to enhance or inhibit holeboring, for given laser parameters.

Holeboring of the laser pulse through the target proceeds until the interaction
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with the laser pulse has ceased, or until the holeboring front reaches the rear

surface of the target. Another means by which holeboring may be halted, is if the

target undergoes transparency, either through thermal expansion (thus decreasing

the density), relativistic effects or through the combined RSIT process. The

maximum energy of ions accelerated via the HB-RPA mechanism is predicted to

scale with the laser irradiance, ϵi ∝ ILλ
2
L, more quickly than the scaling predicted

for ions accelerated via the TNSA mechanism, which scales approximately as

ϵi ∝
√
ILλ2L [3]. Furthermore, unlike the TNSA mechanism, which yields a broad

ion energy spectrum, HB-RPA is predicted to result in the acceleration of a quasi-

monoenergetic population of ions (i.e. an energy spectrum with a localised peak

at a given ion energy).

One final consideration is the influence of target surface deformation, driven

by the holeboring process. For a laser pulse with a Gaussian spatial intensity

profile, radiation pressure will result in a concave critical surface within the focal

spot region. This can significantly impact the front surface dynamics of the

interaction, particularly in the case of a high intensity, small focal spot laser

pulse. One example of the induced behaviour, of particular relevance to the RPA

process, is the energy absorption from the laser into the plasma. For a normally

incident laser pulse, front surface deformation results in the electric field no longer

oscillating parallel with the surface, with a component of the field now directed

into the plasma. This enables processes such as resonance absorption to occur

for interaction geometries for which it should be suppressed without the influence

of holeboring [91]. This will in turn result in increased electron heating, which is

counter-productive for the acceleration of ions via the HB-RPA mechanism.

Light-sail regime

If the target employed in the interaction is very thin (tens of nanometre scale),

the ion front will reach the rear surface of the target very quickly, unlike in the

holeboring regime. Under these conditions, the full target volume within the

focal spot region may be accelerated, forming a high density slab of plasma,

co-propagating with the laser pulse. This is clearly shown in simulation results
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Figure 2.10: Spatial profiles of ion density, with time increasing from left to right. It is clear
that the whole volume of the target is accelerated, within the central region subtended by the

laser focal spot. Reprinted with edits from Qiao et al. [92].

presented in Qiao et al. [92], for a circularly polarised laser pulse of intensity

1022 Wcm−2, shown for illustrative purposes in Fig. 2.10. This mechanism was

proposed theoretically in Esirkepov et al. [86], in which electrons are expelled

from the target front surface due to their acceleration by j × B heating over

the course of a single laser cycle. The accelerating potential is maintained as

the radiation pressure continues to drive the electrons at the critical surface for

the duration of the interaction, enabling the ions to reach relativistic velocities.

The target, in this scenario, behaves effectively as a relativistically propagating

plasma mirror, where the reflected light is red-shifted by the relativistic Doppler

effect, thus resulting in energy transfer to the plasma slab [4].

The velocity with which the target propagates when accelerated by the radi-

ation pressure, may be calculated by considering the conservation of momentum

between the laser pulse and the target. If a flat top spatial intensity profile is

assumed for the incident laser pulse, the light-sail velocity, vLS, may be expressed

as follows [93]

vLS =
(2R + A) τacc

nimiL

IL
c

(2.95)

where L is the target thickness and τacc ∼ τL is the acceleration time [3]. It is clear

that, in addition to the laser intensity, the ion mass to charge ratio also determines

the ion velocity, and so protons will travel with higher velocities than heavier

ions [94]. It is also apparent that the maximum ion kinetic energy achieved from

LS-RPA scales as ϵi ∝ I2L, quicker than the scalings predicted by either TNSA

or HB-RPA. Through the use of circularly polarised laser pulses, signatures of
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LS-RPA have been observed experimentally in the interaction of ultra-thin foil

targets with picosecond duration pulses, showing quasi-monoenergetic features

within the measured ion energy spectra [95].

As the light-sail mechanism relies of the acceleration of the entire bulk tar-

get by the laser pulse, any process which disrupts this process will limit the

efficiency and maximum ion energies achievable. One such process is the onset

of Raleigh-Taylor instabilities [96]. These occur at the boundary between two

fluids of differing densities. In this case, the laser pulse acts like the less dense

fluid, with the plasma behaving as the ‘heavy’ fluid. This instability will result

in modulations to the plasma surface, which will grow over time. Due to the

very low thickness of the target used in light-sail (a few tens of nanometres at

most, usually < 10 nm), these modulations quickly destroy the target, inhibiting

further acceleration by the laser pulse and modulating the spatial profile of the

accelerated ion beam [97].

2.7.3 Relativistic transparency-enhanced acceleration

As discussed in section 2.4.4, if the target is sufficiently thin, then the target

may undergo RSIT, through the combined effects of target decompression and

the relativistic mass increase of the plasma electrons. This acts to suppress ion

acceleration via the RPA mechanism, of either form, as both RPA regimes require

an opaque target, with Prad decreasing with increasing transmission (see Eqn.

2.89). On transmission through the target, the laser pulse will however act to

volumetrically accelerate the target electrons [98, 99], resulting in an enhancement

of the accelerating sheath fields, and therefore an increase in ion energies. The

exact mechanism by which energy is transferred to the sheath-accelerated ions

remains the subject of investigation, but we will discuss two prominent theories

here.

Simulation studies have shown that streaming instabilities in transparent tar-

gets may result in energy exchange between the electrons and ions [100, 101],

which is invoked in the acceleration scheme referred to as the break-out after-

burner (BOA) scheme [102]. In particular, the relativistic two-stream Buneman
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instability is attributed to the energy transfer in this regime [102]. Initially, BOA

proceeds via the same process as TNSA, i.e. the formation of a sheath field at

the target rear resulting from the transport of fast electrons through the target.

As the target undergoes transparency, the interaction of the relativistic electron

beam and the slower moving ions supports the growth of the two-stream instabil-

ity, which is resonant with the ion population, thus acting to couple energy from

the electrons to the ions.

In order to estimate the ion energies achievable through the BOA mechanism,

the analytical model developed in Yan et al. [103] may be used. The acceleration

of ions due to the influence of transparency induced effects occurs in the BOA

mechanism from the time of relativistic transparency, t1, until the time of classical

transparency, t2. If the assumption that target expansion proceeds along the laser

propagation axis in 1D prior to the onset of transparency, the time t1 may be

calculated by balancing the ponderomotive force with the force due to the charge

separation fields, yielding the following

t1 =

(
12

π2

)1/4(
neτLL

nca0Cs

)1/2

(2.96)

where

Cs =

(
Qmec

2a0
mi

)1/2

(2.97)

where Qi is the charge of the primary ion species. At the time t2, acceleration

via BOA ceases, as all of the plasma electrons have been heated by the laser,

resulting in strong expansion. By employing a 3D isospheric expansion model

[103], t2 may be calculated as

t2 = ∆t+ t1 =
neL

(
γ1/3 − 1

)
ncγCs sin (πt1/2τL)

+ t1 (2.98)

The energy obtained by the ions via this acceleration process is dependent on the

electron energy, ϵe, given by

ϵe ∼
mec

2

t1 − t2

∫ t2

t1

(√
a20 + 1− 1

)
dt (2.99)
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This is the time-averaged electron energy due to the ponderomotive force, as

limitations to the energy gain of the electrons due to, for example, the plasma

skin-depth [48], do not apply here due to the transparency of the target. It is

worth noting that, in the case where tight-focusing of the laser pulse is employed,

focal spot size limitations to the heating of these electrons, as discussed for thicker,

opaque targets in Dover et al. [35], may result in lower electron energies, even

once the target has undergone transparency. The response of the ions to the

electrostatic field of these electrons results in maximum ion energies of

ϵi ∼ (1 + 2α)Qϵe

{
[1 + ωp,e (t2 − t1)]

1/(2α+1) − 1
}

(2.100)

where α is the coherence parameter, describing how efficiently the ions couple to

the electrons, and is estimated to take a value of α ∼ 3, as seen in Yan et al.

[103].

Experimental studies undertaken using picosecond duration laser pulses show

an enhancement in the maximum proton energies for targets having undergone

transparency [26]. Further numerical investigation of this unveiled a novel, trans-

parency enhanced TNSA-RPA hybrid acceleration scheme, with an optimum oc-

curring for targets undergoing transparency near the peak of the pulse (∼ 100

nm thick CH foils for the laser intensities employed). At early times in the in-

teraction, when the intensity is relatively low, ion acceleration proceeds via the

TNSA mechanism, with a sheath field formed at the target rear surface. As the

intensity increases, approaching the peak of the pulse, radiation pressure begins

to become more dominant, inducing an electric field component that accelerates

protons and heavier ions from the target front surface. A dual-peaked, longi-

tudinal, electro-static field structure is formed [26, 104], comprising the sheath

and radiation pressure generated fields. Protons accelerated from the target front

surface by the radiation pressure induced field catch up to those accelerated by

the sheath field, forming a single proton bunch, trapped between the dual peaks

of the field [26, 105].

At a point during the interaction, the target will undergo RSIT, due to the
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electron density along the laser propagation axis falling below the relativistically-

corrected critical density. Increased volumetric heating of the plasma electrons by

the transmitted fraction of the laser pulse enhances both field components, result-

ing in a strong, double peaked field accelerating the trapped proton bunch. This

process continues until late times, when the field structure decays, resulting in a

broadening of the proton bunch. Following the onset of RSIT, a localised fraction

of the proton population, close to the laser propagation axis, gains additional en-

ergy. This is driven by the formation of a super-thermal jet of electrons, directly

accelerated by the transmitted fraction of the laser pulse [26, 106]. This jet is

collimated by a self-generated, azimuthal magnetic field, and extends through the

TNSA ion front. Due to the high electron density of the jet, a transverse elec-

trostatic field is formed, which attracts protons towards the laser axis, which is

where the dual-peaked field is strongest due to the enhanced volumetric heating

and influence of the jet itself. Acceleration of protons via this mechanism has

yielded record laser-driven proton energies of ∼ 100 MeV [26], and so further

investigation of the optimisation and control of this mechanism is imperative.

2.8 Summary

In summary, the interaction of a high intensity laser pulse with a solid density

target, resulting in the generation of high energy electron and ion beams, is a

complex process, sensitive to an array of laser and target parameters. These pa-

rameters do not act individually however, instead combining to produce effects

which are often, as yet, not fully understood. That being said, continual progress

is being made towards understanding the underpinning physics of these interac-

tions more fully, and in doing so, moving towards the ultimate goal of harnessing

laser-solid interactions for wide ranging envisioned applications of societal benefit.
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Chapter 3

Methodology: Lasers,

Diagnostics and Simulations

In the previous chapter, the fundamental physics of the interaction of a high

intensity, short pulse laser and a dense plasma was explored. It is however equally

important that the practicalities of studying these interactions are discussed,

including how such intense laser pulses are produced, the diagnostics employed

to characterise the interaction and the numerical codes used to help model and

interpret the experimental measurements. In this chapter, the experimental and

numerical techniques employed in this thesis are set out and described in detail.

3.1 Properties of a short pulse, high intensity

laser

When considering the interaction of a high power laser pulse with dense plasma,

there are a number of laser and target parameters that are of crucial importance

to the resulting dynamics. This section will focus on three key laser properties

relevant to the results presented later. In this section, we will explore the temporal

intensity contrast and the laser focal spot, which can significantly impact the

plasma dynamics. Both of these cases can be summarised by asking to what

extent does a realistic laser pulse vary from the assumed Gaussian spatial and

temporal profiles. Finally, the laser wavefront will be discussed, including how
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this may be measured and characterised.

3.1.1 Laser pulse temporal intensity contrast

As was the case in Chapter 2, the laser pulse is often assumed to take the form of

a Gaussian profile in time, with the full width at half maximum (FWHM) being

defined as the pulse duration, or pulse length. In reality, the laser pulse has

features on much longer timescales than the main pulse, that can be sufficiently

intense to impact the laser-plasma dynamics and so play an important role when

investigating laser-solid interactions. The laser light surrounding the main pulse

is of lower intensity and is referred to as the pulse pedestal. If this pedestal is

sufficiently intense, or is incident on the target for a long period of time before the

arrival of the main pulse, significant target pre-expansion can result, which can

drastically impact the interaction physics. The most common means of defining

the intensity of this pedestal is via the temporal intensity contrast ratio, which is

the ratio of the intensity of the peak of the main pulse to the pedestal intensity

at a given point in time relative to the main pulse. This is typically quoted at a

few tens of picoseconds before the main pulse and at a few nanoseconds before

the pulse, as these timescales are of relevance for the heating and hydrodynamic

expansion of the target respectively. A sketch illustrating the components of a

typical laser pulse, including their temporal location relative to the main pulse

and their contrast level, compared with the idealised case is shown in Fig 3.1.

The primary source of this pulse pedestal is amplified spontaneous emission

(ASE). This occurs due to the spontaneous emission of photons within the gain

medium of the amplifiers from atomic decays resulting from excitation induced

by the flash lamps / pump laser. As this emission is not induced by a photon

from the seed pulse (i.e. stimulated emission), the emission is incoherent with the

seed pulse and is emitted in a random direction. A significant number of these

photons will be emitted into a solid angle Ω, such that they will propagate along

the beam path to subsequent stages of the laser chain, thus remaining trapped

in the laser system and being amplified in successive amplifiers, as illustrated in

Fig. 3.2. Pockels cells, in combination with a polariser set to a fixed orientation,
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Figure 3.1: Illustration comparing the ideal laser temporal intensity contrast (in blue) to a more
realistic pulse profile (in red), featuring a pulse pedestal formed due to ASE and an example
pre-pulse on the rising edge. The x-axis is the time before the main pulse and the y-axis is the
ratio of the peak intensity to the intensity at a given point in time relative to the main pulse.

are frequently used as a means of gating the pulse, but are only capable of gating

on the nanosecond timescale due to the limit imposed by the electronic triggers,

which is still a long time ahead of the main pulse. If left unmitigated, a pedestal

on such a timescale could result in significant target pre-expansion, which can

have a major impact on the resulting interaction physics, for example the TNSA

acceleration of protons [45] or the energy coupling to fast electrons [44].

Furthermore, a laser pulse may exhibit significant uncompensated dispersion,

often referred to as the rising edge of the pulse as it occurs temporally close to

the main pulse (tens of ps). During the process of chirped pulse amplification,

dispersion is introduced to the pulse in order to stretch it temporally, as described

in section 3.2.1. Inherent imperfections in the manufacture and alignment of the

compressor gratings (used to induce dispersion in CPA based laser systems),

or the introduction of secondary sources of dispersion due to pulse propagation

through optics in the laser chain for example [107], may result in sub-optimal

re-compression of the pulse in certain regions. This can result in parts of the

stretched laser pulse not being fully recompressed after amplification, resulting a

temporal broadening of the main pulse.

Additionally, ‘pre-pulses’ can exist preceding the main pulse, with peaks ex-

66



Chapter 3. Methodology: Lasers, Diagnostics and Simulations
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Figure 3.2: Simple illustration of ASE emission in a rod amplifier. Photons emitted into solid
angle Ω, as shown, will be amplified and trapped in the laser system.

tending above the level of the ASE pedestal. These pre-pulses result from internal

reflections from optics in the laser chain and may extend tens to hundreds of pi-

coseconds prior to the main pulse. These internal reflections are often due to

reflections off the back surfaces of optics, and can thus often be remedied by

introducing a wedge to the optics, thus deflecting the reflections from the path

of the main pulse. Alternatively, applying an anti-reflection (AR) coating to the

rear surface of the optic will reduce reflections by approximately two orders of

magnitude.

Temporal intensity contrast is often a difficult problem to solve in high in-

tensity laser systems, and achieving good temporal contrast is often crucial in

experimental investigations, particularly those involving ultra-thin targets, as

used in Chapter 4. In modern systems, optical parametric amplification schemes

are often used in the earlier stages of amplification as a means of reducing the

ASE, as described in section 3.2.3, although this is not without its own draw-

backs when considering contrast. Frequency doubling of the pulse may also be

employed as essentially an intensity gating technique. As the process of second

harmonic generation is intensity dependent, the pulse intensity through the crys-

tal can be tuned (e.g. through varying the focus) such that only the main pulse

is converted, with the lower intensity pedestal remaining unconverted. Dielectric

mirrors, coated to reflect second harmonic light and transmit the fundamental

frequency, may then be used to dump the unconverted ASE and pulse pedestal.

Cross-polarised wave generators (XPW) have recently become increasingly used

as a further means of improving temporal intensity contrast, particularly in fem-

67



Chapter 3. Methodology: Lasers, Diagnostics and Simulations

tosecond pulse laser systems. This technique consists of a non-linear crystal (BaF2

for example) placed between two polarisers with opposite orientations. As the

laser pulse propagates through the non-linear crystal, its polarisation is rotated

by 90◦. This process depends on the cube of the input laser intensity, thus rotat-

ing the polarisation of the main pulse whilst retaining the initial polarisation of

the ASE and pedestal. The second polariser will then filter out the unconverted

light, resulting in improved temporal intensity contrast. In this way, an XPW

behaves similarly to a Pockels cell, but where the laser itself acts as the ‘switch’,

thus enabling significantly faster response times. Another commonly used tech-

nique, employed in all experiments contributing to this thesis, is the use of plasma

mirrors, which similarly act as an effective temporal intensity filter, the principle

of which is explored in more detail in section 3.4.

3.1.2 Focal spot size and encircled energy

In laser-plasma experiments, the focal spot (i.e. the spatial-intensity profile of

the laser pulse at focus) is a key parameter which not only influences the peak

laser intensity, but can also have a significant impact on the interaction physics,

independent of the intensity-driven effects. It is therefore vital that the size

and quality of this focal spot is characterised, in addition to its susceptibility to

change when subjected to wavefront aberrations such as astigmatism or wavefront

curvature. As such, the focal spot is optimised prior to every laser shot using

a combination of off-axis parabola (OAP) alignment and wavefront correction

using an adaptive optic (AO), and the resulting focal spot is imaged, allowing for

measurement of the focal spot size and encircled energy. As it is often difficult

and impractical to measure the focal spot under high power conditions [108], this

measurement, combined with a measure of the on-shot wavefront profile, is the

best characterisation of the spatial-intensity profile currently broadly available.

To characterise the focal spot, two key parameters will be used; firstly the

size (ϕL) and secondly the encircled energy (EE) within an area of diameter ϕL.

In addition to these parameters of the focal spot, it is also useful to define the

Rayleigh range (zR) of the focusing laser pulse. Each of these parameters will
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now be explored individually.

Firstly, the focal spot size is defined based on the spatial-intensity distribution

of light in the laser focal spot. Most laser systems employ a circular beam shape

pre-focusing, with circular optics and apertures used throughout the laser chain.

This results in a near-field beam profile defined by Fraunhofer diffraction (i.e. far

from focus) and a far-field spatial profile described by an Airy disk (i.e. at/near

focus). The central spot of the Airy disk profile is well described using a Gaussian

distribution. It is thus possible to define the size of the focal spot in two ways,

with one method preferable over the other depending on the situation. The

diameter of the Gaussian profile, defined at the FWHM (ϕL), is the first method,

and is used as the definition of focal spot size throughout this thesis. Secondly

however, the spot waist (w0) may be defined, characterising the radius at which

the intensity has fallen to 1/e2 of the peak value. Both definitions of spot size are

illustrated in Fig. 3.3 (a). If the laser pulse has been focused to the theoretical

best condition, this spot can be referred to as being diffraction limited, with a

diameter 2w0 defined by

2w0 = 1.3
λLf

D
(3.1)

where f is the focal length of the focusing optic and D is the diameter of the

collimated beam. It is often convenient to define the ratio f/D as the F-number

(F/#), which is a parameter frequently used to describe the minimum focal spot

size achievable using a certain focusing optic for a particular laser wavelength.

The F-number describes how quickly a pulse focuses, with a lower number de-

noting a quicker focusing. This can be seen from the ratio defining F-number,

F/# = f/D, which shows that, for a fixed beam diameter, a smaller F-number

results in a shorter focal length. A lower F-number will also result in a smaller

focal spot. In this thesis, two F-numbers are commonly used experimentally,

F/3.1 and F/1. These correspond to focal spot sizes of approximately ϕL = 4 µm

and ϕL = 1.5 µm respectively, for a laser wavelength of ∼ 1 µm.

The second parameter of importance to the focal spot characterisation is the

encircled energy, which is used frequently throughout this thesis as a means of

quantifying the quality and energy content of the focal spot, which ultimately
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Figure 3.3: (a) Illustration of the definition of focal spot size for a Gaussian spot intensity profile,
showing FWHM and mode waist measurements. (b) Focusing spatial profile of a Gaussian beam,
outlining the mode waist w0, determined by the diffraction limit, and defining the Rayleigh

range zR.

has an impact on the estimation of the on-target peak laser intensity. The EE

is essentially a measure of the energy contained within the central region of the

spot. The size of the central region, as defined in this thesis, is based on the

FWHM spot size, as discussed above. For realistic focal spots, values of fractional

encircled energy fEE in the range of 20−40% are typical, with a higher encircled

energy corresponding to a higher quality focal spot. A reduction in spot encircled

energy may result from poor optimisation of, or damage to, the focusing optic or

aberrations in the pulse wavefront resulting from thermal effects for example.

The final parameter of relevance to the characterisation of the focal spot is

the Rayleigh range zR, which is more so a property of the focusing beam than

the focal spot itself, but has an important impact on the resulting focal spot and

the effectiveness of placing a target foil in the precise focal plane of the incident

laser pulse. The Rayleigh range may be mathematically expressed as follows

zR =
2πw0

λL
(3.2)

where w0 and λL have the same meaning as before. Physically, the Rayleigh

range describes the longitudinal distance along the propagation axis (z) from

the spot waist to where the waist has increased by a factor
√
2 for a Gaussian

beam (i.e. a reduction in peak intensity of a factor 2), as shown in Fig. 3.3 (b).

This spatial condition is equivalent to the point in the focusing beam where the

intensity is reduced by a factor 2 compared to the peak intensity. The Rayleigh
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range essentially places a spatial limit on the combination of target placement

and focal spot longitudinal defocus. If, as a result of either or both of these, the

target is irradiated at a position more than a Rayleigh range from the optimal

focus position, the intensity will be significantly reduced. It is for this reason that

measurement of the defocus aberration on every shot is of crucial importance.

3.1.3 Wavefront characterisation and optimisation

Characterisation and optimisation of the laser wavefront is essential to the suc-

cessful deployment of any tight-focusing scheme, including the focusing plasma

mirror (see section 3.4.2). This is especially important to discuss here as such

focusing schemes are employed in both results chapters presented in this thesis.

Wavefront aberrations can be produced throughout the laser chain, and rep-

resent a deviation from the ideal case of a perfectly planar wavefront profile.

The sources of these aberrations may be divided into two categories, steady state

sources and dynamic sources. Steady state sources of wavefront aberrations may

consist of surface imperfections or subtle misalignments of the optics in the laser

chain, i.e. constant sources of wavefront aberrations. Conversely, dynamic sources

include processes such as thermal lensing effects as the amplifiers heat or cool and

non-linear optical effects resulting from higher order refractive index terms, such

as the Pockels or Kerr effects, as the pulse propagates through the optics of the

laser system. The most common aberrations include astigmatism, coma, tilt and

defocus, although other, higher order aberrations are also possible. The extent

to which a measured wavefront deviates from the ideal planar profile is charac-

terised by the Zernike polynomials [109]. Each individual polynomial describes a

particular form of aberration, for example astigmatism or defocus, and the sum

of the polynomials can be used to represent highly complex wavefront geometries.

For the results presented in this thesis, the aberration of particular inter-

est is the defocus aberration, which is essentially an unwanted curvature of the

wavefront acting to alter the divergence of the collimated beam. The defocus

aberration often results from a combination of steady state and dynamic aber-

rations, making it difficult to pre-compensate and has a significant impact when
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Figure 3.4: Schematic illustrating the principle of operation of a Shack-Hartmann wavefront
sensor. (a) Incident planar wavefront, with dots formed at the centre of the grid squares. (b)
Incident curved/aberrated wavefront, with dots displaced from the centre of the grid squares,

or missing entirely.

focusing the beam, as it will result in a longitudinal displacement in the focal

point along the laser propagation axis, for example a concave wavefront would

result in the pulse focusing earlier than anticipated and vice-versa. This longi-

tudinal offset from the nominal focal position , ∆δ, may be calculated using the

following equation [110]

∆δ =
ZF · 4λL
N2

A

(3.3)

where ZF is the Zernike coefficient and NA is the numerical aperture of the

focusing optic. Quantifying this offset enables the calculation of the peak on-

target intensity to be suitably corrected, as the target is placed at the nominal

focal position, assuming the Zernike coefficient for the defocus of the wavefront

is known.

In order to measure the Zernike coefficient experimentally, therefore allow-

ing the spatial offset of the focal point to be determined, a Shack-Hartmann

wavefront sensor is employed. This wavefront diagnostic is often employed in an

adaptive optic (AO) setup, to first measure the wavefront before relaying this

information to a deformable mirror in order to perform suitable corrections. A

Shack-Hartmann sensor consists of a CCD or CMOS camera, with an array of

micro-lenses of equal focal length placed in front of the chip. This effectively

divides the incident beam into sub-beams, with each being focused onto the chip,

as illustrated in Fig. 3.4. If the incident beam has a perfectly uniform, planar

wavefront, the sub-beams will come to focus on the optical axis of each lens,

generating a grid of equally spaced focal spots. An aberrated wavefront will how-
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ever result in the focal spots being offset from the optical axis, resulting in a

distorted grid, with some of the constituent focal spots displaced or missing from

their nominal positions. The image captured of this focal spot grid can be used

to reconstruct the wavefront profile of the incident beam, enabling the Zernike

coefficients to be determined, through comparison with a reference flat wavefront.

3.2 High Power Laser Technology

The study of ultra-intense light-matter interactions necessitates the use of high

power, high intensity laser pulses. In this section, the general concepts and tech-

niques used in the production of high intensity laser pulses will be reviewed,

essentially providing a foundation prior to the discussion in section 3.3 of the

specific details of the Vulcan Petawatt laser used for the experimental work pre-

sented in this thesis.

3.2.1 Chirped Pulse Amplification

Investigation of laser-plasma interactions in the relativistic regime (> 1018 Wcm−2)

only became possible several decades after the first practical demonstration of the

laser [1]. Generation of laser pulses with such intensities was prohibited by the

high fluence required, and indeed from effects driven by the high intensity itself.

The high fluence of such pulses exceeds the damage threshold of the solid-state

optics within the laser system, and in particular the laser amplifiers, which are

highly susceptible to damage as the laser pulse propagates through them. Fur-

thermore, even without the fluence effects, the peak intensities are sufficiently

high to drive non-linear optical effects. Self-focusing of the beam, self-phase

modulation and beam filamentation driven by the optical Kerr effect can lead to

the formation of ‘hot spots’ in the beam. These not only degrade the wavefront

quality of the beam by altering the perfectly flat ideal wavefront, but can also

lead to the damage threshold of optics in the laser chain being exceeded, even

where the pulse energy is comparatively low. The optical Kerr effect is most

frequently quantified via the refractive index, including its intensity dependent
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component as follows

η = η0 + η2(IL) (3.4)

In this equation, η0 is the conventional refractive index and η2 is the intensity

dependent term, which increases in importance as the intensity is increased. It

is often useful to quantify the degree to which non-linear optical effects need to

be considered in the laser propagation. To this end, a mathematical description

of the phase change of the pulse as it propagates over a distance L through some

optical material can be defined as

ϕ =
2π

λL

∫ L

0

η(z)dz (3.5)

ϕ =
2π

λL

∫ L

0

η0(z)dz +
2π

λL

∫ L

0

η2IL(z)dz (3.6)

The second, intensity dependent term in Eqn. 3.6 is defined as the ‘B-integral’,

quantifying the non-linear optical effects. In order to avoid the issues of energy

fluence and laser intensity, these parameters must be reduced for the duration of

the amplification and beam transport process. One way of achieving this is to

spatially expand the beam, however this approach is often infeasible due to the

size and monetary cost of the optics required. The other method is to expand

the beam temporally, and it was by introducing a method for achieving this that

ultra-intense laser-plasma interactions became practical experimentally.

The ability to generate peak intensities of > 1018 Wcm−2, and thus open up

the field of relativistic laser-plasma interactions for the first time, came in 1985

with the development of Chirped Pulse Amplification (CPA) [2], a technique

for which the Nobel Prize in physics was awarded in 2018. In this scheme, the

laser pulse is kept at a low intensity, below the threshold for the onset of non-

linear optical effects, by stretching it in time before the amplification process.

Once the pulse has been amplified, it can then be recompressed before being

focused onto the target. The pulse is stretched by introducing a spectral chirp,

achieved through the use of a diffraction grating (or in some cases a prism may

also be used), named the ‘Stretcher’. The stretcher induces a positive group
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Figure 3.5: Illustration of the evolution of a laser pulse throughout the CPA process, progressing
from left to right. The seed pulse from the oscillator is temporally stretched by inducing a
spectral chirp, whereupon it can be amplified to higher energies without causing damage to the
amplifiers or solid-state optics. The pulse is the recompressed by removing the chirp, before
being directed into the target chamber. Typical pulse parameters at each stage of the process

for the Vulcan Petawatt laser are also shown.

delay dispersion (GDD) by altering the path length travelled by each wavelength

within the bandwidth of the pulse. An increase in pulse duration of the order

of 103 − 105 can be achieved, increasing a femtosecond/picosecond seed pulse

to a duration on the order of nanoseconds. Once the pulse has been amplified

(using the methods outlined in section 3.2.2), it may then be recompressed by

using a second diffraction grating, named the ‘Compressor’, inducing an equal

GDD of opposite sign to the stretcher. Ideally, the original pulse shape and

duration will be recovered, but now with significantly higher energy content as a

result of the amplification process. An illustration of this process is shown in Fig.

3.5. Gain narrowing [111], resulting in a reduction in bandwidth of the laser pulse

during amplification, will however result in the final pulse having a slightly longer

pulse duration than the seed due to preferential amplification of the photons of

wavelength close to the central wavelength of the gain medium.

3.2.2 Regenerative and multi-pass amplifiers

In section 3.2.1, the concept of the laser seed pulse being stretched prior to am-

plification before being recompressed, was introduced. No thought however was

given to how the pulse might be amplified once it has been stretched to a suit-
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Figure 3.6: Simple schematic showing the optical setup of a regenerative amplification scheme.
The pulse makes several passes of the gain medium before being released. The pulse is trapped
in the gain medium section by a polarisation gating mechanism, with the pulse polarisation

controlled by a Pockels cell and quarter waveplate combination.

ably long pulse duration. In this section, the main amplification schemes within

the CPA technique will be explored to address this. The two primary schemes

discussed will be regenerative and multi-pass amplification. Often, a multi-stage

approach to amplification is adopted, and as such both methods outlined here

may be used in the same laser system.

In a regenerative amplification scheme, often used in the pre-amplification

stage of a CPA laser system, the injection, trapping and ejection of the laser

pulse is controlled by a polarisation gating technique, as illustrated in Fig. 3.6.

Initially, the laser pulse is injected through a polariser, half-wave plate and a

Faraday rotator. The half-wave plate is set at an angle of 45◦ to the input

polarisation and will rotate the polarisation angle by 90◦. The Faraday rotator

will then further rotate the polarisation by a controllable amount, dependent

on the material properties such as the length and Verdet constant, and on the

strength of the externally applied magnetic field. Following the Faraday rotator,

the pulse encounters a second polariser, set to selectively reflect or transmit the

pulse based on the polarisation state. Initially, the pulse is reflected, entering a

Pockels cell, which will behave as a quarter-wave plate when the correct voltage is

applied (known as the ‘quarter-wave’ voltage). The pulse will therefore leave the

Pockels cell with circular polarisation, the rotation direction of which is reversed

on reflection from the cavity mirror. The pulse then makes a second pass of

76



Chapter 3. Methodology: Lasers, Diagnostics and Simulations

Output

Input

Pump laser

Gain medium

Figure 3.7: Basic schematic of a typical multi-pass amplifier setup as frequently used in high
power laser systems. A geometric arrangement of mirrors is used to pass the pulse through the

gain medium several times before extracting it.

the Pockels cell, resulting in a linear polarisation state at 90◦ to that which

left the Faraday rotator. The pulse will now be transmitted by the polariser,

allowing access to the gain medium. The pulse will make a double-pass of the

gain medium each time it is allowed to transmit through the polariser, with this

round-trip undergoing a number of repetitions. In order to switch the pulse

out of the cavity, the voltage of the Pockels cell is set to zero, thus inducing

no polarisation rotation. When the pulse now encounters the polariser, it is no

longer transmitted, but is now reflected back through the entry optics and is

able to leave the system. Due to the required transmission of the laser pulse

through a number of optics, regenerative amplification schemes are not suitable

for amplification to high laser energies. As a result, regenerative amplifiers are

most commonly found early in the amplifier chain of high power laser systems.

In the multi-pass amplification scheme, the laser is guided using a geomet-

rically based system of mirrors such that it makes multiple passes through the

optically pumped gain medium, as shown in Fig. 3.7. As the energy gain from a

single pass of the gain medium is limited, using a multi-pass approach can enable

much higher pulse energies than any single pass system. The exit mechanism

of the amplifier is rather simple when compared with the exit in a regenerative

amplifier scheme. After the final pass of the gain medium, instead of being re-

flected back into the medium by an additional mirror, the pulse is allowed to

escape the amplifier and proceed to the next step of the amplification process, or
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to be transported to the compressor. As the optics employed in this system are

primarily reflective, the energy gain can be maximised (higher than achievable

with a regenerative amplifier) as the lack of pulse propagation within the optics

reduces the risk of non-linear optical effects resulting from high B-integral. As

such, in multi-stage amplification processes, the multi-pass scheme is often the

final amplification stage before recompression, when the pulse energy is highest.

3.2.3 Optical Parametric Amplification

The amplification methods discussed in section 3.2.2 are primarily used in CPA

systems due to the potential high energy gain. These schemes however are not

without their drawbacks. Any amplification process involving the optical pump-

ing of a gain medium is subject to the generation of ASE, which severely impacts

the final temporal intensity contrast of the laser pulse, as discussed in section

3.1.1. Optical parametric amplification (OPA) is often used in modern laser

systems during the pre-amplification stage as a means of amplifying the pulse

without generating ASE, and thus improve the contrast of the final laser pulse.

In this amplification scheme, the seed pulse of frequency ωs is propagated

through a crystalline material which exhibits a χ(2) non-linearity, the most com-

mon example of which, at least in high power laser systems, is β-barium borate

(BBO). The χ(2) non-linearity enables parametric frequency conversion within the

crystal, while the natural birefringent properties of BBO ensures phase-matching

by compensating for the wavelength dependence of the refractive index. A sec-

ond, higher energy, pump pulse of shorter wavelength ωp is phase-matched to

the seed as it is propagated through the crystal. The phase-matching of the two

pulses enables photons from the pump pulse to be converted to have the same

frequency as the seed pulse, thus acting to amplify the seed. A third source of

‘idler’ photons, of frequency ωi, is generated as a by-product of this conversion

process, such that ωp = ωs + ωi, as illustrated in Fig. 3.8.

The main advantage of this approach for high power laser systems for use

in laser-plasma experiments, is the temporal intensity contrast improvement, as

already mentioned. Parametric conversion cannot take place without the presence
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Figure 3.8: Atomic energy level diagram illustrating the process of OPA. The seed pulse and
a pump pulse, of differing frequency, are incident on a non-linear crystal. The state excited
by the pump pulse undergoes a stimulated decay when exposed to the seed pulse, resulting in
amplification. A third frequency, forming the idler pulse, is generated as a by-product of this

interaction, as shown.

of both the seed and pump pulses, thus removing the possibility for spontaneous

emission. The contrast harming effects are not completely removed however, as a

pump photon may ‘split’ into the two components outlined above within the non-

linear crystal in a process referred to as amplified optical parametric fluorescence

(AOPF). This process however is limited to the duration of the pump pulse, not

to the excitation time of the gain medium as in ASE, and so is considerably closer

in time to the main pulse. Another advantage of using OPA, particularly given

the extensive use of tight-focusing geometries in this thesis, which are highly

sensitive to wavefront aberrations, is the thermal behaviour of the system. The

energy transfer between the pump and seed pulses is highly efficient, and as such

results in a substantial reduction in the heating of the crystal. This in turn

suppresses thermal lensing effects, which can be significant in other amplification

schemes. This reduces the likelihood of optic damage caused by temperature

induced focusing of the beam, and also minimises potential aberrations affecting

the quality of the final focal spot. Minimising sources of wavefront aberrations,

in particular wavefront curvature, is imperative when employing tight-focusing

geometries due to the shortened Rayleigh range, as discussed in section 3.1.2.
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3.3 Vulcan Petawatt Laser

The laser technology discussed in section 3.2 is employed in many high power

laser systems around the world, each capable of delivering relativistically intense

laser pulses with intensities exceeding 1018 Wcm−2, with current peak intensities

achievable of > 1022 Wcm−2 [112]. These systems are however by no means

identical, differing in pulse energy, pulse duration, focal spot size and quality,

temporal intensity contrast, repetition rate and many more variables which make

each laser system unique. It is therefore important the we consider here the

specifics of the Vulcan Petawatt laser, as used in both results chapters 4 and 5.

The Vulcan laser is located at the Central Laser Facility (CLF), Rutherford

Appleton Laboratory, UK, and is a CPA system capable of producing pulsed

powers in the Petawatt regime (1015 W). The laser can deliver pulses via eight

beamlines into two experimental target areas, Target Area West (TAW) and Tar-

get Area Petawatt (TAP). The full layout of the Vulcan laser facility, including

laser areas, target areas and control rooms, is shown in Fig. 3.9. As only exper-

iments performed in TAP are presented in this thesis, it is the laser and pulse

parameters relating to the picosecond TAP beamline which will be explored here.

The laser pulse is originally seeded from a mode-locked Ti:Sapphire oscillator,

with a frequency doubled, continuous wave (CW) Nd:YAG pump. This outputs

a train of pulses of duration 120 fs FWHM each, a central wavelength of 1053

nm (bandwidth ±15 nm) and energy of 5 nJ. The wavelength has been shifted

to 1053 nm to match later amplification stages. One of these pulses is selected

and gated out to seed the amplification system. The pre-amplification stage is

based on the OPA scheme outlined in section 3.2.3, employing a BBO non-linear

crystal with a frequency doubled, Q-switched Nd:YAG laser providing a pump

pulse of energy 1 J and pulse duration of 15 ns FWHM. An approximately flat-top

intensity profile for the pump pulse is achieved by using a Pockels cell to select a

3 ns portion from the centre of the pulse.

Prior to any further amplification, the pulse duration is stretched from 120

fs to 4.8 ns using an Offner Triplet diffraction grating system [114]. This system
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TAP Compressor

Interaction Chamber

TAP Control Room

Figure 3.9: Layout of the Vulcan laser facility, including the laser front end and amplifier bay,
both target areas, West and Petawatt, and the associated control rooms. Reprinted with edits

from [113].

consists of two holographic diffraction gratings and concentric mirrors of a con-

cave and convex geometry, applying a linear chirp across the bandwidth. This

system also minimises spectral aberrations, enabling more efficient recompres-

sion following the amplification process. The amplifiers used have a gain medium

of neodymium doped glass, which are optically pumped using white light flash

lamps. Initially, the gain crystals are of the form of 9 mm diameter rod ampli-

fiers, with both the amplifier and laser pulse diameter increasing as the pulse

propagates down the laser chain. This maintains the pulse fluence below the

damage threshold as it undergoes amplification. The final gain crystals are 208

mm diameter disk amplifiers. The pulse energy achievable using purely the rod

amplifiers is approximately 85 J, increasing to approximately 600 J when using

the larger disk amplifiers. The pulse is then recompressed from 4.8 ns to the final

nominal pulse duration of 500 fs FWHM using a compressor consisting of two

940 mm diameter diffraction gratings.

Earlier in the laser chain, prior to the pulse being expanded and amplified,

the beam is spatially filtered to remove high spatial frequency components. This

acts to improve the spatial profile of the pulse, which is beneficial for improving

the final focal spot size and quality when the pulse is focused onto the target.

A second spatial filter is located after amplification, prior to compression, and
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Figure 3.10: Defocus aberration, expressed in terms of the laser wavelength, as a function of
time following the delivery of a full power pulse from the Vulcan petawatt laser, shown in blue.

further improves the spatial quality of the beam. To further improve compression

and focusing, an adaptive optic (AO) is employed, working in conjunction with a

Shack-Hartmann wavefront sensor (as described in section 3.1.2). Measurements

of the wavefront distortion from the Shack-Hartmann are fed into the AO system,

allowing for aberrations such as astigmatism or lensing effects to be corrected.

This correction is achieved using a deformable mirror manipulated by 64 piezo-

electric actuators. By correcting for wavefront distortions and thus forming the

desired flat wavefront in the collimated beam, the final focus of the laser pulse

is greatly improved, resulting in higher peak intensities on target. Furthermore,

correcting wavefront curvature resulting from lensing effects (for example ther-

mal lensing) is essential to the successful employment of tight focusing optics,

due to the short Rayleigh range (see sections 3.1.2 and 3.4.2). Given that the

employment of tight focusing schemes is one of the main themes of this thesis,

the effect of the AO on the final focal spot is invaluable. This is especially true

in the case of the elliptical plasma mirror setups employed in this thesis, where

ensuring a precise spatial overlap of the OAP focal position with the first focus

of the ellipse is essential to achieving intensity enhancement, as discussed further

in section 3.4.2.

The combination of Shack-Hartmann sensor and deformable mirror is effective
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for correcting steady state aberrations, as these will not change between the time

of running the wavefront optimisation and the laser pulse being delivered onto

the target. Dynamic wavefront aberrations are significantly harder to compensate

for, as these can vary significantly between the time of wavefront optimisation

and the pulse delivery onto the target. As part of the work presented in this

thesis, it was discovered this is an issue present on the Vulcan laser and likely

many other high energy systems, due to thermal lensing effects resulting from

the amplification of the laser pulses to high energies. Following the delivery of

a full power laser pulse, the defocus coefficient was found to increase by ∼ 1λL

over a relatively short period of ∼ 15 minutes due to heating of the amplifiers,

before a longer thermal recovery took place, returning the defocus to its initial

value after a period of ∼ 1 hour. A trace of the defocus following delivery of a

full power laser pulse is shown in Fig. 3.10. Following this time however, the

defocus coefficient was found to periodically oscillate, resulting in a large rate

of change in the defocus coefficient, making pre-compensation of the wavefront

prior to the delivery of a subsequent laser pulse a significant challenge. Further

investigation of this oscillatory behaviour showed that this took place even when

the laser had not been used, and thus was related to the ambient temperature

of the laser laboratory. The oscillatory nature of the variation was linked to the

‘on/off’ cycle of the air conditioning units, which resulted in a ∼ 2◦C temperature

fluctuation, with a period of ∼ 30 minutes, matching the sinusoidal function of

the laser defocus. This highlights the extreme sensitivity of the laser wavefront

to even small thermal variations. A number of additional ‘test shots’ show that

the restoration of the laser wavefront following each full power pulse was similar

each time, and that after a period of ∼ 1.5 hours, an approximately steady

thermal state had been achieved. In order to best pre-compensate for the dynamic

sources driving the on-shot defocus aberrations, the restoration curves were used

to predict the necessary AO corrections, which were performed within a fixed

time prior to the delivery of a full power laser pulse onto the target. Through this

process of better understanding the primary source of dynamic aberrations, and

the resulting procedural implementations, improved control of the laser wavefront
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Laser parameters Values
Pre-compressor energy 600 J

Energy on target 250 J
Focal spot size (Using F/3.1 OAP) 4.5 µm (FWHM)

Pulse duration 1 ps (FWHM)
Central wavelength 1.053 µm

Polarisation Horizontal
Peak intensity ∼ 7× 1020 Wcm−2

Table 3.1: Summary table of typical Vulcan petawatt laser parameters, as used in the experi-
mental campaigns reported in this thesis.

curvature was achieved. This issue is of particular importance for the work using

ellipsoidal, focusing plasma mirrors reported later in this thesis. Mitigating the

effects of this issue via the improved process of AO correction enabled near-

optimal performance of the FPMs to be achieved.

Prior to the pulse entering the target chamber, a leak is taken from a turn-

ing mirror within the compressor, and is used to measure a number of crucial

pulse parameters. The pulse energy pre-compression is measured using a cali-

brated calorimeter and the pulse duration is characterised using a second-order,

single-shot autocorrelator [115]. Once the pulse has been re-compressed and its

properties measured, it is directed into the target chamber, where it is focused

onto target using a 620 mm diameter off-axis parabola (OAP), with a f-number of

f/3.1. When correctly optimised, this focusing scheme yields a spot at best focus

of size ϕL ≈ 4 µm FWHM and fractional encircled energy fEE ∼ 30-40%. The

compressor does result in a loss of energy, due to lower than unity reflectivity, with

the measured energy throughput being approximately 60%. A summary of rele-

vant pulse parameters is presented in Table 3.1. The temporal intensity contrast

ratio (see section 3.1.1) has been measured to be approximately 10−8 at a period

of around 1 ns before the main pulse. For peak intensities of > 1020 Wcm−2,

this would result in intensities of ∼ 1012 Wcm−2 being incident on the target

prior to the main pulse. Such intensities are sufficient to induce pre-ionisation,

resulting in target deformation and extensive pre-plasma formation long before

the arrival of the main pulse. This is particularly important when employing

ultra-thin targets, as employed in Chapter 4 (tens to hundreds of nm thickness),
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as this pre-ionisation can drive heating and a shock-wave which will destroy the

target. As such, in all experimental setups employed in this thesis, plasma mir-

rors were used as an optical tool to enhance the temporal intensity contrast by

two orders of magnitude (described in section 3.4).

3.4 Plasma Mirrors

Enhancement of the temporal intensity contrast of the laser pulse is of vital

importance. Due to the high peak intensities available on current laser systems

(typically 1020 − 1021 Wcm−2), pulse pedestal intensities in the range of 1012 to

1013 Wcm−2 are to be expected several hundreds of picoseconds, or potentially

nanoseconds, before the peak of the pulse. As such, it is imperative that the

contrast is improved. One method for achieving this is the use of plasma mirrors,

positioned in the focusing beam [116, 117]. On the Vulcan laser system, a single

plasma mirror setup is typical, especially when employing ultra-thin, nm scale

targets where minimal pre-plasma formation is required, and is employed in all

experimental campaigns featured in this thesis, although it is not uncommon

to run a multiple plasma mirror setup on other laser systems. Each additional

plasma mirror will further enhance the temporal intensity contrast of the laser

pulse, holding off target ionisation until later in the rising edge of the pulse, but

at the cost of increasing energy losses, thus requiring these two parameters to be

carefully balanced when designing an experiment.

3.4.1 Principles of operation

The key aspect of a plasma mirror is employing a material which is optically trans-

parent when irradiated by low intensity light and which has an optical quality

surface. The quality of an optical surface is usually quantified through com-

parison of the magnitude of surface imperfections and irregularities to the laser

wavelength. The plasma mirrors employed are manufactured with a surface flat-

ness of λL/8, thus preventing aberrations from degrading the optical performance

of the system, i.e. the reflected wavefront is identical to the incident wavefront.
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Figure 3.11: Schematic of the basic principle of operation of a plasma mirror, in this case
the planar geometry is shown. The pulse pedestal and pre-pulses are transmitted through the
un-ionised glass slab. The peak however is sufficiently intense to form an overdense plasma
layer, thus reflecting the remaining pulse onto the target with an improved temporal intensity

contrast.

To achieve this, a plasma mirror is usually precision machined to form a planar,

dielectric glass block. The glass is transparent to the laser wavelength, and is

often coated in an anti-reflection (AR) coating, of reflectivity 0.25% [118]. The

planar geometry is important, as alterations to this geometry can be used to

induce tighter focusing of the pulse, as described in section 3.4.2. In order to dif-

ferentiate between the focusing and planar designs, plasma mirrors of the planar

geometry will be referred to by ‘PPM’.

The principle of operation of a PPM, as illustrated in Fig. 3.11, is relatively

simple, yet very effective for improving laser temporal intensity contrast. The

PPM is placed in the path of a focusing laser pulse. The positioning of the PPM

in the focusing beam must be such that the light forming the pulse pedestal is

below the ionisation threshold of the PPM, and will thus be transmitted with

minimal reflection. Additionally, the position of the PPM must be tuned to

ensure maximum reflectivity in the plasma regime, defined by the intensity of

the incident laser pulse as it irradiates the PPM [119]. This transmission may

be enhanced by angling the PPM relative to the incident pulse at the Brewster

angle for the specific refractive index of the PPM material, giving maximum
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transmission. At some point in the laser temporal intensity profile, the intensity

will become sufficient to ionise the PPM. An overdense layer of plasma will form

rapidly on the surface, thus reflecting a large fraction of the subsequent laser

light from the critical density surface. As such, the PPM acts as an intensity

gate, switching from highly transparent to highly reflective on sub-picosecond

timescales (< 500 fs [119]). This acts to temporally clean the pulse, as the

transmitted fraction, comprising of unwanted pedestal light, is directed away

from the target. Furthermore, the wavefront quality is preserved throughout

this process as, due to fast switch on time, there is insufficient time for surface

instabilities or significant plasma expansion to occur (for pulse durations of < 3.5

ps) [108].

There are a few important conditions which must be considered before deploy-

ing a PPM setup. Firstly, the energy content of the reflected beam is reduced

by typically ∼ 20 − 30% when compared to the beam prior to the PPM. This

reduction in energy arises primarily from a combination of the transmitted light

prior to the formation of the overdense plasma and the plasma physics of the

beam-plasma mirror interaction itself. A fraction of the laser energy will be ab-

sorbed into the plasma electrons, with the size of this fraction depending on laser

parameters such as polarisation and angle of incidence, with the plasma optic

also exhibiting a varying cold (i.e. non-plasma) reflectivity depending on the

polarisation state. Furthermore, the absorption of laser energy into a plasma is

intensity dependent, with optimal specular reflectivity occurring for intensities

of 1015 − 1016 Wcm−2 [108, 119]. Peak intensities of greater than 1016 Wcm−2

result in a decreased, and highly erratic, reflectivity. This results from the plasma

mirror switching on earlier, enabling a greater degree of plasma expansion before

the arrival of the peak of the pulse. This expansion, combined with the result-

ing growth of surface filamentation, results in an increase in diffuse scatter from

the plasma surface and thus a corresponding decrease in the specular reflectivity

[108]. Furthermore, plasma processes such as resonance absorption for example

[30], begin to become increasingly dominant at these intensities, which further

reduce the specular reflectivity by increasing the absorption into the plasma.
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The second consideration, which has yet to be discussed in detail, is the wave-

front quality of the reflected beam, which should ideally exhibit no degradation

on reflection. In order to achieve this, the surface of the overdense plasma must

be as close as possible to the surface of the un-ionised glass, thus being essentially

optically flat [119]. This condition is met when the ionisation of the PPM, and

thus formation of the overdense plasma, occurs soon before the peak of the pulse

(within a few picoseconds). This condition can be expressed using the approxi-

mate condition that; cs∆t < λL; where cs is the ion sound speed and ∆t is the

time of plasma formation before the peak of the main pulse. If this condition is

met, high specular reflectivity will be achieved, otherwise the reflected light will

be more diffuse in nature. This inequality, in physical terms, places a limit on

the extent of plasma deformation on the arrival of the main pulse, requiring it

to be less than the wavelength of the incident laser pulse. For the laser wave-

length of Vulcan (∼ 1 µm), as used in this thesis, and assuming a sound speed of

cs = 3 × 105 ms−1, the limiting time is ∼ 3.5 ps prior to the arrival of the peak

of the pulse. After this time, the optical quality of the plasma surface is signifi-

cantly degraded and any subsequent light will be scattered diffusely. Destruction

of the optical surface in such a fashion will result in a significantly reduced en-

ergy throughput and a degradation of the wavefront quality, ultimately resulting

in a poorer quality focal spot formed on the target. This result was verified

experimentally in the studies presented in Scott et al. [108].

Assuming the above conditions for intensity and plasma formation time are

met, PPMs are a common feature of any experiment requiring high temporal

intensity contrast. Both the effects of ASE and pre-pulses may be suppressed

[120, 121]. As such, many studies into the dynamics surrounding the use of plasma

mirrors have been undertaken [108, 122, 123], which have independently verified

the contrast enhancements possible. In addition to the above, there have been

several studies into further functions of plasma mirrors. One such application is

the alteration of the focusing geometry of the laser beam, enabling the generation

of near-wavelength scale focal spots. This particular plasma mirror sub-group is

a key tool employed in this thesis and is explored in greater detail in the following
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section, 3.4.2.

3.4.2 Focusing Plasma Mirrors

As the wavefront of a laser pulse reflected off a PPM is essentially the same as that

reflected off a planar, solid-state mirror, the question is raised if plasma optics of

different geometries can be used to achieve goals other than just reflection with

improved contrast. Given that the plasma is formed in a thin layer on the surface

of the glass slab, curvature of the surface could be used to induce focusing, just

as in conventional optics. By choosing an appropriate surface curvature, tighter

focusing can be achieved relative to the incident focusing beam (in this thesis,

the incident beam has a F/3.1 focusing geometry), enabling a relatively low cost

means of increasing laser intensities on current laser systems without significant

alteration of the existing beamline, whilst simultaneously improving the temporal

intensity contrast.

It has been shown in proof-of-principle experiments that an ellipsoidal geom-

etry, henceforth referred to as a focusing plasma mirror (FPM), with two foci

located such that the path length between the optic surface and one is greater

than the surface to the other, can achieve significant reduction in focal spot size

and thus a large gain in intensity [124, 125]. An example of this design is shown

in Fig. 3.12. The input focal spot from the F/3.1 OAP is spatially overlapped

with the focal position f1, with the light diverging from this point onto the surface

of the FPM. The target is positioned at the output focus position f2, with a focal

spot demagnification of approximately ×3 (m = 1/3 as given by Eqn. 3.7). This

results in a near diffraction limited focal spot of size ∼ 1.5 µm FWHM and an

approximately F/1 focusing geometry. Such a reduction in focal spot size can

result in an intensity enhancement of up to ×9, which represents a substantial

increase even when considering the finite reflectivity of the plasma mirror, espe-

cially given the relatively low cost of the plasma optics. Furthermore, it can be

seen clearly from Fig. 3.12 that the ellipsoidal geometry satisfies the need for

off-axis focusing, ensuring the target does not block the incoming beam.

Now that the basic principles of a FPM has been introduced, it is appropriate
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Figure 3.12: Schematic of the principle of operation of a focusing plasma mirror. The incident
F/3.1 pulse is focused to the f1 focal position. From here, the beam expands onto the surface of
the FPM before being refocused to the focal position f2 whilst also achieving an enhancement

in temporal intensity contrast.

to explore the specific details of the FPM design used in this thesis, which has been

developed and characterised in detail [126, 127, 128]. As mentioned previously,

an ellipsoidal geometry was chosen, with two foci located on the major axis,

equidistant from the centre of the ellipse, as illustrated in Fig. 3.12. The specific

geometry of the ellipse defines the size of the focal spot demagnification achievable

at the position f2, depending on the eccentricity of the ellipse e and the angle of

incidence of the beam θin as follows

m =
(1 + e2)− 2e · cos θin

(1− e2)
(3.7)

This equation is an expanded form of the conventional magnification equation

used throughout optics; m = v/u; where v is the image distance and u is the

object distance. In the specific case of the ellipse, v is the distance from f1 to

the optic surface and u is the distance from the optic surface to f2. In the design

employed throughout this thesis, the distance v is ×3 larger than u, thus resulting

in the ×3 demagnification of the laser focal spot at f2 relative to the input focal

spot at f1.

In order to achieve intensity enhancements close to the theoretical maximum

(i.e. ×9 increase in intensity for a ×3 reduction in focal spot size), the alignment
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of the FPM must be precisely optimised. The FPM is highly sensitive to the

spatial overlap of the incident focal spot with f1, with even small offsets resulting

in a reduction in the encircled energy and a deterioration of the focal spot quality.

Unlike a conventional OAP however, variations in tip/tilt of the FPM, whilst

changing the pointing of the output beam, have a minimal effect on the focal

spot quality. The requirements for intensity enhancement can be reduced down

to three parameters: focal spot size (ϕin and ϕout), focal spot encircled energy (Ein

and Eout) and the reflectivity of the FPM itself in the plasma regime (Γp). These

parameters can be combined mathematically to give an intensity enhancement

factor, given by the following

Ienh =

(
ϕin

ϕout

)2

· Γp ·
(
Eout

Ein

)
(3.8)

If this factor is greater than one, then intensity has been gained relative to the

conventional F/3.1 focusing. Conversely, if this factor is less than one, poor

optic alignment has destroyed the focal spot or poor reflectivity has significantly

reduced the energy content of the focal spot, resulting in a lowered on-target

peak intensity. Successful employment of a FPM therefore clearly depends on

achieving a well optimised alignment, corresponding to an accurate overlap of

the input F/3.1 focal spot with the f1 focus of the ellipse.

Misalignment may come from two sources. Firstly, the placement of the FPM

may be poor. This however is not a particularly common issue as this will be

noticed when the focal spot is imaged and the positioning can be corrected prior

to the shot. The second, and significantly more likely source is natural variations

in the focal position of the laser on shot. Effects such as spatial jitter or thermal

lensing may alter the transverse (∆x and ∆y) and longitudinal (∆z) position of

the incident focal spot relative to the f1 focus of the ellipse. Testing of FPM optics

[126, 127, 128] show that misalignments of > 10 µm in either transverse direction

(∆x or ∆y) will result in a degradation of the focal spot quality such that no

intensity enhancement is achieved. Furthermore, when a misalignment occurs

in both transverse directions simultaneously (∆xy), it is almost impossible to
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achieve intensity enhancement. Similarly, longitudinal misalignments of ∆z > 30

µm will result in intensity degradation, assuming a fixed target position, due

to the falloff in focal spot quality and encircled energy. It is important to note

that misalignments less than these thresholds, whilst resulting in some intensity

enhancement, will fall well short of the maximum possible intensity. It is for this

reason that the measurement and control of the laser defocus aberration is crucial

for the application of this technique.

3.5 Diagnosing laser-solid interactions

Due to the inherent complexity of the underpinning physics of laser-solid inter-

actions, a wide range of techniques are commonly employed in the experimental

investigation of these interactions, depending on which particular aspects of the

interaction are being probed. This includes, but is not limited to, diagnostics

designed to characterise the spatial and spectral properties of the emitted par-

ticles and radiation, the spatial and spectral properties of the transmitted and

reflected laser and self-generated light, and a range of pump-probe techniques.

Each diagnostic gives insight into a particular aspect of the interaction, and so

it is necessary to employ a wide range of diagnostics, potentially over several

experimental campaigns, in order to gain insight into the fundamental physics of

high intensity, laser-plasma interactions. In this section, the experimental diag-

nostics and techniques employed in the investigations carried out in this thesis

are reviewed.

3.5.1 Proton spectroscopy using stacked Radiochromic film

A primary diagnostic used in this thesis to measure the spatial and spectral

properties of the protons accelerated during a laser-solid interaction is stacked

Radiochromic film (RCF). Unlike photons or electrons, which deposit their en-

ergy in an exponentially decaying fashion within matter, protons and other ions

deposit a significant fraction of their energy at a specific depth within the mate-

rial, referred to as the Bragg peak. The energy deposited in the material before or
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after this peak is small in comparison (afterwards, the energy deposited quickly

falls to zero). This peak in energy loss results from the energy dependence of

the interaction cross-section, which increases as the proton loses energy within

the material, thus increasing the probability of a subsequent interaction. Higher

energy protons will penetrate further into the material before being stopped. An

example of these Bragg peaks, for the stopping of protons in iron, is shown in

Figure 3.13 (a), calculated using SRIM (Stopping and Range of Ions in Matter)

[129] ion stopping data, which uses a Monte Carlo approach to generate stopping

range tables for a wide variety of materials and incident ion species, averaged over

a large number of ions. This data enables the stopping of ions within a given

material to be mapped and the characteristic Bragg peaks to be identified.

A stack of RCF, consisting of many individual layers of RCF, each of known

thickness and material composition, interspersed with layers of filter materials

(e.g. iron, copper, Mylar or aluminium as used in this thesis) can therefore be

used to exploit this behaviour, as each layer corresponds to a narrow range of

Bragg peaks. As higher energy protons will penetrate further into the stack,

measuring the dose at each layer yields an energy spectrum of the accelerated

proton population. In addition to the filter materials situated throughout the

stack, a thin (13 µm thick) layer of aluminium is typically added to the front of

the stack. This layer serves two purposes: Firstly it protects the front layers from

laser damage and optical exposure should the laser be transmitted through the

target (as typically happens in interactions where the target undergoes RSIT)

and secondly, this layer is thick enough to stop heavier ion species such as carbon

ions to ensure that the measured ion signal is purely from the proton population

[130].

The RCF itself is a form of proton sensitive dosimetry film, composed of layers

of plastic and a radiation sensitive, organic, active layer, which discolours when

irradiated by ionising radiation. This discolouration alters the optical density

(OD) of the RCF proportionally to the incident dose of radiation, where a higher

OD corresponds to a greater deposited dose. The OD is expressed mathemati-
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Figure 3.13: (a) Stopping power of protons in MeVµm−1 with initial energies of 10− 50 MeV
in iron, a common material used as a filter in RCF stacks, as calculated using SRIM [129].
The plot takes the form of the characteristic Bragg peaks, with the maximum stopping power
occurring deeper into the material as the initial energy is increased. (b) Layer composition of
HDV-2 film, used at the front of RCF stacks due to its lower sensitivity to incident ionising
radiation. (c) Layer/material composition of EBT-3 film, typically used at the rear of the RCF
stack, due to the higher sensitivity to ionising radiation resulting from the thicker active layer.

cally as follows

OD = −log10

(
I

Imax

)
(3.9)

where I is the signal intensity at a given point and Imax is the saturated intensity

of the film at that point. In order to capture the spectral data of the entire

population of accelerated protons, several different forms of RCF may be used

throughout the stack. In this thesis, two types of RCF were used, HDV-2 and

EBT3 (both manufactured by Vertec). The layer structure of each is shown in

Figure 3.13 (b) and (c) respectively. HDV-2 is used at the front of the RCF stack,

where the dose deposited by the protons is higher due to the shape of the typical

energy spectrum (i.e. higher number of protons with lower energies), whilst EBT3

is used at the back. EBT3 is more sensitive to lower doses of radiation due to

its composition, having a thicker active layer than HDV-2. Due to the transverse

dimensions of the RCF (typically several cm), and the distance the stack is placed

from the target rear (typically 3-5 cm), the distribution of the dose across the film

gives spatial information about the proton beam, in addition to the measurement

of the energy spectra.

In order to convert the measured proton signal into a more useful, digital
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form, the RCF is scanned using a Nikon CoolScan3000 high resolution, optical

scanner. The spatial resolution of the scanner is > 600 pixels/inch. The scanner

itself consists of an array of light-emitting diodes (LEDs), with operational wave-

lengths of 474 nm, 532 nm and 643 nm, with the light transmitted through the

scanned RCF before being detected by a 16-bit colour CCD. Scanning using three

wavelengths enables the optical response to differing proton doses to be tuned,

for example the 643 nm channel is highly sensitive to changes in optical density

for low proton doses but plateaus for doses exceeding a few hundred Gray. In

contrast, the 474 nm channel exhibits a flat response for low deposited doses, but

the region with high sensitivity to proton dose extends to tens of thousands of

Grays. The optical density measured for each pixel may then be converted to pro-

ton dose via a calibration undertaken using a known, well-characterised proton

source. This calibration was performed for all types of RCF used in this thesis

using protons accelerated using a cyclotron accelerator located at the University

of Birmingham.

Once the process of digitising the RCF and subsequently extracting the proton

dose has been undertaken, the energy spectrum can be determined by quantifying

the proton numbers detected on each layer of the RCF, Np, and the energy of the

Bragg peak which corresponds to the depth of that layer within the stack, EB.

The total energy, ET , deposited in a layer of thickness dℓ and density ρℓ, may be

calculated using the following equation

ET = dℓρℓ

N∑
n=1

(DnAn) (3.10)

where D is the measured proton dose and A is the area of a given pixel n. The

number of protons may then be calculated using the following

Np =
ET

EBdE
(3.11)

where dE is the ‘width’ in energy terms of the RCF layer.

Determination of the proton energy spectrum enables the measurement of
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additional parameters of the accelerated proton population, which are of use

in characterising laser-solid interactions. One such parameter, as explored in

Chapter 4, is the laser-to-proton conversion energy efficiency. Once the energy

spectrum of the protons is known, the laser-to-proton energy conversion efficiency,

ηℓ→p+ , may be calculated using the following

ηℓ→p+ =

∑Emax

E=0 NEEp

EL

(3.12)

where Emax is the maximummeasured proton energy, NE is the number of protons

with energy Ep and EL is the laser energy. This therefore gives a fractional

measure of the laser energy converted in the accelerated proton population.

3.5.2 Backscatter spectrometry

Another key diagnostic of laser-solid interactions, used in Chapter 4, is the mea-

surement of the backscattered light, i.e. the light reflected off the target back

along the laser axis. In particular in this thesis, the measured spectrum of this

light is used as a means of diagnosing the recession velocity of the plasma critical

surface, referred to as the holeboring velocity. The light reflected off the target

along the laser incidence axis is captured and re-collimated by the focusing OAP

before propagating backwards through the laser chain. In this thesis, leakage

light through the final turning mirror (due to it not being 100% reflective), prior

to the OAP, is collected and directed onto a PTFE scattering screen, chosen

due to its high reflectivity and lambertian characteristics. An illustration of this

setup is shown in Fig. 3.14. A sample of the scattered light is collected by an

optical fibre, and is passed into a spectrometer, in this case an Avantes AvaSpec

spectrometer is used. The wavelength range of this spectrometer is 200-1160 nm,

enabling measurement of the laser frequency and harmonics up to and including

the fifth order (although the higher orders are typically too dim to detect). The

holeboring velocity is typically determined from the generated second harmonic

light, which falls well within the optimal range of this spectrometer. Wavelength

calibration of this spectrometer was performed using a HgAr light source, cho-
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Figure 3.14: Simple illustration of a typical setup used to measure backscattered laser light in
the Petawatt target area of the Vulcan laser. A subsample of the leak through the final turning
mirror is directed onto a scattering screen, with the spectrum of the scattered light measured

using a spectrometer.

sen due to its large number of characteristic emission lines within the pertinent

wavelength range.

The measured spectrum of the backscattered light may be used to calculate

the holeboring velocity via the Doppler effect. If the holeboring velocity were to

be zero, i.e. the plasma critical surface is not moving at all, the second harmonic

light would be measured to have a wavelength of λ2ω = 527 nm for the Vulcan

laser (λL = 1054 nm). In reality, the critical surface is receding with some

velocity, and so all reflected light, including the second harmonic, will be red-

shifted. This holeboring velocity will vary over the course of the interaction as

the laser intensity and plasma density dynamically change [28, 90], and so a range

of red-shifts will be observed depending on the time of reflection/emission. By

measuring the maximum red-shifted wavelength detected, whilst remaining above

the background signal level, the peak holeboring velocity, vhb, may be determined

using the following equation
vhb
c

=
λ− λ2ω
λ2ω

(3.13)

where λ is the maximum measured red-shifted wavelength.
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3.5.3 Kα imaging

One tool employed in the characterisation of laser-solid interactions for measuring

parameters of the fast electron population within the target foil, such as electron

divergence [68] and refluxing [131, 132], is the Kα imager. The diagnostic collects

and images the x-ray emission resulting from collisions between the atoms within

the target bulk and the fast electron current. Many transitions may occur during

the interaction and thus yield a spectrum of x-ray energies, in addition to the

x-rays emitted due to Bremsstrahlung radiation, but this diagnostic specifically

images those resulting from the Kα transition. This particular atomic transition

occurs when an electron bound in the K-shell of an atom is ejected by collision

with a fast electron. This empty state may then be filled by an electron decaying

from the L-shell, resulting in the emission of a photon with a characteristic energy

(EKα = 8.048 keV for copper). A simple schematic of this process is shown in

Fig. 3.15. The fraction of decays proceeding via this radiative process is given

by the fluorescence yield ωK . The probability of such a collision taking place,

where a fast electron ionises a K-shell electron, is given by the K-shell ionisation

cross-section σK . This cross-section is dependent on the energy of the incoming

electron and is maximised at a few times the ionisation potential (8.979 keV

for copper) of the material. For high electron energies, Ef > mec
2, relativistic

effects cause this cross-section to rise once again due to Lorentz contraction of

the electron’s field. Due to the large number of electrons moving through the

target (see Chapter 2.6), a large number of Kα photons will be emitted, with the

random emission direction resulting in a spherical 4π solid angle spread.

The Kα imager itself collects the photons emitted into a small portion of the

total solid angle emission and images these onto a detector. For the measure-

ments reported in this thesis, the detector used was x-ray sensitive BAS-TR IP,

as described below, although x-ray sensitive CCD cameras, x-ray films or scin-

tillating materials may also be used. The image plate has shielding material

placed in front of it such that Kα photons may pass through, but other sources

of radiation are blocked or significantly attenuated. Additionally, a 1 T magnet
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Figure 3.15: Atomic energy level diagram showing the process of Kα photon emission. A fast
electron ejects a K-shell electron from the atom / ion. An electron from the L-shell radiatively
decays to the K-shell, releasing a Kα photon of characteristic wavelength and thus energy.

was placed in front of the detector to sweep away any charged particles which

may otherwise contaminate the measured signal. The strength of the measured

signal gives information on the number of x-ray photons generated [133], which

can in turn be related to the properties of the fast electron population within the

target. Furthermore, the spatial distribution of the emission region gives infor-

mation of the size of the fast electron beam, and allows information regarding the

electron beam divergence to be built up over a number of shots. A spherically

bent, quartz Bragg crystal was used to collect the photons, reflecting and imag-

ing the photons onto the IP detector. The angle of incidence of the photons onto

the crystal is of great importance as this determines the energy of the photons

collected. In order to satisfy the Bragg condition for the crystal, Kα photons of

energy EKα and corresponding wavelength λKα = hc/EKα will have a Bragg angle

of θBragg = sin−1 (nλKα/2d), where d is the crystal spacing. The focal length f

is determined based on the radius of curvature of the crystal (R) and the Bragg

angle (θBragg) by f = R/2 sin θBragg. An illustration of the general form of a

typical Kα detecting setup is shown in Fig. 3.16.
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Figure 3.16: Schematic of a typical Kα imaging diagnostic. The Kα photons emitted into a
small solid angle are collected by a spherically bent Bragg crystal. This radiation is reflected and
imaged onto the detector, in this case image plate, with some magnification M , as determined

by the specific geometry of the system used. Reprinted from [65].

3.5.4 Image Plate

Image plate (IP) is the detector used in Chapter 5 as the primary means of

detecting the emission of X-rays from the target, as part of the copper Kα imaging

diagnostic described in the previous section. IP consists of multiple layers; namely

a luminescent phosphor layer (with a composition of BaF(Br0.85I0.15):Eu
2+) and

a supporting steel layer (some forms also have a protective Mylar layer over the

phosphor layer, but not the type used in this thesis). The layer structure of the

IP used (Fujifilm BAS-TR) is shown in Fig. 3.17 (a).

The underpinning physics of IP is based on atomic transitions induced by the

interaction of the incident radiation (in this case X-rays) with the Eu2+ ions in the

phosphor layer. Assuming sufficient energy, the incident X-rays ionise the Eu2+

ions to produce Eu3+ through the ejection of a photoelectron. This electron is

excited into the conduction band and trapped in a metastable state with a lifetime

of several hours, which results from defects in the crystal structure induced by

the Eu doping of the material. The information on the image plate is digitised

using a laser scanner by utilising the process of photostimulated emission. In this

procedure, the IP is scanned by a focused laser with a wavelength of 632 nm.

The focal spot size of this laser is typically around 25 µm, setting the theoretical

limit on the spatial resolution of the scanner, although the actual resolution is
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Figure 3.17: (a) Layer composition of BAS-TR image plate, as employed in this thesis. (b)
Atomic energy level diagram of the processes occurring during the exposure of the image plate

to the ionising radiation source, and subsequently during the scanning process.

typically larger than this due to bloom effects. These photons cause the electrons

to decay from their metastable state and recombine with their ‘parent’ ions. This

decay process results in the emission of a 390 nm wavelength photon, which is in

turn detected by a photomultiplier tube (PMT) and amplified. This process is

illustrated in Fig. 3.17 (b).

The digital image formed from the photostimulated luminescence (PSL) is in

the form of a 16-bit grey scale image. It is therefore necessary to convert this

signal back into a physical PSL value. This conversion is performed using the

formula

PSL =

(
R

100

)2(
4000

S

)
10L[G/(2B−1)−1/2] (3.14)

In this equation, R is the scanner resolution, S is the sensitivity setting, L is

the latitude, G is the greyscale value of the raw image and B is the dynamic

range. The number of photons detected is a more useful unit for comparison

with analytical and numerical data and so a further conversion must be made to

extract the number of x-ray photons incident on the IP. The response of various

types of IP to radiation has been extensively studied, for a wide range of incident

photon energies and fluxes. In one such study, line emission from a variety of

atomic sources were used, producing a calibration curve of PSL per photon as

a function of photon energy [133]. As one of the atomic sources employed was

a copper K-shell transition, an accurate conversion for the determination of the

yield of copper Kα photons may be made, as used in Chapter 5.
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3.6 Particle-in-Cell simulations

In order to fully understand the physics of laser-plasma interactions and to

accurately explain the experimental observations, ideally a complete and self-

consistent description of the plasma dynamics would be produced. This however

is simply impossible, owing to the large number of particles involved (typically

around 1027m−3 for a solid density target), and the collective behaviour resulting

from the electromagnetic fields generated by the moving charged particles. As

such, a kinetic description of the plasma is often employed, where a distribution

function fs (r,p, t) describes the probability of finding the particles within a dis-

crete region of the position-velocity phase space at a given point in time. The

evolution of this distribution, where the contribution of collisions can be ignored

(i.e. when the plasma frequency is much greater than the collision frequency), is

given by the Vlasov equation [134], as follows

∂fs
∂t

+ v · ∇fs +
q

m
(E+ v ×B) · ∂fs

∂p
= 0 (3.15)

Solving this distribution remains computationally intensive due to the high di-

mensionality (three position and three velocity components), and for typical sim-

ulation setups, where a large portion of the area is vacuum or low density plasma,

much of the available computational resource is unnecessarily spent on these ar-

eas.

Particle-in-cell (PIC) codes provide a solution to this issue by converting the

distribution function into finite elements referred to as macro-particles [135]. A

single macro-particle acts as an ensemble of many real particles, the motion of

which is dictated by the Lorentz force. The properties of the macro-particle

(charge-to-mass ratio for example) are defined to be the same as the constituent

particles, thus ensuring the behaviour when subjected to external fields is well

approximated. Due to the inherent lack of collisions resulting from the use of the

Vlasov equation without a collision function in PIC, macro-particles are collision-

less and can therefore occupy the same space without perturbation. The motion
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Figure 3.18: Illustration of the steps of the PIC simulation approach. Initially, the particle
distribution is determined from the defined initial condition, shown at the top, which is then
fed into the loop, where the particles and fields are calculated alternately and interpolated onto

a grid.

of the macro-particles and the associated electromagnetic fields are described with

the following equations
dr

dt
= p (3.16)

du

dt
=

q

m
(E+ v ×B) (3.17)

∂B

∂t
= −∇× E (3.18)

∂E

∂t
= c2∇×B− j

ϵ0
(3.19)

where u = γv and j is the current density. Provided that the condition ∇·B = 0

is met at the initiation of the simulation, it will remain satisfied throughout and so

is not included in the above set of equations. Similarly, charge will be conserved

provided that Gauss’ law is satisfied [136].
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The electric and magnetic fields are defined on a Yee staggered grid [137]. In

order to determine the evolution of the electric and magnetic fields, and thus the

evolving particle trajectories, a cyclic process called the Finite Difference Time

Domain (FDTD) is used [136, 137]. In the PIC code EPOCH [136], which is used

in this thesis, the fields are calculated on both half-integer and integer time-steps,

in a modified version of the leap-frog method. First, the electric and magnetic

fields are advanced from n to n + 1/2 using the current density known at n as

follows
En+1/2 − En

∆t/2
= c2∇×Bn − jn

ϵ0
(3.20)

Bn+1/2 −Bn

∆t/2
= −∇× En+1/2 (3.21)

where ∆t is the time-step size defined by the Courant-Friedrichs-Lewy (CFL)

condition. These fields are inserted into the equations of motion, pushing the

particles to a new position, enabling the current density to be updated to jn+1.

Using this new current density value, the fields are updated to the integer n+ 1,

using
Bn+1 −Bn+1/2

∆t/2
= −∇× En+1/2 (3.22)

En+1 − En+1/2

∆t/2
= c2∇×Bn+1 − jn+1

ϵ0
(3.23)

The resulting particle positions are interpolated onto a grid, with the particle

weight defining the fraction of a macro-particle located at a given grid position.

The flux of macro-particles determines the current density, allowing the process

to repeat iteratively, as illustrated in Fig. 3.18. This FDTD method enables all

fields to be defined simultaneously, on the same time-step, whilst also obtaining

the half-integer values required for the particle pusher.

PIC simulations are a powerful tool for investigating laser-plasma interac-

tions, however there are a number of potential pit falls which must be avoided

and limitations which must be considered. A selection of the most commonly

encountered of these will be discussed here. Firstly, the issue of spatial resolution

must be discussed. If the spatial resolution of the simulation is insufficient to re-
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solve the Debye length (see chapter 2.4.1), numerical heating will occur [135, 138].

This is an artificial heating of the plasma until the Debye length can be resolved,

resulting from the electric fields being aliased over multiple adjacent cells. In

addition to spatial resolution, it is vital that the simulation has sufficient tem-

poral resolution to resolve the highest frequencies in the system. In laser-plasma

interactions, the plasma frequency of the electrons ωp,e is of utmost importance

to the plasma dynamics, and as such it is imperative to ensure that the condition

∆t ≤ ω−1
p,e is met at all times. In simulations of interactions involving strong

magnetic fields, one must also ensure that the cyclotron frequency ωc is resolved,

such that ∆t ≤ ωc. Finally, numerical noise may be introduced by using too few

macro-particles per cell. There is no concrete condition for how many particles

per cell are necessary, but this can be determined by convergence testing the code

(i.e. adding additional particles until a chosen output remains fixed).

PIC simulations are also not without their limitations, even if the above con-

ditions are carefully considered. Due to restrictions on available computational

resources, it is often impossible to simultaneously meet the above conditions for

spatial and temporal resolution while also simulating a laser-solid interaction fully

in 3D. As a result, it is often necessary to simulate the interaction using a lower

number of spatial dimensions, for example 2D. Doing so can often have a signifi-

cant impact on the simulated interaction physics, affecting aspects such as plasma

expansion and laser intensity scaling with focal spot size. Another limitation re-

sults from the definition of the incident laser pulse, which typically will take the

form of a perfect Gaussian (or whichever alternative laser mode is desired). This

ignores the often significant effects of ASE and pre-pulses on the interaction, with

the effect of such required to be added manually. This results in much ‘cleaner’

simulated interactions than those observed in experimental studies, which can

often lead to differences in the observed interaction physics, for example plasma

expansion.

Assuming the above pitfalls are avoided and limitations carefully considered,

PIC simulations provide a powerful tool for understanding the often complex dy-

namics of laser-plasma interactions. PIC approaches are becoming increasingly
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common as a means of bridging the gap between theory and experiment, being

used by both experimentalists and theoreticians as a means to relate the often

complex mathematics of the theory to the experimental observations, which are

often limited by the diagnostic technology available. PIC simulations have also

become a cornerstone in the explanation and understanding of the experimental

data. Often, it is only possible to measure time-averaged behaviour, thus los-

ing crucial information regarding the temporal evolution of the system. Other

processes can only be observed indirectly via secondary measurements of the re-

sulting products. PIC simulations can provide insight in both cases, by enabling

the interaction to be studied in a time resolved manner, and by enabling any as-

pect of the interaction to be interrogated, unlimited by the technology available

experimentally. Finally, PIC simulations allow for large parameter spaces to be

explored with relative speed and ease when compared with an experimental in-

vestigation. This is often beneficial in the lead up to an experimental campaign,

where a guide on which areas of the parameter space are of greatest interest is

often crucial, especially when using low repetition rate laser systems, such as the

Vulcan Petawatt laser.
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Chapter 4

Laser self-focusing in

relativistically transparent,

ultra-thin targets

4.1 Introduction

In order to achieve the proton energies and laser-to-proton conversion efficiencies

required for societal applications, for example proton oncology [11, 139], various

mechanisms for the acceleration of protons have been investigated, using foil tar-

gets with thicknesses ranging from tens of microns down to tens of nanometres.

Recent measurements of protons accelerated using a transparency-enhanced, hy-

brid acceleration scheme, have demonstrated that proton energies of up to ∼ 100

MeV are achievable [26]. Further improvements in terms of maximum proton

energy, along with stability and reproducibility, are still required however, before

this scheme is viable for practical applications. To this end, we further explore

this transparency-enhanced regime, pushing the nominal peak intensity beyond

1021 Wcm−2 through the use of near wavelength sized focal spots. The accelera-

tion mechanisms which contribute to this transparency-enhanced hybrid regime

are discussed in detail in chapter 2.7, but will be briefly reviewed here for conve-

nience.

The first, and most widely studied mechanism for the acceleration of high

107



Chapter 4. Laser self-focusing in relativistically transparent, ultra-thin targets

energy ions is the TNSA scheme [74]. In this mechanism, a strong electrostatic

field, of the order of TV m−1 in strength, is formed at the rear surface of the

target, sourced by the current of fast electrons generated by the laser at the front

surface. The proton energies achievable through the TNSA scheme are predicted

to scale favourably with increasing laser intensity [80], due to the increase in fast

electron temperature [28, 48]. Proton energies in excess of 85 MeV have been

reported by exploiting this mechanism [140].

Another mechanism, RPA, has also been explored, where the radiation pres-

sure exerted by the incident laser pulse can be exploited to accelerate ions from

the front side of the target [57, 86]. RPA benefits from the suppression of elec-

tron heating, achieved by ‘switching off’ j×B heating (see Chapter 2.5.3) through

the use of circular polarised laser pulses [57, 88], with proton energies predicted

to scale favourably with increasing laser intensity (more quickly than TNSA).

The RPA scheme has shown promise for producing high energy protons [141]

and peaked, quasi-monoenergetic proton energy spectra [95]. Theoretical and

numerical studies of a hybrid mechanism involving RPA and shielded Coulomb

repulsion (SCR) have also shown the possibility of efficiently generating ener-

getic protons for moderate power laser systems (hundreds of TW), using circular

polarised pulses [142]. If circular polarisation is not used however, and instead

some linearly polarised state is employed, a dual-peaked acceleration field can be

formed due to the interplay of the fields generated by the RPA mechanism at the

front surface and the TNSA mechanism at the rear [104]. Such a dual-peaked field

structure was predicted to create a TNSA-RPA hybrid ion acceleration scheme

[105], and this scheme is inferred in the results reported in Higginson et al. [26].

Ion acceleration from ultra-thin foil targets, being irradiated with higher in-

tensity pulses (IL > 1020 Wcm−2) must also consider the effects of the onset of

RSIT during the interaction [143], i.e. where the target transitions from being

opaque to the incident laser pulse to transparent as a result of a combination

of relativistic effects and target expansion (see Chapter 2.4.4). As a result of

this phenomenon, a fraction of the laser pulse will be transmitted through the

target, with the size of this fraction depending on how early/late the onset of
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transparency occurs [70]. It has been shown that the transparency time may be

diagnosed by spectral analysis of the transmitted light [144]. The transmission

of laser light through the target will strongly effect both the laser pulse itself

and the accelerated proton population, through the induced electron dynamics.

Short, high contrast pulses will form a relativistic plasma aperture as the tar-

get undergoes RSIT, resulting in the formation of a diffraction pattern in the

transmitted laser light [145], and the generation of higher order modes when the

combination of transmitted and generated light is carefully tuned [146]. The

modulation of the electrostatic acceleration field resulting from the diffraction of

the laser pulse acts to perturb the spatial distribution of the accelerated proton

beam [147]. Furthermore, the onset of transparency results in a transition from

surface to volumetric heating [99], which has been shown to enhance the energy

of TNSA-generated ions [98]. In addition to the volumetric absorption, a lin-

ear polarised laser pulse with a pulse duration of hundreds of femtoseconds or

a picosecond will form a plasma jet at the rear of the target after the onset of

transparency [106]. This dense jet of highly energetic electrons will locally boost

the energy of the accelerated protons [148]. In some cases, namely the BOA

acceleration scheme [100], streaming instabilities are also observed numerically

following the onset of transparency, and are cited as a means of energy transfer

between the heated electron population and the ions [102, 149]. The combined

effects of transparency also act to enhance the aforementioned TNSA-RPA hybrid

acceleration scheme, where the onset of transparency interrupts the RPA phase

of the acceleration, but results in increased proton energies due to the effects

of the volumetric heating and plasma jet formation. Such an enhancement was

presented in Higginson et al. [26], and was found to result in high laser-to-proton

conversion efficiencies and maximum proton energies of up to ∼ 100 MeV.

Given that the transparency enhanced, TNSA-RPA hybrid acceleration scheme

has been shown to result in high maximum proton energies and laser-to-proton

conversion efficiencies [26], further exploration of this mechanism to expand our

understanding of the underpinning physics is of great importance. As mentioned

previously (and in Chapter 2.7), proton energies achieved using both of the con-
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stituent acceleration mechanisms are predicted to scale favourably with increasing

laser intensity. Furthermore, next-generation, multi-petawatt laser facilities are

coming online [85], yielding focused intensities of up to 1023 Wcm−2. At such

intensities, solid-density foils will be quickly rendered transparent to the incident

laser pulse. It is therefore likely that future studies of ion acceleration, focusing

on achieving high proton energies, will rely heavily on the physics of RSIT, and

as such, achieving an understanding of the transparency enhanced, hybrid mech-

anism at higher intensities is vital. Achieving focused intensities of 1023 Wcm−2

is beyond the scope of current laser technology when employing a picosecond

pulse, high energy laser system such as Vulcan (see chapter 3.3), as is required

for the hybrid acceleration scheme. It is however possible to boost the focused

intensity of the Vulcan laser through the employment of a tight focusing scheme,

enabling peak on-target intensities of up to 5×1021 Wcm−2 to be obtained. This

is achieved through the use of ellipsoidal, focusing plasma mirrors [126, 127], as

discussed in detail in chapter 3.4.2.

This chapter reports on an experimental and numerical investigation of proton

acceleration from ultra-thin foils irradiated by ultra-high intensity laser pulses (up

to IL = 5 × 1021 Wcm−2), focused to a near-wavelength sized focal spot. Ref.

[150] directly results from the work presented in this chapter.

4.2 Review of relevant literature

Proton acceleration via the mechanisms of TNSA, RPA and transparency en-

hanced schemes have been subject to extensive experimental investigation. Only

a small fraction of this research has been performed using tight-focusing schemes

(below F/3) however, with these primarily directed towards the understanding of

the TNSA mechanism. Furthermore, much of the research undertaken has been

performed for peak laser intensities of ≪ 1021 Wcm−2. In this chapter, we set

out to study the role of a near-wavelength focal spot on proton acceleration in

a transparency-enhanced, TNSA-RPA hybrid acceleration scheme. It is there-

fore imperative that the findings relevant to the scaling of proton energies with
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intensity, driven by a changing focal spot size, are briefly reviewed.

Early studies of the scaling of proton parameters with laser intensity, in the

TNSA regime, demonstrate that the scalings vary depending on the particular

laser parameter used to alter the intensity (i.e. laser energy, pulse duration or

focal spot size) [83, 151]. These studies were however conducted for fixed focal

spot size, and so it was highlighted that additional research would be required to

isolate the spot size effects from the intensity scaling [151]. The effect of focusing

geometry on the scalings of maximum proton energy and flux with intensity

were subsequently investigated in Brenner et al. [152], wherein the scaling with

intensity, driven by focal spot size and laser energy, were examined separately. A

different scaling was observed depending on whether the focal spot or the laser

energy was used to vary the intensity, with higher maximum proton energies and

laser-to-proton conversion efficiencies measured for the larger focal spot case. This

was attributed to the larger focal spot resulting in a larger proton emission area

at the rear surface of the target, thus boosting the measured proton flux. Similar

results were reported in Green et al. [153] and Passoni et al. [154]. These findings

were explained in a subsequent study reported in Coury et al. [155], where the

maximum proton energies were again measured to be higher when a larger focal

spot was employed, compared with a relatively smaller spot (spot sizes in the

range 4 < ϕL < 40 µm). This was attributed to spot size driven changes to the

injection of fast electrons within the target, in turn resulting in alterations to

the electron distribution in the sheath formed at the target rear. Similar results

pertaining to the influence of focal spot size and electron injection were shown in

Schreiber et al. [82]. As a consequence of these studies, the importance of the

laser focal spot, beyond simply a means of varying the intensity, not just on the

accelerated protons, but also on the fast electron population within the target,

was highlighted. This emphasises the importance of considering the influence of

focal spot size effects, not just in the scope of the TNSA mechanism, but more

broadly within laser-solid interactions.

All of the above investigations were performed using relatively large focal

spots, of the order of tens of microns, to a minimum of ∼ 5 µm, as the spot
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size was scaled by defocusing the smallest spot deliverable by the particular OAP

i.e. by introducing a spatial offset between the target and the focal plane of the

laser. In this chapter, a tight focusing scheme, yielding near-wavelength sized

focal spots, is of primary interest. Studies employing tight-focusing schemes are

very limited, although this is increasing rapidly as small F-number focusing optics

become more widely used due to their capacity to significantly enhance the peak

laser intensity. Research employing tight focusing schemes is still however heavily

focused on the TNSA mechanism, with relatively little investigating the effects

on RPA or transparency enhanced schemes.

Studies of TNSA extending to high intensities (i.e. > 1021 Wcm−2) have shown

that the scaling of maximum achievable proton energies may slow as a function

of intensity, relative to the conventional scaling of I
1/2
L (see Chapter 2.7.1). In an

experimental and numerical study reported in Nakatsutsumi et al. [156], where

the scaling of proton energy with intensity is investigated (the highest intensities

are achieved through F/1 focusing), it is suggested that a fundamental limit on

the maximum achievable energies of protons accelerated via TNSA may exist for

high intensity interactions. This is attributed to self-generated magnetic fields

which build up at the rear surface of the target and act to limit sheath-driven

acceleration processes by magnetising the sheath electrons and thus deflecting

protons away from the acceleration region. A similar slowing in the scaling of

proton energy with peak intensity is observed in the experimental study presented

in Ref. [128], although magnetic fields are not invoked in the explanation. In

this work, a spot size induced change in the injection cone of the fast electron

population, similar to that discussed in Coury et al. [155], is discussed, with

this change influencing the spatial profile of the accelerating sheath field at the

target rear. An additional explanation for such behaviour is discussed in this

thesis, in Chapter 5, where an electron temperature scaling of the form reported

in Haines et al. [48] is found to fit the slower scaling of maximum proton energies

with intensity when applied to the energy scaling reported in Ref. [80]. Finally,

a recent study reported in Dover et al. [35], using a short pulse laser system

(τL ∼ 40 fs), agreed with the concept of this scaling resulting from a slower
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electron temperature scaling, but suggested that the source of this slowing could

be a spatial restriction to the heating of fast electrons due to the combination of

high laser intensity and small focal spot size. This is discussed in more detail in

Chapter 5. If intensities were to be pushed beyond the limits currently achievable,

different physics would begin to have more of an important influence on ion

acceleration via the TNSA mechanism, for example the generation of synchrotron

radiation [157] and radiation reaction [158], which would alter the absorption of

laser energy, and the partitioning of that energy, within the target.

In terms of the RPA mechanism, an experimental study employing an F/1

OAP, reported in Dollar et al. [91], showed that RPA is de-optimised when

employing an extremely tight focusing geometry. Rapid deformation of the target

surface results in enhanced heating of the plasma electrons, even when using

circularly polarised laser pulses, due to the alteration in absorption dynamics.

This acts to boost the generation of sheath fields, as required by TNSA, but at

the expense of reducing the drive efficiency of the laser pulse required for RPA

to effectively accelerate protons to high kinetic energies.

We have reviewed the prior work investigating the influence of 1) focal spot

size in general and 2) extremely tight focusing schemes, on laser driven ion ac-

celeration in the TNSA and RPA regimes. There have been, however, no studies

of this effect in the transparency-enhanced, TNSA-RPA hybrid scheme reported

in Higginson et al. [26]. This motivates the further investigation of this regime

through the employment of a tight focusing scheme, as it has shown great promise

for efficiently generating protons with energies of ∼ 100 MeV.

4.3 Experimental method

The experimental investigation presented in this chapter uses the Vulcan Petawatt

laser, described in Chapter 3.3, located at the Rutherford Appleton laboratory,

U.K. The specific laser parameters and diagnostics employed are reviewed here

before proceeding to discuss the experimental measurements and analysis.

Pulses of p-polarised light of central wavelength 1054 nm were delivered with
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pulse durations of τL = (0.9± 0.1) ps and on-target energies of EL = (220± 50) J.

A F/3.1 OAP was used to focus the light to a nominal spot size of ϕL = (4.5± 0.9)

µm (FWHM), with a PPM placed in the focusing beam to improve the temporal

intensity contrast of the pulse (see chapter 3.11), as illustrated in Fig. 4.1 (a).

The fraction of the laser energy contained within this FWHM region, henceforth

referred to as the fractional encircled energy, fEE, was measured by imaging the

focal spot at low laser power using a CCD camera and microscope objective (thus

avoiding laser damage), and was measured as fEE = (37± 3)%. The encircled

energy measured at low power was corrected to account for any wavefront aber-

rations measured on the corresponding full power shot using the same plasma

mirror, as diagnosed by a wavefront sensor [113] (see chapter 3.4). An example

focal spot, measured at low power, showing the spatial size and the encircled

energy, is presented in Fig. 4.2 (a). These pulse parameters result in nominal

on-target intensities of IL = (3± 2) × 1020 Wcm−2. The measured temporal in-

tensity contrast ratio of the delivered pulses was 10−10 at 500 ps and 10−5 at 10

ps prior to the peak of the pulse. This includes the enhancement due to the use of

a single plasma mirror, which enhances the contrast ratio by approximately two

orders of magnitude. As both plasma mirror forms employed were manufactured

from the same material and had the same anti-reflection coating, the contrast en-

hancement is the same in both cases. These conditions are very similar to those

in prior work from our group, reported in Higginson et al. [26], which is used

throughout this chapter as the benchmark for the F/3.1 focusing configuration.

A second configuration, in which the PPM was replaced by an ellipsoidal FPM

(see Chapter 3.4.2 for details), was employed to achieve F/1 focusing [126, 127],

as shown in Fig. 4.1 (b). This optic re-images the F/3.1 focal spot with a demag-

nification of up to ×3, resulting in focal spot sizes of ϕL = (1.6± 0.2) µm FWHM,

resulting in nominal intensities of IL = (1.5± 0.8) × 1021 Wcm−2. Despite both

plasma mirror geometries having the same plasma reflectivity, the nominal in-

tensity is less than the theoretical maximum enhancement factor of ×9. This

is due to a reduction in focal spot encircled energy when employing the FPM,

with the fractional encircled energy measured to be fEE = (27± 4)%, represent-
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Figure 4.1: Illustration of the two focusing configurations employed in the experimental studies
presented in this chapter, using a planar plasma mirror (F/3) (a) and a focusing plasma mirror

(F/1) (b).

ing a reduction of factor ∼ 0.27 when compared with the PPM configuration.

This reduction in encircled energy when employing the FPM arises due to the

increased sensitivity to small shot-to-shot variations in laser pointing and focal

position, as detailed in Chapter 3.4.2 and explored in the works by Wilson et

al. [126, 127], which have a greatly increased impact relative to the conventional

F/3.1 OAP focusing method. Furthermore, as the focal spot size approaches the

diffraction limit, wavefront aberrations which had less of an effect on the F/3.1

focusing will become more dominant. Both of these effects will change the energy

balance between the central FWHM of the focal spot and the surrounding, lower-

intensity wings, resulting in a reduction in the encircled energy. The first of these

effects is specific to the focusing plasma mirror approach. The effect of wavefront

aberrations as the diffraction limit is approached is, however, applicable to all

tight focusing schemes, and so the effect of encircled energy reduction must be

considered regardless of the focusing methodology.

Plastic foil targets were employed with a range of thicknesses, between ℓ =

60 nm and ℓ = 1.5 µm, and were irradiated at (27± 3)◦ with respect to the

target normal, as in Higginson et al. [26]. The targets were positioned using

a magnifying microscope objective imaging system, with an alignment reference

laser of the same central wavelength as the Vulcan main beam. This target
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Figure 4.2: Example focal spot spatial intensity distributions for the PPM (F/3) (a) and FPM
(F/1) (b) focusing configurations, measured using the Vulcan laser, operating in a low power,

CW mode. The measured fractional encircled energy is given for each case.

placement system has a calibrated accuracy of 1.6 µm due to the depth of focus of

the objective, which is well within the Rayleigh range of both focusing geometries

(∼ 5 µm for the F/1 configuration), and results in an uncertainty in the peak

on-target intensity of ±10%. The spatial and spectral dose distributions of the

accelerated proton beam were measured using stacked RCF (see Chapter 3.5.1

and Nürnberg et al. [159]), interspersed with Mylar, iron and copper filters. The

stack was positioned 45 mm from the rear surface of the target and orientated

such that protons accelerated along both the laser and target normal axes were

measured. The spectrum of the light back-reflected from the target along the laser

propagation axis, comprising both reflected laser light and generated harmonics,

was also measured to enable determination of the plasma holeboring velocity vhb,

using the approach outlined in Chapter 3.5.2.

4.4 Experimental Results and Analysis

This section summarises the experimental measurements made using the FPM

(near-wavelength sized focal spots), and makes comparison with the measure-

ments reported in Higginson et al. [26], using a more conventional PPM focusing

scheme (larger focal spot). Throughout this section, scans in target thickness are

discussed, ensuring only data with comparable peak nominal intensities are com-
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pared within each dataset (i.e. F/3 and F/1). Discussion will focus on notable

variations between the PPM and FPM configurations in three proton beam pa-

rameters, namely the maximum proton energy, the proton energy spectra and the

laser-to-proton energy conversion efficiency. Additionally, changes in the holebor-

ing velocity of the target critical surface are explored.

4.4.1 Maximum proton energy scaling with target thick-

ness

As discussed in the introduction, section 4.1, laser-driven proton sources have the

potential to fulfil a range of applications, but require enhanced maximum kinetic

energies before doing so. Proton energy scaling relations for both the TNSA and

RPA acceleration mechanisms predict an increase in maximum proton energy

with increasing laser intensity [80, 87]. It is therefore not unreasonable to think

that a hybrid TNSA-RPA mechanism, which has already been shown to yield

proton energies of ∼ 100 MeV [26], may generate even higher proton energies

if the laser intensity were to be increased. As explored in Chapter 3.4.2, one

approach for achieving such an intensity enhancement is through the employment

of a tight focusing scheme, reducing the focal spot size. The consequences of

such an approach have not previously been studied for a transparency-enhanced,

TNSA-RPA hybrid acceleration scheme, and given the current potential for such

a scheme to yield record proton energies, it would seem appropriate that this be

explored in some depth.

Before proceeding to discuss the maximum proton energies achieved by em-

ploying the F/1 experimental configuration, we must first consider the maximum

proton energies measured using the conventional PPM setup. These are presented

in blue in Fig. 4.3. It can be seen that the proton energies increase rapidly with

increasing target thickness, ℓ, up to a peak value of ϵmax = 94 − 101 MeV for a

thickness of ℓ = 90 nm. The uncertainty on this measurement results from the

energy resolution of the RCF stack employed. Strong proton signal was observed

on the RCF layer corresponding to 94 MeV protons, with no measurable signal
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Figure 4.3: Maximum proton energy as a function of target thickness for the F/3 and F/1
focusing configurations, shown in blue and red respectively. Hollow points represent 6 µm
thick Al targets, used as a benchmark in a regime where the target remains opaque for the full

duration of the interaction. Each data point represents a single interaction.

on the 101 MeV layer, thus defining the possible range of maximum proton ener-

gies. After this peak, the proton energies decrease slowly with increasing target

thickness. The key factor dictating the target thickness for which this peak oc-

curs is the transparency time, i.e. the time during the pulse at which the target

undergoes RSIT [26]. If this occurs too early, as is the case for target thicknesses

less than 90 nm, then the RPA phase of the acceleration cannot take place and

the target expansion becomes significant. If transparency occurs too late in the

interaction, as for the thicker targets, then the enhancement to the maximum

proton energy, driven by the volumetric heating of the target or the formation of

an electron jet, is negligible in magnitude.

The maximum proton energies measured using the F/1 configuration are

shown in red in Fig. 4.3. Before a thickness scan investigating the hybrid acceler-

ation mechanism was undertaken, multiple test shots using 6 µm thick aluminium

foils were conducted for both the F/3 and F/1 configurations as a benchmark,

with one example of the measured maximum proton energies in each case shown

by the hollow data-points. In this thick target case, where proton acceleration

will proceed via the TNSA mechanism, the F/1 case yields enhanced proton en-
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ergies (ϵmax ∼ 50 MeV) relative to the F/3 case (ϵmax ∼ 30 MeV). This would

be expected from the proton energy scaling relations with intensity reported in

Mora [80], and is in agreement with previous experimental studies of proton ac-

celeration in the TNSA regime employing tight focusing schemes such as the

FPM [126, 127, 128]. The agreement with previous experimental measurements

and predicted scaling relations in the TNSA regime gives additional confidence

that the FPM optics are behaving as expected, in particular that the intensity

enhancement due to the tighter focusing is indeed being achieved.

When we move to lower target thicknesses (ℓ ≤ 1 µm), into the range where

proton acceleration will proceed via the hybrid mechanism, potentially aided by

the onset of transparency, the proton energies measured using the FPM setup

are universally lower than those observed when a lower intensity, looser focus is

employed. It can be seen that for lower target thicknesses, the proton energy

increases to a peak occurring at the same target thickness (i.e. ℓ = 90 nm) as the

PPM case, but now with a lower measured maximum energy of ϵmax = 64 − 72

MeV. This represents a decrease in maximum proton energy of 31 ± 6%. The

uncertainty in this measurement again results from the spectral resolution of the

RCF stack design employed. For target thicknesses greater than this peak loca-

tion, the proton energies drop off before beginning to rise again for thicknesses

of ℓ > 500 nm. Target thicknesses greater than 500 nm will likely not undergo

transparency, or will undergo transparency very late in the pulse, and so a tran-

sition to a TNSA dominated acceleration scheme is likely to occur. It is therefore

clear that the underpinning physical process driving the decrease in proton en-

ergy in the FPM case, or alternatively boosting the proton energies in the PPM

case, is reliant on the target undergoing RSIT at a point sufficiently early in the

interaction (near the peak of the pulse).
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4.4.2 Proton energy spectra and laser-to-proton conver-

sion efficiency

Given that the maximum proton energies discussed in the previous section show

clear distinctions between the F/3 and F/1 focusing schemes, it is important

that the spectral properties of the proton beam in each case are investigated

more thoroughly. The first step in this process is to examine the proton energy

spectra, as understanding the energy distribution of the accelerated protons, as

opposed to simply the maximum recorded energy, is often useful in understanding

the underpinning interaction physics. Measurement of the energy spectra is also

essential if the laser-to-proton energy conversion efficiency is to be determined (as

discussed in the next section), which is a key parameter for many of the envisioned

applications of laser-driven proton sources, as discussed in the introduction (see

section 4.1).

Example proton energy spectra, sampled between 3.9 MeV and the maximum

measured proton energy, for a range of target thicknesses, are shown for the two

focusing configurations in Fig. 4.4. The F/3 spectra are shown with the solid

lines, and the F/1 spectra are shown with the dashed lines. The vertical error-bars

in the presented data are defined by the uncertainty in the detected proton dose

Np based on the RCF dose calibration (as briefly discussed in Chapter 3.5.1). The

number of protons produced at the lowest energy (i.e. 3.9 MeV) is approximately

equal in all cases with a value of Np ∼ 2 × 1012 protons per MeV per steradian,

regardless of focusing geometry or target thickness. This continues to be true, i.e.

the number of protons is approximately the same regardless of focusing geometry

or target thickness, up to proton energies of ϵp ∼ 30 MeV. Beyond this energy

however, we see the spectra diverge, with the F/1 spectra not only showing lower

maximum energies, but also lower proton numbers when compared with a F/3

case of similar target thickness.

The effect of the lower proton numbers in the higher energy region of the spec-

tra, combined with the lower maximum energy of the spectra, is clearly seen when

considering the laser-to-proton energy conversion efficiency, which as a parame-
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Figure 4.4: Proton energy spectra, i.e. number of protons per MeV per unit solid angle as
a function of proton energy, for a range of target thicknesses for both F/3 and F/1 focusing

schemes, shown by the solid and dashed lines, respectively.

ter is often just as important as the maximum proton energies when considering

potential applications of laser-driven ion sources. The conversion efficiency, ηp,

for both focusing cases, is shown in Fig. 4.5, with the F/3 data displayed in blue

and the F/1 in red. The conversion efficiency is determined by summing across

the full proton energy spectra, and normalising to the incident total laser energy

on target, as discussed in Chapter 3.5.1, with the error-bars originating from the

uncertainties in the proton numbers of the energy spectra. The energy on target

was used as opposed to the encircled energy for two main reasons. Firstly, this en-

abled direct comparison of the F/1 data with F/3 results published in Higginson

et al. [26]. Secondly, in a manuscript currently accepted but not yet published

by Wilson et al. [160], the contribution of the laser energy not contained within

the FWHM of the focal spot to proton numbers, and thus laser-to-proton energy

conversion efficiency, is shown. This is of particular importance in the F/1 focus-

ing case, where the higher peak intensity results in relativistically intense laser

light outwith the FWHM of the focal spot. This is shown, in the TNSA regime,

to result in a boosted conversion efficiency. It is therefore necessary to consider
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Figure 4.5: Laser-to-proton energy conversion efficiency as a function of target thickness, for
both F/3 and F/1 focusing configurations, shown in blue and red respectively.

all laser energy incident on the target in order to gain accurate insight into the

interaction dynamics for these high intensities.

For F/3 focusing, we see a similar trend to the maximum proton energy data,

i.e. a rapid increase in ηp with increasing target thickness up to a peak value of

∼ 10%, occurring for a target thickness of ℓ = 90 nm, before slowly decreasing

as the thickness is further increased. Again, similar to the maximum proton

energies, we see the F/1 configuration yielding lower conversion efficiencies across

the range of target thicknesses where a hybrid, RSIT supported ion acceleration

mechanism dominates, but tending to converge/cross-over with the F/3 data for

thicker targets, where TNSA is the dominant mechanism. When comparing the

measured conversion efficiency values for target thicknesses around the peak in

the F/3 data, we see a reduction factor of 40±10% when employing F/1 focusing.

The largest relative difference in conversion efficiency occurs for ℓ ∼ 90 nm, with

the difference decreasing for thicknesses greater or less than this. This would

indicate that, similar to the conclusion drawn from the maximum proton energy

data, the onset of transparency is the key to the physics underpinning the changes

in laser-to-proton energy conversion efficiency.

122



Chapter 4. Laser self-focusing in relativistically transparent, ultra-thin targets

4.4.3 Holeboring velocity

Given the significantly different proton beam properties observed in the previous

sections, in terms of maximum energy, spectral shape, and laser-to-proton energy

conversion efficiency, it is clear that the underpinning physics of the interaction,

as the target undergoes transparency, has changed when switching from the F/3

to F/1 focusing geometries. In order to further investigate the plasma dynamics,

the spectrum of light backscattered up the laser chain was measured (including

both reflected laser light and generated harmonics), using the setup discussed in

chapter 3.5.2. This allows for determination of the peak recession velocity of the

plasma critical surface (holeboring velocity vhb, see Chapter 2.7.2) by measuring

the maximum red-shift in the wavelength of the second harmonic light [161].

This light is generated by the critical surface moving under the influence of the

radiation pressure of the incident laser light [162].

The measured holeboring velocity, normalised to the speed of light in vacuum,

c, is presented in Fig. 4.6, with the F/3 data again shown in blue and the F/1

data shown in red. The wavelength shift used to determine the peak holeboring

velocity was the difference between the nominal location of the 2ω signal (i.e.

λ2ω = 527 nm) and the maximum wavelength for which the measured signal

remained distinguishable above the background level. The uncertainties in the

presented data reflect the margin of error in determining this peak wavelength.

In the F/3 focusing case, the holeboring velocity peaks at 0.09c for a target

thickness of ℓ = 90 nm, the same thickness as the peaks in both maximum proton

energy and laser-to-proton energy conversion efficiency. Below this thickness, the

holeboring velocity falls off rapidly, as would be expected, due to the target

undergoing RSIT early in the interaction, prior to the arrival of the peak of the

laser pulse [26]. For F/1 focusing, as with the proton measurements reported

previously, the holeboring velocity is once again lower across the full range of

target thicknesses, with the possible exception of ℓ = 60 nm, where due to the

steep gradient, it could be argued that the value of vhb measured in the F/1 case is

similar to that expected from the F/3 focusing configuration. As the holeboring
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Figure 4.6: Holeboring velocity, normalised to the speed of light in vacuum, c, as a function of
target thickness, for both F/3 and F/1 focusing configurations, shown in blue and red respec-

tively.

velocity scales with laser intensity [28, 90], this result potentially points to a

higher laser intensity being achieved in the F/3 case compared with the F/1,

in spite of the nominally larger focal spot size and comparable laser energy and

pulse duration. Furthermore, as the F/1 configuration yields higher maximum

proton energies when employing a 6 µm Al target, as would be expected from

proton energy scalings in the TNSA regime [80], it is clear that any such intensity

enhancement of the F/3 case, or diminishment of the F/1 case, must not only

occur during the interaction, but also be subject to the onset of transparency.

4.5 PIC simulation results

In order to provide an explanation of the seemingly counter-intuitive proton beam

properties, along with the holeboring velocity, the fundamental underlying physics

of the interaction must be investigated. As a comprehensive investigation of this

kind is not possible experimentally, we turn to numerical simulation, enabling

the finer details of the interaction physics to be modelled. The fully relativistic

PIC code EPOCH was used [136], with both the two and three dimensional (2D
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and 3D) versions being employed. More details regarding the operation of PIC

codes, along with some discussion of the key considerations and limitations, are

included in Chapter 3.6.

Before proceeding to discuss the results of the PIC simulations performed,

the key simulation parameters are presented. In the 2D simulation cases (which

constitute the majority of the results presented in this section), the simulation box

was defined to be 130 µm × 70 µm in size, consisting of 26000× 5760 simulation

cells. The number of particles per cell varies with target thickness, with 1733

particles per cell used in the 75 nm simulations primarily used throughout this

chapter. The lowest particles per cell value used was for the ℓ = 1 µm thick target

simulation, which was run with 130 particles per cell. The simulation boundaries

were set as free space and the targets were initialised as a uniform mixture of C6+

and H+ ions, representative of the plastic foils employed experimentally. The

initial electron density was set to 420nc, where nc is the critical density for the

fundamental laser frequency, and the temperature of this electron population was

initialised as 10 keV. The laser pulse was defined as having a Gaussian spatial

and temporal profile, and was focused to the front surface of the target at an

angle of 30◦, in order to closely match the experimental conditions. Two pulse

durations were used, τL = 400 fs representing the conditions of the experimental

data reported in the previous section (λL = 1 µm in this longer pulse case), and

τL = 25 fs, representing a typical pulse duration achievable using a short pulse,

Ti:Sapphire laser system (λL = 800 nm in this short pulse case), as is discussed

in section 4.5.3. The 400 fs case is shorter than the experiment (∼ 900 fs), but

this is justified to counteract the exaggerated ion expansion observed in 2D PIC

simulations as a result of the reduced degrees of freedom [26]. Furthermore, it is

vital to address the intensity scaling with focal spot size in the 2D simulations.

Due to the 2D nature of the simulation, having only one transverse dimension,

laser intensity scales linearly with focal spot size in this case, i.e. as the focal

spot size is increased, a fixed energy is spread over a line of changing length,

as opposed to a spot of changing area. In separate parameter scans, the target

thickness was varied between ℓ = 20 nm−1 µm and the focal spot size was varied
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in the range ϕL = 1.2− 10 µm, for otherwise fixed parameters. The simulations

were run with the same parameters as those used in Higginson et al. [26], which

showed good agreement with experimentally measured trends, indicating that the

no numerical considerations, such as resolution, alter the results in a significant

way.

Many of the simulation parameters for the 3D simulations were similar to

the 2D case, with a few notable exceptions, due to the increased computational

requirements. The simulation box size now becomes 20 µm × 10 µm × 10 µm,

with 1000×720×720 simulation cells. The simulations were run with 6 particles

per cell, limited by the computational expense of such large, 3D simulations.

The targets in the 3D case had an equivalent areal density to a 2D 50 nm thick

target, pre-expanded to a Gaussian profile with a FWHM of 0.5 µm along the

laser axis. This target setup was used for all focusing conditions in order to

make the simulations computationally feasible by reducing the required spatial

resolution. This is a justified assumption as the finite temporal intensity contrast

of the laser pulse employed experimentally will, even with the use of a plasma

mirror, cause the target to undergo significant expansion early in the interaction

[99, 146]. In terms of pulse duration, the 3D simulations were limited to the

short pulse, τl = 25 fs case, again due to computational restrictions, although

this pulse duration is relevant to current and next-generation laser systems. With

fixed energy, the short pulse simulations in both 2D and 3D yielded peak nominal

intensities of 2.5 × 1022 Wcm−2, representative of the capabilities of upcoming,

next-generation laser facilities such as ELI [163].

4.5.1 Focal spot size dependence of the onset and effect

of transparency-induced self-focusing

Using 2D PIC simulations, with the parameters discussed above, the interaction

of a laser pulse with an ultra-thin foil target was investigated for the two focusing

geometries employed experimentally, in order to better understand the underpin-

ning physics which result in the counter-intuitive proton and plasma parameters
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Figure 4.7: 2D maps of the spatial intensity profile of the laser pulse as it propagates through
a ℓ = 75 nm target undergoing RSIT, for incident F/1 and F/3 focusing geometries in (a) and
(b), respectively. The initial target position is indicated by the white dashed line. The red
lines highlight the nominal focusing cone of the incident laser pulse, with the yellow lines in the
F/3 case highlighting the self-focusing cone as it propagates through the target. Both cases are
shown at t = 0, i.e. when the peak of the pulse is incident on the initial target front surface.

The black lines show the electron density at ne = γnc.

measured.

2D intensity maps of the laser pulse, at a fixed time (once the target has un-

dergone RSIT), as it transmits through a relativistically transparent CH target

of thickness ℓ = 75 nm, are shown for the F/1 and F/3 focusing configurations

in Figs. 4.7 (a) and 4.7 (b) respectively. The initial target position is indicated

with the white dashed line and the nominal focusing cone is shown in red. In

the F/1 focusing scenario, the laser pulse focuses to near the front surface of the

target to a spot size of ϕL = 1.5 µm, before becoming distorted by the expanding

plasma. As the laser light is transmitted through the target following the on-

set of transparency, the light is purely divergent, having already been focused to
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near the diffraction limit of ∼ 1.3 µm. As the nominal focal spot is already near

wavelength in size, there is minimal scope for any additional, plasma-induced,

focusing. This therefore results in the peak intensity achieved during the inter-

action being approximately equal to the calculated nominal intensity. In the F/3

focusing case, we similarly see the pulse focus towards the front surface of the

target, forming a focal spot of ϕL = 5 µm, before again becoming distorted by

the expanding plasma. As the pulse propagates through the transparent target

however, the pulse undergoes additional, plasma-induced self-focusing, with the

final focal spot size, and instantaneous intensity, similar to the F/1 case. This

self-focusing region is highlighted in yellow in Fig. 4.7 (b).

It is clear from these two cases that the onset of self-focusing, and thus its effect

on laser-solid interactions in the transparency regime, has a strong dependence

on the incident focal spot size, which will be explored further in this section. It is

also interesting to note that the effect of self-focusing changes the spatial location

of the peak instantaneous intensity when comparing the F/1 and F/3 focusing

configurations. For F/1 focusing, the peak intensity occurs at the nominal focal

position of the laser pulse, i.e. the front surface of the target. Conversely, in the

F/3 case, the highest intensity is achieved at the rear of the target, following the

onset of transparency. This has an additional effect on the acceleration of pro-

tons, beyond simply increasing the intensity, by perhaps enhancing the impact of

transparency-induced effects such as boosting the energy of the electrons forming

the jet for example, which would map onto the accelerated proton population.

The effect of transparency-induced self-focusing on the peak, instantaneous

laser intensity was verified by comparing the peak intensities achieved when prop-

agating laser pulses of varying focal geometries (F-number) and thus nominal focal

spot sizes (at focus) in vacuum (Fig. 4.8 (a)) and through the transparent plasma

produced by an expanding ℓ = 75 nm CH foil target (Fig. 4.8 (b)). In Fig. 4.8

(a), we see the pulses have a Gaussian profile, centred around t = 0, where t = 0

is defined as the time at which the peak of the laser pulse interacts with the

target (or the corresponding spatial location in the vacuum case). The intensity

increases linearly as the focal spot size is reduced from ϕL = 10 µm to ϕL = 1.5
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Figure 4.8: (a) 2D PIC simulated temporal profile of the peak focused 2D intensity of a laser
pulse propagating in vacuum, for a range of focal spot sizes. (b) Same as (a), but for the
interaction of the laser with a ℓ = 75 nm CH foil target, expanded to the point of relativistic
transparency. The time at which the peak of the laser pulse interacts with the target is defined

as t = 0.

µm, as would be expected, with the linear scaling resulting from the 2D nature

of the simulations as previously discussed. In Fig. 4.8 (b), the laser temporal

intensity profiles have been significantly altered as a result of their transmission

through the relativistically-transparent target foil. With the exception of the

ϕL = 10 µm case, a similar peak intensity is achieved for all focal spot sizes

investigated, as a result of the laser pulse self-focusing to yield a near wavelength

sized focal spot as it propagates through the transparent target. The reason for

the ϕL = 10 µm case not reaching a similar intensity is two-fold. Firstly, as the

focal spot size is larger, the self-focusing length within the target is simply too

short for the pulse to focus to near the laser wavelength, i.e. a larger initial spot

size will require a greater propagation length. Secondly, the larger focal spot

size results in a reduced nominal intensity (i.e. prior to self-focusing). This will

delay the onset of transparency, thus minimising the effect of self-focusing on the

intensity, as the target will undergo RSIT late in the pulse, some time after the

peak. In spite of this, some small increase in instantaneous intensity is observed

in the ϕL = 10 µm case. This points to the existence of a limit to the focal spot

size, under this specific target condition, below which self-focusing is capable of
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Figure 4.9: Maximum proton energy scaling from 2D PIC simulations with focal spot size, for
two target thicknesses; ℓ = 75 nm and ℓ = 200 nm; shown in blue and red respectively. Hollow
data points represent where a 30% reduction in encircled energy has been applied, in order to

represent the experimentally measured values.

focusing the pulses to a near wavelength sized spot size as the target undergoes

RSIT, thus driving the pulses to enhanced, comparable laser intensities. It is

important to note that this applies to varying focal spot sizes at focus. If the

spot size is changed by relocating the target or defocusing the pulse such that

the laser is out of focus, the curvature of the wavefront at this point (converging

or diverging depending on which side of focus the target is located), will likely

significantly affect the outcome. Some degree of intensity enhancement may still

be achieved but the peak intensity achieved will likely not be comparable across

the different focal spot sizes due to the differing wavefront curvatures in each

case.

It has been shown that, due to the effects of self-focusing, the instantaneous

intensity may be enhanced relative to the calculated nominal intensity, allowing

for comparable intensities to be achieved for a range of focal spot sizes. Such

changes in the intensity would be expected to have some impact on the energies

of the accelerated protons, and so this will now be explored for a range of focal
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spot sizes, and for two target thicknesses, ℓ = 75 nm and ℓ = 200 nm. This is

presented in Fig. 4.9, with the ℓ = 75 nm case shown in blue and the ℓ = 200 nm

case shown in red. The hollow points, connected by dashed lines, represent, for

the smallest spot cases (ϕL < 3 µm), a factor reduction in encircled energy of 30%.

This reduction in encircled energy is intended to represent the ∼ 30% reduction

measured experimentally when switching from F/3 to F/1 focusing due to the

combination of on-shot variations in the laser pointing resulting in unoptimised

FPM alignment and small uncompensated wavefront aberrations which will have

minimal effect on a larger focal spot but have a significant effect as the diffraction

limit is approached. The sensitivity to such wavefront aberrations and optic

alignment/optimisation is a potential issue for any tight-focusing scheme, and so

should be considered here in order to gain a more complete understanding of how

self-focusing may affect interactions in both the idealised case, and when realistic

pulse conditions are considered. In the ℓ = 200 nm case in Fig. 4.9, any effects

of self-focusing are minimal, as the target will undergo transparency late in the

interaction. This can be seen by the largely smooth, but slow, increase in proton

energies as the spot size is reduced.

In contrast, for ℓ = 75 nm, where the target will undergo transparency near

the peak of the pulse, the influence of self-focusing strongly affects the maximum

proton energy achieved for focal spot sizes in the range 3 < ϕL < 6 µm. The

enhancement in proton energy observed for these spot sizes is beyond the scope of

the general trend of increasing proton energy with decreasing spot size. The range

of focal spot sizes resulting in boosted proton energies corresponds with the range

for which self-focusing is seen to play a key role in enhancing the instantaneous

intensity from Fig. 4.8 (b). This indicates that self-focusing boosted intensity

is the driver for this localised peak in maximum proton energies, as focal spots

smaller than this range cannot undergo significant further focusing as they are

already close to the laser wavelength, and focal spots larger than the range will

not see significant intensity enhancement for the reasons discussed earlier.

It is important to note that, in the idealised case, where the encircled energy

is the same for all focal spot sizes, the tight focus (and therefore highest nominal
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intensity) case still yields the highest proton energies, although the self-focusing

driven peak reduces the margin by which this is true. However, when the previ-

ously discussed reduction in encircled energy is factored in for the smallest focal

spot sizes, we see that the peak at ϕL = 5 µm becomes the highest proton en-

ergy achievable. This agrees with the experimentally measured proton energies

for similar target thicknesses, presented in Fig. 4.3, in which the F/3 data, cor-

responding to a focal spot size of ϕL ∼ 5 µm, does indeed yield higher proton

energies than the F/1 focusing configuration. An optimum in ion acceleration

efficiency from thin foil targets for a similar focal spot size (ϕL = 5 µm) had

been observed in a previous study [142]. The underpinning mechanism investi-

gated in that study is however different to that explored here. Furthermore, the

physical reason for the optimum is different in that case. In Liu et al. [142],

less efficient proton acceleration using larger focal spots results from lower in-

tensities, thus reducing the accelerating field, but if the focal spot is too small,

the accelerated proton numbers drop, thus reducing the efficiency, despite the

higher proton energies achieved. In the study presented in this thesis however,

it is the intensity-driven transparency-time (as seen in the next section), and the

ability of the plasma to self-focus the laser light to near the laser wavelength,

which determines the peak intensity and thus by extension the maximum proton

energies.

4.5.2 Role of transparency time on the onset and influence

of self-focusing

We have, so far, seen that self-focusing in transparent ultra-thin targets displays a

strong dependence on the incident focal spot size, and can lead to an enhancement

in instantaneous laser intensity, and consequently the maximum proton energies

for the focal spot sizes which are subject to the greatest degree of self-focusing.

It has also become evident however, that the transparency time, i.e. the time at

which the target undergoes RSIT, also plays a key role in determining the influ-

ence of self-focusing in laser-solid interactions. The transparency time, for a fixed
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focal spot size, and thus nominal laser intensity, may be tuned through variation

of the target thickness, as undertaken experimentally. An opportunity therefore

exists to simultaneously investigate the effect of transparency time on the self-

focusing behaviour and to directly compare the results of the 2D simulations with

the experimentally measured data.

The link between the target thickness and the transparency time, as mea-

sured using 2D PIC simulations, is shown in Fig. 4.10, for two focal spot sizes

of ϕF/3 and ϕF/1, displayed in blue and red respectively. These focal spot sizes

are representative of the F/3 and F/1 focusing geometries employed experimen-

tally. The transparency time on the y-axis is given in picoseconds, relative to

the peak of the pulse, defined as t = 0 (illustrated by the black dashed line). A

negative transparency time is therefore representative of the target undergoing

transparency prior to the arrival of the peak of the main pulse. The F/3 focus-

ing case undergoes transparency at the peak of the pulse for a target thickness

of ℓ ∼ 95 nm, while for F/1 focusing, this occurs for a thickness of ℓ = 120

nm. Furthermore, across the full range of target thicknesses explored, the F/1

focusing case undergoes transparency earlier in the pulse than for F/3 focusing,

due to the higher nominal intensity prior to the onset of RSIT. The exception to

this is the ℓ = 40 nm case, although this apparent equality in transparency time

is likely due to the limited temporal resolution of the simulations. Finally, it is

worth noting that for thicknesses of ℓ > 200 nm, the target becomes opaque to

the incident laser pulse.

In the previous subsection, it was shown that the peak laser intensity may be

enhanced due to self-focusing for spots sizes in the approximate range 3 < ϕL < 6

µm. The F/3 focusing geometry employed experimentally falls within this range,

with a focal spot size of ϕF/3 ∼ 5 µm. It would therefore be expected that a signif-

icant enhancement to the instantaneous intensity would be observed in this case.

Conversely, the F/1 focusing configuration falls outside this range, with a focal

spot size of ϕF/1 ∼ 1.5 µm. As such, minimal intensity enhancement would be

expected in this case. The peak instantaneous intensity achieved by each focusing

configuration, for the range of target thicknesses investigated experimentally, is
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Figure 4.10: Transparency time, defined relative to the peak of the pulse, as a function of target
thickness, ℓ, for F/3 and F/1 focusing conditions, shown in blue and red respectively. The black

dashed line at t = 0 illustrates transparency occurring at the peak of the pulse.

presented in Fig. 4.11, with the F/3 shown in blue and the F/1 shown in red.

The dotted line represents the nominal intensity of each focusing configuration,

and the dashed line represents the maximum intensity limit, as imposed by the

diffraction limit. It is important to note that the encircled energy of the F/1 case

has been reduced by a factor 30% relative to F/3 focusing, in order to match

the experimental conditions, although the peak nominal intensity remains higher

than that of the F/3 focusing scheme.

In the F/1 case, the peak instantaneous intensity achieved is flat across the full

range of target thicknesses explored, regardless of whether transparency occurs or

not, and the magnitude of the intensity enhancement is minimal. This is due to

the nominal focal spot already being close in size to the laser wavelength, and so

the degree of transparency, or the time at which it occurs, can have little impact on

the focal spot size, and thus by extension the peak intensity. In the F/3 focusing

case, for target thicknesses of ℓ > 500 nm, minimal intensity enhancement is

observed (∼ 10% increase), due to the target remaining opaque for the duration

of the interaction. The laser pulse is therefore unable to propagate through
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Figure 4.11: Maximum intensity achieved in 2D PIC simulations as a function of target thickness
for the F/3 and F/1 focusing configurations, shown in blue and red respectively. The dotted
lines represent the peak nominal intensity, and the dashed lines represent the maximum intensity

possible if the pulse were focused to the diffraction limit.

the target, thus preventing transparency-induced self-focusing from taking place.

Conversely, for thinner targets, RSIT will occur during the interaction, allowing

for the laser to be transmitted and thus enabling self-focusing to take place. This

is evidenced by the substantial intensity enhancements achieved for such target

thicknesses, with the peak (approaching the laser wavelength) occurring for ℓ =

100 nm, for which transparency occurs near the peak of the pulse. It is important

to note that this is the same target thickness for which the highest proton energies

are measured experimentally. Target thicknesses above or below this thickness do

still exhibit a significant boost in intensity, but this is de-optimised by the onset

of transparency occurring too late or early in the interaction respectively. It can

be seen that for target thicknesses of ℓ < 200 nm, F/3 focusing achieves higher

peak instantaneous intensities than the F/1 case, in spite of the lower nominal

intensity.

In order to more thoroughly compare the results from the PIC simulations

with those measured experimentally, we now explore the scaling of maximum

proton energy with target thickness, for the two fixed focal spot size, and therefore
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Figure 4.12: Maximum proton energy from 2D PIC simulations as a function of target thickness
for the two focusing cases, F/3 and F/1, shown in blue and red respectively.

nominal intensity, cases. Once again, the encircled energy in the F/1 case has

been reduced by the usual factor of 30%. This is presented in Fig. 4.12, with

the F/3 and F/1 cases shown in blue and red respectively. It can be seen that

for targets of approximate thickness ℓ < 350 nm, the F/3 focusing case yields

higher proton energies than the F/1 case, despite the lower nominal intensity,

with a peak occurring for a thickness of ℓ = 100 nm. This peak occurs for the

same target thickness as the peak instantaneous intensity due to self-focusing,

as shown in Fig. 4.11. Furthermore, the F/3 case yielding higher energies, and

peaking at around ℓ = 100 nm, is in good agreement with the proton energies

measured experimentally (see Fig. 4.3). From the PIC simulation results however,

we see that the F/1 case becomes favourable for thicknesses of ℓ > 350 nm, as at

this point, the target remains opaque to the incident laser pulse for the majority

of the interaction. In the experimental data, shown in Fig. 4.3, a crossover of

this kind is observed to occur, but for target thicknesses in excess of ℓ = 1.5 µm.

This is likely due to the influence of the laser temporal intensity contrast on the

experimental interaction. The rising edge profile of the pulse in the simulation

will not exactly match the experiment, affecting the range of target thicknesses
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for which some degree of transparency will occur. This will allow self-focusing,

and the associated intensity enhancement, to occur for thicker targets, which will

have a knock-on impact on the maximum energy of the accelerated protons.

4.5.3 Influence of transparency-induced self-focusing in

the ultra-high intensity, short pulse regime

The results discussed so far relate to the role transparency-induced self-focusing

plays in laser-solid interactions employing existing, picosecond pulse duration

laser systems. Currently, next generation, multi-petawatt laser facilities are com-

ing online, enabling intensities of > 1022 Wcm−2 to be achieved. In order to

achieve the highest intensities, a combination of extreme tight-focusing and short

pulse durations (i.e. tens of fs) is envisaged. It is therefore important to inves-

tigate the presence of transparency-induced self-focusing when employing such

laser conditions and the influence this may have on the interaction of such pulses

with thin-foil targets.

The peak instantaneous intensity achieved from the interaction of an ultra-

high intensity, short pulse laser (τL = 25 fs) with an expanding, ℓ = 100 nm

CH foil is presented in Fig. 4.13, and is compared with the results for a longer

pulse (τL = 400 fs) case (displayed in blue) for a similar range of focal spot

sizes. Due to the shorter pulse duration, it was feasible to carry out this study

in both 2D and 3D, shown in red and green respectively, thus enabling the role

of any dimensional effects to be identified. In order to enable direct comparison

between the 2D and 3D results, the intensities of the 2D simulations are scaled

by the square of the enhancement over the nominal intensity, to account for the

slower scaling of intensity with focal spot size in 2D as discussed previously. The

solid lines, with data points, represent the simulated peak instantaneous intensity,

thus including self-focusing effects, whilst the dashed line represents the nominal

intensities (i.e. no target). In the τL = 400 fs case, intensity enhancement

resulting from transparency-induced self-focusing occurs for all focal spot sizes,

with the exception of the smallest spot case (ϕL = 1.5 µm), for the reasons

137



Chapter 4. Laser self-focusing in relativistically transparent, ultra-thin targets

0 2.5 5 7.5 10
m)

1020

1021

1022

1023

In
te

ns
ity

 (W
cm

-2
)

25 fs 3D
25 fs 2D
400 fs 2D

Figure 4.13: Peak intensity as a function of focal spot size for τL = 400 fs (blue) and τL = 25
fs (red) from 2D PIC simulations. 3D PIC simulation results for the τL = 25 fs case shown in
green for comparison. Dashed lines represent the nominal peak intensity (without a target),

with solid lines representing the peak achieved intensity during the interaction.

already discussed. Importantly, the highest peak intensity is achieved not for the

smallest spot case as would previously have been expected, but for the ϕL = 4

µm case, where the peak intensity due to self-focusing is increased by a factor of

> 2.

In the short pulse case however, in 2D, minimal intensity enhancement, and

therefore by extension, self-focusing, is observed for any focal spot size, with a

maximum intensity enhancement factor measured of ∼ 1.4 . In the 3D case,

some intensity enhancement is observed for all focal spot sizes. There is clearly a

dimensional effect in that the intensity falls off more steeply in the 3D case than

in the comparable 2D case. However, it is important to note that the trend is

similar in both cases, and that crucially, in spite of the intensity enhancement,

the tightest nominal focus remains the highest peak intensity, as the intensity

boost is approximately fixed across the range of focal spots. Therefore, whilst

the specific value of the intensity may be different than expected, the scaling will

be as expected, contrary to the long pulse case. This indicates that self-focusing

does not play a significant role in such short pulse interactions as the plasma does
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Figure 4.14: Peak intensity achieved from 2D PIC simulations as a function of target expansion
profile FWHM, for a τL = 25 fs pulse interacting with a expanded ℓ = 100 nm CH foil target.

The pulse was focused to a nominal spot size of ϕF/3 = 5 µm.

not expand to same degree over the course of the interaction due to the shorter

pulse duration. This does however point to the possibility of inducing self-focusing

by pre-expanding the target using a controlled pre-pulse, thus enabling a boosted

intensity enhancement for the larger focal spot sizes.

The possibility of effectively ‘switching on’ self-focusing by deliberately in-

ducing pre-expansion of the target is explored in Fig. 4.14. In this figure, the

peak instantaneous intensity achieved, using the short pulse laser parameters, is

displayed for a range of target pre-expansion profiles. All targets have been ex-

panded from an initial 100 nm CH foil, in the form of a Gaussian spatial profile,

with the stated values of FWHM. The 0 µm expansion case represents an initially

unexpanded target, as used in the previous simulation studies, with the exception

of the 3D cases, which were pre-expanded as previously discussed. It can be seen

that as the FWHM of the pre-expansion profile is increased, the peak instan-

taneous intensity also increases, indicating the ability for the pulse to self-focus

within the target. The scaling of this increase slows with increasing expansion

FWHM. This is likely due to the target approaching an expansion profile where it

is not sufficiently dense by the time of the arrival of the main pulse to impact the
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laser pulse in a meaningful way, as the plasma will be effectively ‘snow-ploughed’

by the intense pulse. It is therefore likely that an optimal expansion profile ex-

ists, perhaps in the range of 2−3 µm, for which the intensity is maximised, prior

to over-expansion of the target. Identification of the exact expansion FWHM

of this optimum is beyond the scope of the simulations performed, but the ex-

istence of such an optimum may be inferred from the data shown. Beyond the

scope of deliberately pre-expanding the target to induce self-focusing, this result

demonstrates that, for these pulse and target parameters, pre-expansion of the

target due to poor temporal intensity contrast may inadvertently induce self-

focusing, and thus somewhat boost the peak achievable intensities. It is therefore

a possibility with future laser systems to further increase the intensity frontier by

exploiting self-focusing of the laser pulse, by tuning the temporal intensity con-

trast or by delivering controlled pre-pulses to optimise the pre-expansion profile

of the target.

4.6 Conclusions

In this chapter, the influence of employing an extremely tightly focused laser pulse

on the characteristic properties of laser accelerated protons in a transparency-

enhanced TNSA-RPA hybrid acceleration scheme was explored experimentally

and numerically. Near-wavelength sized focal spots were achieved through the

use of FPMs, to deliver a F/1 focusing geometry and nominal intensities of > 1021

Wcm−2, with the results compared with the data measured using a conventional

F/3 OAP focusing configuration.

In contrast to what would be expected using existing scalings, the maxi-

mum proton energies achieved using the F/1 focusing scheme were reduced when

compared with F/3 focusing by a factor of ∼ 30%. Investigation of the pro-

ton energy spectra show that, in addition to the reduced maximum energy, the

proton numbers for energies > 30 MeV are reduced when employing the tight

focusing scheme. The above factors combine to result in a factor reduction in

laser-to-proton conversion efficiency of ∼ 40%. In addition to the measured pro-
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ton parameters, the recession velocity of the target critical surface was determined

to be lower for F/1 focusing. These results suggest that the nominal laser inten-

sities are not representative of the the actual peak intensities achieved during the

interaction, when the target undergoes RSIT.

In order to further investigate the physics underpinning this behaviour, PIC

simulations were carried out in 2D. It was shown that in the F/3 case, the laser

pulse undergoes significant self-focusing as the pulse is transmitted through the

target following the onset of RSIT. This does not occur in the smaller F-number

focusing case, as the nominal focal spot is already near wavelength in size. The

self-focusing effect is shown to result in enhanced instantaneous intensities and a

subsequent boost to the maximum proton energies for nominal focal spot sizes in

the range of 3 < ϕL < 6 µm.

Self-focusing in density gradients formed on the front surface of thick foil

targets has been shown previously to influence the properties of the accelerated

TNSA protons [44, 45], but this is the first case where the influence of self-focusing

through a relativistically transparent, ultra-thin foil target has been explored. In

addition to the role of focal spot size, the effect of transparency time on the

self-focusing, as controlled by the target thickness, was explored. It was found

that the maximum intensities were achieved when transparency occurred near the

peak of the pulse. Under realistic conditions, and for suitable target thicknesses

and thus transparency times, the F/3 focusing case was shown to achieve higher

peak instantaneous intensities than the F/1 case. The result of this was a boost

in proton energies, enabling the F/3 focusing configuration to generate higher

proton energies, in good agreement with the experimentally measured data.

Finally, the influence of this transparency-induced self-focusing, for condi-

tions approximating next generation laser facilities, for example ELI [163], was

explored. It was found that self-focusing has a minimal impact on laser-solid in-

teractions in this regime as the short pulse duration (τL = 25 fs) prevents sufficient

plasma expansion to occur over the duration of the interaction, with the smallest

nominal spot size always yielding the highest peak instantaneous intensities. It

is shown that some degree of self-focusing, and thus intensity enhancement, may
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however be induced in such a case by pre-expanding the target via the use of

a controlled pre-pulse for example. This could provide a potential pathway to

further advancing the intensity frontier achieved using such laser systems.

This study highlights the importance of considering not just the enhanced

intensity when employing a tight focusing scheme, but also the geometrical im-

pact such a focusing scheme may have. The vital role of transparency-induced

self-focusing in the acceleration of protons via a transparency-enhanced TNSA-

RPA hybrid scheme has been demonstrated, influencing several key proton beam

parameters such as maximum energy and laser-to-proton conversion efficiency.

Furthermore, the sensitivity of this self-focusing mechanism to incident focal spot

size, transparency time and target expansion profile has also been explored. The

implications of this new understanding of laser-solid interactions in the trans-

parency regime will help guide future efforts to optimise and control proton ac-

celeration using the hybrid scheme using both current and next generation laser

systems.
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Chapter 5

Temperature of fast electrons at

intensities beyond 1021 Wcm−2

5.1 Introduction

The interaction of a high intensity laser pulse with a thick (tens of microns), solid

density target results in rapid ionisation of the target and subsequent heating of

plasma electrons to relativistic energies (Ef > mec
2), driving multi mega-amp

currents into the target [23, 30, 60], as introduced in Chapter 2.6.2. This current

of fast electrons is the source of many particle and radiation generating mech-

anisms, such energetic ions accelerated via the TNSA mechanism [71, 73] and

bremsstrahlung emission of energetic x-rays [164, 165]. Protons accelerated via

the TNSA mechanism, as discussed in detail in Chapter 2.7.1, are already in use

for proton imaging purposes [130, 166] and for the heating of warm/hot dense mat-

ter states [167], with future applications such as proton oncology being proposed

[139]. X-rays of the form generated in laser-solid interactions via bremsstrahlung

radiation are also regularly used for radiographic purposes [164, 168] and as a

diagnostic of plasma conditions [61, 169]. Furthermore, the fast electrons them-

selves may be used as an energy transfer mechanism in the fast ignition approach

to inertial confinement fusion (ICF), acting to couple energy from the ‘ignition’

laser pulse to a pre-compressed deuterium-tritium fuel capsule [13, 170]. As such,

it is vital that the physics underpinning the generation, transport and properties
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of these fast electrons is well understood; a challenging task given that the fast

electron current cannot be directly measured at present due to its existence within

the solid density target foil. The properties of the fast electron population must

therefore be inferred from secondary measurements, such as the energy spectra

of the accelerated protons or from the yield and spectrum of the emitted x-rays

[60, 155].

Extensive studies exploring the properties of the fast electron population have

already been carried out, investigating a variety of properties such as beam di-

vergence [171] and the influence of self-induced magnetic fields [171, 172]. In

the study presented in this chapter, the particular property of interest is the

temperature of the fast electron spectrum i.e. the average energy of the pop-

ulation of fast electrons. The scaling of the temperature of fast electrons with

laser irradiance has been subject to substantial prior investigation, which will be

explored in detail in section 5.2. These past studies have however been limited

by existing laser technology, which has placed an upper limit on the achievable

laser intensity at an approximate maximum of 1021 Wcm−2. With new facilities

already online achieving laser intensities of > 1023 Wcm−2 [85], and with further

such facilities being commissioned within the next few years, such as ELI and

Apollon [163, 173], it is therefore not only timely, but important that the scaling

of electron temperature to higher intensities is explored.

The focusing plasma mirror setup, as outlined in Chapter 3.4.2, enables the

experimental exploration of laser-plasma interactions at higher intensities (up to

IL = 5 × 1021 Wcm−2) than previously possible using current generation laser

systems. In this chapter, the influence of peak laser intensity, driven by variation

of the focal spot size, on the temperature of the fast electron population within

tens of micron thick targets is explored. The FPM provides a means of enhancing

laser intensity by almost an order of magnitude using current laser systems [126,

127, 128], thus enabling experimental investigation of fast electron temperature

into a regime previously unreachable. Whilst this does not reach the intensities

predicted for next-generation laser systems, the intensity is sufficient to effectively

bridge the gap between existing and upcoming laser systems. This allows for
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existing scaling laws to be probed empirically beyond the range in which they

have already been tested, which may highlight areas in which current theoretical

models will prove inaccurate/incomplete.

5.2 Review of electron temperature scaling with

laser intensity

Several experimental and theoretical studies have been carried out investigating

the scaling of the temperature of the fast electrons with peak intensity [28, 35,

48, 60]. Due to limitations on laser technology, theoretical models have only been

tested experimentally up to intensities of mid 1020 Wcm−2, and only one previous

study has examined the effect of near-wavelength scale focal spots. In this section,

the findings of these studies are briefly summarised, including the outlining of

predicted electron temperature scaling laws and when they are applicable, which

are utilised extensively throughout the remainder of the chapter.

Early research into the scaling of the temperature of fast electrons with inten-

sity for relativistically intense, normally incident, laser pulses, carried out using

PIC simulations, showed that the electron temperature increased with increasing

pulse irradiance (Iλ2) [28]. The simulations undertaken in Wilks et al. [28] show

that substantial absorption of laser energy (between 26% and 50% depending on

the degree of plasma surface deformation for p-polarised light and a sharp density

gradient) into an overdense plasma results in heated electrons with a temperature

on the order of the ponderomotive potential, for laser intensities on the order of

1019 Wcm−2. This temperature scaling was shown to take the form

kBTe = mec
2

[(
1 +

a20
2

)1/2

− 1

]
, (5.1)

This study formed the basis of almost every future study of laser solid interactions

where the fast electron population is relevant, with the scaling law given in Eqn.

5.1 being widely used throughout the field. This temperature scaling law is

applicable to the fast electrons which are directly heated by the laser. The bulk
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electrons within the target will have a significantly lower temperature. There are

however some obvious limitations to this formulation. Firstly, this is an analytical

and numerical study, and therefore requires empirical verification. Secondly, the

peak laser intensity investigated here is lower by several orders of magnitude

when compared with the typical intensities now routinely achievable at current

generation laser systems (1018−1019 Wcm−2 compared with 1020−1022 Wcm−2).

Finally, this model assumes that the electron experiences the peak electric field

over a full laser cycle, thus maximising the energy transfer between the laser

pulse and the plasma electrons. This is likely a fair assumption for relatively low

intensities and in cases where the laser propagates through a long scale-length

of underdense plasma. For higher intensities and high laser temporal intensity

contrast, this assumption may no longer hold. This is due to the increasing

influence of the ponderomotive force and radiation pressure on the interaction as

the intensity is increased, which act to drive electrons out of the area of influence

of the laser pulse, thus limiting the energy transfer between the laser and the

electrons. Furthermore, for steep density gradients, the laser can no longer deposit

significant energy in the pre-plasma, and absorption within the overdense plasma

is restricted by the collisionless skin depth.

The first of these limitations was addressed in the following years in a series of

experimental studies employing picosecond laser pulses incident on solid density

targets, with laser intensities of up to ∼ 1019 Wcm−2. One of the most widely

cited studies will be discussed here, presented in Beg et al. [60], employing a

p-polarised laser pulse incident on target at an angle of 30◦ and focused using an

F/4.2 OAP. Measurements of x-ray bremsstrahlung radiation and Kα emission

were used to determine a new, empirically derived scaling law

kBTe ∝ a
2/3
0 (5.2)

This is significantly slower than that predicted by Eqn. 5.1. Later studies have

shown that this scaling, shown in Eqn. 5.2, extends to higher intensities (up to

∼ 1020 Wcm−2) [61]. It is therefore clear that this empirical data provides a
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good description of the scaling of electron temperature across a range of inten-

sities, including those commonly used in current laser-solid experiments. This

empirical scaling law cannot however provide an explanation as to the physics

driving this weaker scaling, with respect to that found through modelling in Eqn.

5.1. Evidently, coupling of energy between the laser and the plasma electrons is

being restricted in some manner, but the underpinning physics of this remained

unknown.

An explanation of the physics underpinning this slower scaling was presented

in Haines et al. [48], a theoretical study of energy and momentum conservation

within the collisionless skin-depth of the plasma. A scaling law was derived to

describe the temperature of fast electrons, which was found to be in good agree-

ment with the empirical scaling law presented in Beg et al. [60] and experimental

results reported in Chen et al. [61]. The scaling law can be expressed in two

forms, as shown below, one using physical parameters and the other expressed in

terms of the normalised vector potential

kBTe = mec
2


[
1 +

2

mec

(
meI

ncc

)1/2
]1/2

− 1

 , (5.3)

kBTe = mec
2
[(
1 + 21/2a0

)1/2 − 1
]
, (5.4)

The physical reasoning underpinning the slower scaling of electron temperature

relative to the ponderomotive scaling (Eqn. 5.1) is due to the relativistic mo-

tion of plasma electrons in the oscillating laser field. In the case of an overdense

plasma, and for large amplitude electromagnetic fields, the relativistically cor-

rected collisionless skin-depth is significantly smaller than the laser wavelength

(for an intensity of 1020 Wcm−2, and employing the equation for relativistically

corrected skin-depth given in Haines et al. [48], ℓs ∼ 22 nm compared with

λL ∼ 1 µm). As a result, a relativistic electron will traverse a distance greater

than the skin-depth before seeing even a quarter of a wavelength of the laser

pulse. This is demonstrated in Fig. 5.1, where the collisionless skin-depth, ℓs,
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Figure 5.1: Scaling of the plasma collisionless skin-depth ℓs as a function of laser intensity,
using both non-relativistic and relativistic models, shown in blue and orange respectively. The

laser wavelength, λL, is shown by the black dashed line, for comparison.

has been calculated using both the non-relativistic and relativistic [48] formulae

ℓs =
c√

ω2
p,e − ω2

(5.5)

ℓs ≈
c

ωp,e

(
ω

ωp,e

)2/3

a
1/3
0 (5.6)

It can be seen that even at the lowest intensities examined (∼ 1019 Wcm−2), the

skin-depth is greater than an order of magnitude less than the laser wavelength.

This has the effect of limiting the energy transferred from the laser to the plasma

electrons, and so the full ponderomotive potential cannot be reached (see Chapter

2.3.2), in turn resulting in lower fast electron temperatures. For example, at an

intensity of 2×1021 Wcm−2, the ponderomotive scaling would predict an electron

temperature of ∼ 20 MeV. In comparison, for the same intensity, the ℓs-limited

model predicts a temperature of ∼ 3.4 MeV.

Recently, an experimental study of electron temperature scaling was con-

ducted for peak laser intensities of up to mid 1021 Wcm−2, achieved through the

use of a short pulse (τL ∼ 40 fs) laser focused to a spot size of ϕL ∼ 1.5 µm
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Figure 5.2: Scaling of maximum transverse distance travelled by a relativistic electron, y0, with
laser intensity, shown in black. Dashed blue and orange lines represent the mode waist, w0, of
the two focusing conditions employed in this chapter, F/3 and F/1, respectively, for comparison.

(FWHM) with energy on target of EL ∼ 10 J [35]. In this study, it was shown

that for tight focusing conditions, and under the specific conditions of this inves-

tigation, the focal spot size can act to limit the energy coupling from the laser

to the plasma electrons. The mechanism for this is similar to that outlined in

Haines et al. [48], with the limiting factor being the transverse size of the focal

spot, as opposed to the longitudinal collisionless skin-depth. Once the electron

has exceeded the bounds of the focal spot, energy coupling is greatly reduced,

thus preventing the ponderomotive potential from being achieved. When written

in terms of transverse momentum py, the ponderomotive scaling is given by

kBTe = mec
2


[
1 +

(
py
mec

)2
]1/2

− 1

 . (5.7)

In the case where the focal spot size is smaller than the transverse extent of

the electron motion for a given laser intensity, the transverse acceleration of the

electron is assumed to cease at a point y = w0, where w0 is the 1/e radius of the

focal spot (see Chapter 3.1.2). In this case, the final momentum of the electron
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Figure 5.3: Scaling of the temperature of fast electrons with laser intensity IL, according to the
three primary temperature models employed in this investigation. The ponderomotive scaling
is that set forward in Wilks et al. [28], the spot size limited scaling is set out in Dover et al.
[35] and the skin depth limited case outlined in Haines et al. [48]. The dashed portion of the
orange line represents a discontinuity where the focal spot size has been changed, in order to

match the parameters of the experiment reported in this chapter.

is limited, expressed mathematically as

py = a0mec

[
1−

(
1− w0

y0

)2
]1/2

, (5.8)

where y0 is the maximum transverse acceleration distance of the electron, given

by y0 = a0λL/2π. If the focal spot size is larger than y0, the ponderomotive scal-

ing is recovered, as there is no restriction imposed on the heating of the plasma

electrons. In the case where the focal spot size is smaller than y0, the electron

temperature scaling with intensity slows, deviating from the ponderomotive po-

tential. The scaling of y0 with laser intensity is presented in Fig. 5.2. It can

be seen that greater intensities result in a larger transverse acceleration distance,

thus requiring a larger focal spot size in order to prevent the heating of the elec-

trons from being restricted. The dashed lines represent typical beam waist sizes

for the focusing conditions employed in this chapter. For F/3 focusing, intensi-

ties of greater than ∼ 4.5 × 1020 Wcm−2 will result in the electrons exceeding
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the bounds of the focal spot. This required intensity is greatly reduced however

when an F/1 focusing scheme is employed, with an intensity of ∼ 5×1019 Wcm−2

being sufficient for the electrons to transversely escape the focal spot.

The temperature scalings reviewed in this section are presented graphically as

a function of the laser intensity in Fig. 5.3. It can be seen that at the lowest values

of IL, corresponding to intensities of ∼ 3 × 1020 Wcm−2, the models all predict

similar electron temperatures, with the skin depth limited case being slightly

smaller than the ponderomotive or spot size limited cases. When extended to

higher intensities however (> 1021 Wcm−2), in the range achievable by employing

F/1 focusing, these models diverge significantly, with both the spot size and skin

depth limited models predicting severely limited electron temperatures, although

still increasing with intensity. If correct, this would have a significant impact

a wide range of aspects in the field laser-plasma interactions, including ion ac-

celeration and x-ray production via bremsstrahlung radiation and so demands

thorough investigation.

5.3 Experimental method

The experimental investigation presented in this chapter was carried out primar-

ily in an experimental campaign performed using the Vulcan petawatt laser, as

described in Chapter 3.3. The proton measurements, presented in section 5.7,

where made on a separate experimental campaign, but using the same laser sys-

tem with nominally identical laser parameters.

The Vulcan Petawatt laser produces pulses of horizontally polarised light of

central wavelength 1054 nm. Pulse durations of (900± 300) fs and pulse energies

of (230± 30) J (on-target) were measured. The laser pulse was focused initially

using a F/3.1 OAP to a nominal focal spot size of ϕL = (4.5± 1.0) µm (FWHM),

measured using a low power, CW laser mode prior to the delivery of each high

power pulse. Two plasma mirror configurations were employed, making use of

plasma optics of planar and ellipsoidal geometries (see Chapters 3.11 and 3.4.2),

positioned in the focusing beam to enhance the laser temporal intensity contrast.
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Figure 5.4: Sketch illustrating the in-chamber setup of the primary interaction and diagnostic
experimental configuration employing a PPM. This setup is identical in the FPM case, only

with the plasma optic type switched, retaining the target position.

In the PPM case, the ϕL = 4.5 µm focal was maintained (along with the F/3.1

focusing geometry), with fractional encircled energy of fEE ∼ 40%. The FPM

setup was used to form a smaller focal spot of size ϕL = (1.7± 0.2) µm FWHM

and fractional encircled energy fEE ∼ 30%. The smaller focal spot size corre-

sponds to a focusing geometry of approximately F/1. The peak calculated laser

intensity when employing the PPM setup is (5.0± 2.0)×1020 Wcm−2, increasing

to (3.5± 1.5) × 1021 Wcm−2 for the FPM setup [126, 127]. In both cases, the

plasma mirror reflectivity and temporal intensity contrast enhancement are sim-

ilar. The intensity contrast ratio in both plasma mirror configurations was 10−12

at 500 ps and 10−7 at 10 ps prior to the arrival of the peak of the pulse.

In both focusing cases, pulses were incident normal to the target front surface,

with two target types being investigated. Kα measurements were made using 25

µm thick copper targets, and maximum proton energy measurements employed

6 µm thick aluminium foils. The transverse dimensions of the copper targets

were varied in the range 1× 1 mm to 4× 4 mm, for the purposes of a secondary

objective that is not reported here. Variation of the transverse target dimensions

was found to have no effect on the yield of copper Kα photons for the target and
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laser parameters used. The primary diagnostic of fast electron temperature was

the measurement of x-ray Kα emission from the copper atoms of the target.

As discussed in Chapter 3.5.3, Kα photons are emitted with a characteristic

energy (8.05 keV in the case of copper) into the full 4π solid angle. Copper Kα

emission from the target rear was imaged using a spherically-bent Quartz Bragg

crystal with a radius of curvature of Rcurv = 380 mm, reflectivity of 6 × 10−4

and atomic spacing of 2d = 3Å, imaging the x-rays onto Fujifilm BAS-TR image

plate (see Chapter 3.5.4). The viewing angle at the target rear was ∼ 50◦ from

target normal, with a viewing distance of 210 mm and an image distance of 2

m. This geometry results in an image magnification at the IP of approximately

×9. A simple sketch of the in-chamber setup used is shown in Fig. 5.4 for the

PPM configuration (in the FPM case, the setup is identical, but with the plasma

mirror switched). A 1 T magnet was placed before the detector in order to sweep

away any charged particles which may act as a significant source of background

signal. The IP was double-stacked and wrapped in a single layer of 13 µm thick

aluminium, to ensure the measured signal corresponded with 8 keV copper Kα

photons. The measured signal of the scanned IP was converted to PSL using

Eqn. 3.14 from Chapter 3.5.4, and this was subsequently converted into photon

number using the calibration reported in Curcio et al. [133].

To support this measurement of the temperature of fast electrons made via

the yield of copper Kα photons, measurements of maximum proton energy, accel-

erated via the TNSA mechanism (see Chapter 2.7.1), were made, and similarly

compared with predictions made using the Mora model [80] (see Chapter 2.7.1).

This allowed for the fast electron temperature to be verified using an independent

method to the Kα x-ray yield. The spatial and spectral properties of the proton

beam were measured using a stack of HDV-2 and EBT-3 dosimetry film (RCF)

(see Chapter 3.5.1 for further details), interspersed with iron and mylar filters of

varying thickness. The RCF stack was positioned 4.5 cm from the rear surface of

the 6 µm aluminium target, centred on target normal, such that the full proton

beam was captured.
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5.4 Analytical Kα model

The temperature of fast electrons may be inferred through the influence it has

on the yield of copper Kα photons emitted during an interaction. In order to

relate the measured yield of copper Kα photons to the temperature of the fast

electrons, an analytical model was developed, which is employed throughout this

investigation. This model calculates the photon yield for a given distribution of

electron kinetic energies, for a given input electron temperature model and target

conditions.

5.4.1 Modelling Kα photon yield

Firstly, it is important to consider the properties of the input electron population,

as this will have a significant impact on the resulting yield of copper Kα photons.

This electron population is injected at the front surface of the target, with some

escaping at the target rear whilst the remaining population refluxes within the

target until all energy is lost. This refluxing is achieved in the model by having

the electrons reflect at the front and rear surfaces of the target. The fraction

of the electrons which will reflux, as opposed to escape at the target surfaces, is

determined based on a simple model of sheath strength, as outlined in section

5.4.2. The initial fast electron spectrum f (E0) is assumed to take the form of a

3D Maxwellian distribution

f (E0) = 2

(
E0

π (kBTe)
3

)1/2

exp

(
− E0

kBTe

)
(5.9)

In this equation, the temperature of the spectrum kBTe can be altered depending

on which of the temperature models, outlined in section 5.2, is desired. In the

model calculations, the electron spectrum is divided into energy bins of width 0.05

MeV and a central energy of E0. As the electrons propagate through the target,

they lose energy via a combination of collisional and radiative loses, which are

calculated using the ESTAR stopping tables for electrons in solid density copper

[174].
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As the electrons travel through the target, they will produce Kα photons via

the process outlined in Chapter 3.5.3. In order to calculate this, the cross-sections

for Kα photon production are integrated over discrete distances of 0.1 µm within

the target. The total Kα photon yield, NK , is calculated using a similar approach

as that used in Myatt et al. and Quinn et al. [131, 175], given by

Nk = ηRNfastωknCu

∫ ∞

0

f (E0) dE0

∫ s(E0)

0

σk [E (E0, s)] ds. (5.10)

In this equation, the parameter ηR is the fraction of electrons which reflux, given

simply by ηR = Nreflux/Nfast, which will be discussed in more detail in section

5.4.2. Nfast is the total number of fast electrons, which is calculated as

Nfast =
ηL→eEL

kBTe
, (5.11)

assuming a laser-to-electron energy conversion efficiency of ηL→e = 30%. The

atomic density of copper is nCu = 8 × 1022 cm−3 and the fluorescence yield

ωk = 0.44 is the fraction of K-shell ionisation processes resulting in Kα photon

emission. The relativistically correct K-shell ionisation cross-section in copper,

σk, is calculated using the method outlined in Quarles [176], given by

σk = 828× 10−16

(
R

UI2

)
lnU, (5.12)

given in units of cm2 eV2. Here, I is the ionisation potential, taking a value of

8.979 keV, U is the ratio of the kinetic energy of the incident electron E to the

ionisation potential I and R is the relativistic correction factor given by

R =

(
2 + I

2 + E

)(
1 + E

1 + I

)2
(

(I + E) (2 + E) (1 + I)2

E (2 + E) (1 + I)2 + I (2 + I)

)3/2

, (5.13)

where E and I are in rest-mass units. Finally, the absorption of 8.05 keV Kα pho-

tons in the bulk solid density copper target following their emission is calculated

as

Ntrans = Nk exp

(
−µLCu

2

)
, (5.14)
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where µ = 463 cm−1 is the attenuation coefficient of 8.05 keV photons in cold,

solid copper and LCu is the thickness of the copper target (i.e. 25 µm for the

targets under investigation here).

5.4.2 Modelling electron refluxing

As briefly mentioned previously, it is vital that electron refluxing (or recircula-

tion) within the target is considered within the Kα yield model. Refluxing of fast

electrons was first shown numerically to be of great importance in high inten-

sity laser-solid interactions in the investigations presented in Sentoku et al. [75],

where it was observed that the refluxing of plasma electrons would increase the

effective electron density, which in turn results in boosted proton energies. Since

then, experimental studies have been carried out investigating this behaviour,

confirming that it plays a key role in laser interactions with relatively thin tar-

get foils [131] and that refluxing electrons have a significant contribution to the

production of Kα photons [132], both of relevance to the work carried out here.

The presence of refluxing within the targets employed in this work is made clear

when the raw images of the emitted Kα photons are considered, as shown in Fig.

5.5. In this case, the target transverse dimensions are being increased from 1× 1

mm to 4× 4 mm, in steps of 1 mm. As mentioned in section 5.3, the variation in

target transverse size was undertaken for a secondary objective beyond the scope

of this work. It can clearly be seen that in addition to the bright central spot,

the entire target is illuminated by the emission of Kα photons, resulting from a

large population of recirculating electrons. This is confirmed by the variation in

brightness of this source with target transverse size. In the larger targets, the

refluxing electrons will transversely spread over the duration of the interaction,

resulting in a lower density, and thus dimmer source of Kα photons. In contrast,

electrons recirculating within the smaller targets will reach the edges, and be re-

flected back into the target, resulting in an increased density and corresponding

photon signal [78].

The refluxing of fast electrons within the analytical model developed is based

around the reflection of electrons at the front and rear surfaces of the target. In
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Figure 5.5: Raw image of the measured copper Kα photon signal for target transverse sizes
ranging from 1 × 1 mm to 4 × 4 mm. The visible illumination of the entire target foil results

from the refluxing of fast electrons within the target [78].

order to determine which electrons have sufficient energy to escape the target

and which will remain trapped, the ‘escape’ kinetic energy must be determined,

requiring estimation of the strength of the sheath electric field at the target rear

surface. This calculation follows the form presented in [177], but will be outlined

here as it forms a key part of the analytical model. To begin, the fast electron

density at the target rear surface must be determined. In order to calculate this,

the divergence of the fast electron beam must be understood. Assuming ballistic

transport of the electrons with a fixed divergence angle θDiv, and a target of

thickness L, the radius of the electron bunch, B, at the target rear can be written

as

B = w0 + L · tan θDiv, (5.15)

where w0 is the radius of the laser focal spot. From this, the resulting electron

density of the bunch can be estimated as

ne =
Nfast

cτLπB2
, (5.16)

where Nfast is the total number of fast electrons, given by Eqn. 5.11, c is the

speed of light in vacuum, τL is the laser pulse duration and B is the radius of the

electron bunch at the target rear, as defined in Eqn. 5.15. This electron density

can then be used to calculate the Debye length for the hot electrons, determined

by

λD =

(
ϵ0kBTe
e2ne

)1/2

, (5.17)
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where kBTe is the temperature of the electron population and ne is the bunch

density as given in Eqn. 5.16. The strength of the sheath electric field may now,

finally, be determined as a function of the electron temperature and the Debye

length, expressed mathematically as

Es =
kBTe
eλD

, (5.18)

where the parameters take their previously defined meanings. This peak field

strength, for typical experimental parameters, is calculated to be of the order of

TV m−1. It is important to note here that the temporal evolution of the sheath

field is not included in this model, with the field assumed to take a peak value for

the duration of the interaction. This field strength may now be converted into

the ‘escape’ kinetic energy, which is convenient for comparing with the energies

of the fast electrons in order to determine if an electron of a given energy will

escape the field at the rear surface or remain trapped. This ‘escape’ energy can

be expressed as

Kesc = eEsds, (5.19)

where ds is the longitudinal extent of the sheath field at the target rear, estimated

to take a value of ds ∼ 10 µm [177]. The escape energy is plotted as the dashed

vertical lines alongside electron energy spectra representative of the F/3 and F/1

focusing geometries in Fig. 5.6 (a). It can be seen that for the higher intensity

(and therefore temperature) F/1 case, the escape energy increases compared with

the F/3 case. This is offset however by the increase in electron numbers at higher

kinetic energies, thus resulting in an overall decrease in the refluxing fraction.

The validity of this refluxing model can be tested using two methods. Firstly,

comparison of the escape energy with the peak values predicted in a previous

study presented in Link et al. [178], using a more complex capacitor model,

show similar values. Whilst the simple model used here does not include the

temporally evolving dynamics included in the capacitor model, agreement of the

peak field values predicted is encouraging. It is however obvious at this point

to ask if the temporal evolution has a significant effect on the refluxing fraction.
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Figure 5.6: (a) Representative electron energy spectra f(E0) of the F/3 and F/1 cases, shown
in blue and red solid lines respectively, assuming a ponderomotive temperature scaling. The
escape kinetic energy Kesc is shown in dashed lines for each case. (b) 2D parameter space of
electron refluxing fraction ηR with EE and ϕL. The ponderomotive temperature scaling is used

for this example case.

A similar capacitor model was presented in Myatt et al. [175], and refluxing

fractions for a range of intensities were plotted, where the electron temperature

was assumed to scale according to the ponderomotive scaling shown in Eqn.

5.1. A 2D parameter space is presented in Fig. 5.6 (b), showing the variation

of refluxing fraction with laser energy and focal spot size, where the intensity

range is similar to that used in Myatt et al. [175], also using the ponderomotive

temperature scaling. The refluxing fractions predicted in the model developed

here agree with those reported in Myatt et al. [175] across the range of comparable

intensities explored, indicating that the fixed field approximation has a minimal

impact on the resulting refluxing fraction. For example, at an intensity of ∼

2×1020 Wcm−2, corresponding to the nominal intensity achieved for the reported

central pulse values in section 5.3 (EE = 92 J and ϕL = 4.5 µm), the calculated

refluxing fraction is ∼ 87%. From Myatt et al. [175], assuming a capacitor

(and thus target) radius of 1 mm (same transverse dimension as experimentally

employed targets), the predicted refluxing fraction using the temporally evolving

capacitor model is ∼ 90%.

One further assumption which must be considered is that electrons may only

escape from the target rear during their first pass. Should they be trapped and

recirculated at this time, they will remain so for the remainder of the interaction.
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This assumption is justified based on the evolution of the sheath field strength at

the target rear, and the loss of kinetic energy by the fast electrons as they propa-

gate through the target. Firstly, the sheath field strength is fixed throughout the

interaction in the model. This is an assumption made to simplify the model. In

reality the field will evolve temporally throughout the course of the interaction,

but for the timescales of interest (a few picoseconds [83]), the field will only in-

crease in strength until it saturates at the peak of pulse, whereupon it will remain

approximately fixed for the remainder of the interaction [178]. As such, if the

electron is not energetic enough to escape the field on the first pass, it is highly

unlikely to do so on any subsequent passes of the target. This concept is further

reinforced by considering the energetics of the refluxing electrons. As discussed in

section 5.4.1, the electrons will lose energy as they propagate through the target,

through a combination of collisional and radiative processes. As such, the energy

of an electron on the second pass of the target will be less than on the first, thus

preventing escape. It is, in principle, possible for the refluxing electrons to re-gain

energy from the laser pulse as they re-interact with the laser at the front surface

of the target, as pointed out in Gray et al. [76], but only if they return within

the bounds of the focal spot of the laser and temporally during the pulse. A

brief estimation of electron divergence shows that this is unlikely to occur for the

laser and target parameters employed in this study. If we take a ‘test’ electron,

originating from the centre of the laser focal spot, and calculate its path through

the target using Eqn. 5.15, assuming ballistic transport and a divergence angle

of θDiv = 25◦ [177], we find that it will return to the front surface a distance of

∼ 23 µm from its point of origin. Given the largest focal spots employed in this

investigation have a spot radius of ∼ 3.5 µm, it is clear that the vast majority

of refluxing electrons will return well outside the FWHM of the laser focal spot,

and thus re-gain minimal energy.

It is vital that the refluxing of electrons within the target is properly accounted

for, as it is these electrons which will primarily contribute to the yield of Kα

photons. From Fig. 5.6, it is clear that across the parameter space investigated,

large variations in refluxing fraction may occur. Without due cognisance of this
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behaviour, accurate estimation of the Kα photon yield, and thus by extension the

temperature of the fast electrons, is rendered impossible.

5.5 Experimental results and analysis

5.5.1 Kα photon yield

This section presents the findings relating to the production of copper Kα photons

in the interaction of the laser pulse with 25 µm thick copper targets. The raw

measurements are reported, and the process of adapting these into a more usable

form will be discussed. Finally, these experimental results will be compared with

the results of the analytical model outlined previously, using the temperature

models explored in section 5.2. Measurements made using the larger focal spot

(and F-number) case will be referred to as F/3, whilst the second case, employing

smaller focal spots will be referred to as F/1, both relating to the focusing F-

number used in each case.

To begin, it is necessary to determine the experimentally measured yield of

copper Kα photons. Raw example images of this have already been shown in Fig.

5.5. From such images, the signal in PSL may be extracted using the method

outlined in Chapter 3.5.4, which is converted into number of photons using the

calibration reported in Curcio et al. [133]. This measured photon yield is then

corrected for the transmission through the mylar and aluminium filters (located

in front of the Bragg crystal and before the detector respectively), and for the

reflectivity of the Bragg crystal. Finally, the measured signal is scaled to account

for the solid angle covered by the detector, to give the final measure of Kα photons

emitted per steradian solid angle. This final yield is presented, as a function of

peak laser intensity, in Fig. 5.7. In this figure, the F/3 data, shown by the blue

circles, represents a focal spot size in the region of 4− 5 µm, and the F/1 data,

shown by the orange squares, represents focal spot sizes of approximately 1.4−1.8

µm. It is important to note that all three laser parameters (focal spot size, laser

energy and pulse duration) are varying subtly across these two datasets. The y-
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Figure 5.7: Yield of copper Kα photons (in photons per steradian) plotted as a function of peak
laser intensity IL. The F/3 case is shown by the blue circles, and F/1 focusing is shown by the

orange squares.

axis error-bars are determined from the uncertainty in the conversion from PSL

to photon signal, and the x-axis error-bars are a cumulation of the uncertainties

in the measurement of the laser parameters contributing to the calculation of the

peak laser intensity. It can be seen that two general trends exist within this data.

Firstly, as one moves from F/3 to F/1 focusing, there is a drop in the yield of Kα

photons. Secondly, within each dataset (i.e. both F/3 and F/1), there is a general

increase in photon yield with increasing intensity, although this is less clear in

the F/1 dataset. The combination of these two trends results in the apparent

scatter of the data. As such, it is important that the origin of these trends is

understood, and some appropriate correction is applied to isolate the spot size

related behaviour.

To better understand the physics underpinning these trends, a 2D parameter

space was generated, consisting of EE and ϕL . The experimentally measured

photon yield in this parameter, normalised to the maximum value measured for

convenience, is shown in Fig. 5.8 (a). From this plot a potential issue, which

may result in the two competing trends, becomes clear, namely that both the

laser focal spot size and encircled energy are varying simultaneously. Further
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Figure 5.8: (a) Experimental 2D parameter space showing the yield of copper Kα photons,
normalised to the maximum measured value, as a function of laser focal spot size ϕL and
encircled energy EE . F/3 focusing is shown by the circular data points, with F/1 being shown
by the squares. (b) Modelled scaling of Kα photon yield as a function of laser intensity for two
fixed focal spot size cases, corresponding to F/3 and F/1 focusing configurations, shown in blue
and orange respectively. Within each focusing dataset, the intensity is increased via the laser

energy.

investigation was however required to confirm that this scatter in laser parameters

does in fact result in the observed data trends.

The developed analytical model was employed in order to further investigate

this. Two configurations were modelled, with identical pulse durations and focal

spot sizes representative of the F/3 and F/1 focusing geometries. A range of

energies were investigated in each case, with the results presented in Fig. 5.8 (b).

It can be seen that almost the exact behaviour observed in the experimentally

measured photon yield is recovered, with the F/1 case resulting in a generally

reduced photon yield compared with the F/3 data, and an increasing trend shown

within each respective dataset. The two parameters have a differing influence on

the yield of Kα photons due to their role in determining the properties of the fast

electron population. Both EE and ϕL directly influence the intensity of the laser

pulse, and thus by extension the temperature of the fast electron population.

The encircled energy however additionally directly influences the number of fast

electrons generated (see Eqn. 5.11). When the intensity is increased via the focal

spot size, for fixed total energy, the number of electrons generated is reduced,

due to the higher average energies. This temperature increase would also occur

for increasing EE, however the effect of this on the electron numbers is mitigated
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Figure 5.9: Scaling of Kα photon yield with encircled energy EE . Experimental data for F/3
and F/1 focusing shown by the blue circles and orange squares respectively, with a linear fit to

this data shown with the red dashed line.

by the simultaneous energy increase. As a result, increasing intensity via energy

results in a higher number of fast electrons than would be obtained for a similar

intensity increase driven by focal spot size. The larger electron population subse-

quently enables a larger yield of Kα photons to be produced. It is therefore clear

that the effects of varying intensity via EE and ϕL must be considered separately.

In order to achieve this, the measured yield of Kα photons was plotted as a

function of the encircled energy EE, displayed in Fig. 5.9. The photon yield is

shown to scale linearly with EE for this range of parameters. The form of the

linear fit is given by;

Nk = 5.4× 108EE − 1.6× 1010 (5.20)

where the R2 value of the fit is R2 = 0.82. It is clear from the intercept value

that as the laser energy approaches zero, this fit breaks down, as the energy is

insufficient to generate a significant fast electron population, and thus x-ray yield,

but for the range of laser energies explored in this thesis, the fit holds well. It is

important to pause at this point to fully consider the implications of this scaling.
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Figure 5.10: Kα photon yield, for both F-numbers employed, following the encircled energy
correction process, shown in black. Analytical model results for Kα photon yield, employing
ponderomotive, spot size limited and skin-depth limited temperature models are shown in blue,
orange and yellow respectively. The dashed portion of the spot size limited case represents a
discontinuity where the spot size is changed from ϕL = 4 µm to ϕL = 1.5 µm, in accordance

with the experimental parameters.

Given that a linear scaling accurately represents the experimentally measured

data, whilst still including the effects of focal spot size, it is clear that the scaling

with intensity, driven by the encircled energy, is the dominant factor. This is

not surprising due to the differing influence of these parameters on the number

of electrons generated, as discussed previously. This once again emphasises that

laser intensity must not be considered as an all encompassing parameter, and

that the influence of each contributing parameter must be examined separately.

Within the range of parameters investigated, the focal spot size has a minimal

influence on the yield of Kα photons and so both F/3 and F/1 focusing cases will

be considered together from this point forward.

It is clear that the main driver for enhanced Kα photon yields is the encircled

energy. However, multi-petawatt laser systems being commissioned currently

are adopting short pulse, tight focusing configurations as the means of attaining

ultra-high intensities (> 1023 Wcm−2), with similar, or reduced, laser energies

when compared with the Vulcan PW system. As such, it is important that
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the scaling of Kα photon yield, and thus electron temperature, with intensity,

independent of laser energy, is investigated. To this end, the linear fit to the

measured data, shown graphically by the dashed red line in Fig. 5.9 and expressed

mathematically in Eqn. 5.20, was used to take account of the encircled energy

scaling and normalise out for it, thus leaving only the scaling with focal spot

size. This was achieved by taking the average encircled energy across the full

dataset, and scaling each yield value according to the difference in encircled energy

between the average and the measured value, using the scaling presented in Eqn.

5.20. The results of this correction process are shown in Fig. 5.10. It is seen

that the experimentally measured yield of Kα photons is now unchanging in the

intensity range 5× 1020 to 4× 1021 Wcm−2 (for both F-numbers employed), and

drops slightly in the range 4× 1021 to 5× 1021 Wcm−2 by a factor of ≤ 2.

Comparison of the photon yield measured experimentally with that predicted

by the analytical model show a higher yield than calculated using any of the

temperature models outlined in section 5.2. Furthermore, the scaling of this

yield with intensity is much slower than would be predicted by employing any

of the existing temperature models. This can be quantified by performing a

power law fit of the form Nk = aIbL to the experimental and model data, and

comparing the exponent. The experimentally measured photon yield scales with

intensity to the power of b = −0.1 ± 0.1. In comparison, the analytical model,

when using the ponderomotive temperature model, predicts an exponent value

of b = −0.9 ± 0.1, and when employing the ℓs-limited temperature model, an

exponent value of b = −0.35 ± 0.01. A fit to the spot size limited model is not

possible due to the discontinuity resulting from the changing focal spot size. Of

the three electron temperature models tested, it is therefore shown that the skin-

depth limited case, as set out in Haines et al. [48], is the closest in terms of

both absolute yield and scaling with intensity, but even this model substantially

differs from the experimental measurements of both quantities. This may be

the result of some new physics, which is acting to restrict the heating of the

plasma electrons to a greater degree than is predicted in Haines et al. [48],

thus reducing the temperature of the electron population. Some mechanisms
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by which this may occur are explored in the following sections. Alternatively,

the electron population contributing to the generation of Kα photons may have

a multi-temperature energy spectrum, with the lower temperature components

essentially lower the average of the full population. Whichever is the case, it

is clear that, at these intensities (> 1020 Wcm−2), the ponderomotive scaling of

electron temperature radically over-predicts the electron temperature, resulting in

significantly reduced predicted yields of copper Kα photons when compared with

those measured experimentally. This is an important result, as the ponderomotive

scaling is still often used as the ‘go to’ temperature scaling for electron heating

at intensities of around 1020 Wcm−2 and beyond.

Furthermore, the modification to the ponderomotive scaling, proposed in

Dover et al. [35], to account for the influence of near wavelength focal spots,

does not place a strict enough limit on the electron temperature to account for

the Kα photon yield measured in this particular case. This result can be ra-

tionalised by considering the relative magnitudes of the focal spot size and the

plasma skin-depth. From the relativistic model for collisionless skin depth, dis-

cussed in section 5.2, the plasma skin-depth is of the order of tens of nanometres

for the intensities investigated here. In comparison, the focal spot radii used both

in this study, and in that presented in Dover et al. [35], are of the order 700-800

nm. As such, it would be expected that the skin-depth would be the limiting

factor in the heating of the plasma electrons. Of course, this refers to heating

at the boundary between the under and overdense plasma, heating of plasma

electrons within the scale length of underdense plasma will also take place, with

the temperature of this population likely following the scaling predicted in Dover

et al. [35].

Thus far we have explored the electron temperature indirectly through obser-

vation of its influence on the yield of Kα photons, as predicted by the analytical

model. It is however important that we now directly investigate the scaling of

this temperature with laser intensity, by converting from photon yield. In order

to achieve this, the electron temperature measured experimentally must be esti-

mated, and compared with the temperatures predicted by the models outlined
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Figure 5.11: Experimentally measured yield of copper Kα photons, shown in black, as a function
of laser intensity (shown with a logarithmic x-axis), with a linear fit to this data shown by the

solid red line.

previously (see section 5.2). A linear fit to the experimentally measured yield of

Kα photons is presented in Fig. 5.11, where a logarithmic scale is used on the

x-axis, and is described mathematically by the formula;

Nk = −1.5× 1012IL + 2.2× 1010 (5.21)

Due to the scatter in the experimentally measured Kα photon yield, the R2 value

of this fit is R2 = 0.27. This indicates a fairly poor fit, however it remains useful

as a means of quantifying the general trend of Kα photon yield with intensity. As

with the previous fit, the intercept is not zero, as would be expected physically,

but this is purely the result of the fit being limited in the range of its applicabil-

ity. When the intensity drops below the range considered here, the interaction

physics will be substantially altered (for example, below ∼ 1018 Wcm−2, the elec-

trons will be non-relativistic), and the fit will no longer be valid. As such, this

fit may only be applied over the range of intensities considered here. The input

electron temperature used in the analytical model may then be tuned until the

output yield matches this fit line. The temperatures resulting from this fitting
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Figure 5.12: Extrapolated fast electron temperature scaling based on experimental fit as a
function of laser intensity, shown by the black solid line. Ponderomotive, spot size limited and
skin-depth limited temperature models are shown in blue, orange and yellow respectively. The
dashed portion of the spot size limited case represents a discontinuity where the spot size is
changed from ϕL = 4 µm to ϕL = 1.5 µm, in accordance with the experimental parameters.

process are presented in Fig. 5.12, and are compared with the temperatures pre-

dicted by existing scaling laws. It is clear that the ponderomotive and ϕL-limited

temperature models predict significantly higher electron temperatures across the

full range of intensities investigated than is inferred experimentally. If we take an

example case for an intensity of 5× 1021 Wcm−2, we see the ponderomotive and

ϕL-limited models predict electron temperatures of kBTe = 32.0 and kBTe = 16.1

MeV respectively. This is significantly higher than the experimentally inferred

value of kBTe = 2.1 MeV for this intensity. Furthermore, the scaling of electron

temperature with intensity measured experimentally is significantly slower than

that predicted by the models. This can be most clearly seen when considering

the exponent of an applied power law fit to the experimental and model data,

again of the form of y = axb. The ponderomotive temperature scaling yields an

exponent of b = 0.51± 0.01, compared with the experimentally inferred value of

b = 0.1± 0.3. A fit cannot be obtained to the ϕL-limited case due to the discon-

tinuity, but visually it is clear that this temperature model scales more quickly

with intensity than the experimentally measured case.
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The skin-depth limited model comes significantly closer to the experimen-

tally inferred temperatures, as would be expected given the previously discussed

measurements of Kα photon yield. It can be seen that, for the lowest intensity

investigated (IL = 2× 1020 Wcm−2), the experimental temperature is similar to

that predicted by the ℓs-limited model set out in Haines et al. [48], kBTe = 1.72

MeV compared with kBTe = 1.47 MeV. Such a small difference in temperature

is likely below the threshold set by the inherent sensitivity of any detector or

diagnostic approach employed. This explains why, for similar laser intensities,

previous experimental studies of electron temperature have been shown to be in

agreement with the ℓs-limited model [61]. As the intensity is increased however,

the extrapolated temperature scaling on the experimental fit scales more slowly,

resulting in lower temperatures being observed than would be predicted using this

model. If we again take an example case for an intensity of IL = 5×1021 Wcm−2,

the ℓs-limited model predicts an electron temperature of kBTe = 4.4 MeV, com-

pared with the experimentally inferred value of kBTe = 2.1 MeV, an increase of

almost a factor ∼ 2. The scaling of electron temperature predicted by this model

may also be compared with the scaling of the experimentally determined fit. The

ℓs-limited temperature model yields an exponent value of b = 0.29±0.01. Whilst

the ℓs-limited electron temperature model scales more slowly than the pondero-

motive model, and thus is a better representation of the true temperature scaling,

it still scales quicker than the scaling of the model fit to the experimental data,

which yields an exponent value of b = 0.1± 0.3.

It is however clear, from the data presented in Fig. 5.11 and the associated

fit, that substantial uncertainties are associated with the experimentally mea-

sured copper Kα photon yields, and thus by extension, the inferred fast electron

temperatures. The uncertainty on the gradient of the measured linear fit was de-

termined using two independent methods, with the method providing the largest

source of uncertainty used in Fig. 5.13, where the shaded region, bounded by

the black dashed lines, represents the uncertainty in the extrapolated tempera-

ture scaling based on the experimental fit. From this plot, it is apparent that,

despite the large uncertainties on the inferred temperature of the fast electrons,
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Figure 5.13: Uncertainty in the experimentally determined temperature scaling based on the
linear fit shown by black dashed lines, with the temperature itself shown by the black solid line.

The skin-depth limited model temperature is shown in orange for comparison.

the skin-depth limited model predicts temperatures greater than the experimen-

tally observed values for almost the full range of intensities explored. This clearly

demonstrates that the best predicted scaling of electron temperature falls outside

the bounds measured experimentally, indicating that revision/modification of the

existing model is required to explain the experimental data.

From the results presented in Figs. 5.10 and 5.12, it is clear that the electron

temperature scaling presented in Haines et al. [48] is the closest temperature

scaling to that exhibited by the experimental measurements, but still fails to

capture the exact scaling of the electron temperature. This would suggest that

even if the skin depth is partly responsible for the slower temperature scaling,

some significant revisions must be made in terms of the interaction physics. It

is therefore important that we consider potential additional physics, which may

account for the alteration in electron temperature within this intensity range.
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5.6 Intensity dependent modifications to the skin-

depth limited temperature scaling

In this section, possible modifications to the skin-depth limited model of electron

temperature are investigated using analytical and numerical approaches. We

will consider two possible cases, each providing an alternative description of the

physics resulting in the reduction in electron temperature. In the parameterised

version of the skin-depth limited temperature model given in Eqn. 5.3, it can be

seen that the temperature depends on the peak laser intensity and the plasma

critical density. With regards to the density, it is assumed that the density within

the skin-depth is equal to the critical density. Scenarios are explored here where

relativistic effects or radiation pressure driven compression result in densities

higher than critical within the skin-depth.

5.6.1 Relativistically corrected critical density

The first scenario relies on a well understood aspect of relativistic laser-solid

interactions. Assuming the laser pulse is incident normal to the target, as is the

case in the experimental measurements, the density at which it will reflect is given

by the critical density nc (see Chapter 2.4.4). In the case where the laser pulse

is relativistically intense, the critical density is modified by relativistic effects,

expressed as nh = γnc, where γ is the peak relativistic correction factor such

that;

kBTe = mec
2


[
1 +

2

mec

(
meI

nhc

)1/2
]1/2

− 1

 . (5.22)

In the weakly relativistic case, this correction factor is very small and thus the

temperature predicted by Eqn. 5.3 will be correct, within the bounds set by

the uncertainties on any experimental measurements. As the laser intensity is

increased however, into the intensity range investigated here, this correction be-

comes significant in magnitude (for IL = 1020 Wcm−2, γ ∼ 6.3 and for IL = 1021

Wcm−2, γ ∼ 19.8), resulting in the plasma density within the skin-depth region
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Figure 5.14: Extrapolated electron temperature determined from the fit to the experimental
data, Eqn. 5.21, shown in black. The grey shaded area represents the range of electron tem-
peratures predicted based on a γ correction to the critical density, with the γ = 1 case shown

in blue and the γmax case shown in red.

being increased by a similar factor. Such an increase in nh, scaling with intensity,

will result in a lower than expected electron temperature (see Eqn. 5.22), and a

slower scaling with intensity, as observed experimentally.

The effect of this gamma correction on the electron temperature is shown in

Fig. 5.14. The extrapolated temperature scaling from the experimental data

is shown in black, with the unmodified skin-depth limited model plotted as the

solid blue line. The unmodified model corresponds to the case where γ = 1, thus

having no impact on the electron temperature. The lower solid line in Fig. 5.14,

displayed in red, corresponds to the greatest possible density achievable solely

due to the γ correction, assuming all electrons are accelerated to their maximum

velocity, corresponding to γmax = (1 + a20/2)
1/2, for linear polarisation. Due

to the limiting effect of the plasma skin-depth, preventing the plasma electrons

from experiencing a full cycle of the laser pulse, most electrons will achieve a peak

γ significantly less than this maximum possible value. Furthermore, individual

electrons will experience a different field magnitude due to their relative phase

to the laser pulse. This will result in a range of peak γ values, and since this is
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equivalent to temperature, it is impossible to definitively state the exact resulting

temperature of the electron population. We can, however, define the range of

temperatures possible for a given intensity, shown by the shaded area of Fig.

5.14, which is bounded by the limits imposed by the γ = 1 and γmax curves. We

find that the experimentally inferred values of electron temperature fall within

the bounds predicted by using the modified skin-depth limited model, indicating

that this approach can provide an explanation of the physics underpinning the

generation of fast electrons in laser-solid interactions.

5.6.2 Laser pressure driven density compression

In the second possible scenario, we explore the concept that as the laser intensity is

increased, the growing radiation pressure results in the plasma at the front surface

being compressed [179] (see Chapter 2.7.2), thus increasing the electron density

within the skin-depth region. Additionally, any underdense plasma forming the

density ramp at the target front surface may be swept up and driven into the

skin-depth region, further increasing the density. Such an increase in density

would lead to a lowering of the electron temperature, as observed experimentally.

The possibility of such a density compression effect at the target front surface was

investigated analytically using the model outlined in section 5.4 and numerically

using the PIC code EPOCH [136].

Firstly, the analytical model is used to determine the magnitude of the density

driven compression required to correct the electron temperature such that it now

fits the experimentally measured photon yield. As such, we introduce a correction

factor ψ to the critical density in Eqn. 5.3, given by;

kBTe = mec
2


[
1 +

2

mec

(
meI

ψncc

)1/2
]1/2

− 1

 . (5.23)

By setting ψ as a free parameter and fitting the resulting electron temperature

to the experimentally estimated values, the required density compression can be

determined. This is shown, normalised to the density compression factor of the
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Figure 5.15: Comparison of analytically calculated skin-depth, for both the non-relativistic and
relativistic cases (blue and orange respectively), with the skin-depth measured from 2D PIC
simulations, shown by the black squares. The black dashed line represents the laser wavelength.

lowest intensity explored experimentally (∼ 3×1020 Wcm−2), in Fig. 5.16, repre-

sented by the solid blue line. From this it is evident that the density compression

factor at the highest intensities explored is approximately ×3.5 higher than at

the lowest intensity. A density compression of this magnitude is only postulated

however, as that factor is required to make the model predictions match experi-

ment.

In order to investigate whether such a compression at the target front surface

can realistically occur in a laser-plasma interaction of this nature, and that the

compression results in electron temperatures similar to those measured experi-

mentally, a series of 2D PIC simulations were used. The PIC simulations were

performed using the 2D version of EPOCH [136]. The simulation box was set to

have dimensions of 15 × 20 µm, corresponding to 7500 × 5120 simulation cells.

Only the front 5 µm of the target is simulated to reduce computational expense.

This is an appropriate choice as we are only interested in the dynamics of the

plasma in the region near the front surface. The boundaries were set to free space,

with the exception of the zmax boundary (where z is the laser propagation axis),

which was defined as a heat bath, enabling particles to re-enter the simulation
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Figure 5.16: Electron density compression factor, normalised to the density of the lowest in-
tensity case, as a function of peak laser intensity. The solid blue line represents the density
compression obtained from the analytical model, required to fit to the experimentally measured
electron temperatures. The black squares are the density compression factors observed from

2D PIC simulations.

box. This is designed to represent the ability for particles to enter from the un-

simulated remainder of the target. The targets were initialised with a population

of Al11+ ions, with an initial temperature of 10 eV. Aluminium ions were used

as opposed to copper as these have been extensively benchmarked in previous

simulations. Furthermore, the lower electron density resulting from the use of Al

ions reduces the computational expense of the simulations. PIC simulations are

generally unable to provide exact results, primarily being used to show trends

and general behaviour, and using Al ions will likely have a minimal effect on the

trends. An electron density of 777nc was defined, with an initial electron tem-

perature of 1 keV. This electron temperature was chosen to prevent numerical

heating of the plasma due to an unresolved Debye length at early times if the

initial temperature was set too low. Higher starting temperatures would result in

expansion of the plasma prior to the arrival of the laser pulse. The simulations

were run with the highest practical spatial resolution, limited by the available

computational resource.

The laser pulse was normally incident to the target and was initialised with the
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polarisation vector orthogonal to the plane of the simulation. This polarisation

state was chosen following test simulations using polarisation states both in the

plane of the simulation, and orthogonal to it. In the simulations where the

polarisation was in the plane of the simulation, electron heating was exaggerated

by the generation of dense bunches of electrons, which are stripped from the

edges of the heavily curved target front surface, in a similar mechanism to that

outlined in Duff et al. [146]. These bunches are then directly accelerated by the

laser, resulting in energy gains otherwise infeasible due to conventional heating

mechanisms. Due to the 2D nature of the simulations, this process is exaggerated,

as the electrons are confined purely within the polarisation plane, and so are

stripped and accelerated with enhanced efficiency. To counter this effect, we

employ a polarisation state orthogonal to the plane of the simulation, as the

electrons will no longer be stripped from the edges of the deformed front surface,

resulting in a more realistic electron heating process. Furthermore, the laser

being normally incident on the target minimises the differences in absorption

between the two polarisation cases, ensuring that the simulations performed are

the best representation of the realistic interaction physics we can achieve. By

using a polarisation state out of the plane of the simulation however, we induce

the opposite behaviour to that which we are trying to prevent, in that electron

heating will be artificially suppressed in this case. This must be considered when

comparing the 2D PIC temperatures with those inferred experimentally.

As the physics underpinning this model of electron temperature is dependent

on the plasma skin-depth, this is the region of the simulated plasma in which

the density is of interest. The density beyond the skin-depth is likely to have a

minimal influence on the heating of electrons, as the laser is unable to penetrate

this deeply into the plasma. Before exploring the density within the skin-depth,

it is useful to discuss the magnitude of the skin-depth. If the skin-depth measured

using the 2D PIC simulations were to be different to that of the analytical model,

this could provide an explanation of the differences in temperature scaling. The

simulated skin-depths, for laser intensities of 1020 < IL < 5 × 1021 Wcm−2, are

shown in Fig. 5.15 by the black squares, and are compared with the theoretically
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Figure 5.17: 2D map of electron density, normalised to the critical density, presented using
a logarithmic colour scale. The polarisation of the incident laser pulse was orthogonal to the
plane of the simulation and the intensity was IL = 1021 Wcm−2. This density snapshot was

taken at t = 0, i.e. when the peak of the pulse interacts with the target.

predicted values. The simulated skin-depth values are in good agreement with

those predicted by the relativistically-corrected model. This indicates that the

skin-depth itself is not the driver for any measured temperature changes, which

must therefore be dependent on the properties of the plasma within that region.

The plasma density within the skin-depth was determined for a range of laser

intensities, matching those of the experimental investigation, from a sub-sample

along the central axis of the simulation box, corresponding to the centre of the

incident laser focal spot. The density compression factor is shown in Fig. 5.16

by the black points, once again normalised to the density compression factor of

the lowest intensity case. The normalised density compression factor is used as

compression is exaggerated in 2D PIC simulations, and so the absolute magni-

tude of the compression would not be expected to agree between experiment and

simulation in this case. Whilst the absolute value of the density compression may

not be determined, the rate of scaling inferred from experiment, via the analytical
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model, may be compared with the 2D PIC simulations. It can be seen that the

scaling of the density compression observed in the 2D PIC simulations is similar

to the value taken by the free parameter ψ in the analytical model when fitted

to the experimental data. The rate of scaling determined from the PIC simula-

tions varies slightly from that predicted by the model, with the simulated plasma

compressing more quickly at lower intensities before slowing down at the higher

end of the investigated intensity range. If, as performed previously, a power law

fit is applied to the PIC density scaling, the density correction factor is found

to scale with IL to the power b = 0.4 ± 0.2. The large uncertainty however is a

result of the scatter in the data obtained from the PIC approach, and when the

power law fit is applied, the exponent of the analytical model, b = 0.49 ± 0.01,

lies within the bounds of the uncertainties on the PIC exponent. This scatter

results from the formation of large-scale, instability driven modulation structures

on the plasma front surface, as shown for an intensity of 1021 Wcm−2 in Fig. 5.17.

These structures are likely Raleigh-Taylor-like instabilities [96], which occur when

a light fluid, in this case the laser pulse, pushes into a heavier fluid, the plasma.

Depending on the position of these modulations relative to the sub-sampled re-

gion, a small but significant variation in density is induced. Such structures have

been observed previously in PIC simulations employing s-polarised laser pulses,

for example in Wilks et al. [28], and have been attributed to perturbations in

the critical surface resulting from electron motion in the preceding underdense

plasma.

We have thus far shown that a density compression similar to that expected

from the experimental data (via the analytical model), can indeed occur during

such interactions. We must however still explore if such a density compression

will result in a reduction in electron temperatures as expected from the exper-

imental/analytical results. From examination of the spectral properties of the

electrons within the sub-sampled region, we find that the electron spectrum has a

complex, multi-temperature shape, depending on the energy region examined. It

is assumed that the energy region of the fast electron spectrum which contributes

primarily to the production of Kα photons is the 1 < E0 < 10 MeV energy range.
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Figure 5.18: Comparison of fast electron temperature scaling with laser intensity. All tempera-
tures are normalised to the lowest intensity case of each dataset. The extrapolated temperature
scaling based on the experimental fit is shown in black, with the skin depth limited model

shown in orange and the 2D PIC results in blue.

Electrons with energy E0 < 1 MeV are assumed to form the population of ‘bulk’

electrons, and thus will not form part of the fast electron current. Even within

this limited energy window of 1 < E0 < 10 MeV however, multiple temperatures

may be defined, i.e. different temperature fits match the data better in different

parts of the spectrum. It is impossible to determine exactly which of these tem-

peratures is dominant, in all likelihood, the effect of all these temperatures will

combine in some way when considering the yield of Kα photons. Furthermore,

due to the 2D nature of the simulations, the exact magnitude of the tempera-

ture of fast electrons is unlikely to exactly match the experimentally determined

values. As such, we instead examine the scaling of the fast electron temperature

with intensity, and in order to account for the multiple temperatures, we take

the average scaling of the temperatures over the range 1 < E0 < 10 MeV. This is

feasible as the scaling of fast electron temperature is similar across this range of

energies, in spite of differences in the magnitude of the temperature. The scaling

of this temperature is presented in Fig. 5.18, and is compared with the exper-

imentally inferred temperatures, and those predicted by the skin-depth limited

model. In this figure, the temperature of fast electrons in each case has been nor-
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malised to the temperature of the lowest intensity case, in order to enable easy

comparison of the rate of scaling. It is apparent that the scaling observed from the

PIC simulations is significantly slower than the skin-depth limited model, being

more representative of the flatter scaling observed experimentally. The scaling

of the temperature with intensity from the PIC simulations is remarkably flat,

with the temperature increasing minimally for an intensity increase of greater

than an order of magnitude. This is however not entirely unexpected due to the

combination of the laser polarisation acting out of the plane of the simulation

and the exaggerated compression in 2D mentioned previously, which will both

act to artificially suppress the heating of electrons in the PIC simulations.

5.7 Experimental results and analysis - Maximum

proton energy scaling in the TNSA regime

In the previous section, the scaling of electron temperature, as inferred from

measurements of Kα photon yields, was discussed. The electron temperature

scaling determined was found to be significantly different from that predicted by

the commonly used ponderomotive scaling, and more in line with a skin-depth

limited approach, which we find can be improved by considering relativistic cor-

rections or radiation pressure induced compression, acting to increase the density

within the skin-depth layer. In order to provide further evidence of the generated

electron temperatures, a second, independent approach to determine the electron

temperature is required to verify the findings.

To achieve this, the maximum kinetic energy of protons accelerated via the

TNSA mechanism from the interaction of a high intensity laser pulse (using F/3

and F/1 configurations) with 6 µm thick aluminium targets was measured using

RCF spectroscopy (see Chapter 3.5.1), with the results shown by the black dia-

monds in Fig. 5.19. A power law fit of the form ϵp = aIbL was applied to the data,

shown by the solid red line, showing that the maximum proton energy scales with

peak laser intensity to the power b = 0.22± 0.06. In order to relate the measured

maximum proton energies to the electron temperature, the model set out in Mora
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Figure 5.19: Experimentally measured proton energies shown in black, with a power law fit to
this data of the form ϵp = aIbL shown by the solid red line. The predictions of the Mora model,
employing electron temperatures given by the ponderomotive and ℓs limited models, are shown
in green and blue respectively. The electron temperature inferred from the Kα measurements

are shown in purple, with the shaded area representing the uncertainties.

[80] was used (as discussed in Chapter 2.7.1), where the maximum proton energy

may be calculated using;

ϵp = 2qikBTe

{
ln
[
τ +

(
τ 2 + 1

)1/2]}2

, (5.24)

where qi is the ion charge, kBTe is the electron temperature and τ is the accel-

eration time, given by τ = 0.55ωp,iτL [83]. The ion plasma frequency is given by

ωp,i =
[
ni (qie)

2 /ϵ0mi

]1/2
, where ni = ne/qi is the plasma ion density.

The predictions made using this model, employing the electron temperature

scalings given in Eqns. 5.1 (ponderomotive) and 5.4 (ℓs-limited), are shown in

Fig. 5.19 by the green and blue crossed data-points respectively. It can be seen

that the experimentally measured scaling of proton energies with laser intensity

is consistent with the skin-depth limited electron temperature case. This can

seen quantitatively by performing a power fit to the proton energies calculated

by the Mora model, of the form used in Fig. 5.19, and comparing the exponent

to the experimentally measured value of b = 0.22±0.06. The exponent predicted

when using the ℓs limited temperature model is given by b = 0.23± 0.01, in good
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agreement with the experimentally measured value. The proton energy scaling

predicted using the ponderomotive model is faster, over-estimating the proton

energies by an increasing margin as the laser intensity is increased. This can

be seen more clearly by again considering the magnitude of the exponent, which

in this case takes the value of b = 0.38 ± 0.01. This is significantly larger than

the experimentally measured value, resulting in a more rapid scaling with laser

intensity.

When the electron temperatures inferred from the measured copper Kα yield

are inserted into the same model for proton acceleration however, it can be seen

that the calculated proton energies, shown in purple in Fig. 5.19, differ signifi-

cantly from the experimentally measured values. The proton energies predicted

using the Kα inferred electron temperatures are lower than those observed ex-

perimentally, and lie outside the bounds of the uncertainties on the experimental

measurement. Furthermore, the scaling of the proton energies with increasing

intensity is slower than the experimentally observed scaling. This would indicate

that the population of electrons probed by the Kα diagnostic is, at least in part,

different from the population contributing to ion acceleration via the TNSA mech-

anism. This would support the previously posited idea that the electron energy

spectrum is best described by multiple temperatures, evidence for which was also

observed in the 2D PIC simulations in section 5.6.2. The higher energy electrons,

which are the primary driver behind the maximum proton energy measurements,

are best described by the skin-depth temperature model set out in Haines et al.

[48]. Both this population and a lower energy population, described by a different

temperature scaling, contribute to the Kα derived temperature scaling.

In spite of the discrepancy between the Kα-derived and proton inferred elec-

tron temperature scalings, it is clear that, in this fixed pulse energy case, the

scaling of maximum proton energy, generated through the TNSA mechanism,

with peak laser intensity, may not be as rapid as previously thought, resulting in

greatly reduced maximum proton energies when compared with what would be

expected when using the ponderomotive electron temperature model. For exam-

ple, at a peak laser intensity of 3 × 1021 Wcm−2, the maximum proton energy
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is reduced by a factor of ∼ 2, when comparing the ponderomotive model with

the experimental/ℓs-limited scaling. This will likely have significant implications

for such studies employing the ultra-high intensity laser systems currently be-

ing commissioned, especially when coupled with the reduced acceleration time of

short-pulse laser systems. Of course, for intensities beyond 1022 Wcm−2, other

factors come into play, particularly the influence of radiation reaction [158, 180],

which will likely impact the dynamics of laser-solid interactions in a significant

manner. At this time however, the influence of such physics is not accessible ex-

perimentally for laser-solid interactions, due to insufficiently high laser intensities.

In order to fully understand the impact of this new physics on ion acceleration

however, it is vital that the underpinning physics in the current regime is well

understood as a benchmark.

5.8 Temperature dependent electron refluxing

In previous sections, we have seen that the electron temperature is greatly re-

duced compared with the ponderomotive scaling under the interaction conditions

reported here, and that it scales significantly more slowly with increasing peak

laser intensity. This will naturally alter the distribution of the generated elec-

tron spectrum, and will therefore change the fraction of the electron population

refluxing within the target. Given that the refluxing of electrons is a significant

contributor to the production of Kα photons [132], and is an important factor in

the general dynamics of a laser plasma interaction [75, 131], it is useful to explore

the effect of the measured temperature change on this process.

Two sample modelled electron spectra, representative of the F/3 and F/1

configurations (representing intensities of 2 × 1020 and 2 × 1021 Wcm−2 respec-

tively), are shown in Fig. 5.20 (a). From comparison of these spectra with those

presented in Fig. 5.6 (a), it can be seen that the escape energy remains the

same, regardless of the change in electron temperature. The spectrum however is

shifted in both cases, with higher electron numbers at lower kinetic energies. The

result of this spectral shift is that the number of electrons with sufficient energy
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Figure 5.20: (a) Representative electron energy spectra f(E0) of the F/3 and F/1 cases, shown
in blue and red solid lines respectively, assuming a skin-depth limited temperature scaling. The
escape kinetic energy Kesc is shown in dashed lines for each case. (b) 2D parameter space of
electron refluxing fraction ηR with EE and ϕL. The skin-depth limited temperature scaling is

again used.

to escape the electrostatic potential established at the target rear is significantly

reduced. Furthermore, the reduction in fast electron temperature is such that

variations in intensity and laser energy within the range investigated experimen-

tally result in negligible changes in refluxing fraction, as shown in Fig 5.20 (b).

This refluxing fraction is significantly higher than if the ponderomotive scaling

was used, as in Fig. 5.6 (b). Using the ponderomotive scaling, only approximately

40 − 45% of the electrons will reflux at intensities of 3 × 1021 Wcm−2, with the

remainder escaping the target. When the ℓs limited electron temperature scaling

is assumed however, this fraction increases to > 99%. As such, the vast majority

of electrons will remain trapped in the target, resulting in an increased yield of

photons through Kα or bremsstrahlung emission processes.

5.9 Conclusions

In this chapter, the scaling of fast electron temperature with laser intensities

extending beyond 1021 Wcm−2 is explored experimentally, analytically and nu-

merically. The intensity enhancement was obtained through the use of a tightly

focused laser pulse, achieved by employing a F/1 focusing plasma mirror, with

F/3 focusing employed to achieve a lower intensity in the range 1020 < IL < 1021

Wcm−2 for comparison. The electron temperature within the target was deter-
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mined using two independent methods. The primary method was the measure-

ment of the emission of Kα photons, which enabled the electron temperature to

be inferred via a developed analytical model of Kα photon yield. The secondary

method was the measurement of the maximum kinetic energy of accelerated pro-

tons via the TNSA mechanism, which provides information about the temper-

ature of the electrons via the Mora model [80]. Results from both diagnostics

show a lower electron temperature than would be predicted by the highly cited

ponderomotive model presented in Wilks et al. [28], with a slower scaling with

laser intensity. Electron temperatures and scalings derived from the proton max-

imum energy are more consistent with the skin-depth limited model set out in

Haines et al. [48], with the Kα derived data suggesting even lower and more

slowly varying temperatures. Possible alterations to the skin-depth limited elec-

tron temperature model, based on relativistic corrections to the electron critical

density or an intensity driven density compression effect within the skin-depth

region are explored, with both found to provide a potential explanation of the

lower temperatures / slower scaling. Alternatively, a multi-temperature electron

energy spectrum, with each temperature region contributing differently to the

production of Kα x-rays and high energy protons, may also result in the apparent

discrepancy between the two diagnostics. Ultimately, the exact nature of the

internal fast electron temperatures, and the physics underpinning this, remains

unclear. Additional future work, including further experimental campaigns using

a wider array of diagnostics, will be required to fully understand this important

but complex aspect of laser-solid interactions. Finally, the effect of the measured

temperature reduction on electron refluxing within the target has been explored,

showing a greatly increased fraction of the fast electron population remaining

trapped within the target.

This lower temperature scaling may have a substantial impact on the laser-

plasma science that will be performed at future, multi-petawatt facilities. Given

the difference in pulse durations (i.e. many hundreds of femtoseconds in this

study, compared with a few tens of femtoseconds), further investigation is required

to determine the extent to which this effect is significant for such pulse durations,
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Figure 5.21: Maximum proton energy produced via the TNSA mechanism as a function of peak
laser intensity, as calculated by the Mora model, for intensities of up to 1023 Wcm−2. The
ponderomotive and skin depth limited temperature model cases are shown in blue and orange

respectively.

but evidence from other studies employing such short pulse systems, for example

Dover et al. [35], suggest that some form of temperature limitation may still

occur. In particular, laser-plasma processes driven by the heating of plasma

electrons, such as the acceleration of protons via the TNSA mechanism [71, 73],

or the generation of x-rays via bremsstrahlung radiation [61, 164], will likely scale

much more slowly with increasing intensity than would have been previously

anticipated. This may result in less significant gains, even when increasing the

laser intensity by several orders of magnitude, as a result of the reduced heating

effects. This is explored briefly in Fig. 5.21, where the maximum proton energy

calculated by the Mora model, for proton acceleration in the TNSA regime, is

presented for electron temperatures scaling with the ponderomotive and ℓs-limited

models. It is shown that, for a peak laser intensity of 1023 Wcm−2, the maximum

proton energy is reduced by a factor of ∼ 3 when the ℓs-limited temperature

model is employed, compared with the ponderomotive case, when considering

acceleration solely due to the TNSA mechanism.

In some circumstances, the limitation to the heating of the plasma electrons

may prove beneficial however. For example, electron heating is detrimental to
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RPA ion acceleration schemes [86] (see Chapter 2.7.2). Circular polarisation

is often used in these scenarios as a means of suppressing the heating of the

plasma electrons [57, 88]. The lower magnitude and slower scaling of electron

temperature observed here may result in enhanced ion energies via this method

when compared with current predictions.
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Chapter 6

Conclusions & future work

The objective of the work presented in this thesis was to experimentally inves-

tigate the undepinning physics of laser-solid interactions at intensities beyond

1021 Wcm−2. These intensities have been achieved through the use of ellipsoidal,

focusing plasma mirrors [126, 127], enabling a near-wavelength focal spot to be

generated. Over several experimental campaigns, involving a wide range of di-

agnostic techniques, and supported by numerical and analytical studies, a new

understanding of laser-solid interactions in this higher intensity regime has been

developed. Specifically, the role of higher laser intensity and a near-wavelength

focal spot on proton acceleration in the relativistic self-induced transparency

regime, and on electron heating for micron-thick targets was explored. The key

findings and conclusions of each of these studies are summarised in this final

chapter, with potential future research directions also discussed.

6.1 Laser self-focusing in relativistically transpar-

ent, ultra-thin targets

The investigation presented in Chapter 4 builds upon the previous work related

to the generation and influence of near-wavelength focal spots presented in Refs.

[126, 127, 128] and the acceleration of protons via a transparency-enhanced, hy-

brid acceleration scheme [26]. In chapter 4, the influence of focal spot size on the

acceleration of protons via the mechanism outlined in [26] was explored.
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Through comparison of the measured proton beam properties for the F/1

focusing scenario, namely maximum energy and laser-to-proton conversion effi-

ciency, with an F/3 focusing geometry, significant differences in the proton beam

properties are observed, with both the maximum energy and laser-to-proton con-

version efficiency reduced in the F/1 focusing case. Furthermore, measurement

of the recession velocity of the plasma critical surface in the region of the focal

spot shows a reduction in velocity when comparing the F/1 and F/3 focusing

regimes. The combination of the proton and holeboring velocity results is ex-

plained by the larger focal spot undergoing self-focusing as the laser propagates

through the target following the onset of RSIT, as shown by 2D PIC simulations.

This results in the F/3 focusing case achieving higher peak intensities than the

F/1 case, despite the nominally lower initial intensity of F/3 focusing. It is shown

that the degree of self-focusing, and thus by extension the intensity enhancement,

is dependent on both the incident focal spot size and the thickness of the target

foil. Further PIC simulations show that, when self-focusing occurs, the maximum

proton energies are in good agreement with those measured experimentally, in-

dicating that transparency-induced self-focusing plays an important role in the

acceleration of protons in the transparency regime. These findings highlight the

key role played by the laser focal spot for laser-driven proton acceleration in the

relativistic self-induced transparency regime. In particular, it is shown that for

less than perfect wavefront conditions (such as wavefront curvature), resulting in

a reduction in focal spot quality and encircled energy, a larger focal spot size can

result in higher peak intensities and maximum proton energies.

As many upcoming laser facilities are considering the use of tight focusing

schemes as a route to higher intensities, the effect of self-focusing must be con-

sidered. Employing a tight focusing geometry introduces inherent practical chal-

lenges, including debris damage to the focusing optic due to the short focal length

and sensitivity to wavefront aberrations. This work shows that these challenges

may be overcome for picosecond pulse duration systems through the use of larger

focal spot, achieving the intensity enhancement instead through focusing within

the generated plasma itself.
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In future, additional experimental and numerical studies of this mechanism

are required to address several outstanding points. Firstly, direct experimental

confirmation of self-focusing would be beneficial. This might be achieved through

collection and re-imaging of the laser focal spot as it breaks through the transpar-

ent target, thus enabling direct measurement of the spot size at the rear surface

of the target. Alternatively, the far field of the laser pulse may be imaged follow-

ing transmission through the target, and the size of this compared for the F/3

and F/1 cases. A second useful point of investigation would be to explore the

influence of different means of producing the varying focal spot sizes discussed

in chapter 4, specifically the difference between varying the focal spot size at

focus compared to defocusing the pulse. The precise details of the contribution

of self-focusing to the overall transparency-enhanced hybrid acceleration scheme

also remain to be resolve. The spatial location of the peak intensity (i.e. front or

rear target surface) would appear to be of vital importance. F/3 focusing, which

generates the highest peak intensity following transparency (therefore at the rear

of the target), yields higher proton energies than F/1 focusing, where the peak

intensity is at the front surface. This points to a potential avenue to further our

understanding of the hybrid acceleration mechanism as a whole, by probing the

differences in front/rear surface dynamics and how this impacts the proton accel-

eration mechanism. Finally, additional experimental and numerical investigation

regarding the stability of this mechanism is required. The sensitivity to laser

conditions remains largely unknown, although the 3D PIC simulations presented

in Chapter 4 would suggest that for a 25 fs pulse, the effect of self-focusing is

minimal. An obvious question is therefore, what is the minimum pulse duration

required for self-focusing to take place, and what changes in the interaction to

prevent this?
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6.2 Measurement of fast electron temperature for

intensities beyond 1021 Wcm−2

Chapter 5 reports on an investigation of the scaling of fast electron temperature

to intensities of up to ∼ 5 × 1021 Wcm−2, again achieved through the use of

FPMs to obtain near-wavelength sized focal spots. Laser intensities of up to

1021 Wcm2 where generated using a conventional, F/3 focusing scheme. The fast

electron temperature is primarily determined through the measurement of copper

Kα emission from 25 µm thick copper foil targets. The yield of Kα photons enable

determination of the fast electron temperature through the use of the analytical

model outlined in chapter 5. Additionally, measurements of maximum proton

energy from 6 µm thick Aluminium targets is used as a secondary, independent

measure of fast electron temperature, through the use of the acceleration model

set out in Mora [80].

Unlike the results presented in chapter 4, the focal spot size is found to have a

negligible impact on the magnitude and scaling of fast electron temperatures, for

the explored range of laser and target parameters, with the laser encircled energy

being the primary driving factor. When the influence of the laser energy is nor-

malised out, the resulting scaling with intensity is very slowly increasing. This

magnitude and scaling is compared with those predicted by existing fast electron

temperature models [28, 35, 48], and is found to be in best agreement with the

skin-depth limited model outlined in Haines et al. [48], with the more frequently

used ponderomotive model [28] predicting temperatures that greatly exceed those

measured across the full range of intensities explored. However, despite being the

best fit, the skin-depth limited model still over-predicts the magnitude and scal-

ing of the fast electron temperature. Modifications to this model are proposed

based on a hypothetical increased density within the skin-depth region. Two

mechanisms by which this may occur are set out, namely the relativistic correc-

tion to the critical density and a radiation pressure induced compression of the

skin-depth layer, similar to that outlined in Iwata et al. [179]. Both mechanisms
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are found to result in a reduction in fast electron temperature and slowing of

the scaling with intensity, comparable with that determined experimentally. Al-

ternatively, a multi-temperature electron energy spectrum may also explain the

results, with the Kα diagnostic effectively measuring the average temperature of

multiple electron populations. This explanation is supported by the observation

that the skin-depth limited electron temperature model is found to accurately

describe the scaling of maximum proton energies in the TNSA regime.

This result is significant as it shows a limitation to electron heating at high

intensities, when the energy of the incident laser pulse is fixed. Furthermore,

when the intensity exceeds ∼ 1021 Wcm−2, the ponderomotive scaling is no longer

able to fully capture the physics of the interaction, thus resulting in inflated

temperature predictions. This is of relevance to future laser systems, as most,

if not all, plan to employ tight-focusing, short pulse schemes to achieve higher

intensities, with minimal increase in pulse energy. Many processes of use for

applications, such as TNSA and bremsstrahlung, rely heavily on efficient heating

of the plasma electrons at the target front surface. If this process is inhibited

by the shortened skin-depth, increasing the laser intensity may not result in

significant gains in ion energy or x-ray yield. On the other hand, mechanisms

such as RPA require heating to be suppressed, and so may be more efficient than

previously expected due to the skin-depth induced limiting of electron heating.

The primary question to be answered in further development of this work, is

to ascertain the exact nature of the fast electron scaling with intensity, and to

pin down the physics underlying this. In chapter 5, two underpinning mecha-

nisms are proposed, supported by numerical and analytical studies, but neither

can be directly or conclusively shown to be the cause of the slower scaling of fast

electron temperatures. An in-depth investigation is required, involving a combi-

nation of new theoretical studies of the heating of electrons for short skin-depth

plasmas and further experimental investigation, in order to fully understand the

underpinning physics. It is also necessary to determine if a multi-temperature

energy spectrum of the internal electron population is the cause of the appar-

ently reduced fast electron temperatures. This may be tested experimentally in
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future experiments by using a suite of x-ray diagnostics, each sensitive to different

specific ranges of x-ray energies. This would enable regions of the spectrum to

be probed separately, as opposed to the Kα measurement made here, which is

sensitive to a broad range of electron energies.

6.3 Closing remarks

The work presented in this thesis provides new understanding of the physics of

laser-solid interactions beyond 1021 Wcm−2, through the use of near-wavelength

focal spots. This is a regime which has only recently become accessible, and much

of the physics is still not well understood. What is clear however, from the work

presented in this thesis, is that future laser systems may perform differently from

what would be predicted using existing models. These models were established

when peak laser intensities were weakly relativistic, and are thus becoming in-

creasingly obsolete as we transition into a more strongly relativistic regime. As

laser facilities capable of generating intensities of up to 1023 Wcm−2 are currently

coming online for operation [85], it is essential that an understanding of the fun-

damental physics of laser-solid interactions in this regime is quickly established,

and the implications for experimental design and long-term research directions are

carefully considered. As mentioned previously, due to the intensities achievable

by these ‘next-generation’ laser facilities, QED effects such as radiation reac-

tion will become important [158, 180], which may radically alter the interaction

physics. If anything, this however makes having a good understanding of the

underpinning physics of laser-solid interactions in the current regime even more

important, as this will be required to act as a benchmark for future experimental

measurements.
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[37] M. Göppert-Mayer. Über elementarakte mit zwei quantensprüngen. An-
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