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"...Rozum i wiedzę miej w pogardzie, To, czym się szczyci człek najbardziej.
Gdy mamidłami cię oszuka
Kuglarsko-cudotwórcza sztuka,
Wtedyś się dostał w moją moc-
Takiego ducha dał ci los,
Że gdy przed siebie przesz na wprost,
Co tylko spotykasz jest przeszkodą;
Więc z rzeczy mijasz się urodą.
W przygód cię wciągnę korowody,
W arcybanalne epizody.
Będziesz się miotał, wił, trzepotał.
Nienasyconych powab żądz
Wciąż będzie oczom twym migotał.
O napój będziesz błagał, drżąc.
I cóż, żeś mi zaprzedał duszę?
W ręce i tak cię dostać muszę."
("Faust", Johann Wolfgang Goethe)
"... Reason and Knowledge only thou despise, The highest strength in man that lies!
Let but the Lying Spirit bind thee
With magic works and shows that blind thee,
And I shall have thee fast and sure!-
Fate such a bold, untrammelled spirit gave him,
As forwards, onwards, ever must endure;
Whose over-hasty impulse drave him
Past earthly joys he might secure.
Dragged through the wildest life, will I enslave him,
Through flat and stale indifference;
With struggling, chilling, checking, so deprave him
That, to his hot, insatiate sense,
The dream of drink shall mock, but never lave him:
Refreshment shall his lips in vain implore-
Had he not made himself the Devil's, naught could save him, Still were he lost forevermore!
("Faust", Johann Wolfgang Goethe)
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#### Abstract

Cooling and manipulation of atoms and molecules has been recently of great interest. Cold atoms provide a useful tool to understand many physical phenomena, including quantum information processing, Bose-Einstein Condensation, atom interferometry, ultra-high precision spectroscopy, atomic clocks and many others. Most methods of cooling and slowing, however, apply to a relatively small range of temperatures, and cooling rather hot samples of atoms requires using more than one method only. Moreover, the majority of existing schemes including the most important - Doppler cooling and magneto-optical trapping are limited to the alkali and alkaline earth metals. For that reason it is very attractive to develop new effective cooling schemes. In this thesis a novel cavity cooling method based on combined cavity-atom dynamics has been investigated. In contrast to Doppler cooling, cavity cooling does not rely on the internal structure of the particle. Consequently, cavity cooling should be applicable to a wider range of particle species e.g. molecules, which do not have a closed atomic transition. Furthermore, in some regimes of cavity cooling the temperature is limited not by the spontaneous emission rate but by the cavity decay rate so the temperature can be at or below the Doppler limit. There have been several recent cavity cooling experiments. Some of these involved a single atom while others have used many atoms interacting with the cavity field inside different cavity geometries.

This thesis presents several analytical and numerical results from cavity cooling simulations. These involve cooling of atoms in a Fabry-Perot cavity using two different configurations - one, in which the optical cavity is assumed to be pumped directly via one of the cavity mirrors or alternatively when the atoms are illuminated by laser beams directed perpendicularly to the cavity axis.


Both configurations are modelled using particle based simulations and a new, distribution-
function (Vlasov) model of cavity cooling. This Vlasov model should be more practical for modelling cavity cooling experiments involving large numbers of atoms and photons.

In addition to the classical models of cavity cooling developed previously, a semiclassical model is also presented. An analytical and numerical comparison of the classical and the semi-classical cavity cooling models is presented. The semi-classical model within a low excitation regime agrees very well with its classical counterpart, however for cases which involve the internal degrees of freedom of the atoms the semi-classical model reveals new interesting features.

Finally, in addition to Fabry-Perot cavities a ring cavity with a phase modulated pump field is also studied. This scheme has the distinguishing feature that the optical potential is able to move inside the cavity which in certain regimes provides an opportunity to control the dynamics of the atomic ensemble and can eventually lead to effective slowing of an atomic beam.
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## Chapter 1

## Introduction

### 1.1 Light Forces

The idea that light may affect the motion of matter originates from the 17 th century with Kepler who noticed that a comet tail always points away from the Sun regardless of what direction it was moving in relation to the Sun. Kepler suggested that those tails were driven by the pressure of the sunlight, which in fact was not completely correct, but it identified a significant astrophysical effect and stimulated further work to explain its origin. The first proper theoretical basis of light pressure was given in 1873 by Maxwell who formulated the electromagnetic theory of light [1] and showed that an electromagnetic field exerts a pressure proportional to the energy of the field per unit volume. Another important step towards understanding light forces was made by Einstein, in 1917, who showed that a quantum of light, i.e a photon, carries not only energy $h \nu$ but also momentum $h v / c=h / \lambda$. Soon after his theory the particle-like nature of radiation was reinforced by subsequent experiments that led to further discovery of light pressure phenomena. The first took place in the early 1920's with the experimental demonstration of the Compton effect where electrons were scattered by high frequency photons and a decade after, in 1933, by Frisch in Hamburg who illuminated a thermal beam of sodium atoms with resonant light [2]. Although instructive, all experiments until then were limited by the inten-
sity of the source and could not fully reveal the potential of the pressure force. The discovery of the laser in 1960 finally resolved that limitation and resulted in many subsequent discoveries: in 1962 Askar'yan showed that an intensity gradient could exert a substantial force on atoms due to an induced dipole moment [3], in 1968 Letokhov suggested that this so called dipole force can be used to trap atoms at the nodes (or antinodes) of a standing wave [4], and shortly afterwards, in the 1970's Ashkin at Bell Laboratories trapped a small glass sphere between opposing focussed laser beams [5]. He also first divided light forces into two classes: a spontaneous force arising from the absorption and spontaneous emission of photons and a dipole force, resulting from absorption followed by stimulated emission of photons. Finally in 1975 Hänsch and Schawlow [6] proposed that laser light could potentially be used to cool atoms and ions.

### 1.2 Force on Two-Level Atoms

The force $F$ acting on an atom can be defined as an expectation value of the quantum mechanical operator $\mathcal{F}$. This relation is a specific example of the Ehrenfest theorem, which links the quantum mechanical expectation value of an observable and the corresponding classical equation of motion. It simply states that the expectation value of the quantum mechanical operator must correspond to the behaviour of its classical counterpart [7]

$$
\begin{equation*}
F=\langle\mathcal{F}\rangle=\frac{d}{d t}\langle p\rangle \tag{1.1}
\end{equation*}
$$

The above relation is a general case of the time evolution of the expectation value of a time-independent quantum mechanical operator, which is given by $[8,9]$

$$
\begin{align*}
\frac{d}{d t}\langle A\rangle & =\frac{d}{d t} \int\left(\Psi^{*} A \Psi\right) d r \\
& =\int\left(\frac{\partial \Psi^{*}}{\partial t} A \Psi+\Psi^{*} \frac{\partial A}{\partial t} \Psi+\Psi^{*} A \frac{\partial \Psi}{\partial t}\right) d r \\
& =\left\langle\frac{\partial A}{\partial t}\right\rangle+\frac{1}{i \hbar} \int \Psi^{*}(A \mathcal{H}-\mathcal{H} A) \Psi d r \tag{1.2}
\end{align*}
$$

The commutator of the two operators is defined as

$$
\begin{equation*}
[A, B]=A B-B A \tag{1.3}
\end{equation*}
$$

and since they commute if their commutator vanishes (1.2) can be written as

$$
\begin{equation*}
\frac{d}{d t}\langle A\rangle=\left\langle\frac{\partial A}{\partial t}\right\rangle+\frac{1}{i \hbar}\langle[A, \mathcal{H}]\rangle \tag{1.4}
\end{equation*}
$$

If the operator $A$ does not depend explicitly on time we can write

$$
\begin{equation*}
\frac{d}{d t}\langle A\rangle=\frac{i}{\hbar}\langle[\mathcal{H}, A]\rangle \tag{1.5}
\end{equation*}
$$

and hence the commutator of $\mathcal{H}$ and $p$ is given by

$$
\begin{equation*}
[\mathcal{H}, p]=i \hbar \frac{\partial \mathcal{H}}{\partial z} \tag{1.6}
\end{equation*}
$$

where the operator $p$ has been replaced with $-i \hbar(\partial / \partial z)$. Consequently from (1.1), (1.5) and (1.6) the force acting on an atom is

$$
\begin{equation*}
F=-\left\langle\frac{\partial \mathcal{H}}{\partial z}\right\rangle \tag{1.7}
\end{equation*}
$$

Equation (1.7) forms a quantum mechanical analogue of the classical expression that the force is a negative gradient of a potential.


Figure 1.1: Two-level system with the ground state $|g\rangle$ and excited state $|e\rangle$ which has a linewidth $\Gamma$. The laser frequency $\omega_{L}$ is red detuned $\left(\Delta_{a}<0\right)$ from the transition frequency $\omega_{a}$

The Hamiltonian responsible for the interaction with the radiation field is given by

$$
\begin{equation*}
\mathcal{H}^{\prime}=-e \overrightarrow{\mathcal{E}}(\vec{r}, t) \cdot \vec{r} \tag{1.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\overrightarrow{\mathcal{E}}(\vec{r}, t)=E_{0} \hat{\epsilon} \cos \left(k z-\omega_{L} t\right) \tag{1.9}
\end{equation*}
$$

which can be used in equation (1.7) in order to find the force on atoms by light fields

$$
\begin{equation*}
\langle\mathcal{F}\rangle=F=e\left\langle\frac{\partial}{\partial z}(\overrightarrow{\mathcal{E}}(\vec{r}, t) \cdot \vec{r})\right\rangle \tag{1.10}
\end{equation*}
$$

At this point it is possible to use the electric dipole approximation, i.e assume that
since the electric field changes on a length scale determined by the wavelength of the field then for $\lambda$ much smaller than the size of the atom the spatial variation of the electric field can be neglected over the size of the atom. In (1.10), this approximation allows the interchange of the gradient with the expectation value

$$
\begin{equation*}
F=e \frac{\partial}{\partial z}\langle(\overrightarrow{\mathcal{E}}(\vec{r}, t) \cdot \vec{r})\rangle . \tag{1.11}
\end{equation*}
$$

The expectation value of (1.11) can be found using the general definition of the expectation value of an operator

$$
\begin{equation*}
\langle A\rangle=\langle\Psi| A|\Psi\rangle \tag{1.12}
\end{equation*}
$$

where $\Psi$ is the wavefunction expanded in a basis set of $\left\{\phi_{n}\right\}$

$$
\begin{equation*}
\Psi=\sum_{i=1}^{n} c_{i} \phi_{i} \tag{1.13}
\end{equation*}
$$

so

$$
\begin{equation*}
\langle A\rangle=\left\langle\sum_{i j} c_{i} \phi_{i}\right| A\left|c_{j} \phi_{j}\right\rangle=\sum_{i j} c_{i}^{*} c_{j}\left\langle\phi_{i}\right| A\left|\phi_{j}\right\rangle=\sum_{i, j} \rho_{j i} a_{i j} \tag{1.14}
\end{equation*}
$$

where the elements of the density matrix are

$$
\begin{equation*}
\rho_{i j}=\left\langle\phi_{i}\right| \rho\left|\phi_{j}\right\rangle=\left\langle\phi_{i} \mid \Psi\right\rangle\left\langle\Psi \mid \phi_{j}\right\rangle=c_{i} c_{j}^{*} \tag{1.15}
\end{equation*}
$$

Hence using (1.14) and (1.15) it is possible to obtain

$$
\begin{align*}
F & =\frac{\partial}{\partial z}\left\langle c_{1} \phi_{1}+c_{2} \phi_{2}\right|-e \overrightarrow{\mathcal{E}}(\vec{r}, t) \cdot \vec{r}\left|c_{1} \phi_{1}+c_{2} \phi_{2}\right\rangle \\
& =-e \frac{\partial}{\partial z}\left(c_{1} c_{2}^{*}\left\langle\phi_{1}\right| \overrightarrow{\mathcal{E}}(\vec{r}, t) \cdot \vec{r}\left|\phi_{2}\right\rangle+c_{1}^{*} c_{2}\left\langle\phi_{2}\right| \overrightarrow{\mathcal{E}}(\vec{r}, t) \cdot \vec{r}\left|\phi_{1}\right\rangle\right) \tag{1.16}
\end{align*}
$$

Assigning the basis $\phi_{1,2}$ to the ground and excited state of a two-level atom and then eq. (1.16) can be rewritten as

$$
\begin{equation*}
F=-e \frac{\partial}{\partial z}\left(\rho_{e g}^{*} E_{0}\langle e| r|g\rangle+\rho_{e g} E_{0}\langle g| r|e\rangle\right) \tag{1.17}
\end{equation*}
$$

Obtaining eq. (1.17) requires implementation of the RWA (i.e Rotating Wave Approximation) that neglects the terms oscillating with the laser frequency.

Equation (1.17) can be then written as

$$
\begin{equation*}
F=\hbar\left(\frac{\partial \Omega}{\partial z} \rho_{e g}^{*}+\frac{\partial \Omega^{*}}{\partial z} \rho_{e g}\right) \tag{1.18}
\end{equation*}
$$

where $\Omega$ is the Rabi frequency defined as

$$
\begin{equation*}
\Omega \equiv \frac{-e E_{0}}{\hbar}\langle e| r|g\rangle \tag{1.19}
\end{equation*}
$$

It is useful to to split $\partial \Omega / \partial z$ in (1.18) into two parts, real and imaginary so that

$$
\begin{equation*}
\frac{\partial \Omega}{\partial z}=\left(q_{r}+i q_{i}\right) \Omega \tag{1.20}
\end{equation*}
$$

where $q_{r}+i q_{i}$ is the logarithmic derivative of $\Omega$ (i.e. if $\Omega=u e^{i \psi}$ with $u$ and $\psi$ real, then $q_{r}=d / d z(\ln u)$ and $\left.q_{i}=d / d z(\psi)\right)$.

Consequently the expression for the force expands to

$$
\begin{align*}
& F=\hbar\left[\left(q_{r}+i q_{i}\right) \Omega \rho_{e g}^{*}+\left(q_{r}-i q_{i}\right) \Omega^{*} \rho_{e g}\right] \\
& F=\hbar q_{r}\left(\Omega \rho_{e g}^{*}+\Omega^{*} \rho_{e g}\right)+i \hbar q_{i}\left(\Omega \rho_{e g}^{*}-\Omega^{*} \rho_{e g}\right) \tag{1.21}
\end{align*}
$$

Equation (1.21) describes the total force that can be found for any particular situation as long as $\rho_{e g}$ can be solved ( $\rho_{e g}$ is the optical coherence between ground and excited state and can be found from the optical Bloch equations as a stationary state).

Substituting the steady state of the optical coherence between the ground and the excited state $\rho_{\text {eg }}[10]$

$$
\begin{equation*}
\rho_{e g}=\frac{i \Omega}{2\left(\Gamma / 2-i \Delta_{a}\right)(1+s)} \tag{1.22}
\end{equation*}
$$

into (1.21) reduces it to

$$
\begin{equation*}
F=\frac{\hbar s}{1+s}\left(-\Delta_{a} q_{r}+\frac{1}{2} \Gamma q_{i}\right) \tag{1.23}
\end{equation*}
$$

where $s$ is the saturation parameter defined as

$$
\begin{equation*}
s \equiv \frac{|\Omega|^{2}}{2\left|\Gamma / 2-i \Delta_{a}\right|^{2}}=\frac{|\Omega|^{2} / 2}{\Delta_{a}^{2}+\Gamma^{2} / 4} \equiv \frac{s_{0}}{1+\left(2 \Delta_{a} / \Gamma\right)^{2}} \tag{1.24}
\end{equation*}
$$

where

$$
\begin{equation*}
s_{0} \equiv \frac{2|\Omega|^{2}}{\Gamma^{2}}=\frac{I}{I_{s a t}} \tag{1.25}
\end{equation*}
$$

and

$$
\begin{equation*}
I_{s a t} \equiv \frac{\pi h c}{3 \lambda^{3} \tau} \tag{1.26}
\end{equation*}
$$

where $I_{\text {sat }}$ is the saturation intensity corresponding to the intensity required for a resonant atom to spend $1 / 4$ of its time in the excited state

Using equation (1.23) one can identify the two general components of the total force. The first term of (1.23) is proportional to the detuning between the laser and the atomic transition frequency $\Delta_{a}$ and the second term is proportional to the decay rate $\Gamma$ of the atom. However their contribution to the total force is determined by the real and imaginary part of the logarithmic derivative of $\Omega$, as defined in (1.20). Since $q_{r}$ and $q_{i}$ depend on the electric field, strictly speaking on whether it is a travelling or standing wave, the force can be predominantly due to the field detuning or the scattering rate and hence give the contribution to two different forces which will be described in detail in the following sections.

### 1.3 Scattering or Radiation Pressure Force

Consider a travelling wave of the electric field given by

$$
\begin{equation*}
E(z)=\frac{E_{0}}{2}\left(e^{i(k z-\omega t)}+c . c .\right) \tag{1.27}
\end{equation*}
$$

The Rabi Frequency for such a wave can be found using the definition given earlier in (1.19) where the wavefunction $\Psi(\vec{r}, t)$ has been expanded in the terms of $\phi_{n}$ such as

$$
\begin{equation*}
\Psi(\vec{r}, t)=\sum_{k} c_{k}(t) \psi_{k}(\vec{r}) e^{-i \omega_{k} t} \tag{1.28}
\end{equation*}
$$

Since the amplitude of the wave does not depend on $z$ its gradient is zero so its logarithmic derivative is zero too and hence $q_{r}=0$.

The phase of the wave contributing to $\Omega$ is not zero however if after applying RWA the only surviving part is a negative frequency component whose derivative equals simply the wave number $k$ hence $q_{i}=k$.

When $q_{r}=0$ and $q_{i}=k$ the force equation (1.23) reduces to

$$
\begin{equation*}
F=\frac{1}{2} \hbar k \Gamma \frac{s}{1+s} \tag{1.29}
\end{equation*}
$$

and substituting the saturation parameter defined earlier in (1.24) gives

$$
\begin{equation*}
F_{s c a t}=\hbar k \frac{\Gamma}{2} \frac{s_{0}}{1+s_{0}+\left(2 \Delta_{a} / \Gamma\right)^{2}} . \tag{1.30}
\end{equation*}
$$

Equation (1.30) can be also written in terms of the population of the excited state

$$
\begin{equation*}
\rho_{e e}=\frac{1}{2}(1-w)=\frac{s}{2(1+s)}=\frac{1}{2} \frac{s_{0}}{1+s_{0}+\left(\frac{2 \Delta_{a}}{\Gamma}\right)^{2}} \tag{1.31}
\end{equation*}
$$

where $w$ is the population difference

$$
\begin{equation*}
w=\frac{1}{(1+s)} \tag{1.32}
\end{equation*}
$$

so that

$$
\begin{equation*}
F_{s c a t}=\hbar k \Gamma \rho_{e e} \tag{1.33}
\end{equation*}
$$

It can be seen now that the force saturates to a maximum value $\hbar k \Gamma / 2$ since the maximum value of $\rho_{e e}$ is $1 / 2$.

The mechanism of the radiation pressure force acting on an atom originates from the fundamental laws of conservation of energy and momentum during the absorption and emission of light. An atom can emit a photon in two ways: by spontaneous emission or stimulated emission. The scattering force can be understood as a result of cycles of absorption followed by spontaneous emission (absorption and stimulated
emission play more important roles in dipole cooling which will be explained in the following chapters)


Figure 1.2: Photon picture of the scattering force: a two level atom, initially in the ground state, absorbs a photon with momentum $\hbar k$ (1), excited atom increases its velocity by $\hbar k / m$, in the direction of the incoming beam (2), the internal energy is released by spontaneous emission of a photon, in a direction described by a symmetric probability distribution so the average velocity change is zero (3)

Consider an atom with mass $m$ absorbing a photon with energy $\hbar \omega$ (fig. 1.2). The energy of the photon that has been absorbed by an atom is converted into its internal energy i.e. the atom ends up in an excited state. However a photon carries also a momentum $\hbar k$ that after absorption causes the atom to recoil in the direction of the incoming light and changes its velocity $v$ by an amount $\hbar k / m$. The excited atom does not stay in this state forever and soon returns to the ground state by spontaneously emitting a photon. The conservation of momentum during the emission causes another recoil in the opposite direction to the emitted photon. The recoil caused by an absorption is always in the direction of the laser beam, however the second recoil due to spontaneous emission is completely random in direction. For that reason the spontaneous emission does not contribute to the net force and
after each cycle an atom changes its velocity by $\hbar k / m$. Note that the scattering force is dissipative because the reverse of spontaneous emission is not possible and therefore the action of the force cannot be reversed. The scattering force can then be used to slow and cool atoms [11, 12, 13, 14, 15, 16].

In contrast to the scattering force the dipole force is conservative and without a dissipative mechanism can be used to trap atoms; this will be discussed in more detail in the following chapters.

### 1.3.1 Doppler Cooling and Optical Molasses

The concept of using laser radiation for the purpose of cooling atoms was first proposed by Hänsch and Schawlow in 1975 [6]. The idea was to illuminate an atom with laser beams of the same frequency, intensity and polarisation but directed against each other. The lasers are also slightly detuned to the red of the atomic frequency $\left(\omega_{L}<\omega_{a}\right)$ [17]. For the atom at rest the two radiation pressure forces exactly balance each other and the net force is equal to zero. However, an atom moving slowly along the light beams sees oncoming light Doppler shifted closer to the resonance whereas co-propagating light is shifted further away from the resonance. As shown in fig. 1.3 the atom scatters more light from the counter-propagating beam than from the co-propagating beam. The atom therefore experiences a net friction force and is slowed. Such a method of using radiation pressure to slow atoms is called optical molasses; one of the most common cooling methods used [18, 19].
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Figure 1.3: Doppler cooling in 1D, resulting from the imbalance between the radiation pressure forces of two counterpropagating laser waves

It is possible to demonstrate the existence of a friction force using the expression derived for the scattering force (1.30). The scattering force can be written in terms of the saturation intensity for the case of opposing directions (+) and (-) using

$$
\begin{equation*}
F_{ \pm}= \pm \hbar k \frac{\Gamma}{2} \frac{s_{0}}{1+s_{0}+\left(2 \Delta_{a} \mp k v / \Gamma\right)^{2}}= \pm \hbar k \frac{\Gamma}{2} \frac{I / I_{\text {sat }}}{1+I / I_{s a t}+\left(2 \Delta_{a} \mp k v / \Gamma\right)^{2}} \tag{1.34}
\end{equation*}
$$

It is now straightforward using the above equation to estimate the total force on an atom in optical molasses. For the low intensity case the forces from each of the light beams can be simply added to give

$$
\begin{equation*}
F_{\text {total }}=\hbar k \frac{\Gamma}{2}\left[\frac{I / I_{s a t}}{1+I / I_{s a t}+\left(\frac{2\left(\Delta_{a}-k v\right)}{\Gamma}\right)^{2}}-\frac{I / I_{\text {sat }}}{1+I / I_{s a t}+\left(\frac{2\left(\Delta_{a}+k v\right)}{\Gamma}\right)^{2}}\right] \tag{1.35}
\end{equation*}
$$



Figure 1.4: Velocity dependence of the light pressure force in a one-dimensional optical molasses. The dashed lines show the two components of the force (eq. 1.34) in the $\pm k$ direction. The solid line shows the sum of the two forces, which is linear for small velocities. The parameters used are: $s_{0}=2, \Delta_{a}=-\Gamma$

$$
\begin{equation*}
F_{\text {total }} \cong \frac{8 \hbar k^{2} \Delta_{a} s_{0} v}{\Gamma\left(1+s_{0}+\left(\frac{2 \Delta_{a}}{\Gamma}\right)^{2}\right)^{2}} \equiv-\beta v \tag{1.36}
\end{equation*}
$$

where $\beta$ is the velocity damping rate, defined as

$$
\begin{equation*}
\beta=-\frac{8 \hbar k^{2} \Delta_{a} s_{0}}{\Gamma\left(1+s_{0}+\left(\frac{2 \Delta_{a}}{\Gamma}\right)^{2}\right)^{2}} \tag{1.37}
\end{equation*}
$$

Figure 1.4 shows the velocity dependence of the optical damping forces for onedimensional optical molasses as calculated from eq. (1.34). Each of the counterpropagating beams exerts a force with a Lorentzian velocity dependence. The dashed lines show the two components of the force in $\pm k$ direction. The solid line shows the sum of the two forces, which has a linear dependence for small velocities.

### 1.4 Dipole Force

An atom in the presence of an oscillating electric laser field acquires an electric dipole moment that interacts with the laser field. If the field is spatially inhomogeneous (as in a standing wave or a focussed Gaussian laser beam) the interaction varies in space and therefore can be described in terms of a spatially varying potential. The force associated with such a potential is proportional to the gradient of the field's intensity and is called the gradient or dipole force.

In order to find the mathematical expression of the dipole force, we can follow a similar derivation as for the scattering force that has been shown in section 1.3. Here, in contrast, we consider a standing wave for which the electric field equation can be written as

$$
\begin{equation*}
E(z)=E_{0} \cos (k z)\left(e^{-i \omega t}+c . c .\right) \tag{1.38}
\end{equation*}
$$

In calculating the Rabi frequency we again find that only the negative component of (1.38) survives the RWA, but the gradient does not depend on it and equals zero. However for a standing wave the gradient of the amplitude is non-zero and hence the logarithmic components of $\Omega$ become $q_{r}=-k \tan (k z)$ and $q_{i}=0$. If submitting this to the general force equation (1.23) gives:

$$
\begin{equation*}
F_{d i p}=\frac{\hbar s}{(1+s)} \delta k \tan (k z) \tag{1.39}
\end{equation*}
$$

which for the value of the local saturation parameter $s$ becomes:

$$
\begin{equation*}
F_{d i p}=\frac{2 \hbar k \delta s_{0} \sin 2 k z}{1+4 s_{0} \cos ^{2} k z+(2 \delta / \gamma)^{2}} \tag{1.40}
\end{equation*}
$$

where $s_{0}$ is the saturation parameter corresponding to each of the two oppositely directed travelling waves that constitute the standing wave.

It needs to be emphasised that unlike the scattering force, the dipole force does not saturate and can be made very large for large intensities $[10,13,20]$.

### 1.4.1 AC-Stark Shift

The dipole force originates from the dynamical shift of the atom's energy levels in the presence of the external field [21, 22, 23]. This energy shift, called the light shift or AC Stark shift, is the energy displacement of the ground level $\Delta E_{g}$, which is directly proportional to the light intensity and inversely proportional to the detuning, so that $\Delta E_{g}=\frac{\hbar \Omega^{2}}{4 \Delta_{a}}$, as shown in fig. 1.5.

(a) $\Delta_{a}<0$

(b) $\Delta_{a}>0$

Figure 1.5: Light shift of the ground state $|g\rangle$ of an atom produced by a non-resonant light excitation detuned to the red side of the atomic transition (a) or to the blue side (b). This is known as a AC-Stark shift.

It is the gradient of this shift that produces a dipole force on an atom. When, for
instance, the frequency of the external field is tuned below the atomic resonance ( $\Delta_{a}$ is negative), the energy shift becomes negative and the potential energy is minimum there (fig. 1.5a). Since the shift increases while the intensity increases the atom is attracted to the regions of the high field intensity (an atom is called a high-field seeker). On the other hand if the frequency of the laser is tuned above the atomic resonance $\left(\Delta_{a}>0\right)$ the shift becomes positive and the potential creates a hill that is repulsive to the atom (in this case the atom is called a low field seeker, fig. 1.5b).

The dipole force can be used to trap atoms in high intensity or low intensity regions depending on the detuning [16, 24, 25]. The simplest form of such a trap is a single focussed $T E M_{00}$ Gaussian laser beam red detuned to the atomic resonance. Here atoms will be attracted to the focal point of the beam and its centre where the intensity is greatest. Such traps are also called optical tweezers since they can be used to "grab" and move dielectric objects, including e.g biological samples. Similarly, low field seekers can be trapped using the "hollow" modes e.g $\mathrm{LG}_{0 n}$, ( $n=$ $1,2, \ldots, n$ ) laser beam mode, which have an intensity minimum on the beam axis (hollow beam).

For the case of standing waves that are also characterised with an inhomogeneous intensity distribution atoms will be attracted towards the field antinode where the intensity is maximum (for red detuned light) or pushed away from antinodes toward nodes (for blue detuned light), where the intensity is minimum. This property lies behind the principle of the cavity trapping (cooling) methods which with an additional dissipative mechanism can be used to slow and cool atoms [21, 23, 26, 27, 28, 29].

### 1.4.2 Sisyphus Cooling

Sisyphus cooling is a method of cooling which involves the dipole force. A proper treatment of Sisyphus cooling requires a quantum-mechanical description of the atom-light interaction. In the so called dressed-atom picture the atom and the field are not treated separately but are considered as a single system $[30,31,32,33]$.

In the dressed-atom picture the energy of the atom and the field are added together. If we initially ignore the interaction of the field the two states $|g\rangle$ and $|e\rangle$, additionally characterised by the number of photons in the field $n$, form a ladder of energy manifolds, separated by the photon energy $\hbar \omega_{L}$. The states in each manifold are of the form: $|g, n\rangle$ and $|e, n-1\rangle,|e, n\rangle$ and $|g, n+1\rangle$ as shown in fig. 1.6a. If the atomfield coupling is included the energy levels split (due to the AC-Stark shift) and are separated by the energy proportional to Rabi frequency $\hbar \Omega$ (fig. 1.6b). The dressed states associated with the energy shift $|1, n\rangle$ and $|2, n\rangle,|1, n-1\rangle$ and $|2, n-1\rangle$ are mixtures of the basic states such that:

$$
\begin{align*}
|1, n\rangle & =\cos \theta|e, n\rangle+\sin \theta|g, n+1\rangle  \tag{1.41}\\
|2, n\rangle & =-\sin \theta|e, n\rangle+\cos \theta|g, n+1\rangle \tag{1.42}
\end{align*}
$$

where the angle $\theta$ is given by

$$
\begin{equation*}
\tan 2 \theta \equiv-\Omega / \Delta_{a} \tag{1.43}
\end{equation*}
$$

The mechanism of Sisyphus cooling is based on the fact that the energies of the dressed states, and so the energy shift, vary in space, i.e in the direction of the atomic motion. This takes place when the laser intensity is not homogeneous as is
the case in a standing wave optical field.


Figure 1.6: Dressed-atom energy diagram for $\Delta_{a}>0$. a) when the coupling is not taken into account, b) including laser-atom coupling.

Consider an atom moving through the dressed atom potentials created by the blue detuned laser light, as shown in fig. 1.7. Lets assume the atom starts in the ground state at a field node with $n+1$ photons in the field. The atom cannot undergo a spontaneous emission at such a place since it is in a pure ground state and hence will continue its trajectory. While climbing the potential hill created by the field intensity the atom increases its potential energy but at the same time decreases its kinetic energy. As the intensity increases the Rabi frequency increases so at the antinode of the standing wave the dressed atoms have a large contribution from the excited state and transition $1 \rightarrow 2$ can occur. If the decay is to another $|1\rangle$ state in a different pair its motion is unaffected. But if the decay is to level $|2\rangle$ the atom finds itself again at the bottom of the potential well and will continue climbing until reaching the next hill. In contrast to the upper sideband, here the transition $2 \rightarrow 1$ will occur preferentially at the node of the wave where the atom is in a pure excited state with $n$ photons. Consequently the most probable transitions $1 \rightarrow 2$ and $2 \rightarrow 1$ will force the atom to "see" more uphills than downhills and it will be slowed down. This type of cooling mechanism is generally referred to as Sisyphus cooling since on average atoms spend most time climbing hills losing kinetic energy, in analogy to the Greek myth about Sisyphus. This mechanism is particularly interesting since it provides cooling for a laser field tuned above the atomic resonance, contrary to Doppler cooling. However it works for "slow" particles only, i.e. particles that move a distance of $\lambda / 4$ (from the node to the antinode of the standing wave) within, or less, its natural life time.


Figure 1.7: Sisyphus cooling of an atom in a standing wave for $\Delta_{a}>0$. The dashed lines represent the spatial variation of the dressed atom energy levels and the full lines represent the "trajectory" of a slowly moving atom. The moving atom sees more "uphills" than "downhills" (figure adapted from Ref. [30])

### 1.5 Cavity Cooling

Doppler cooling is based on the scattering force which relies on a complicated mechanism of closed cycles of absorption and spontaneous emission of atomic population and is limited to species with simple spectroscopic structures. It has been proven to be very successful for cooling alkali and alkaline earth metals but is rather inaccessible to cool more complex systems, like molecules which do not have closed atomic transitions. Cavity cooling is based on the dipole force which does not rely on the internal structure of an atom but uses the off-resonant interaction between an optical coherent field and a polarisable particle. However, the dipole force is a conservative force and requires an additional dissipative mechanism. In cavity cooling the dissipation channel is via decay of the optical field that is coupled to an atom or a molecule [34, 35].

### 1.5.1 Historical Background

The first complete cavity cooling scheme was proposed by Vuletić and Chu in 2000 [36]. The model was addressed to the translational motion of polarisable particles at low saturation and large detuning from the particles' resonances. The authors pointed out that this scheme should be applicable to molecules or multilevel atoms as the method is independent of the particles' internal level structure [27, 35, 37, 38]. Another potential advantage of the scheme was the final achievable temperature which, in this case, is limited by the dipole force heating in a two-level system $[13,30]$ and can be at or below the recoil limit.

In 2002, Domokos and Ritsch [39] proposed a different set-up and suggested illuminating atoms in the cavity from the side instead of sending the pump light directly into the cavity. In such a configuration the cavity-mediated atom-atom coupling
can lead to strong cooperative effects and enhance cooling and trapping. Such an effect strongly depends on the number of atoms inside the cavity and the strength of the pump field (the origin of the cooperative effect in this configuration will be explained in chapter 3).

Results from the first cavity cooling experiment were reported in 2003 by Chan, Black and Vuletić [40, 41, 42, 43]. The experimental setup consisted of a cavity in which $3 \times 10^{6}$ Cesium atoms (freely falling under the gravity force) were illuminated by two laser beams sent perpendicularly to the cavity axis. Observed results showed that one-third of the falling sample was stopped by the standing wave cavity field. In addition, strong deceleration of up to $1500 \mathrm{~m} / \mathrm{s}^{2}$ and cooling to temperatures as low as $7 \mu K$ was observed.

### 1.5.2 Cavity Geometries

There are two main cavity geometries taken into account in a cavity cooling setups: Fabry-Perot cavity and a ring cavity. In the first case atoms can be illuminated either injecting the pump through a cavity mirror or directly illuminating the atoms, which then scatter light into the cavity mode. While in the first case some field always builds up even in the absence of atoms, the second case needs the presence of particles to populate the cavity mode via scattering. Hence the latter case exhibits more intriguing physical effects such as self-ordering of the atoms in the optical potentials. In a Fabry-Perot cavity in spite of the direction of a pump field, potentials built by an oscillating field are fixed in space and cannot travel inside the cavity. In the second case of a ring cavity this restriction can be removed. The different boundary conditions for the field in the ring cavity case allow the positions of the field nodes/antinodes and hence the optical potentials to move in the cavity.

### 1.5.3 Results from the Cavity Cooling Simulations Presented in this Work

The following chapters present analytical and numerical results from cavity cooling simulations. It is important to mention that this work has been greatly influenced by the cavity cooling experiment that has been carried out at the University College of London (UCL) by Prof Ferruccio Renzoni's group. The experiment involved a MOT chamber with a pre-cooled cloud of $\sim 10^{6} C s^{55}$ atoms and a vertical cavity, optically pumped along the cavity axis with an $852 n m$ laser. Initially the Cesium atoms are fed to the MOT and pre-cooled to a temperature of $160 \mu \mathrm{~K}$. After the MOT is switched off, the atoms are trapped and cooled in the standing wave cavity field.

The parameters used in the experiment are listed below [44]:

| Number of atoms: | $N$ | $\sim 1 \times 10^{6}$ |
| :--- | :--- | :--- |
| Cavity linewidth: | $\kappa$ | $=10.0 \times 10^{6} \mathrm{~Hz}$ |
| Laser wavelength: | $\lambda$ | $=852.4 \times 10^{-9} \mathrm{~m}$ |
| Cs decay rate: | $\Gamma_{l w}=32.89 \times 10^{6} \mathrm{~Hz}$ |  |
| Coupling constant: | $g_{0}=222.38 \times 10^{3} \mathrm{~Hz}$ |  |
| Cs mass: | $m$ | $=2.21 \times 10^{-25} \mathrm{~kg}$ |
| Initial temperature: | $T_{i n i}=160.0 \times 10^{-6} \mathrm{~K}$ |  |
| Pump-atom detuning: | $\Delta_{A}=(-250: 250) \times 10^{6} \mathrm{~Hz}$ |  |
| Laser power: | $P$ | $\leq 0.3 \mathrm{~W}$ |

where $N$ is the number of atoms, $\kappa$ is the cavity decay rate, $\Gamma_{l w}$ is the spontaneous emission linewidth, $g_{0}$ is the measure for the atom-cavity coupling strength, $m$ is the Cesium mass, $T_{\text {ini }}$ is the initial temperature of the atomic cloud that interacts
with the cavity field, $\Delta_{a}=\omega_{p}-\omega_{a}$ is the laser-atom detuning and $P$ is the laser power. Corresponding scaled parameters have been used in the series of numerical simulations for various cavity configurations and are presented in this work. This work is organised as follows:

Chapter 2 contains the derivation of the cavity cooling model (particle model) for the single atom and many atoms confined inside a Fabry-Perot cavity pumped along the cavity axis (here called the cavity-pump case). Obtained equations are solved numerically and the figures characterising the most important features, including the cooling rates of this scheme are presented. Afterwards, with the respect to the particle model of the cavity pump configuration, equivalent model based on a distribution-function (Vlasov model) is developed. Both models are then compared and the numerical results are analysed.

Chapter 3 introduces cooling of atoms illuminated from light sent perpendicularly to the cavity axis (here called atom-pump case). This chapter has a similar structure to that of chapter 2 for the cavity-pump case and hence contains a derivation of the particle model, main features of this model and numerical solutions obtained from the solution of its equations. Accordingly the distribution function, Vlasov model is derived for the same atom-pump configuration and the results from numerical simulations are compared with the particle model.

Chapters 4 and 5 present the semi-classical models of the cavity-pump and the atompump configuration, respectively. In both cases the semi-classical models are derived and compared with equivalent classical models. The models are first compared analytically and then verified using numerical results. Additionally, chapters 4 and 5 contain numerical simulations of the semi-classical models for both the cavity pump and the atom-pump configurations for the case of blue detuned light. The results from the simulations are presented and analysed.

In chapter 6 the possibility of slowing and cooling atomic gas using a phase-modulated pump field is being investigated. This model assumes atoms being confined in a high-quality ring cavity illuminated by light sent through one of the cavity mirrors. Unlike in the Fabry-Perot cavity in this configuration the optical potentials built up by the field can freely travel inside the cavity. Hence, three different regimes, in which both the field and the atoms reveal qualitatively different behaviour, are identified. The atom-field interaction characteristics for each regime are presented and analysed using results obtained from numerical simulations of the model equations.

In chapter 7 all results from this work are reviewed and summarised.

## Chapter 2

## Cavity-Pump Configuration

The following chapter introduces the cavity cooling model for cases where a single atom and many atoms are confined inside a Fabry-Perot cavity pumped through one of the cavity mirrors, along the cavity axis. Equations for the particle model and the alternative Vlasov model will be derived and the results from the numerical simulation of both models will be compared and analysed.

### 2.1 Classical Derivation of Single Atom Cooling

Let us consider a system consisting of a single atom inside an optical cavity, pumped by an external field injected through one of the mirrors, with a standing wave light field far detuned from any atomic transition (fig. 2.1).

The cavity field induces a dipole moment in the atom which in turn contributes to the plane wave electric field as a driving term in Maxwell's wave equation [35]

$$
\begin{align*}
& -\frac{\partial^{2}}{\partial x^{2}} E(x, t)+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} E(x, t)+\mu_{o} \sigma \frac{\partial}{\partial t} E(x, t) \\
& =-\mu_{o} \frac{\partial^{2}}{\partial t^{2}} P(x, t)+\mu_{o} \sigma \frac{\partial}{\partial t} E^{e x t}(x, t) \tag{2.1}
\end{align*}
$$



Figure 2.1: Particle moving inside a driven optical cavity, pumped along the cavity axis. The cavity pumping rate, spontaneous loss rate and cavity decay rate are determined by the parameters $\eta, \Gamma$ and $\kappa$ respectively
where $\sigma$ is the conductivity of the cavity mirrors, $\mu_{o}$ is the magnetic permeability, $c$ is the speed of light, $P(x, t)$ is the polarisation of the atom and $E^{e x t}$ is the electric field of the external pump field. The third term on the LHS and second term on the RHS of (2.1) describe damping and external pumping of the cavity, respectively. The electric field and polarisation can be written as

$$
\begin{align*}
& E(x, t)=\mathcal{E}(t) e^{-i \omega_{p} t} u(x)+c . c .  \tag{2.2}\\
& P(x, t)=\mathcal{P}(t) e^{-i \omega_{p} t} u(x)+c . c . \tag{2.3}
\end{align*}
$$

where $\mathrm{u}(\mathrm{x})$ is the intracavity mode function $-\cos (k x)$ with wave number $k$. Substituting eq. (2.2) and (2.3) into (2.1), finding the derivatives and assuming that $\mathcal{E}$ and $\mathcal{P}$ are slowly varying amplitudes $\left(|\dot{\mathcal{E}}| \ll \omega_{p}|\mathcal{E}|\right.$ and analogously for $\mathcal{P}$ and $\left.\mathcal{E}^{e x t}\right)$ one can rewrite eq. (2.1) as

$$
\begin{equation*}
\dot{\mathcal{E}}+\left(\kappa-i \Delta_{c}\right) \mathcal{E} \approx \frac{i \omega_{p} \mathcal{P}}{2 \epsilon_{o}}+\kappa \mathcal{E}^{e x t} \tag{2.4}
\end{equation*}
$$

Here $\Delta_{c}$ is the detuning between the pumping field and cavity frequency $\left(\Delta_{c}=\right.$ $\left.\omega_{p}-\omega_{c}\right)$ and $\kappa=\sigma / 2 \epsilon_{o}$ is the cavity decay rate.

The dynamics of the atomic dipole can be modelled as an elongation of an elastically bound electron under the influence of an electric field:

$$
\begin{equation*}
\ddot{y}(t)+2 \Gamma \dot{y}(t)+\omega_{o}^{2} y(t)=\frac{e}{m} E\left(x_{a}, t\right), \tag{2.5}
\end{equation*}
$$

where $x_{a}$ is the atomic position, $m$ is the electron mass, $e$ is the charge, $\Gamma$ is the scattering rate and where we have introduced the slowly varying complex amplitude $Y(t)$ via

$$
\begin{equation*}
y(t)=Y(t) e^{-i \omega_{p} t}+c . c . \tag{2.6}
\end{equation*}
$$

Inserting eq. (2.6) into eq. (2.5) and solving for steady state one obtains:

$$
\begin{equation*}
Y(t)=\frac{e \mathcal{E}(t) / m}{2 \omega_{p}\left(-i \Gamma+\left(\omega_{o}^{2}-\omega_{p}^{2}\right) / 2 \omega_{p}\right)} \cos \left(k x_{a}\right) . \tag{2.7}
\end{equation*}
$$

The polarisation density can be defined as $P(x, t)=e y(t) \delta\left(x-x_{a}\right) / A$ where $\delta$ is a Dirac delta function and $A$ is the cavity cross-section. Using definition (2.3) and defining a "macroscopic" polarisation $\mathcal{P}(t)=(2 / d) \int_{-d / 2}^{d / 2} d x P(x, t) \cos (k, x)$, where $d$ denotes cavity length, it is possible to obtain the following expression for the slowly varying amplitude:

$$
\begin{equation*}
\mathcal{P}(t)=i \frac{e^{2}}{\left(m \omega_{p} V\right)} \frac{\cos ^{2}\left(k x_{a}\right)}{\left(\Gamma-i \Delta_{a}\right)} \mathcal{E}(t) . \tag{2.8}
\end{equation*}
$$

where $\Delta_{a}$ is the frequency detuning $\omega_{p}-\omega_{o}$.
Substituting (2.8) into (2.4) one obtains

$$
\begin{equation*}
\dot{\mathcal{E}}(t)=\left[-\kappa-\gamma\left(x_{a}\right)+i \Delta_{c}-i U\left(x_{a}\right)\right] \mathcal{E}(t)+\kappa \mathcal{E}^{e x t} \tag{2.9}
\end{equation*}
$$

where

$$
\begin{align*}
& \gamma(x)=\frac{\Gamma}{\Gamma^{2}+\Delta_{a}^{2}} g_{o}^{2} \cos ^{2}(k x)  \tag{2.10}\\
& U(x)=\frac{\Delta_{a}}{\Gamma^{2}+\Delta_{a}^{2}} g_{o}^{2} \cos ^{2}(k x) . \tag{2.11}
\end{align*}
$$

The parameter $\gamma(x)$ can be understood as the total rate at which the atom scatters light and $U(x)$ as the frequency shift of the cavity due to the interaction with the atom. Here $g_{o}=|e| / \sqrt{\left(2 V \epsilon_{o} m\right)}$ is a measure of the atom-cavity coupling strength.

The dipole force acting on the atom is given by

$$
\begin{equation*}
F\left(x_{a}\right)=\nabla\left[e y\left(x_{a}, t\right) E\left(x_{a}, t\right)\right] \tag{2.12}
\end{equation*}
$$

so substituting (2.2), (2.6) and (2.7) into (2.12) produces

$$
\begin{equation*}
F\left(x_{a}\right)=-\nabla\left[\frac{e^{2}}{2 \omega_{p} m} \frac{\Delta_{a}}{\Gamma_{a}^{2}+\Delta_{a}^{2}} \mathcal{E}(t) \cos ^{2}\left(k x_{a}\right)\right] \tag{2.13}
\end{equation*}
$$

Introducing the effective pumping term $\eta$ and rewriting (2.9) and (2.13) in terms of a dimensionless parameter $\alpha$, associated with the average cavity photon number:

$$
\begin{equation*}
\left|\alpha^{2}\right|=\frac{\epsilon_{o}\left|\mathcal{E}^{2}\right| V}{\hbar \omega_{p}} \tag{2.14}
\end{equation*}
$$

it is finally possible to write the following set of equations for the atom-cavity dynamics:

$$
\begin{align*}
& \frac{d \alpha}{d t}=\left[-\kappa-\gamma(x)+i \Delta_{c}-i U(x)\right] \alpha+\eta  \tag{2.15}\\
& \frac{d p}{d t}=-\hbar|\alpha|^{2} \frac{d}{d x} U(x)  \tag{2.16}\\
& \frac{d x}{d t}=\frac{p}{m} \tag{2.17}
\end{align*}
$$

Equation (2.15) describes the time evolution of the field amplitude; here $\alpha$ is the complex, dimensionless parameter whose absolute squared value $|\alpha|^{2}$ is associated with the average photon number, $\eta$ characterises the driving laser strength given by the free-space Rabi frequency and $\kappa$ is the total cavity decay rate. The parameter $\gamma(x)=\gamma_{0} \cos ^{2}(k x)$ can be understood as the total rate at which the atom scatters light where

$$
\begin{equation*}
\gamma_{o}=\frac{\Gamma}{\Gamma^{2}+\Delta_{a}^{2}} g^{2} \tag{2.18}
\end{equation*}
$$

describes the absorptive effect of the atom as it broadens the resonance line of the cavity.

Equation (2.16) and (2.17) are the equations of motion of the atomic centre-ofmass, where $x$ refers to the position of the atom and $p$ to its momentum. $U(x)=$ $U_{0} \cos ^{2}(k x)$ is the frequency shift of the cavity due to the interaction with the particle, where

$$
\begin{equation*}
U_{o}=\frac{\Delta_{a}}{\Gamma^{2}+\Delta_{a}^{2}} g^{2} \tag{2.19}
\end{equation*}
$$

describes the dispersive effect of the atom as it shifts the resonance line of the cavity.

In order to understand the basic idea of the cavity cooling mechanism let us consider a massive point-like polarisable particle strongly coupled to a high finesse optical cavity pumped directly along the cavity axis (fig. 2.1). Depending on the configuration a laser field, which can be pumped along the cavity axis or perpendicularly, forms a standing wave cavity mode to which an atom is coupled. Because of the electric dipole moment the field detuned from any atomic transition exerts a force on the particle and consequently modifies its momentum and position inside the cavity.


Figure 2.2: Potential $U(x)$ and intracavity intensity $|\alpha|^{2}$ versus particle position $x$ - red curve when particle moving, blue when steady (figure adapted from Ref. [34])

The detuning between the field and an atom $\left(\Delta_{a}\right)$ plays a significant role in the whole system dynamics. If $\Delta_{a}<0$, we say the field is red detuned and the force is directed along the gradient of intensity so an atom is attracted to an antinode. For blue detuning, $\Delta_{a}>0$, the force is directed against the gradient of intensity and a particle will be pushed towards a node. In turn, due to atom-field coupling the particle's position strongly influences the field amplitude.


Figure 2.3: Time evolution of particle momentum. The parameters used are: $U_{0}=$ $0.76 \kappa, \gamma_{0}=0.07 \kappa, \Delta_{c}=1.2 \kappa$ (figure adapted from Ref. [34])

For a typical cooling regime, and assuming $\Delta_{a}<0$, the maximum field amplitude will be obtained when the particle sits at an antinode of a standing wave and will be minimum when the particle sits at a node (fig. 2.2). For a particle with non-zero momentum, because of the finite cavity response time, the maximum field intensity will be attained after the particle passed the minimum potential. Thus, for properly scaled values this atom-field cross-talk can be controlled in a way that the particle will climb potential hills at times of higher intracavity intensity and run down at
times of lower intracavity intensity. Over an entire cycle the particle will lose its kinetic energy and after being slowed it can be trapped in a single potential well (fig. 2.3),[34]. More results from the numerical simulations of the particle model, including cooling rates for the case of many particles inside the cavity will be shown in the next sections.

### 2.2 Cavity Cooling Including Many Particles - Particle Model

In this section, the model derived in section 2.1 is extended to describe the case where many particles are coupled to the same cavity mode, as shown in fig. 2.4. Because of the presence of many atoms, the cavity resonance shift is now due to the total phase shift induced by the position of all the atoms inside the cavity [45].


Figure 2.4: Cavity resonator with many particles coupled to the light field. The cavity pumping rate, spontaneous loss rate and cavity decay rate are determined by the parameters $\eta, \Gamma$ and $\kappa$ respectively

Similarly, the absorptive effect is a function of the total scattering from each of the particles separately. Hence equations (2.15), (2.16) \& (2.17) become:

$$
\begin{align*}
\frac{d \alpha}{d t} & =\left[-\kappa-\gamma_{o} \sum_{j} \cos ^{2}\left(k x_{j}\right)+i \Delta_{c}-i U_{o} \sum_{j} \cos ^{2}\left(k x_{j}\right)\right] \alpha+\eta  \tag{2.20}\\
\frac{d p_{j}}{d t} & =-\hbar U_{o}\left|\alpha^{2}\right| \frac{d}{d x} \cos ^{2}\left(k x_{j}\right)  \tag{2.21}\\
\frac{d x_{j}}{d t} & =\frac{p_{j}}{m} \tag{2.22}
\end{align*}
$$

where the parameters $\alpha, \kappa, \gamma(x), U(x), \Delta_{c}$ and $\eta$ represent the same physical quantities as in a single atom configuration (section 2.1) and $j=1 \ldots N$ is the particle
index.

In the particle model the knowledge of the system at a given time requires information about the instantaneous position and momentum of each of the particles. This information in turn contributes to the evolution of the total field intensity and phase as described by eq. (2.20). The whole idea is to use that interplay and find parameters for which cooling can be obtained. The cooling mechanism for the case of many particles in the cavity is similar to the single atom case. For red particlefield detuning $U_{0}<0$ the particles are drawn towards the field intensity maxima at the mode antinodes, as explained earlier in section 1.5. This increases their average coupling to the field and thus enlarges the effective refractive index of the cloud shifting the cavity resonance towards a lower frequency. Under suitable operating conditions, when the pump frequency is also below the cavity resonance, such a shift decreases the pump-cavity frequency mismatch and leads to an increase in the cavity photon number. In turn this deepens the optical potential and further confines the cloud near the antinodes.

In reality the position and momentum distribution in an atomic cloud is fully random. In the cavity pump configuration the external field does not provide any correlation between the motion of the atoms so in principle the cross-talk between particles should increase the trapping time. Numerical solutions of eqs. (2.20) (2.22) provide information about certain parameters e.q. number of particles or pump strength that can influence the cooling of the sample.

### 2.2.1 Scalability of the Cavity Pump Configuration

Numerical simulations using the classical model (eqs. (2.20-2.22)) predict faster cooling for small number of particles and slower cooling for larger ensembles. It is important to mention that this model does not include spontaneous emission and any spread of the atomic momentum is due to interaction with the classical cavity field only. The cavity pump configuration is characterised by strong scalability [45, 46]. Since $U_{0}$ is the cavity frequency shift due to the interaction with the atom, hence increasing the number of particles by a factor $r$, dividing the interaction potential $U_{0}$ by $r$ and increasing the pump strength by $\sqrt{r}$ should in principle lead to similar results.

In the following example this scalability law has been applied to initial parameters $\left(N=1 \times 10^{3}, \eta=70.0 \kappa, U_{0}=-0.004 \kappa\right)$ and cooling has been demonstrated for $5 \times 10^{3}, 1 \times 10^{4}, 1 \times 10^{5}$ and , $1 \times 10^{6}$ particles.


Figure 2.5: Cooling rate (constant cooling parameter) as a function of number of particles $(N)$. The linear decrease of the cooling rate with atom number is clearly visible here.

As shown in fig. 2.5 the cooling time scales linearly with respect to the number of atoms inside the cavity and increases if the number of atoms increases.

Note, the scaled parameters found for $N=1 \times 10^{6}$ atoms

$$
\begin{aligned}
\eta & =2300.0 \kappa \\
\Delta_{a} & =-125.0 \kappa \\
\Gamma & =3.25 \kappa \\
g_{0} & =0.02 \kappa \\
\sigma & =28.0 \hbar k
\end{aligned}
$$

correspond to those being used in current cavity cooling experiments at UCL (University College of London), where the above parameters correspond to the real experimental parameters:

| cavity linewidth: | $\kappa$ | $=1.6 \times 10^{6}$ | Hz |
| :--- | :--- | :--- | :--- |
| laser wavelength: | $\lambda$ | $=852.4 \times 10^{-9}$ | m |
| Cs decay rate: | $\Gamma_{l w}$ | $=5.23 \times 10^{6}$ | Hz |
| coupling constant: | $g_{0}$ | $=35.4 \times 10^{3}$ | Hz |
| Cs mass: | $m$ | $=2.21 \times 10^{-25}$ | kg |
| Initial temperature: | $T_{i n i}$ | $=160.0 \times 10^{-6}$ | K |
| atom-cavity detuning: $\Delta_{A}$ | $=-200 \times 10^{6}$ | Hz |  |
| laser power: | $P$ | $\leq 0.1$ | W |

### 2.3 Validity of the Classical Model of Cavity Cooling

In previous studies of cavity cooling [27, 37, 38, 39], which assumed a single atom or a small number of atoms and a cavity mode containing few photons, the atomic momentum spread or temperature is mainly due to fluctuations in the forces acting on the atoms and is limited by the cavity linewidth. In this thesis, we consider cases where the number of atoms is very large (typically $N>10^{5}$ in e.g. the UCL experiments) and consequently the cavity fields are relatively intense and contain a large number of photons (i.e. $|\alpha|^{2}$ ). In these cases the behaviour of the system will be essentially classical and the temperature/momentum spread of the atomic ensemble will be mainly due to the relatively large height of the optical potential energy associated with the cavity mode amplitude [47, 48]. In what follows this qualitative argument for the validity of the classical model is investigated in more detail and a condition for its validity is derived.

Starting from the expression for the force on an atom in the cavity (eq. 2.21)

$$
\begin{equation*}
F=\hbar k U_{0}|\alpha|^{2} \sin (2 k x) \tag{2.23}
\end{equation*}
$$

then it is possible to derive a position-dependent potential energy

$$
\begin{equation*}
V(x)=-\int F d x=\frac{1}{2} \hbar U_{0}|\alpha|^{2} \cos (2 k x) \tag{2.24}
\end{equation*}
$$

The temperature associated with this potential energy can be deduced by considering the fact that the atoms trapped in the potential will have a maximum kinetic energy of

$$
\begin{equation*}
\frac{p^{2}}{2 m}=\frac{1}{2} V_{\max }(x)=\hbar U_{0}|\alpha|^{2} \tag{2.25}
\end{equation*}
$$

so the variance in atomic momentum will be

$$
\begin{equation*}
\left\langle p^{2}\right\rangle \sim m \hbar U_{0}|\alpha|^{2} \tag{2.26}
\end{equation*}
$$

and the associated classical momentum spread of the ensemble will be

$$
\begin{equation*}
\sigma_{p}=\sqrt{\left\langle p^{2}\right\rangle}=\sqrt{m \hbar U_{0}}|\alpha| . \tag{2.27}
\end{equation*}
$$

For comparison the kinetic energy of individual atoms due to stochastic fluctuations in the dipole force has been shown to be [37, 49]

$$
\begin{equation*}
\frac{p^{2}}{2 m} \sim \hbar \kappa \tag{2.28}
\end{equation*}
$$

so

$$
\begin{equation*}
p^{2} \sim 2 m \hbar \kappa \tag{2.29}
\end{equation*}
$$

with a corresponding momentum spread

$$
\begin{equation*}
\sigma_{p} \sim \sqrt{2 m \hbar \kappa} \tag{2.30}
\end{equation*}
$$

Consequently, the ratio of the spreads can be written as

$$
\begin{equation*}
\frac{\sigma_{p}(i n t)}{\sigma_{p}(\text { fluc })}=\frac{\sqrt{m \hbar U_{0}}|\alpha|}{\sqrt{m \hbar \kappa}}=\sqrt{\frac{1}{2} \frac{U_{0}}{\kappa}}|\alpha| \tag{2.31}
\end{equation*}
$$

For a cavity pumped close to resonance, the mode amplitude $|\alpha|$ will be

$$
\begin{equation*}
|\alpha| \sim \frac{\eta}{\kappa}=\bar{\eta}, \quad \frac{U_{0}}{\kappa}=\bar{U}_{0} \tag{2.32}
\end{equation*}
$$

so in terms of the parameters defined in section 2.1, the ratio of the classical interaction spread and the quantum mechanical "fluctuations" spread is

$$
\begin{equation*}
\frac{\sigma_{p}(i n t)}{\sigma_{p}(f l u c)}=\sqrt{\frac{1}{2} \bar{U}_{0}} \bar{\eta} \tag{2.33}
\end{equation*}
$$

Consequently, a classical model which neglects stochastic fluctuations in the optical forces should be a good approximation in the limit where $\sigma_{p}^{i n t} \gg \sigma_{p}^{f l u c}$ i.e.

$$
\begin{equation*}
\frac{1}{2} \bar{U}_{0} \bar{\eta}^{2} \gg 1 \tag{2.34}
\end{equation*}
$$

which in real dimensional units can be written as

$$
\begin{equation*}
\frac{1}{2} \frac{g_{0}^{2}}{\Delta_{a}} \frac{\eta}{\kappa^{3}} \gg 1 \tag{2.35}
\end{equation*}
$$

which implies strong-atom field coupling and large pump photon numbers as would be expected from a classical limit.

The validity of this classical limit can be demonstrated by a comparison of the classical model (eqs. 2.20 and 2.22) where the momentum diffusion due to fluctuating optical forces is neglected, with the corresponding equations which include momentum diffusion arising as a result of stochastic fluctuations in the optical dipole force i.e.

$$
\begin{align*}
\frac{d \alpha}{d t} & =\left[-\kappa-\gamma_{o} \sum_{j} \cos ^{2}\left(k x_{j}\right)+i \Delta_{c}-i U_{o} \sum_{j} \cos ^{2}\left(k x_{j}\right)\right] \alpha+\eta  \tag{2.36}\\
\frac{d p_{j}}{d t} & =-\hbar U_{o}\left|\alpha^{2}\right| \frac{d}{d x} \cos ^{2}\left(k x_{j}\right)+\xi(t)  \tag{2.37}\\
\frac{d x_{j}}{d t} & =\frac{p_{j}}{m} \tag{2.38}
\end{align*}
$$

where $\xi(t)$ is a Gaussian random variable with zero mean and variance D such that $\overline{\xi(t)}=0$ and $\overline{\xi(t) \xi(t-T)}=2 D \delta(T)$ where the overbar indicates a time average [50, 51]. The effect of the random part of the force in eq. (2.37), $\xi(t)$, is therefore to cause momentum diffusion such that $\overline{p^{2}} \simeq 2 D t$. The momentum diffusion coefficient, D is defined as [39, 47]

$$
\begin{equation*}
D=2 \gamma_{0}|\alpha|^{2}\left[\hbar \frac{d}{d x} g(x)\right]^{2}+\hbar^{2} k^{2} \overline{u^{2}} g(x)^{2} \tag{2.39}
\end{equation*}
$$

where $\mathrm{g}(\mathrm{x})$ is the cavity mode function and $k^{2} \overline{u^{2}}$ is the mean value of the recoil momentum projected onto the cavity axis.


Figure 2.6: Comparison of the time evolution of the field intensity with and without momentum diffusion due to fluctuating optical forces. The parameters used are: $N=100, \Delta_{a}=-40 \kappa, U_{0}=-2.5 \times 10^{-2} \kappa, \gamma_{0}=6.25 \times 10^{-5} \kappa, \eta=15 \kappa$

Figures 2.6 and 2.7 show a comparison of the classical model defined by eqs. (2.20 and 2.22), where momentum diffusion is neglected, and its quantum counterpart eqs. (2.36 and 2.38) where momentum diffusion is included.


Figure 2.7: Comparison of the time evolution of the particle's momentum spread with and without momentum diffusion due to fluctuating optical forces. The parameters used are: $N=100, \Delta_{a}=-40 \kappa, U_{0}=-2.5 \times 10^{-2} \kappa, \gamma_{0}=6.25 \times 10^{-5} \kappa, \eta=15 \kappa$

The parameters used in figures 2.6 and 2.7 are: $N=100, \Delta_{a}=-40 \kappa, U_{0}=-2.5 \times$ $10^{-2} \kappa, \gamma_{0}=6.25 \times 10^{-5} \kappa, \eta=15 \kappa$ so the condition derived in eq. (2.34) for the validity of the classical model, i.e. neglects of quantum mechanical momentum diffusion, is satisfied. It can be seen from figures 2.6 and 2.7 that the condition is valid as the behaviour of the momentum spread and the field intensity is not significantly affected by the inclusion of momentum diffusion.

### 2.4 Vlasov Model of the Many Atom-Cavity System

The particle model is a powerful tool for simulating a limited number of particles. For larger ensembles the requirement of information about the position and momentum of all the atoms at all times makes the numerical simulations more time-consuming. An alternative method to simulate systems involving large numbers of atoms or particles is to use a distribution function $f(\boldsymbol{x}, \boldsymbol{p}, t)$.

In the absence of collisions an ensemble of particles can be described by a distribution function $f(\boldsymbol{x}, \boldsymbol{p}, t)$ in six-dimensional phase space. Liouville's theorem

$$
\begin{equation*}
\frac{d f}{d t}=0 \tag{2.40}
\end{equation*}
$$

asserts that the phase-space distribution function is constant along the trajectories of the system - that is, the density of system points in the vicinity of a given system point travelling through phase-space is constant with time. For a large number of particles, moving under the influence of an electromagnetic field, equation (2.40) is called the Vlasov equation [52].

The Vlasov equation describing the evolution of 1-D distribution function $f(x, p, t)$, for a collisionless gas of particles is:

$$
\begin{equation*}
\frac{d f}{d t}=\frac{\partial f}{\partial t}+\dot{x} \frac{\partial f}{\partial x}+\dot{p} \frac{\partial f}{\partial p}=0 \tag{2.41}
\end{equation*}
$$

where $\cdot \equiv \frac{\partial}{\partial t}$ and $f(x, p, t)$ is normalised such that:

$$
\iint f(x, p, t) d x d p=1
$$

For a gas of $N$ atoms, equations (2.20) - (2.22) can be written as

$$
\begin{align*}
\frac{d \alpha}{d t} & =\left[-\kappa-\bar{\gamma}+i \Delta_{c}-i \bar{U}\right] \alpha+\eta  \tag{2.42}\\
\frac{d p_{j}}{d t} & =\hbar k U_{0}|\alpha|^{2} \sin \left(2 k x_{j}\right)  \tag{2.43}\\
\frac{d x_{j}}{d t} & =\frac{p_{j}}{m} \tag{2.44}
\end{align*}
$$

where the sum over the $N$ atoms has been replaced with the overbar $\overline{(\ldots)} \equiv \sum_{j=1}^{N}(\ldots)$.

Using equations (2.43) and (2.44) the Vlasov equation, eq. (2.41), can be written as

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\frac{p}{m} \frac{\partial f}{\partial x}+\hbar k U_{0}|\alpha|^{2} \sin (2 k x) \frac{\partial f(x, p, t)}{\partial p}=0 \tag{2.45}
\end{equation*}
$$

and consequently

$$
\begin{equation*}
\frac{\partial f}{\partial t}+\frac{p}{m} \frac{\partial f}{\partial x}-i \frac{\hbar k U_{0}}{2}|\alpha|^{2}\left(e^{2 i k x}-e^{-2 i k x}\right) \frac{\partial f(x, p, t)}{\partial p}=0 \tag{2.46}
\end{equation*}
$$

The spatial periodicity of the forces on the atoms allows us to assume that the atomic distribution function is also spatially periodic with period $\lambda / 2$. Consequently, we can expand $f$ as a Fourier series such that

$$
\begin{equation*}
f(x, p, t)=\frac{2}{\lambda} \sum_{n=-\infty}^{\infty} f_{n}(p, t) e^{2 i n k z} \quad \text { where } f_{-n}=f_{n}^{*} \tag{2.47}
\end{equation*}
$$

and rewrite the Vlasov equation in eq. (2.46) as

$$
\begin{equation*}
\frac{\partial f_{n}}{\partial t}+2 i n k \frac{p}{m} f_{n}-i \frac{\hbar k U_{0}}{2}|\alpha|^{2}\left(\frac{\partial f_{n-1}}{\partial p}-\frac{\partial f_{n+1}}{\partial p}\right)=0 . \tag{2.48}
\end{equation*}
$$

The wave equation, (2.42), can be written in terms of the Fourier series (eq. (2.47)) using

$$
\begin{aligned}
\frac{d \alpha}{d t} & =\left(-\kappa+i \Delta_{c}\right) \alpha-\left(\gamma_{0}+i U_{0}\right) \overline{\cos ^{2}(k x)} \alpha+\eta \\
& =\left(-\kappa+i \Delta_{c}\right) \alpha-\frac{\left(\gamma_{0}+i U_{0}\right)}{2} \overline{(1+\cos (2 k x))} \alpha+\eta \\
& =\left(-\kappa+i \Delta_{c}-\frac{N}{2}\left(\gamma_{0}+i U_{0}\right)\right) \alpha-\frac{1}{4}\left(\gamma_{0}+i U_{0}\right) \overline{\left(e^{2 i k x}+e^{-2 i k x}\right)} \alpha+\eta
\end{aligned}
$$

so that replacing

$$
\overline{(\ldots)} \equiv N \int_{-\infty}^{\infty} \int_{0}^{\lambda / 2} f(x, p, t)(\ldots) d x d p
$$

produces

$$
\begin{equation*}
\frac{d \alpha}{d t}=\left(-\kappa+i \Delta_{c}-\frac{N \gamma_{0}}{2}-i \frac{N U_{0}}{2}\right) \alpha-\frac{N}{4}\left(\gamma_{0}+i U_{0}\right) \int_{-\infty}^{\infty}\left(f_{-1}+f_{1}\right) d p \alpha+\eta \tag{2.49}
\end{equation*}
$$

It is useful, for numerical simulations, to define the dimensionless variables $\bar{p}=\frac{p}{\hbar k}$ , $\bar{t}=\kappa t, \overline{\gamma_{0}}=\frac{\gamma_{0}}{\kappa}, \bar{U}_{0}=\frac{U_{0}}{\kappa}, \bar{\omega}_{r}=\frac{2 \hbar k^{2}}{m \kappa}, \bar{\eta}=\frac{\eta}{\kappa}$ and $\bar{f}=\hbar k f$, so that equations (2.48) and (2.49) can be rewritten in the dimensionless form

$$
\begin{align*}
\frac{\partial \bar{f}_{n}}{\partial \bar{t}} & =-i n \bar{\omega}_{r} \bar{p} \bar{f}_{n}+\frac{i}{2} \bar{U}_{0}|\alpha|^{2}\left(\frac{\partial \bar{f}_{n-1}}{\partial \bar{p}}-\frac{\partial \bar{f}_{n+1}}{\partial \bar{p}}\right)  \tag{2.50}\\
\frac{d \alpha}{d \bar{t}} & =\left(-1+i \bar{\Delta}_{c}-\frac{N \bar{\gamma}_{0}}{2}-i \frac{N \bar{U}_{0}}{2}\right) \alpha-\frac{N\left(\bar{\gamma}_{0}+i \bar{U}_{0}\right)}{4} \int_{-\infty}^{\infty}\left(\bar{f}_{-1}+\bar{f}_{1}\right) d \bar{p} \alpha+\bar{\eta} \tag{2.51}
\end{align*}
$$

The Vlasov model equations (2.50) - (2.51) are completely equivalent to the particle
model equations (2.20) - (2.22) derived earlier. In the following section numerical solution of both models will be presented. It will be shown that using the same initial conditions and parameters both models display excellent agreement [53].

### 2.5 Comparison Between the Particle Model and the Vlasov Model (Cavity-Pump Configuration)

The time evolution of the field intensity and the particles average momentum for the Vlasov and particle model are now investigated for the case of the cavity pump configuration (fig. 2.4).

Figure 2.8 shows the time evolution of the field intensity for the cavity-pump configuration, as calculated from the particle model (eqs. (2.20) - (2.22)) and the Vlasov model (eqs. (2.50) - (2.51)). It can be seen from fig. 2.8 that both models display rapid saturation of the field at $(\kappa t \approx 5)$ and small oscillations at longer times.


Figure 2.8: Cavity pump configuration: comparison of the field intensity evolution of the Vlasov (blue curve) and the Particle model (red curve). Scaled parameters: $N=2 \times 10^{5}, \Delta_{c}=-1.5 \kappa, \eta=1500 \kappa, U_{0}=-5.0 \times 10^{-6} \kappa$

In addition to agreement in the evolution of the cavity field both the particle and Vlasov models also give almost identical results for the evolution of averaged quantities of the atomic sample like the average momentum and momentum spread. For demonstration purposes the initial mean velocity of the particles has been chosen to be nonzero, so that $\langle p\rangle=10 \hbar k$ with a spread of $\sigma=5 \hbar k$. The damped oscillations of the average momentum shown in fig. 2.9 are due to the trapping of the atoms in the potential wells formed by the intracavity standing wave field. It is worth mentioning that despite the average velocity decrease, trapped particles initially gain some kinetic energy when falling towards the potential minima, so that the velocity spread initially increases in time (fig. 2.10).

The excellent agreement between the two models and the validity of the Vlasov approach is clearly demonstrated by figs. 2.8-2.10.


Figure 2.9: Cavity pump configuration: comparison of the mean momentum evolution of the Vlasov (blue curve) and the Particle model (red curve). Scaled parameters: $N=2 \times 10^{5}, \Delta_{c}=-1.5 \kappa, \eta=1500 \kappa, U_{0}=-5.0 \times 10^{-6} \kappa,\left\langle p_{0}\right\rangle=10 \hbar k$


Figure 2.10: Cavity pump configuration: comparison of the momentum spread evolution of the Vlasov (blue curve) and the Particle model (red curve). Scaled parameters: $N=2 \times 10^{5}, \Delta_{c}=-1.5 \kappa, \eta=1500 \kappa, U_{0}=-5.0 \times 10^{-6} \kappa,\left\langle p_{0}\right\rangle=10 \hbar k$, $\sigma=5 \hbar k$

The good agreement between the two models can be further demonstrated by comparison of phase space evolution in both the particle model and the Vlasov model. A simulation of the phase space evolution for the particle model is presented in figure 2.11. Initially the particles are uniformly distributed over one wavelength of the wave and normally distributed in momentum space with a Gaussian momentum distribution. Depending on a particle's position in the optical potential it can be accelerated or decelerated. Particles which do not have enough kinetic energy to escape the potential are trapped in the single potential well $(\kappa t=10, \kappa t=15)$. The half-wavelength periodicity of the potential field in this configuration is clearly visible.


Figure 2.11: Time evolution of phase space calculated from a numerical simulation of the particle model, eqs. (2.20) - (2.22). Scaled parameters:: $N=2 \times 10^{5}, \Delta_{c}=$ $-1.5 \kappa, \eta=1500 \kappa, U_{0}=-5.0 \times 10^{-6} \kappa,\left\langle p_{0}\right\rangle=10 \hbar k, \sigma=5 \hbar k$

Figure 2.12 shows the time evolution of the momentum distribution function $f(x, p, t)$ for the Vlasov model. It shows that the same behaviour is also demonstrated by the Vlasov model. Here equations (2.50) - (2.51) have been solved numerically with the same parameters as previously used in the particle model (fig. 2.11).


Figure 2.12: Time evolution of the momentum distribution function $f(x, p, t)$ from a numerical simulation of the Vlasov model, eqs. (2.50) - (2.51). Parameters used are the same as those in fig. 2.11 i.e $N=2 \times 10^{5}, \Delta_{c}=-1.5 \kappa, \eta=1500 \kappa$, $U_{0}=-5.0 \times 10^{-6} \kappa,\left\langle p_{0}\right\rangle=10 \hbar k, \sigma=5 \hbar k$

Numerically, the agreement of the Vlasov model with the particle model depends mainly on a sufficient number of Fourier harmonics $f_{n}$ used to represent the distribution function in the expansion eq. (2.47) and a sufficient number of discrete points used to simulate the momentum distribution. In this case the number of spatial harmonics was chosen to be 30 and the number of momentum points was equal 100 .

### 2.6 Numerical Methods for the Particle Model and the Vlasov Model

The particle model is composed of the $(2 N+1)$ coupled differential equations (2.20) - (2.22) hence the simulation of this model is based on the simultaneous numerical solution of each of the equations. Since this is a typical initial value problem the 4th order Runge-Kutta method, commonly used in similar models, has been applied here. The 4th order Runge-Kutta method makes an excellent compromise between the speed and the accuracy of numerical calculations [54]. In contrast, the Vlasov model is a set of two partial differential equations (2.50) - (2.51). From the variety of numerical methods for solving partial differential equations, the Finite Difference Method was chosen. More specifically the implicit Crank-Nicholson scheme was used due to its simplicity and good accuracy.

The codes for both particle and the Vlasov methods were written using Fortran 90. This general-purpose programming language is especially suited to high-performance numeric computation and scientific computing. In order to further improve the speed and performance of the calculations some of the codes were parallelised with the memory shared multiprocessing method also known as OpenMP. More details of the numerical method for solving the Vlasov model can be found in Appendix A.

## Chapter 3

## Atom-Pump Configuration

In the previous chapter, the optical cavity was assumed to be pumped directly via one of the cavity mirrors. In this chapter an alternative pumping configuration is considered, where atoms are illuminated by the pump field which propagates transversely into the cavity (fig. 3.1). This results in an atomic-position effective pumping term, which is responsible for the presence of an additional force acting on the atoms. This force, dependent on field intensity, originates from the coherent redistribution of photons between the pump and the field mode and leads to cooperative action and self-organization of the atoms in the cavity [39, 55, 56].

### 3.1 Classical Derivation of Atom-Pump Configuration

Consider a system consisting of an optical cavity containing atoms illuminated by the field being sent transversely into the cavity (fig. 3.1).

The external field induces a dipole moment in the atom which in turn contributes to the electric field as a driving term in the wave equation

$$
\begin{equation*}
-\frac{\partial^{2}}{\partial x^{2}} E(x, t)+\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}} E(x, t)+\mu_{o} \sigma \frac{\partial}{\partial t} E(x, t)=-\mu_{o} \frac{\partial^{2}}{\partial t^{2}} P(x, t) \tag{3.1}
\end{equation*}
$$

where $\sigma$ is the conductivity of the cavity mirrors, $\mu_{o}$ is the magnetic permeability


Figure 3.1: Schematic representation of an atom-pumped resonator. The cavity pumping rate, spontaneous loss rate and cavity decay rate are determined by the parameters $\eta, \Gamma$ and $\kappa$ respectively
and $c$ is the speed of light.

The electric fields (pump and cavity) and polarisation are defined as follows

$$
\begin{gather*}
E_{p}(y, t)=\xi_{p} e^{-i \omega_{p} t} u_{p}(y)+c . c .  \tag{3.2}\\
E_{c}(x, t)=\xi_{c} e^{-i \omega_{c} t} u_{c}(x)+c . c .  \tag{3.3}\\
P(x, t)=\mathcal{P} e^{-i \omega_{p} t}+c . c . \tag{3.4}
\end{gather*}
$$

where $u_{c}(x)$ is the intracavity mode function $\cos (k x)$ with wave number $k$. Substituting (3.2) - (3.4) into (3.1), finding the derivatives and assuming that $\xi$ and $\mathcal{P}$ are slowly varying amplitudes then eq. (3.1) can be reduced to

$$
\begin{equation*}
\dot{\xi}_{c}+\left(\kappa-i \Delta_{c}\right) \xi_{c} \approx \frac{i \omega_{p} \mathcal{P}}{2 \epsilon_{o}} . \tag{3.5}
\end{equation*}
$$

where $\Delta_{c}$ is the detuning between the pumping field and cavity frequency ( $\Delta_{c}=$ $\left.\omega_{p}-\omega_{c}\right)$.

The polarisation has a contribution from both the cavity and transverse pump fields and can be written as

$$
\begin{equation*}
P(x, t)=\alpha_{p o l}\left[\xi_{c} u_{c}(x)+\xi_{p} u_{p}(y)\right] e^{-i \omega t} \delta\left(x-x_{a}\right) / A \tag{3.6}
\end{equation*}
$$

where $\delta\left(x-x_{a}\right)$ is a Dirac delta function and $A$ is the cavity cross-section. $\alpha_{p o l}$ is an electronic polarisability defined as [57]

$$
\begin{equation*}
\alpha_{p o l}=\frac{e^{2}}{\left(2 m \omega_{p}\right)\left(-i \Gamma+\left(\omega_{o}^{2}-\omega_{p}^{2}\right)\right) / 2 \omega_{p}} \tag{3.7}
\end{equation*}
$$

or

$$
\begin{equation*}
\alpha_{p o l}=\frac{e^{2}}{\left(2 m \omega_{p}\right)\left(-i \Gamma-\Delta_{a}\right)} . \tag{3.8}
\end{equation*}
$$

where we have used the approximation $\left(\omega_{o}^{2}-\omega_{p}^{2}\right) / 2 \omega_{p}=\left(\omega_{o}-\omega_{p}\right)\left(\omega_{o}+\omega_{p}\right) / 2 \omega_{p} \approx$ $-\Delta_{a}$. Using (3.4), (3.6) and with $\mathcal{P}=\frac{2}{d} \int_{-d / 2}^{d / 2} d x P(x, t) \cos (k x)$, where $d$ denotes the cavity length, then

$$
\begin{equation*}
\mathcal{P}=\frac{\alpha_{p o l}}{V}\left[\xi_{c} u_{c}(x)+\xi_{p} u_{p}(y)\right] \cos (k x) \tag{3.9}
\end{equation*}
$$

so

$$
\begin{equation*}
\mathcal{P}=i \frac{e^{2}}{\left(2 m \omega_{p} V\right)} \frac{\cos ^{2}\left(k x_{a}\right)}{\left(\Gamma-i \Delta_{a}\right)} \xi_{c}+i \frac{e^{2}}{\left(2 m \omega_{p} V\right)} \frac{\cos (k x) u_{p}(y)}{\left(\Gamma-i \Delta_{a}\right)} \xi_{p} \tag{3.10}
\end{equation*}
$$

Inserting (3.10) into (3.5) the latter becomes

$$
\begin{equation*}
\dot{\xi}_{c}=-\frac{e^{2}}{\left(2 m V \epsilon_{o}\right)} \frac{\cos ^{2}(k x)}{\left(\Gamma-i \Delta_{a}\right)} \xi_{c}-\left(\kappa-i \Delta_{c}\right) \xi_{c}-\frac{e^{2}}{\left(2 m V \epsilon_{o}\right)} \frac{\cos (k x) u_{p}(y)}{\left(\Gamma-i \Delta_{a}\right)} \xi_{p} \tag{3.11}
\end{equation*}
$$

which can be written in terms of the position dependent scattering rate $\gamma(x)$ and frequency shift $U(x)$, defined as

$$
\begin{equation*}
\gamma(x)=\frac{\Gamma}{\Gamma^{2}+\Delta_{a}^{2}} g_{o}^{2} \cos ^{2}(k x)=\gamma_{o} \cos ^{2}(k x) \tag{3.12}
\end{equation*}
$$

and

$$
\begin{equation*}
U(x)=\frac{\Delta_{a}}{\Gamma^{2}+\Delta_{a}^{2}} g_{o}^{2} \cos ^{2}(k x)=U_{o} \cos ^{2}(k x) \tag{3.13}
\end{equation*}
$$

respectively, where $g_{o}$ is the cavity-atom coupling strength, i.e

$$
\begin{equation*}
g_{o}=\sqrt{\frac{e^{2}}{\left(2 m V \epsilon_{o}\right)}} \tag{3.14}
\end{equation*}
$$

Consequently, eq. (3.11) can be written as

$$
\begin{equation*}
\dot{\xi}_{c}=\left[-\kappa-\gamma(x)+i \Delta_{c}-i U(x)\right] \xi_{c}-\frac{g_{o}^{2} \cos (k x) u_{p}(y)}{\left(\Gamma-i \Delta_{a}\right)} \xi_{p} . \tag{3.15}
\end{equation*}
$$

It is useful to rewrite eq. (3.15) in terms of a dimensionless variable $\alpha$, whose squared absolute value is associated with the average cavity photon number:

$$
\begin{equation*}
\left|\alpha^{2}\right|=\frac{\epsilon_{o}\left|\xi^{2}\right| V}{\hbar \omega_{p}} \tag{3.16}
\end{equation*}
$$

so that

$$
\begin{equation*}
\xi_{c}=\sqrt{\frac{\epsilon_{o} V}{\hbar \omega_{p}}} \alpha, \quad \xi_{p}=\sqrt{\frac{\epsilon_{o} V}{\hbar \omega_{p}}} \alpha_{p} \tag{3.17}
\end{equation*}
$$

and finally after substitution

$$
\begin{equation*}
\dot{\alpha}=\left[-\kappa-\gamma(x)+i \Delta_{c}-i U(x)\right] \alpha-\eta_{e f f} u_{p}(y) \cos (k x) \tag{3.18}
\end{equation*}
$$

In the above we have defined the laser pumping rate $\eta=g_{o} \alpha_{p}$ and effective pumping strength $\eta_{\text {eff }}=\eta g_{o} /\left(\Gamma-i \Delta_{a}\right)$.

As was demonstrated in section 2.1 the total force acting on an atom is given by

$$
\begin{equation*}
\boldsymbol{F}=\vec{\nabla}(\vec{d} \cdot \vec{E}) \tag{3.19}
\end{equation*}
$$

Assuming that both cavity and pump fields are polarised in the $z$ direction

$$
\begin{align*}
& \boldsymbol{E}_{c}(x, t)=\left(\xi_{c} e^{-i \omega_{c} t} u_{c}(x)+c . c .\right) \hat{\boldsymbol{z}}  \tag{3.20}\\
& \boldsymbol{E}_{p}(y, t)=\left(\xi_{p} e^{-i \omega_{p} t} u_{p}(y)+c . c .\right) \hat{\boldsymbol{z}} \tag{3.21}
\end{align*}
$$

we have

$$
\begin{equation*}
\boldsymbol{F}=\left(\boldsymbol{d} \cdot \frac{\partial \boldsymbol{E}}{\partial x}, \boldsymbol{d} \cdot \frac{\partial \boldsymbol{E}}{\partial y}, \boldsymbol{d} \cdot \frac{\partial \boldsymbol{E}}{\partial z}\right) \tag{3.22}
\end{equation*}
$$

so the force in the " $x$ " direction is

$$
\begin{equation*}
F_{x}=\boldsymbol{d} \cdot \frac{d \boldsymbol{E}}{d x}=\left(\frac{d_{x} \partial E_{x}}{\partial x}+\frac{d_{y} \partial E_{y}}{\partial x}+\frac{d_{z} \partial E_{z}}{\partial x}\right)=\frac{d_{z} \partial E_{z}}{\partial x} \tag{3.23}
\end{equation*}
$$

Defining the electron dipole moment

$$
\begin{equation*}
d_{z}=\alpha_{p o l} E=\left\{\alpha_{p o l}\left[\xi_{c} u_{c}(x)+\xi_{p} u_{p}(y)\right] e^{-i \omega_{p} t}+c . c .\right\} \tag{3.24}
\end{equation*}
$$

and the derivative of the total electric field

$$
\begin{equation*}
\frac{\partial E_{z}}{\partial x}=\xi_{c} \frac{d u_{c}(x)}{d x} e^{-i \omega_{p} t}+\xi_{c}^{*} \frac{d u_{c}(x)}{d x} e^{i \omega_{p} t} \tag{3.25}
\end{equation*}
$$

into (3.23) gives

$$
\begin{equation*}
F_{x}=\frac{\left|\xi_{c}\right|^{2}}{2} \frac{d u_{c}^{2}(x)}{d x}\left(\alpha_{p o l}+\alpha_{p o l}^{*}\right)+\left(\alpha_{p o l} \xi_{p} \xi_{x}^{*} u_{p}(y) \frac{d u_{c}(x)}{d x}+c . c .\right) \tag{3.26}
\end{equation*}
$$

where the fast oscillating terms $\left(e^{-2 i \omega_{p} t}, e^{2 i \omega_{p} t}\right)$ have been dropped.

For clarity each term on the RHS of eq. (3.26) will now be considered individually. The polarizability $\alpha_{p o l}$ is defined in eq. (3.8) so it can be rewritten in the form

$$
\begin{equation*}
\alpha_{p o l}=\frac{e^{2}\left(-\Delta_{a}+i \Gamma\right)}{\left(2 m \omega_{p}\right)\left(\Delta_{a}^{2}+\Gamma^{2}\right)} . \tag{3.27}
\end{equation*}
$$

Writing (3.26) in the form $F_{x}=F_{x_{1}}+F_{x_{2}}$ then substituting $\alpha_{p o l}$ into (3.26) gives

$$
\begin{equation*}
\left(\alpha_{p o l}+\alpha_{p o l}^{*}\right)=-\frac{e^{2}}{m \omega_{p}} \frac{\Delta_{a}}{\Delta_{a}^{2}+\Gamma^{2}} \tag{3.28}
\end{equation*}
$$

so the first term of (3.26) i.e. $F_{x_{1}}$ is

$$
\begin{equation*}
F_{x_{1}}=-\left|\xi_{c}\right|^{2}\left[\frac{e^{2}}{2 m \omega_{p}} \frac{\Delta_{a}}{\Delta_{a}^{2}+\Gamma^{2}}\right] \frac{d u_{c}^{2}(x)}{d x} . \tag{3.29}
\end{equation*}
$$

Multiplying and dividing (3.29) by $V, \epsilon_{o}$ and $\hbar$ and introducing $U_{o}, g_{o}^{2}$ and $|\alpha|^{2}$ (eqs. (3.13) (3.14) and (3.16) respectively) then it is possible to write

$$
\begin{equation*}
F_{x_{1}}=-\hbar U_{o}|\alpha|^{2} \frac{d u_{c}^{2}(x)}{d x} \tag{3.30}
\end{equation*}
$$

The second term of (3.26) can be written as

$$
\begin{equation*}
F_{x_{2}}=u_{p}(y) \frac{d u_{c}(x)}{d x}\left(\alpha_{p o l} \xi_{c}^{*} \xi_{p}+c . c .\right) \tag{3.31}
\end{equation*}
$$

and one can use the dimensionless variable, $\alpha$, previously defined, so that

$$
\begin{gather*}
\alpha=\sqrt{\frac{\epsilon_{o} V}{\hbar \omega_{p}}} \xi \quad \alpha_{p}=\sqrt{\frac{\epsilon_{o} V}{\hbar \omega_{p}}} \xi_{p}  \tag{3.32}\\
\xi_{c}=\sqrt{\frac{\hbar \omega_{c}}{\epsilon_{o} V}} \alpha_{c} \quad \xi_{c}^{*}=\sqrt{\frac{\hbar \omega_{c}}{\epsilon_{o} V}} \alpha_{c}^{*}  \tag{3.33}\\
\xi_{p}=\sqrt{\frac{\hbar \omega_{p}}{\epsilon_{o} V}} \alpha_{p} \quad \xi_{p}^{*}=\sqrt{\frac{\hbar \omega_{p}}{\epsilon_{o} V}} \alpha_{p}^{*} \tag{3.34}
\end{gather*}
$$

and consequently

$$
\begin{equation*}
F_{x_{2}}=\frac{\hbar \omega_{p}}{\epsilon_{o} V} u_{p}(y) \frac{d u_{c}(x)}{d x}\left(\alpha_{p o l} \alpha^{*} \alpha_{p}+c . c .\right) \tag{3.35}
\end{equation*}
$$

or alternatively

$$
\begin{equation*}
F_{x_{2}}=i \hbar u_{p}(y) \frac{d u_{c}(x)}{d x}\left(\frac{e^{2}}{\left(2 m \epsilon_{o} V\right)\left(\Gamma-i \Delta_{a}\right)} \alpha_{p} \alpha^{*}+c . c .\right) . \tag{3.36}
\end{equation*}
$$

Introducing the laser pumping rate, $\eta=g_{o} \alpha_{p}$, and effective pumping term $\eta_{e f f}=$ $\eta g_{o} /\left(\Gamma-i \Delta_{a}\right)$ gives the final expression for $F_{x_{2}}$ :

$$
\begin{equation*}
F_{x_{2}}=-i \hbar u_{p}(y) \frac{d u_{c}(x)}{d x}\left(\eta_{e f f}^{*} \alpha-\eta_{e f f} \alpha^{*}\right) \tag{3.37}
\end{equation*}
$$

Combining both parts of the total force (3.30) and (3.37) and recalling equation (3.18) we obtain self-consistent set of equations which describe the dynamics of the field amplitude $\alpha$ and the centre of mass motion of $N$ dipoles along the cavity axis x, [39]:

$$
\begin{align*}
& \dot{\alpha}= i\left[\Delta_{c}-U_{o} \sum_{j} \cos ^{2}\left(k x_{j}\right)\right] \alpha \\
&-\left[\kappa+\gamma_{o} \sum_{j} \cos ^{2}\left(k x_{j}\right)\right] \alpha-\eta_{e f f} \sum_{j} \cos \left(k x_{j}\right)  \tag{3.38}\\
& \begin{aligned}
\dot{p_{j}}= & -\hbar U_{o}\left(\left|\alpha^{2}\right|\right) \frac{d}{d x_{j}} \cos ^{2}\left(k x_{j}\right) \\
& -i \hbar\left(\eta_{e f f}^{*} \alpha-\eta_{e f f} \alpha^{*}\right) \frac{d}{d x_{j}} \cos \left(k x_{j}\right) \\
\dot{x_{j}}= & \frac{p_{j}}{m}
\end{aligned}
\end{align*}
$$

In the following section more detailed features of the atom-pump particle model will be demonstrated. Moreover, analogously to the cavity pump configuration, an alternative Vlasov model of the atom-pump configuration will be derived and numerical simulations from both models will be compared.

### 3.2 Particle Model of Atom-Pumped Configuration

Using (3.38-3.40) derived in section 3.1, it is now possible to investigate the dynamical behaviour of an atom-pumped cavity containing a gas of $N$ atoms. The parameters in (3.38-3.40) describe the same physical quantities as in the cavity pump model described in section 2.2, in eqs. (2.20) - (2.22). Note that the main difference between the field evolution equations in each configuration (eq. 2.20 and eq. 3.38) is in the pumping term. For atom-pumping, eq. (3.38) is described by $\eta_{e f f} \sum_{j} \cos \left(k x_{j}\right)$ which is a position dependent pumping term proportional to

$$
\begin{equation*}
\eta_{e f f}=\frac{\eta g_{o}}{-i \Delta_{a}+\Gamma}, \tag{3.41}
\end{equation*}
$$

where $\eta$ is the pumping strength, given by the maximum free-space Rabi frequency. The force on each atom in the atom-pumped configuration, eq. (3.39) contains a sum of two terms. The first term corresponds to a force arising from an optical dipole potential $\propto \cos ^{2}(k x)$, which has potential minima at $k x=n \pi$. The second term in (3.39) originates from coherent redistribution of photons between the pump and the field mode. This second force is proportional to $\cos (k x)$ and has opposite signs at $k x=2 n \pi$ and $k x=(2 n+1) \pi$. If for instance momentarily there are more atoms in even wells so that $\sum \cos (k x)>0$ and the detuning is such that $\Delta_{c}-U_{o} \sum \cos ^{2}\left(k x_{j}\right)<0$, then the cosine potential has wells at $k x=2 n \pi$ that deepen the $\cos ^{2}(k x)$ optical lattice and has hills at $k x=(2 n+1) \pi$ that reduce attractive wells at $\cos ^{2}(k x)$. During the cooling process those two forces compete with each other and self-amplify until all the atoms are in the same even or odd wells. Once the atoms redistribute the constructive interference of the scattered light gives rise to the stationary field intensity and self-organization is further stabilised. In other words the self-organisation of the atoms in the cavity can be understood as a
bunching of the atoms on the scale of the optical wavelength (or potential), giving rise to coherent scattering [39].

Self-organisation in the atom-pump model strongly depends on the number of atoms inside the cavity. It can be seen from fig. 3.2 that for low number of atoms the field does not build up and self-organisation cannot be established. For a sufficient number of atoms generated photons build up the field which can be recognised as a growth of the cavity field intensity.


Figure 3.2: Steady-state intensity $|\alpha|^{2}$ as a function of number of atoms $N$ for the atom-pump configuration. Quadratic dependence of the cavity mode intensity on the atom number demonstrates the cooperative effect. The parameters used are: $U_{0}=-1.0 \times 10^{-3} \kappa, \gamma_{0}=1.0 \times 10^{-6} \kappa, \eta=500 \kappa$.

Strong self-organisation of the atoms can, in fact, lead to faster trapping and cooling of the atomic cloud. Since the number of atoms inside the cavity plays an important role in this process it can be seen that, for given parameters, increasing the number
of atoms $(N)$ can increase the cooling rate.


Figure 3.3: Cooling rate vs. number of particles $N$ for the atom-pump configuration. The parameters used are: $U_{0}=-1.0 \times 10^{-3} \kappa, \gamma_{0}=1.0 \times 10^{-6} \kappa, \eta=500 \kappa$.

The cavity cooling rates and their dependence on the number of atoms inside the cavity are presented in fig. 3.3 for the atom-pump configuration. Comparison of fig. 3.3 with the corresponding graph for cavity-pump configuration (fig. 2.5) shows a dramatic difference in the dependence of the cooling rates on $N$ for each configurations.

The self-organisation of the atoms in the atom-pumped cavity configuration will be further demonstrated in the following section where the particle model will be compared with the alternative momentum distribution (Vlasov) model and the time evolution of the phase space will be presented.

### 3.3 Vlasov Model

It is possible to follow the same procedure as was carried out in the case of the cavity pump configuration (section 2.4) to find the Vlasov model for a gas of atoms in a cavity being pumped off-axis (fig. 3.1). For a gas of $N$ atoms equations (3.383.40) become

$$
\begin{align*}
\frac{d \alpha}{d t} & =\left[-\kappa-\bar{\gamma}+i \Delta_{c}-i \bar{U}\right] \alpha+\bar{\eta}_{e f f}  \tag{3.42}\\
\frac{d p_{j}}{d t} & =\hbar k U_{o}\left|\alpha^{2}\right| \sin \left(2 k x_{j}\right)+i \hbar k\left(\eta_{e f f}^{*} \alpha-\eta_{e f f} \alpha^{*}\right) \sin \left(k x_{j}\right)  \tag{3.43}\\
\frac{d x_{j}}{d t} & =\frac{p_{j}}{m} \tag{3.44}
\end{align*}
$$

where the sum over the $N$ atoms has been replaced with the overbar $\overline{(\ldots)} \equiv \sum_{j=1}^{N}(\ldots)$.

The Vlasov equation for the distribution function $f(x, p, t)$ of the atomic gas is

$$
\begin{equation*}
\frac{d f}{d t}=\frac{\partial f}{\partial t}+\dot{\boldsymbol{x}} \frac{\partial f}{\partial \boldsymbol{x}}+\dot{\boldsymbol{p}} \frac{\partial f}{\partial \boldsymbol{p}}=0 \tag{3.45}
\end{equation*}
$$

which with equations (3.43) and (3.44) can be rewritten in the form

$$
\begin{align*}
\frac{\partial f}{\partial t}+\frac{p}{m} \frac{\partial f}{\partial x}+\hbar k U_{0}|\alpha|^{2} \sin (2 k x) \frac{\partial f(x, p, t)}{\partial p}+ & i \hbar k\left(\eta_{e f f}^{*} \alpha-\eta_{e f f} \alpha^{*}\right) \times \\
& \times \sin (k x) \frac{\partial f(x, p, t)}{\partial p}=0 \tag{3.46}
\end{align*}
$$

so consequently

$$
\begin{array}{r}
\frac{\partial f}{\partial t}+\frac{p}{m} \frac{\partial f}{\partial x}-i \frac{\hbar k U_{0}}{2}|\alpha|^{2}\left(e^{2 i k x}-e^{-2 i k x}\right) \frac{\partial f(x, p, t)}{\partial p}+\frac{\hbar k}{2}\left(\eta_{e f f}^{*} \alpha-\eta_{e f f} \alpha^{*}\right) \times \\
\times\left(e^{i k x}-e^{-i k x}\right) \frac{\partial f(x, p, t)}{\partial p}=0 . \tag{3.47}
\end{array}
$$

It can again be assumed that the atomic distribution function $f(x, p, t)$ is spatially periodic in space (on this occasion with period $\lambda$ ), which allows $f$ to be written as a Fourier series such that

$$
f=\frac{1}{\lambda} \sum_{n=-\infty}^{\infty} f_{n} e^{i n k z} \quad, \quad \text { where } f_{-n}=f_{n}^{*}
$$

and Vlasov equation in eq. (3.47) can be expressed as

$$
\begin{align*}
\frac{\partial f_{n}}{\partial t}+i n k \frac{p}{m} f_{n}-\frac{i}{2} \hbar k U_{0}|\alpha|^{2}\left(\frac{\partial f_{n-2}}{\partial p}-\frac{\partial f_{n+2}}{\partial p}\right) & +\frac{1}{2} \hbar k\left(\eta_{e f f}^{*} \alpha-\eta_{e f f} \alpha^{*}\right) \times \\
& \times\left(\frac{\partial f_{n-1}}{\partial p}-\frac{\partial f_{n+1}}{\partial p}\right)=0 \tag{3.48}
\end{align*}
$$

Similarly, the wave equation, eq.( 3.42), can be written as

$$
\begin{align*}
\frac{d \alpha}{d t} & =\left(-\kappa+i \Delta_{c}\right) \alpha-\left(\gamma_{0}+i U_{0}\right) \overline{\cos ^{2}(k x)} \alpha-\eta_{e f f} \overline{\cos (k x)} \\
& =\left(-\kappa+i \Delta_{c}\right) \alpha-\frac{\left(\gamma_{0}+i U_{0}\right)}{2} \overline{(1+\cos (2 k x))} \alpha-\eta_{e f f} \overline{\cos (k x)} \\
& =\left(-\kappa+i \Delta_{c}-\frac{1}{2}\left(\gamma_{0}+i U_{0}\right)\right) \alpha-\frac{1}{4}\left(\gamma_{0}+i U_{0}\right) \overline{\left(e^{2 i k x}+e^{-2 i k x}\right)} \alpha- \\
& -\frac{1}{2} \eta_{e f f} \overline{\left(e^{i k x}+e^{-i k x}\right)} \tag{3.49}
\end{align*}
$$

where the overbar $\overline{(\ldots)} \equiv \sum_{j=1}^{N}(\ldots)$ represents a sum over the atoms. Rewriting this sum in terms of the distribution function $f$

$$
\overline{(\ldots)} \equiv N \int_{-\infty}^{\infty} \int_{0}^{\lambda} f(x, p, t)(\ldots) d x d p
$$

then (3.49) becomes

$$
\begin{array}{r}
\frac{d \alpha}{d t}=\left(-\kappa+i \Delta_{c}-\frac{N \gamma_{0}}{2}-i \frac{N U_{0}}{2}\right) \alpha-\frac{N}{4}\left(\gamma_{0}+i U_{0}\right) \int_{-\infty}^{\infty}\left(f_{-2}+f_{2}\right) d p \alpha- \\
\frac{N}{2} \eta_{e f f} \int_{-\infty}^{\infty}\left(f_{-1}+f_{1}\right) d p \tag{3.50}
\end{array}
$$

Defining the dimensionless variables $\bar{p}=\frac{p}{\hbar k}, \bar{t}=\kappa t, \bar{\gamma}_{0}=\frac{\gamma_{0}}{\kappa}, \bar{U}_{0}=\frac{U_{0}}{\kappa}, \bar{\omega}_{r}=\frac{2 \hbar k^{2}}{m \kappa}$, $\bar{\eta}=\frac{\eta}{\kappa}$ and $\bar{f}=\hbar k f$, then eq. (3.48) and (3.50) can be rewritten in the dimensionless form

$$
\begin{array}{r}
\frac{\partial \bar{f}_{n}}{\partial \bar{t}}=-\frac{1}{2} i n \bar{\omega}_{r} \bar{p} \bar{f}_{n}+\frac{i}{2} \bar{U}_{0}|\alpha|^{2}\left(\frac{\partial \bar{f}_{n-2}}{\partial \bar{p}}-\frac{\partial \bar{f}_{n+2}}{\partial \bar{p}}\right)-\frac{1}{2}\left(\eta_{e f f}^{*} \alpha-\eta_{e f f} \alpha^{*}\right) \times \\
\times\left(\frac{\partial \bar{f}_{n-1}}{\partial \bar{p}}-\frac{\partial \bar{f}_{n+1}}{\partial \bar{p}}\right) \\
\frac{d \alpha}{d \bar{t}}=\left(-1+i \bar{\Delta}_{c}-\frac{N \bar{\gamma}_{0}}{2}-i \frac{N \bar{U}_{0}}{2}\right) \alpha-\frac{N\left(\bar{\gamma}_{0}+i \bar{U}_{0}\right)}{4} \int_{-\infty}^{\infty}\left(\bar{f}_{-2}+\bar{f}_{2}\right) d \bar{p} \alpha- \\
\frac{N}{2} \bar{\eta}_{e f f} \int_{-\infty}^{\infty}\left(\bar{f}_{-1}+\bar{f}_{1}\right) d \bar{p} \tag{3.52}
\end{array}
$$

The Vlasov equations for the atom-pump configuration eqs. (3.51-3.52) are completely equivalent to the particle model equations (3.38-3.40) derived in section 3.1 and, as will be shown in the following section, both models are in excellent agreement [53].

### 3.4 Comparison Between the Particle Model and the Vlasov Model (Atom-Pump Configuration)

In this section, numerical simulations of both the particle model and the Vlasov model are carried out for the case of the atom-pump configuration.

A comparison between evolution of the field intensity from the particle model and the Vlasov model is shown in fig. 3.4. In contrast to the cavity pump configuration, where the field intensity indicated almost instantaneous saturation (fig. 2.8), here both models display a slow saturation time after which the field oscillates. As has been mentioned in section 3.2 this is due to fact that the field builds up due to the scattering of the field from small initial density fluctuations. Initially the growth of the field is slow as the randomly positioned atoms scatter the pump field incoherently. However due to the self-organisation or bunching of the atoms under the action of the fields, the scattering of the pump becomes more coherent and the amplification of the field much more rapid, leading to the exponential amplification shown in fig. 3.4


Figure 3.4: Atom-pump configuration: comparison of the field intensity evolution using the Vlasov model (blue curve) and the Particle model (red curve). Scaled parameters: $N=2 \times 10^{5}, U_{0}=-5.0 \times 10^{-6} \kappa, \Delta_{c}=-2.5 \kappa, \eta=10 \kappa$.

In addition to the excellent agreement that was shown in the field intensity evolution between the particle model and the Vlasov model (fig. 3.4) both models show almost identical results when comparing the average momentum evolution (fig. 3.5) and the momentum spread evolution (fig. 3.6).


Figure 3.5: Comparison of the mean momentum evolution of $2 \times 10^{5}$ particles using the Vlasov model (blue curve) and the Particle model (red curve) (atom-pump configuration). The other parameters used are: $U_{0}=-5.0 \times 10^{-6} \kappa, \Delta_{c}=-2.5 \kappa$, $\eta=10 \kappa$.

Despite the fact that the atoms are trapped in the potential wells which can be seen as an oscillation of the average momentum shown in figure 3.5 the particles under the influence of the strong field still oscillate quickly in the potentials and hence the growth of the momentum spread can be observed (fig. 3.6).


Figure 3.6: Comparison of the momentum spread evolution using the Vlasov (blue curve) and the Particle model (red curve). Scaled parameters: $2 \times 10^{5}$ particles, $U_{0}=-5.0 \times 10^{-6} \kappa, \Delta_{c}=-2.5 \kappa, \eta=10 \kappa$.

The process of self-organisation of atoms inside the cavity is clearly visible in figure 3.7, showing the phase space evolution as calculated using the particle model (3.38 - 3.40). Initially the particles are uniformly distributed over one wavelength of the wave and normally distributed in momentum space $(\mathrm{t}=0)$. Finally, however, more particles are localised in the even than odd wells which confirms the different structure of the potential field in this configuration $(t=60)$ (compare the phase space evolution for the case of cavity pump configuration shown in fig. 2.11). As mentioned in section 3.2 this is due to the fact that there are two different potentials in the atom-pump configuration. The potentials compete with each other and self-amplify until all the atoms are in the same even or odd wells.


Figure 3.7: Time evolution of phase space density (atom-pumping) from a numerical simulation of the particle model eq. (3.38) - (3.40). Scaled parameters: $N=2 \times 10^{5}$, $U_{0}=-5.0 \times 10^{-6} \kappa, \Delta_{c}=-2.5 \kappa, \eta=10 \kappa$.

The Vlasov model of the atom-pump configuration (eqs. (3.51) and (3.52)) was solved numerically with the same initial conditions as used for the model - particles need to be uniformly distributed over one wavelength of the wave and normally distributed in momentum space. The results from the Vlasov model are presented in figure 3.8. The distribution function evolves from the initial conditions, at $\kappa t=0$ to the final state at $\kappa t=60$. The periodicity of the potential field is already visible at $\kappa t=50$ and becomes sharper for longer times. This result again agrees well with the results obtained from the particle model simulations (see fig. 3.7 for comparison)


Figure 3.8: Time evolution of the momentum distribution function $f(x, p, t)$ (atompumping) from a numerical simulation of the Vlasov model eq. (3.51) - (3.52). Scaled parameters: $N=2 \times 10^{5}, U_{0}=-5.0 \times 10^{-6} \kappa, \Delta_{c}=-2.5 \kappa, \eta=10.0 \kappa$.

From the numerical point of view, the Vlasov equations for the atom-pump configuration eqs. (3.51-3.52) are more complex that the Vlasov equations derived for cavity pump configuration eqs. (2.50-2.51), however the same numerical method Finite Difference Method (see Appendix A), as was used to solve eqs. (2.50-2.51), was used in the case of the atom-pump configuration.

## CHAPTER 4

## Semi-Classical Model of Two-Level Atoms in a Cavity

In previous chapters it has been assumed that the atoms behave as classical polarisable particles and the internal dynamics of the atoms are essentially neglected. In order to include the effects associated with the internal atomic dynamics it is possible to use a system of Maxwell-Bloch equations extended to include the atomic of centre mass motion. This is the so-called semi-classical model as it treats the internal atomic degrees of freedom (dipole moment, population difference) quantum mechanically and the electromagnetic field along with external degrees of freedom (atomic position and momentum) classically. The semi-classical model is complementary to the classical model and in the limit of negligible atomic excitation must simplify to show the same behaviour as in the classical model. The cavity and atom-pump configuration derived in previous chapters were assumed to be valid for the case of low atomic excitation. In such a limit where the atom-pump frequency detuning is large the semi-classical model must reduce to classical one.

### 4.1 Semi-Classical Derivation of Cavity-Pump Configuration

The model consists of an ensemble of two-level atoms confined inside a simple FabryPerot cavity illuminated by the pump field directed along the cavity axis, as shown
schematically in fig. 4.1. In the following sections the evolution equations for the internal atomic degrees of freedom (dipole moment and the population difference), external degrees of freedom (position and momentum) and cavity field are derived.


Figure 4.1: An ensemble of two-level atoms in a cavity pumped along its axis via one of the cavity mirrors (cavity-pump configuration). $|g\rangle$ represents a ground state of an atom while $|e\rangle$ represents an excited state of an atom. The cavity pumping rate, spontaneous loss rate and cavity decay rate are determined by the parameters $\eta, \Gamma$ and $\kappa$ respectively.

### 4.1.1 Internal Degrees of Freedom

The atoms in the ensemble are assumed to have two internal energy states. The lower and upper energy states are labelled $|g\rangle$ and $|e\rangle$ respectively. The Bloch equations for the density matrix elements associated with each atom $\rho_{j k}, j, k=e, g$ are:

$$
\begin{align*}
\frac{\partial \rho_{e g}}{\partial t} & =-\left(\Gamma_{e g}+i \omega_{e g}\right) \rho_{e g}+\frac{i E \mu}{\hbar}\left(\rho_{g g}-\rho_{e e}\right)  \tag{4.1}\\
\frac{\partial}{\partial t}\left(\rho_{g g}-\rho_{e e}\right) & =-\Gamma_{e e}\left(\rho_{g g}-\rho_{e e}\right)+\frac{2 i E \mu}{\hbar}\left(\rho_{e g}-\rho_{e g}^{*}\right), \tag{4.2}
\end{align*}
$$

where $\Gamma_{e e}$ and $\Gamma_{e g}$ are the longitudinal and transverse atomic decay rates, respec-
tively and the dipole moment is:

$$
\begin{equation*}
\boldsymbol{d}_{j}=\mu\left(\rho_{g e}+\rho_{g e}^{*}\right) \hat{\boldsymbol{e}} \tag{4.3}
\end{equation*}
$$

where $\mu$ is the dipole matrix element and $\rho_{e g}$ is the density matrix element defined as

$$
\begin{equation*}
\rho_{e g}=S(x) e^{-i \omega t}, \quad\left(\rho_{g e}=\rho_{e g}^{*}\right) \tag{4.4}
\end{equation*}
$$

and $S$ is the coherence of the atom.
The population difference is here defined as

$$
\begin{equation*}
D=\frac{\rho_{g g}-\rho_{e e}}{2} \tag{4.5}
\end{equation*}
$$

The field in the cavity can be written in the form:

$$
\begin{equation*}
E=\left(A(x) e^{-i \omega t}+\text { c.c. }\right) g(x) \tag{4.6}
\end{equation*}
$$

where $\mathrm{g}(\mathrm{x})$ is a cavity mode function and it has been assumed $\boldsymbol{E}=E \hat{\boldsymbol{e}}, \quad \boldsymbol{\mu}_{g e}=$ $\boldsymbol{\mu}_{e g}=\mu \hat{\boldsymbol{e}}$,

Inserting (4.4) and (4.6) into (4.1) produces

$$
\begin{equation*}
\left(\frac{d S}{d t}-i \omega S\right) e^{-i \omega t}=-\left(\Gamma_{e g}+i \omega_{e g}\right) S e^{-i \omega t}+\frac{i \mu}{\hbar}\left(\rho_{g g}-\rho_{e e}\right)\left(A e^{-i \omega t}+c . c .\right) g(x) \tag{4.7}
\end{equation*}
$$

Multiplying (4.7) by $e^{i \omega t}$ and using the definition of eq. (4.5) eq. (4.7) becomes

$$
\begin{equation*}
\frac{d S}{d t}=-\Gamma_{e g} S+i\left(\omega-\omega_{e g}\right) S+\frac{2 i \mu D}{\hbar} A g(x) \tag{4.8}
\end{equation*}
$$

where terms varying as $e^{2 i \omega t}$ have been neglected.
Similarly, substituting for (4.4), (4.5) and (4.6) in (4.2) gives

$$
\begin{equation*}
\frac{d D}{d t}=-\Gamma_{e e}\left(D-D^{e q}\right)-\frac{i \mu}{\hbar}\left(A S^{*}-A^{*} S\right) g(x) \tag{4.9}
\end{equation*}
$$

where $D^{e q}=0.5$ in the absence of any external excitation of the atom and we have again fast oscillating terms have been neglected.

Equations (4.8) and (4.9) describe the internal degrees of freedom of each atom under the influence of the cavity field.

### 4.1.2 Atomic Centre-of-Mass Dynamics

The external degrees of freedom of atoms - the position and momentum - will be described classically.

As shown in chapter 2, the dipole force in the $x$ direction acting on the $j$ th atom is given by:

$$
\begin{equation*}
F_{x}=\boldsymbol{d} \cdot \frac{\partial \boldsymbol{E}}{d x} \tag{4.10}
\end{equation*}
$$

which using (4.3) and (4.6) becomes

$$
\begin{align*}
F_{x} & =\mu\left(A e^{-i \omega t}+\text { c.c. }\right)\left(S e^{-i \omega t}+\text { c.c. }\right) \frac{d g(x)}{d x} \\
& =\left(S A^{*}+S^{*} A\right) \frac{d g(x)}{d x} \tag{4.11}
\end{align*}
$$

### 4.1.3 Electromagnetic Field Dynamics

Maxwell's wave equation is

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}\right) \boldsymbol{E}=\frac{1}{\epsilon_{0} c^{2}} \frac{\partial^{2} \boldsymbol{P}}{\partial t^{2}} \tag{4.12}
\end{equation*}
$$

where the polarisation, $\boldsymbol{P}$, is defined as

$$
\begin{align*}
\boldsymbol{P} & =\sum_{j} \boldsymbol{d}_{j} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)  \tag{4.13}\\
& =\mu \hat{\boldsymbol{e}} \sum_{j}\left(S e^{-i \omega t}+c . c .\right) \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)
\end{align*}
$$

After finding the derivatives for an ensemble of point-like atoms eq. (4.12) can be rewritten as

$$
\begin{gather*}
{\left[-k^{2} A+\frac{2 \omega}{c^{2}}\left(i \frac{d A}{d t}+\frac{\omega A}{2}\right)\right] g(x) e^{-i \omega t}+c . c .=-\mu_{0} \omega^{2} \mu \sum_{j}\left(S e^{-i \omega t}+c . c .\right) \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)}  \tag{4.14}\\
{\left[-k^{2} A+\frac{2 \omega}{c^{2}}\left(i \frac{d A}{d t}+\frac{\omega A}{2}\right)\right] g(x)=-\mu_{0} \omega^{2} \mu \sum_{j} S \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)} \tag{4.15}
\end{gather*}
$$

where the slowly-varying envelope approximation (SVEA) has been used (i.e. $\left|\frac{\partial}{\partial t}\right| \ll$ $\left.\omega,\left|\frac{\partial}{\partial z}\right| \ll k\right)$.

As $\frac{\omega^{2}}{c^{2}}=k^{2}$ and $\frac{1}{\sqrt{\mu_{0} \epsilon_{0}}}=c^{2}$, then eq. (4.15) becomes

$$
\begin{equation*}
\frac{d A}{d t} g(x)=\frac{i \omega \mu}{2 \epsilon_{0}} \sum_{j} S \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right) \tag{4.16}
\end{equation*}
$$

so multiplying both sides of (4.16) by $g(x)$ and integrating over the cross-section area of the cavity $\mathcal{A},(V=\mathcal{A} L)$ produces

$$
\begin{equation*}
\mathcal{A} \frac{d A}{d t} \int_{0}^{L} g(x)^{2} d x=\frac{i \omega \mu}{2 \epsilon_{0}} \int_{0}^{L} g(x) d x \sum_{j} S \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right) \tag{4.17}
\end{equation*}
$$

Then, if the cavity mode function is of the form

$$
\begin{equation*}
g(x)=\cos (k x), \text { or } g(x)=\sin (k x) \tag{4.18}
\end{equation*}
$$

eq. (4.17) can be expressed as

$$
\begin{align*}
\frac{\mathcal{A} \lambda}{4} \frac{d A}{d t} & =\frac{i \omega \mu}{2 \epsilon_{0}} \sum_{j} S g(x) \\
\Rightarrow \frac{d A}{d t} & =\frac{2 i \omega \mu}{\mathcal{A} \lambda \epsilon_{0}} \sum_{j} S_{j} \cos \left(k x_{j}\right) \\
\Rightarrow \frac{d A}{d t} & =\frac{i \omega \mu}{V \epsilon_{0}} \sum_{j} S_{j} \cos \left(k x_{j}\right) \tag{4.19}
\end{align*}
$$

Equations (4.8), (4.9), (4.11) and (4.19) together make a closed set of evolution equations which completely describe the self-consistent interaction of an ensemble of two-level atoms with the cavity mode inside a Fabry-Perot cavity:

$$
\begin{align*}
\frac{d S_{j}}{d t} & =-\Gamma_{e g}+i\left(\omega-\omega_{e g}\right) S_{j}+\frac{2 i \mu D}{\hbar} A g(x)  \tag{4.20}\\
\frac{d D_{j}}{d t} & =-\Gamma_{e e}\left(D_{j}-D^{e q}\right)-\frac{i \mu}{\hbar}\left(A S^{*}-A^{*} S\right) g(x)  \tag{4.21}\\
\frac{d p_{j}}{d t} & =\left(S A^{*}+S^{*} A\right) \frac{d g(x)}{d x}  \tag{4.22}\\
\frac{d A}{d t} & =\frac{i \omega \mu}{V \epsilon_{0}} \sum_{j} S_{j} \cos \left(k x_{j}\right) \tag{4.23}
\end{align*}
$$

As in previous chapters, it is convenient to introduce the dimensionless parameter $\alpha$ whose absolute squared value $|\alpha|^{2}$ is associated with the average photon number

$$
\begin{equation*}
\left|\alpha^{2}\right|=\frac{\epsilon_{o}|A|^{2} V}{\hbar \omega} \tag{4.24}
\end{equation*}
$$

This implies

$$
\begin{equation*}
\alpha=\sqrt{\frac{\epsilon_{o} V}{\hbar \omega_{p}}} A, \quad A=\sqrt{\frac{\hbar \omega_{p}}{\epsilon_{o} V}} \alpha \tag{4.25}
\end{equation*}
$$

and equations (4.20)-(4.23) become

$$
\begin{align*}
\frac{d S_{j}}{d t} & =-\Gamma_{e g} S+i \Delta_{a} S+2 i g_{0} D \alpha \cos \left(k x_{j}\right)  \tag{4.26}\\
\frac{d D_{j}}{d t} & =-\Gamma_{e e}\left(D_{j}-D^{e q}\right)-i g_{0}\left(\alpha S^{*}-\alpha^{*} S\right) \cos \left(k x_{j}\right)  \tag{4.27}\\
\frac{d p_{j}}{d t} & =-\hbar k g_{0}\left(S \alpha^{*}+S^{*} \alpha\right) \sin \left(k x_{j}\right)  \tag{4.28}\\
\frac{d \alpha}{d t} & =i g_{0} \sum_{j} S_{j} \cos \left(k x_{j}\right) \tag{4.29}
\end{align*}
$$

where $g_{0}=\mu \sqrt{\frac{\omega}{\hbar \epsilon_{0}} V}$ is the atom-cavity coupling constant and $V$ is the cavity mode
volume.

### 4.1.4 Comparison with the Classical Model

In order to compare the classical and the semi-classical models it is necessary to ensure that the parameters used correspond to a regime in which both models are valid. As stated before the validity of the classical model that has been presented earlier implies negligible excitation of the atomic ensemble and within that limit only can a proper comparison wit the semi-classical model be carried out.

If it is assumed that all atoms remain in the ground state, which implies the condition $\Delta_{a}^{2} \gg 4 g_{0}^{2}|\alpha|^{2}$ which can be obtained from the steady states of eqs. (4.26 and 4.27), it is possible to set $D_{j}=1 / 2$ (if assumed that all atoms are in the excited state then obviously $D_{j}=-1 / 2$ ). After performing this procedure eq. (4.26) produces

$$
0=-\Gamma_{e g} S_{j}+i \Delta_{a} S_{j}+2 i g_{0} D \alpha \cos \left(k x_{j}\right)
$$

so

$$
\begin{equation*}
S_{j}=\frac{i g_{0} \alpha}{\Gamma_{e g}-i \Delta_{a}} \cos \left(k x_{j}\right) \tag{4.30}
\end{equation*}
$$

Substituting the steady state value of the coherence eq. (4.30) into the force equation (4.28) gives

$$
\begin{align*}
F_{x} & =-\hbar k g_{0}\left(S \alpha^{*}+S^{*} \alpha\right) \sin \left(k x_{j}\right) \\
& =-\hbar k g_{0}^{2} \cos \left(k x_{j}\right)|\alpha|^{2}\left[\frac{-i\left(\Gamma_{e g}-i \Delta_{a}\right)}{\Gamma_{e g}^{2}+\Delta_{a}^{2}}+\frac{i\left(\Gamma_{e g}+i \Delta_{a}\right)}{\Gamma_{e g}^{2}+\Delta_{a}^{2}}\right] \sin \left(k x_{j}\right) \\
& =-2 \hbar k g_{0}^{2} \cos \left(k x_{j}\right)|\alpha|^{2}\left[\frac{\Delta_{a}}{\Gamma_{e g}^{2}+\Delta_{a}^{2}}\right] \sin \left(k x_{j}\right) \\
& =\hbar \frac{g_{0}^{2} \Delta_{a}}{\Gamma_{e g}^{2}+\Delta_{a}^{2}}|\alpha|^{2} \sin \left(2 k x_{j}\right) \tag{4.31}
\end{align*}
$$

where we have used the trigonometric identity $2 \sin (k x) \cos (k x)=\sin (2 k x)$.
Recalling that the frequency shift and the position dependent scattering rate are defined as

$$
\begin{align*}
& \gamma(x)=\frac{\Gamma}{\Gamma^{2}+\Delta_{a}^{2}} g_{o}^{2} \cos ^{2}(k x)=\gamma_{o} \cos ^{2}(k x),  \tag{4.32}\\
& U(x)=\frac{\Delta_{a}}{\Gamma^{2}+\Delta_{a}^{2}} g_{o}^{2} \cos ^{2}(k x)=U_{o} \cos ^{2}(k x) . \tag{4.33}
\end{align*}
$$

gives finally

$$
\begin{equation*}
F_{x}=-\hbar|\alpha|^{2} \frac{d}{d x} U(x) \tag{4.34}
\end{equation*}
$$

which is the same equation for the force produced by the cavity field as derived in section 2.1 from a classical model, see eq. (2.16).

Similarly substituting (4.30) into the field equation (4.29) we find

$$
\begin{align*}
\frac{d \alpha}{d t} & =i g_{0} \sum_{j} \cos \left(k x_{j}\right) \frac{i g_{0} \alpha}{\Gamma_{e g}-i \Delta_{a}} \cos \left(k x_{j}\right) \\
& =-g_{0}^{2} \frac{\left(\Gamma_{e g}+i \Delta_{a}\right)}{\Gamma_{e g}^{2}+\Delta_{a}^{2}} \alpha \sum_{j} \cos ^{2}\left(k x_{j}\right) \tag{4.35}
\end{align*}
$$

Again using (4.32) and (4.33) gives

$$
\begin{equation*}
\frac{d \alpha}{d t}=-\left(\gamma_{0}+i U_{0}\right) \alpha \sum_{j} \cos ^{2}\left(k x_{j}\right) \tag{4.36}
\end{equation*}
$$

which is the equation as derived in section 2.1 , see eq. (2.15) without the cavity decay and the external field pump rate. Nevertheless, as expected, the semi-classical model within the limit of low excitation population simplifies to the classical model.

The missing cavity decay rate and the pump term still need to be added to the RHS of (4.29) in order to be completely equivalent to the classical model equations. With an external field, equation (4.29) has an additional term

$$
\begin{equation*}
\frac{d \alpha}{d t}=i g_{0} \sum_{j} S_{j} \cos \left(k x_{j}\right)+\eta e^{-i \Delta_{c} t} \tag{4.37}
\end{equation*}
$$

where $\eta=\kappa \alpha_{\text {ext }}$ is the pumping term and $\Delta_{c}$ is the pump-cavity frequency detuning. Defining new field and coherence variables $\alpha=\alpha^{\prime} e^{-i \Delta_{c} t}$ and $S=S^{\prime} e^{-i \Delta_{c} t}$, then equations (4.26)-(4.29) become

$$
\begin{align*}
\frac{d S_{j}^{\prime}}{d t} & =-\Gamma_{e g} S^{\prime}+i \Delta_{a}^{\prime} S^{\prime}+2 i g_{0} D \alpha^{\prime} \cos \left(k x_{j}\right)  \tag{4.38}\\
\frac{d D_{j}}{d t} & =-\Gamma_{e e}\left(D_{j}-D^{e q}\right)-i g_{0}\left(\alpha^{\prime} S^{\prime *}-\alpha^{\prime *} S^{\prime}\right) \cos \left(k x_{j}\right)  \tag{4.39}\\
\frac{d p_{j}}{d t} & =-\hbar k g_{0}\left(S^{\prime} \alpha^{\prime *}+S^{\prime *} \alpha^{\prime}\right) \sin \left(k x_{j}\right)  \tag{4.40}\\
\frac{d \alpha^{\prime}}{d t} & =i g_{0} \sum_{j} S_{j}^{\prime} \cos \left(k x_{j}\right)-\left(\kappa-i \Delta_{c}\right) \alpha^{\prime}+\eta \tag{4.41}
\end{align*}
$$

where $\Delta_{a}^{\prime}=\omega_{p}-\omega_{e g}$ and the extra cavity decay term $-\kappa \alpha^{\prime}$, has been added to the right side of (4.29).

### 4.2 Comparison Between the Classical and the SemiClassical Models (Numerical Simulations)

Equations (4.38) - (4.41) have been solved numerically and the results were compared with the results obtained for the same parameters with the classical model of the cavity pump configuration (2.20) - (2.22).

Fig. 4.2 contains a series of simulations showing the cooling rates for a fixed number of atoms $(N=1000)$ and pumping strength $\eta=70.0 \kappa$ but varying $\Delta_{a}$ and $g_{0}$ so that $U_{0}=$ const. $=-4.0 \times 10^{-3} \kappa$. It shows that increasing the detuning improves the agreement between the semi-classical and the classical model.


Figure 4.2: Evolution of atomic momentum spread and average population difference $(\langle D\rangle)$ calculated using the semi-classical model for different $\Delta_{a}$ and $g_{0}$ for $N=1000$ particles ( $U_{0}=$ const.)


Figure 4.3: Cooling rates calculated using the semiclassical-model for different $\Delta_{a}$ and $g_{0}$ ( $U_{0}=$ const.) (Data collected from the gradient of the momentum spread evolution graphs shown in fig. 4.2). The black horizontal line marks the cooling rate found from the classical model for $U_{0}=-0.004 \kappa$

This is seen more clearly in fig. 4.3 which shows the cooling rate as a function of the pump-atom detuning. The black line represents the result obtained from classical model and it is clear now that the results from the semi-classical model agrees well with the classical model for far detuned fields as predicted in the previous chapter.

For demonstration purposes the evolution of the field intensity (fig. 4.4), momentum (fig. 4.5) and momentum spread (fig. 4.6) using both semi-classical and classical models has been also shown.


Figure 4.4: Comparison of the field intensity evolution of the classical (black curve) and semiclassical model (red curve) for far detuned fields in the cavity pump configuration. The parameters used are: $N=1 \times 10^{3}, \eta=70 \kappa, \Delta_{a}=-1000 \kappa, g_{0}=2.0 \kappa$

Using the same parameters as previously, i.e.: $N=1000, \eta=70.0 \kappa$ and with large pump-atom detuning $\Delta_{a}=-1000 \kappa$ the agreement seems to be excellent even for longer times as shown in the three following figures:


Figure 4.5: Comparison of the average momentum evolution of the classical (black curve) and semiclassical model (red curve) for a far detuned field in the cavity pump configuration. The parameters used are: $N=1 \times 10^{3}, \eta=70 \kappa, \Delta_{a}=-1000 \kappa$, $g_{0}=2.0 \kappa$


Figure 4.6: Comparison of the momentum spread evolution of the classical (black curve) and semiclassical model (red curve) for far detuned field in the cavity pump configuration. The parameters used are: $N=1 \times 10^{3}, \eta=70 \kappa, \Delta_{a}=-1000 \kappa$, $g_{0}=2.0 \kappa$

Comparison of the classical model (eqs. (2.20) - (2.22)) and the semi-classical model (eqs. (4.38) - (4.41)) within the same negligible atomic excitation regime have been
carried out in this section. The results from numerical simulations using both models show excellent agreement and confirm the analytical result obtained in section 4.1.4 showing that for the negligible excitation of the atomic ensemble the semi-classical model is equivalent to the classical one.

### 4.3 Cooling Atoms with Blue Detuned Light

The results of the previous section show that in the low excitation regime $(\langle D\rangle \approx$ $1 / 2$ ), the semi-classical model agrees well with its classical counterpart. When atomic excitation is significant however $(\langle D\rangle \ll 1 / 2)$ the classical model is, in principle, not sufficient approximation and may not fully represent the physical processes occurring in the system. Another advantage of the semi-classical model relies in the possibility of simulating cavity cooling processes in which the internal degrees of freedom of the atoms play an active part in the cooling mechanism. Such a process can occur when the cavity field is blue detuned with respect to the atomic resonance regime that involves stimulated emission and can lead to Sisyphus cooling as described in section 1.4.2.

As an example of cavity cooling using blue detuning, a setup similar to the UCL experiment is assumed. As mentioned earlier in section 1.5.3, the experiment involved the following parameters:

| Number of atoms: | $N$ | $\sim 1 \times 10^{6}$ |
| :--- | :--- | :--- |
| Cavity linewidth: | $\kappa$ | $=10.0 \times 10^{6} \mathrm{~Hz}$ |
| Laser wavelength: | $\lambda$ | $=852.4 \times 10^{-9} \mathrm{~m}$ |
| Cs decay rate: | $\Gamma_{l w}=32.89 \times 10^{6} \mathrm{~Hz}$ |  |
| Coupling constant: | $g_{0}$ | $=222.38 \times 10^{3} \mathrm{~Hz}$ |
| Cs mass: | $m$ | $=2.21 \times 10^{-25} \mathrm{~kg}$ |

$$
\begin{array}{ll}
\text { Initial temperature: } & T_{i n i}=160.0 \times 10^{-6} \mathrm{~K} \\
\text { Pump-atom detuning: } & \Delta_{A}=(-250: 250) \times 10^{6} \mathrm{~Hz} \\
\text { Laser power: } & P \leq 0.3 \mathrm{~W}
\end{array}
$$

Corresponding scaled parameters have been used in the series of numerical simulations with the semi-classical model, eqs. (4.38) - (4.41). The following simulations include the dependence of the cooling rate and the final temperature of the number on atoms in the cavity (figs. 4.7 and 4.8), pump-atom detuning $\left(\Delta_{a}\right)$ (figs. 4.9 and 4.10), pump-cavity detuning $\left(\Delta_{c}\right)$ (figs. 4.11 and 4.12 ) and the pump strength $(\eta)$ (figs. 4.13 and 4.14):


Figure 4.7: Cooling rates for blue detuned light calculated using the semi-classical model for varying number of atoms $N$. The parameters used are: $\eta=2300.0 \kappa$, $\Delta_{a}=125 \kappa, \Delta_{c}=0.4 \kappa, \Gamma=3.25 \kappa, g_{0}=0.02 \kappa, \sigma=28.0 \hbar k$


Figure 4.8: Final temperatures for blue detuned light calculated using the semiclassical model for varying number of atoms $N$. The parameters used are: $\eta=$ $2300.0 \kappa, \Delta_{a}=125 \kappa, \Delta_{c}=0.4 \kappa, \Gamma=3.25 \kappa, g_{0}=0.02 \kappa, \sigma=28.0 \hbar k$


Figure 4.9: Cooling rates for blue detuned light calculated using the semi-classical model for varying pump-atom detuning $\Delta_{a}$. The parameters used are: $N=1 \times 10^{6}$, $\eta=2300.0 \kappa, \Gamma=3.25 \kappa, g_{0}=0.02 \kappa, \sigma=28.0 \hbar k$


Figure 4.10: Final temperatures for blue detuned light calculated using the semiclassical model for varying pump-atom detuning $\Delta_{a}$. The other parameters used are: $N=1 \times 10^{6}, \eta=2300.0 \kappa, \Gamma=3.25 \kappa, g_{0}=0.02 \kappa, \sigma=28.0 \hbar k$


Figure 4.11: Cooling rates for blue detuned light calculated using the semi-classical model for varying pump-cavity detuning $\Delta_{c}$. The other parameters used are: $N=$ $1 \times 10^{6}, \eta=2300.0 \kappa, \Delta_{a}=75.0 \kappa, \Gamma=3.25 \kappa, g_{0}=0.02 \kappa, \sigma=28.0 \hbar k$


Figure 4.12: Final temperatures for blue detuned light calculated using the semiclassical model for varying pump-cavity detuning $\Delta_{c}$. The other parameters used are: $N=1 \times 10^{6}, \eta=2300.0 \kappa, \Delta_{a}=75.0 \kappa, \Gamma=3.25 \kappa, g_{0}=0.02 \kappa, \sigma=28.0 \hbar k$


Figure 4.13: Cooling rates for blue detuned light calculated using the semi-classical model for varying pumping strength $\eta$. The other parameters used are: $N=1 \times 10^{3}$, $\Delta_{a}=125 \kappa, \Delta_{c}=0.7 \kappa, \Gamma=3.25 \kappa, g_{0}=0.02 \kappa, \sigma=28.0 \hbar k$


Figure 4.14: Final temperatures for blue detuned light calculated using the semiclassical model for varying pumping strength $\eta$. The other parameters used are: $N=1 \times 10^{3}, \Delta_{a}=125 \kappa, \Delta_{c}=0.7 \kappa, \Gamma=3.25 \kappa, g_{0}=0.02 \kappa, \sigma=28.0 \hbar k$

The first series of simulations for different numbers of particles $\left(N=1 \times 10^{4} \ldots 5 \times\right.$ $10^{6}$ particles), fig. 4.7 and fig. 4.8, shows very fast cooling - almost independent of the number of particles inside the cavity (for comparison see the graphs of cooling rate vs. $N$ for red detuned light in fig. 2.5). A significant decrease of the cooling rate was observed for samples containing more that $5 \times 10^{6}$ particles. Such a drop of cooling rate indicates a lack of a cooperative effect in this configuration. Similarly, the final temperatures for up to $1 \times 10^{6}$ particles reached values below $20 \mu \mathrm{~K}$ and heating was seen for $5 \times 10^{6}$.

The second series of simulations for different pump-atom detunings $\left(\Delta_{a}=50,75,125,175,200 \kappa\right)$, fig. 4.9 and fig. 4.10, shows a higher cooling rate for small detuning that decreases rapidly for larger detunings and reaches a minimum for $\Delta_{a}=200$. The final temperature (initially $\sim 160 \mu K$ ) varies from $30 \mu K$ for $\Delta_{a}=50 \kappa$ to $110 \mu K$ for $\Delta_{a}=200 \kappa$. Oscillations of the final momentum spread $\sigma$ are responsible for the discrepancy of the final temperature for $\Delta_{a}=50,75 \kappa$ (fig. 4.10).

In the third series of simulations for different pump-cavity detunings, fig. 4.11 and fig. 4.12, a narrow region of cooling was observed. The region extends from approximately $\Delta_{c}=0.0 \kappa$ to $\Delta_{c}=5.0 \kappa$, outside which the cooling rate decreases dramatically. The final temperature falls into the same region and reaches a minimum of $30 \mu K$ for $\Delta_{c} \approx 1.0 \kappa$. For all other values of $\Delta_{c}$ no cooling was observed.

The last, fourth series of simulations for different pump strengths $(\eta)$, fig. 4.13 and 4.14, indicates rapid growth of the cooling rate for higher intensity. Such behaviour is rather characteristic for a Sisyphus-type cooling schemes. Despite the fact the cooling rate can increase with the pump intensity the final temperature can be limited by the optical potential energy associated with the cavity mode amplitude, which can be seen on fig. 4.14 where the similar final temperatures were obtained
for $\eta=2,3,4,5 \times 10^{3} \kappa$. However it needs to be mentioned that the cooling was observed unchanged even when the field evolution was switched off i.e. $\alpha$ fixed at a value $\propto \frac{\eta}{\kappa+\Delta_{c}^{2}}$ (as obtained from the steady state of the field equation (4.41)). This leads to the conclusion that the role of the cavity is only to convert a unidirectional travelling wave pump field into a bidirectional standing wave field of higher intensity, and the dynamical evolution of the cavity field does not play a significant role. In this sense the cooling process is essentially that of free space blue molasses as originally discovered by Aspect et al. [32]

## Chapter 5

## Semi-Classical Model of Atom-Pump Configuration

In chapter 3 a classical model of the atom-pump configuration was derived. In this section this model is extended to include semi-classical atomic dynamics. The results from both classical and semi-classical models of atom-pumping are compared and found to agree within the limit where atomic excitation is negligible.

### 5.1 Derivation of Semi-Classical Model of AtomPump Configuration

As in chapter 4 the situation considered is an ensemble/gas of two-level atoms confined inside a Fabry-Perot resonator. Unlike in the cavity pump configuration described in chapter 4, here the atoms are directly illuminated by the pump field which travels perpendicular to the cavity axis as shown in fig 5.1. The field is assumed to be detuned from any atomic resonance.

### 5.1.1 Internal Degrees of Freedom

Following the derivation described in section 4.1, it assumed that the atoms have two internal energy states. The lower and upper energy states are labelled $|g\rangle$ and


Figure 5.1: Two-level atom in a cavity (atom-pump configuration). The cavity pumping rate, spontaneous loss rate and cavity decay rate are determined by the parameters $\eta, \Gamma$ and $\kappa$ respectively. $|g\rangle$ represents a ground state of an atom while $|e\rangle$ represents an excited state of an atom
$|e\rangle$ respectively. The Bloch equations for the density matrix elements $\rho_{j k}, j, k=e, g$ are the same as those for the cavity-pump configuration but are restated here for completeness:

$$
\begin{align*}
\frac{\partial \rho_{e g}}{\partial t} & =-\left(\Gamma_{e g}+i \omega_{e g}\right) \rho_{e g}+\frac{i E \mu}{\hbar}\left(\rho_{g g}-\rho_{e e}\right)  \tag{5.1}\\
\frac{\partial}{\partial t}\left(\rho_{g g}-\rho_{e e}\right) & =-\Gamma_{e e}\left(\rho_{g g}-\rho_{e e}\right)+\frac{2 i E \mu}{\hbar}\left(\rho_{e g}-\rho_{e g}^{*}\right) \tag{5.2}
\end{align*}
$$

As before, the dipole moment is

$$
\begin{equation*}
\boldsymbol{d}_{j}=\mu\left(\rho_{g e}+\rho_{g e}^{*}\right) \hat{\boldsymbol{e}} \tag{5.3}
\end{equation*}
$$

and the density matrix element

$$
\begin{equation*}
\rho_{e g}=S e^{-i \omega t}, \quad\left(\rho_{g e}=\rho_{e g}^{*}\right) \tag{5.4}
\end{equation*}
$$

The field in the atom-pump configuration includes two waves

$$
\begin{align*}
& E_{1}=\left(A_{1} e^{-i \omega t}+\text { c.c. }\right) g(x)  \tag{5.5}\\
& E_{2}=\left(A_{2} e^{-i \omega t}+\text { c.c. }\right) h(y) \tag{5.6}
\end{align*}
$$

where the $E_{1}$ and $E_{2}$ are the cavity and the pump fields respectively. and so the total field will be of the form

$$
\begin{equation*}
E=\left(A_{1} e^{-i \omega t} g(x)+A_{2} e^{-i \omega t} h(y)+c . c .\right) \tag{5.7}
\end{equation*}
$$

where $\mathrm{g}(\mathrm{x})$ and $\mathrm{h}(\mathrm{y})$ are cavity mode functions and it has been assumed that $\boldsymbol{E}_{\mathbf{1}}=$ $E_{1} \hat{\boldsymbol{z}}, \quad \boldsymbol{E}_{\mathbf{2}}=E_{2} \hat{\boldsymbol{z}}, \quad \boldsymbol{\mu}_{g e}=\boldsymbol{\mu}_{e g}=\mu \hat{\boldsymbol{z}}$,

Inserting (5.4) and (5.7) into (5.1) gives

$$
\begin{equation*}
\frac{d S}{d t}=-\Gamma_{e g} S-i\left(\omega_{e g}-\omega\right) S+\frac{2 i \mu D}{\hbar}\left(A_{1} g(x)+A_{2} h(y)\right) \tag{5.8}
\end{equation*}
$$

where we have used the population difference variable defined in chapter $4, D=$ $\left(\rho_{g g}-\rho_{e e}\right) / 2$ and neglected terms varying as $e^{2 i \omega t}$.

Similarly, substituting for (5.4), (4.5) and (5.7) into (5.2) gives

$$
\begin{equation*}
\frac{d D}{d t}=-\Gamma_{e e}\left(D-D^{e q}\right)-\frac{i \mu}{\hbar}\left\{\left[A_{1} g(x)+A_{2} h(y)\right] S^{*}-c . c .\right\} \tag{5.9}
\end{equation*}
$$

where $D^{e q}=0.5$ in the absence of any external excitation of the atom and we have
dropped fast oscillating terms.

Equations (5.8) and (5.9) describe the internal degrees of freedom of each atom under the influence of the cavity field in the atom-pump configuration.

### 5.1.2 Atomic Centre-of-Mass Dynamics

As in chapter 4, the external degrees of freedom of atoms - the position and momentum - are described classically.

The dipole force in the $x$ direction acting on the $j$ th atom is given by:

$$
\begin{equation*}
F_{x}=\boldsymbol{d}_{j} \cdot \frac{d \boldsymbol{E}}{d x}=\left(\frac{d_{x} \partial E_{x}}{\partial x}+\frac{d_{y} \partial E_{y}}{\partial x}+\frac{d_{z} \partial E_{z}}{\partial x}\right)=\frac{d_{z} \partial E_{z}}{\partial x} . \tag{5.10}
\end{equation*}
$$

Substituting the dipole moment

$$
\begin{equation*}
d_{z}=\mu\left(S e^{-i \omega t}+c . c\right) \tag{5.11}
\end{equation*}
$$

and the total field derivative

$$
\begin{equation*}
\frac{\partial E_{z}}{\partial x}=\left(A e^{-i \omega t}+c . c .\right) \frac{d g(x)}{d x} \tag{5.12}
\end{equation*}
$$

into (5.10) gives the final expression of the dipole force in the $x$ direction

$$
\begin{equation*}
F_{x}=\mu\left(A^{*} S+S^{*} A\right) \frac{d g(x)}{d x} \tag{5.13}
\end{equation*}
$$

### 5.1.3 Electromagnetic Field Dynamics

Following similar procedure to that of section 4.1.3 and starting with Maxwell's wave equation

$$
\begin{equation*}
\left(\nabla^{2}-\frac{1}{c^{2}} \frac{\partial^{2}}{\partial t^{2}}-\mu_{0} \sigma \frac{\partial}{\partial t}\right) \boldsymbol{E}=\frac{1}{\epsilon_{0} c^{2}} \frac{\partial^{2} \boldsymbol{P}}{\partial t^{2}} \tag{5.14}
\end{equation*}
$$

where $\sigma$ is the conductivity of the cavity mirrors, $\mu_{o}$ is the magnetic permeability and the polarisation $\boldsymbol{P}$ is defined as

$$
\begin{align*}
\boldsymbol{P} & =\sum_{j} \boldsymbol{d}_{j} \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)  \tag{5.15}\\
& =\mu \hat{\boldsymbol{e}} \sum_{j}\left(S e^{-i \omega t}+c . c .\right) \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right)
\end{align*}
$$

where eq. (5.4) has been used.
After finding the derivatives the wave equation eq. (5.14) can be rewritten as

$$
\begin{align*}
& {\left[k^{2} A_{1}-\frac{i 2 \omega}{c^{2}} \frac{d A_{1}}{d t}-\frac{\omega^{2}}{c^{2}} A_{1}-i \omega \mu_{0} \sigma A_{1}\right] g(x) e^{-i \omega t}+c . c .=} \\
& \mu_{0} \omega^{2} \mu \sum_{j}\left(S e^{-i \omega t}+c . c .\right) \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right) \\
& {\left[k^{2} A_{1}-\frac{i 2 \omega}{c^{2}} \frac{d A_{1}}{d t}-\frac{\omega^{2}}{c^{2}} A_{1}-i \omega \mu_{0} \sigma A_{1}\right] g(x)=} \\
& \mu_{0} \omega^{2} \mu \sum_{j} S \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right) \tag{5.16}
\end{align*}
$$

where we have assumed the slowly-varying envelope approximation (SVEA), i.e. $\frac{\partial A_{1}}{\partial t} \ll \omega A_{1}$.

Multiplying both sides of (5.16) by $-c^{2} / i 2 \omega$ we get

$$
\begin{equation*}
\left[-\frac{\omega_{c}^{2} A_{1}}{2 i \omega}+\frac{d A_{1}}{d t}+\frac{\omega^{2} A_{1}}{2 i \omega}+\frac{c^{2} \mu_{0} \sigma A_{1}}{2}\right] g(x)=\frac{i \mu_{0} \omega c^{2} \mu}{2} \sum_{j} S \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j} \delta\right) \tag{5.17}
\end{equation*}
$$

In the first and third terms of the LHS of eq. (5.17) the cavity and the pump field frequency are $\omega_{c}$ and $\omega$ respectively. These terms can be a further approximated since

$$
\begin{equation*}
-\frac{\left(\omega_{c}^{2}-\omega^{2}\right)}{2 i \omega}=-\frac{\left(\omega_{c}-\omega\right)\left(\omega_{c}+\omega\right)}{2 i \omega}=\frac{\Delta_{c} 2 \omega}{2 i \omega}=-i \Delta_{c} \tag{5.18}
\end{equation*}
$$

where $\Delta_{c}=\omega-\omega_{c}$ is the pump-cavity frequency detuning. Hence equation (5.17) becomes

$$
\begin{equation*}
\left[\frac{d A_{1}}{d t}+\left(\kappa-i \Delta_{c}\right) A_{1}\right] g(x)=\frac{i \omega \mu}{2 \epsilon_{0}} \sum_{j} S \delta\left(\boldsymbol{r}-\boldsymbol{r}_{j}\right) \tag{5.19}
\end{equation*}
$$

as

$$
\begin{equation*}
c=\frac{1}{\sqrt{\epsilon_{0} \mu_{0}}}, \quad \kappa=\frac{\sigma}{2 \epsilon_{0}} \tag{5.20}
\end{equation*}
$$

Multiplying both sides of (5.19) by $g(x)$ and integrating over the cross-section area of the sample $\mathcal{A}$, gives

$$
\begin{equation*}
\mathcal{A} \frac{d A_{1}}{d t} \int_{0}^{L} g(x)^{2} d x+\left(\kappa-i \Delta_{c}\right) A_{1} \mathcal{A} \int_{0}^{L} g(x)^{2} d x=\frac{i \mu \omega}{2 \epsilon_{0}} \sum_{j} S_{j} g(x) \tag{5.21}
\end{equation*}
$$

Substituting the cavity mode function of the form

$$
\begin{equation*}
g(x)=\cos (k x) \tag{5.22}
\end{equation*}
$$

into eq. (5.21) produces

$$
\begin{equation*}
\frac{d A_{1}}{d t}=\left(-\kappa+i \Delta_{c}\right) A_{1}+\frac{2 i \mu \omega}{\mathcal{A} \lambda \epsilon_{0}} \sum_{j} S g(x) \tag{5.23}
\end{equation*}
$$

which can be further simplified and the final form of the field equation becomes

$$
\begin{equation*}
\frac{d A_{1}}{d t}=\left(-\kappa+i \Delta_{c}\right) A_{1}+\frac{i \mu \omega}{V \epsilon_{0}} \sum_{j} S g(x) \tag{5.24}
\end{equation*}
$$

Equations (5.8), (5.9), (5.13) and (5.24) make a closed set of evolution equations
which completely describe the self-consistent interaction of an ensemble of two-level atoms with the cavity mode inside a Fabry-Perot cavity:

$$
\begin{align*}
\frac{d S_{j}}{d t} & =-\Gamma_{e g} S_{j}+i\left(\omega-\omega_{e g}\right) S_{j}+\frac{2 i \mu D}{\hbar}\left(A_{1} g(x)+A_{2} h(y)\right)  \tag{5.25}\\
\frac{d D_{j}}{d t} & =-\Gamma_{e e}\left(D_{j}-D^{e q}\right)-\frac{i \mu}{\hbar}\left\{\left[A_{1} g(x)+A_{2} h(y)\right] S_{j}^{*}-c . c .\right\}  \tag{5.26}\\
\frac{d p_{j}}{d t} & =\mu\left(S_{j} A_{1}^{*}+S_{j}^{*} A_{1}\right) \frac{d g(x)}{d x}  \tag{5.27}\\
\frac{d A_{1}}{d t} & =\left(-\kappa+i \Delta_{c}\right) A_{1}+\frac{i \mu \omega}{V \epsilon_{0}} \sum_{j} S_{j} g(x) \tag{5.28}
\end{align*}
$$

Rewriting eqs. (5.25-5.28) in terms of $\alpha$ defined in eq. (4.24)
then equations (5.25)-(5.28) for (1D) become

$$
\begin{align*}
\frac{d S_{j}}{d t} & =-\Gamma_{e g} S_{j}+i \Delta_{a} S_{j}+2 i g_{0} D\left(\alpha_{1} \cos (k x)+\alpha_{2}\right)  \tag{5.29}\\
\frac{d D_{j}}{d t} & =-\Gamma_{e e}\left(D_{j}-D^{e q}\right)-i g_{0}\left\{\left[\alpha_{1} \cos (k x)+\alpha_{2}\right] S_{j} *-c . c .\right\}  \tag{5.30}\\
\frac{d p_{j}}{d t} & =-\hbar k g_{0}\left(S_{j} \alpha_{1}^{*}+S_{j}^{*} \alpha_{1}\right) \sin (k x)  \tag{5.31}\\
\frac{d \alpha_{1}}{d t} & =\left(-\kappa+i \Delta_{c}\right) \alpha_{1}+i g_{0} \sum_{j} S_{j} \cos \left(k x_{j}\right) \tag{5.32}
\end{align*}
$$

where $\Delta_{a}=\omega-\omega_{e g}$ is the pump - atom detuning and $g_{o}=\mu \sqrt{\frac{\omega}{\hbar \epsilon_{o}} V}$ is the atomcavity coupling constant.

### 5.1.4 Comparison with the Classical Model

In order to compare the classical and the semi-classical equations for the atom-pump configuration we must remain within the same regime for both models. As stated
before the validity of the classical model that has been presented earlier implies low excitation condition of the atomic ensemble so within that limit the semi-classical model should reduce to the classical model.

Lets assume all atoms to be in a ground state. Setting $D=1 / 2$, as the condition for negligible excitation, then at steady state equation (5.29) can be written as

$$
\begin{equation*}
S_{j}=\frac{i g_{0}\left(\alpha_{1} \cos \left(k x_{j}\right)+\alpha_{2}\right)}{\Gamma_{e g}-i \Delta_{a}} \tag{5.33}
\end{equation*}
$$

Substituting the steady state of the coherence variable $S$, (eq. 5.33) into the force equation, (eq. 5.31), gives

$$
\begin{align*}
F_{x} & =-\hbar k g_{0}\left[\frac{-i g_{0}\left(\left|\alpha_{1}\right|^{2} \cos \left(k x_{j}\right)+\alpha_{1} \alpha_{2}^{*}\right)}{\Gamma_{e g}-i \Delta_{a}}+\frac{i g_{0}\left(\left|\alpha_{1}\right|^{2} \cos \left(k x_{j}\right)+\alpha_{1}^{*} \alpha_{2}\right)}{\Gamma_{e g}+i \Delta_{a}}\right] \sin \left(k x_{j}\right) \\
& \Rightarrow-\hbar k\left[\frac{-2 i g_{0}^{2}\left|\alpha_{1}\right|^{2} \cos \left(k x_{j}\right) \Delta_{a}}{\Gamma_{e g}^{2}+\Delta_{a}^{2}}-\frac{i g_{0} \alpha_{1} \alpha_{2}^{*}}{\Gamma_{e g}-i \Delta_{a}}+\frac{i g_{0} \alpha_{1} \alpha_{2}^{*}}{\Gamma_{e g}+i \Delta_{a}}\right] \sin \left(k x_{j}\right) \tag{5.34}
\end{align*}
$$

Rearranging eq. 5.34 and recalling that the frequency shift and the position dependent scattering rate are defined as

$$
\begin{align*}
& \gamma(x)=\frac{\Gamma}{\Gamma^{2}+\Delta_{a}^{2}} g_{o}^{2} \cos ^{2}(k x)=\gamma_{o} \cos ^{2}(k x),  \tag{5.35}\\
& U(x)=\frac{\Delta_{a}}{\Gamma^{2}+\Delta_{a}^{2}} g_{o}^{2} \cos ^{2}(k x)=U_{o} \cos ^{2}(k x) . \tag{5.36}
\end{align*}
$$

gives

$$
\begin{equation*}
F_{x}=-\hbar U_{0}|\alpha|^{2} \frac{d}{d x} \cos ^{2}\left(k x_{j}\right)-i \hbar\left(\eta_{e f f}^{*} \alpha_{1}-\eta_{e f f} \alpha_{1}^{*}\right) \frac{d}{d x} \cos \left(k x_{j}\right) \tag{5.37}
\end{equation*}
$$

where we have used the trigonometric identity $\sin (2 k x)=2 \sin (k x) \cos (k x)$ and where

$$
\begin{equation*}
\eta=g_{0} \alpha_{2} \tag{5.38}
\end{equation*}
$$

and

$$
\begin{equation*}
\eta_{e f f}=\frac{\eta g_{0}}{\Gamma-i \Delta_{a}} \tag{5.39}
\end{equation*}
$$

Equation 5.37 is the same equation as derived in section 3.1, eq. (3.39) for the classical model.

Similarly substituting the steady state value of $S$ (5.33) into the derived field equation (5.32) gives

$$
\begin{align*}
\frac{d \alpha_{1}}{d t} & =\left(-\kappa+i \Delta_{c}\right) \alpha_{1}+i g_{0} \sum_{j}\left(\frac{i g_{0} \alpha_{1}}{\Gamma_{e g}-i \Delta_{a}} \cos \left(k x_{j}\right)+\frac{i g_{0} \alpha_{2}}{\Gamma_{e g}-i \Delta_{a}}\right) \cos \left(k x_{j}\right) \\
& =\left(-\kappa+i \Delta_{c}\right) \alpha_{1}-\alpha_{1}\left(\gamma_{0}+i U_{0}\right) \sum_{j} \cos ^{2}\left(k x_{j}\right)-\eta_{e f f} \sum_{j} \cos \left(k x_{j}\right) \tag{5.40}
\end{align*}
$$

where we have again used known identities (5.35), (5.36), (5.38) and (5.39)
After rearranging (5.40) we finally obtain

$$
\begin{equation*}
\frac{d \alpha}{d t}=i\left[\Delta_{c}-U_{o} \sum_{j} \cos ^{2}\left(k x_{j}\right)\right] \alpha-\left[\kappa+\gamma_{o} \sum_{j} \cos ^{2}\left(k x_{j}\right)\right] \alpha-\eta_{e f f} \sum_{j} \cos \left(k x_{j}\right) \tag{5.41}
\end{equation*}
$$

which is the same equation as derived in section 3.1 see eq. (3.38) from the classical model. As expected, the semi-classical model within the limit of low excitation simplifies to the classical model.

In the next section, results from numerical simulations of the classical model and the semi-classical model will be compared.

### 5.2 Comparison Between the Classical and the SemiClassical Models (Numerical Simulations)

It is instructive to show, using numerical results, that in the low excitation limit the semi-classical model shows similar behaviour to that of the classical model, as predicted by the analysis described in section 5.1.4. The classical model eqs. (3.38 - 3.40) and the semi-classical model, eqs. (5.29-5.32) have been solved numerically for the same initial parameters and the results are presented below.

Figure 5.2 shows the time evolution of the field intensity within the time period of $t=100 \kappa$. The number of atoms here is $1 \times 10^{3}, \Delta_{a}=-1000 \kappa$ (rather large pump-atom detuning), $g_{0}=1.0 \kappa$ and $\eta=100 \kappa$. It can be seen that both models show very good agreement during the entire time of interaction. In both models the field evolution is seen to display small oscillations.


Figure 5.2: Comparison of the field intensity evolution of the classical (black curve) and semiclassical model (red curve) for a far detuned field in the atom-pump configuration. The parameters used are: $N=1 \times 10^{3}, \eta=100 \kappa, \Delta_{a}=-1000 \kappa$, $g_{0}=1.0 \kappa$


Figure 5.3: Comparison of the average momentum evolution of the classical (black curve) and semiclassical model (red curve) for a far detuned field in the atom-pump configuration. The parameters used are: $N=1 \times 10^{3}, \eta=100 \kappa, \Delta_{a}=-1000 \kappa$, $g_{0}=1.0 \kappa$


Figure 5.4: Comparison of the momentum spread evolution of the classical (black curve) and semiclassical model (red curve) for a far detuned field in the atom-pump configuration. The parameters used are: $N=1 \times 10^{3}, \eta=100 \kappa, \Delta_{a}=-1000 \kappa$, $g_{0}=1.0 \kappa$

The time evolution of the average momentum, and the momentum spread is presented in fig. 5.3 and fig. 5.4, respectively. Both figures compare the results from the classical and the semi-classical models within a short time period of $t=100 \kappa^{-1}$ and for the same parameters as used in the previous figure $\left(\mathrm{N}=1 \times 10^{3}, \Delta_{a}=-1000 \kappa\right.$, $\left.g_{0}=1.0 \kappa, \eta=100 \kappa\right)$. As expected, the results from both models again agree very well and confirm the analytical result obtained in the previous section 5.1.4.

### 5.3 Cooling Atoms with Blue Detuned Light (AtomPump Configuration)

In the previous section the results from numerical simulation of the classical model (eqs. (3.38-3.40)) and the semi-classical model (eqs. (5.29-5.32)) for the case of the atom-pump configuration were compared. As shown, in the negligible atomic excitation regime, the results confirmed (with the analytical result, section 5.1.4)
excellent agreement between the two models. However, as demonstrated earlier in section 4.3 the semi-classical model has an advantage in that it can describe cavity cooling processes in which the internal degrees of freedom of the atoms play an active part in the cooling mechanism. In the case when the cavity field is blue detuned with respect to the atomic resonance, stimulated emission can lead to Sisyphus cooling as described in section 1.4.2. In this section an example of cavity cooling using blue detuned light for the case of the atom-pump configuration is demonstrated.

The semi-classical model equations (eqs. (5.29-5.32)) have been solved numerically for the following parameters: $N=1 \times 10^{3}, \Delta_{a}=1000 \kappa, \eta=400 \kappa, \Gamma_{e e}=\Gamma_{e g}=1.0 \kappa$ and the results are presented in the figures below.

Fig. 5.5 shows the time evolution of the field intensity. The field intensity grows rapidly within $\kappa t \approx 2500$ and slowly saturates for longer times.


Figure 5.5: Time evolution of the field intensity calculated from a numerical simulation of the semiclassical model (eqs. (5.29-5.32)) for blue detuned light in the atompump configuration. Parameters used are: $N=1 \times 10^{3}, \Delta_{a}=1000 \kappa, \eta=400 \kappa$, $\Gamma_{e e}=\Gamma_{e g}=1.0 \kappa$

The evolution of the field intensity shown in fig. 5.5 is strongly correlated with the evolution of the bunching parameter (fig. 5.6), $|b|$, and the evolution of the
momentum spread (fig. 5.7) with respect to time.


Figure 5.6: Time evolution of the bunching, $|b|$, parameter calculated from a numerical simulation of the semiclassical model (eqs. (5.29-5.32)) for blue detuned light in the atom-pump configuration. Parameters used are: $N=1 \times 10^{3}, \Delta_{a}=1000 \kappa$, $\eta=400 \kappa, \Gamma_{e e}=\Gamma_{e g}=1.0 \kappa$

The time evolution of the bunching parameter $|b|$ (fig. 5.6) indicates very strong bunching of the atoms in the cavity. The steady state value of $|b|$ for $\kappa t>1 \times 10^{4}$ approaches $|b| \approx 1$ which, as mentioned in section 3.2 , is responsible for collective scattering of the light on atoms and their self-organisation in the optical potentials.


Figure 5.7: Time evolution of the momentum spread calculated from a numerical simulation of the semiclassical model (eqs. (5.29-5.32)) for blue detuned light in the atom-pump configuration. Parameters used are: $N=1 \times 10^{3}, \Delta_{a}=1000 \kappa$, $\eta=400 \kappa, \Gamma_{e e}=\Gamma_{e g}=1.0 \kappa$

As explained in section 3.2 collective scattering and the self-organisation of atoms can lead to effective cooling of the atomic ensemble. This can be seen in fig. 5.7 showing the time evolution of the momentum spread. As the atoms redistribute in the cavity and increase the field intensity, the momentum spread decreases rapidly (fig. 5.7) indicating trapping and cooling of the atomic ensemble.

## Chapter 6

## Ring Cavity and Phase Modulated Pump Field

The previous chapters involved studies of the dynamics of an ensemble of atoms confined in a simple Fabry-Perot cavity (see fig. 2.4 and 3.1). The previously considered cases differ only in the direction of the pump field, however both are based on the standing wave cavity field for which the nodes and the antinodes of the oscillating field are fixed in space. This means that the potentials created by the field are also fixed in space and cannot travel inside the cavity. This restriction can be removed using a ring cavity with two counter propagating light fields inside (fig. 6.1). In this configuration the optical fields produce potentials that are not fixed in space but are able to move inside the cavity.

It has been recently shown that the effect of a phase-modulated beam on Collective Atomic Recoil Lasing (CARL) $[58,59]$ can give rise to three different dynamical regimes depending on the frequency of modulation [60]. Moreover it has been demonstrated experimentally [61] that even weakly modulated light can produce relatively strong optical forces that can be potentially used for cooling or deflection of moving atoms. In this chapter we will give a deeper insight into this idea and show how this can be used to control the dynamics of atoms and eventually for slowing or cooling atomic beams.

### 6.1 Model

The dynamics of $N$ linearly polarisable particles moving inside a high-Q ring cavity can be, to a good approximation, described by four coupled classical equations of motion [62, 63]:


Figure 6.1: Schematic diagram of a bidirectional ring cavity driven by two monochromatic fields with pump rates $\eta_{+}, \eta_{-} . \alpha_{-}$and $\alpha_{+}$are the amplitudes of the pump and the probe fields, respectively.

$$
\begin{align*}
\frac{d x_{j}}{d t} & =\frac{p_{j}}{m}  \tag{6.1}\\
\frac{d p_{j}}{d t} & =2 \hbar k\left[U_{0} i\left(\alpha_{+}^{*} \alpha_{-} e^{-2 i k x}-\alpha_{-}^{*} \alpha_{+} e^{2 i k x}\right)+\gamma_{0}\left(\alpha_{+}^{*} \alpha_{+}-\alpha_{-}^{*} \alpha_{-}\right)\right]  \tag{6.2}\\
\frac{d \alpha_{ \pm}}{d t} & =\left[i \Delta_{ \pm}-N\left(\gamma_{0}+i U_{0}\right)-\kappa\right] \alpha_{ \pm}-N\left(\gamma_{0}+i U_{0}\right)\left\langle e^{\mp 2 i k x}\right\rangle \alpha_{\mp}+\eta_{ \pm} \tag{6.3}
\end{align*}
$$

If we restrict the general model to a uni-directionally pumped cavity only (see fig. 6.2) and modify it to include the effect of pump phase modulation the model becomes:

$$
\begin{align*}
\frac{d x_{j}}{d t} & =\frac{p_{j}}{m}  \tag{6.4}\\
\frac{d p_{j}}{d t} & =2 \hbar k U_{0} i\left[\alpha_{+}^{*} \alpha_{-} e^{-2 i k x}-\alpha_{-}^{*} \alpha_{+} e^{2 i k x}\right]  \tag{6.5}\\
\frac{d \alpha_{+}}{d t} & =\left[i \Delta_{+}-N i U_{0}-\beta \kappa_{-}\right] \alpha_{+}-N i U_{0}\left\langle e^{-2 i k x}\right\rangle \alpha_{-}  \tag{6.6}\\
\frac{d \alpha_{-}}{d t} & =\left[i \Delta_{-}-N i U_{0}-\kappa_{-}\right] \alpha_{-}-N i U_{0}\left\langle e^{2 i k x}\right\rangle \alpha_{+}+\eta_{-} e^{\left(i \alpha_{m} \sin \left(\Omega_{m} t\right)\right)} \tag{6.7}
\end{align*}
$$

where $\gamma_{0} \ll\left|U_{0}\right|$ has been assumed.


Figure 6.2: Schematic diagram of uni-directionally pumped ring cavity. Two counter propagating fields circulate in a high-finesse cavity, $\eta_{-}$is the pumping rate term, $\alpha_{-}$ and $\alpha_{+}$are the amplitudes of the pump and the probe fields, respectively.

The first two equations (6.4-6.5) describe the dynamics of the $j$ th atom moving under the influence of the dipole force in the potential created by the counterpropagating cavity fields; $x_{j}$ and $p_{j}$ are the position and the momentum of $j$ th atom respectively, $m$ is the atomic mass and $k=2 \pi / \lambda$ is the wavenumber. Equations (6.6 - 6.7) describe the evolution of the amplitudes of the two counterpropagating fields: the pump field $\left(\alpha_{-}\right)$and the backscattered probe field $\left(\alpha_{+}\right)$. The parameter $\beta=\frac{\kappa_{+}}{\kappa_{-}}$ describes the ratio of the probe $\left(\kappa_{+}\right)$and the pump ( $\kappa_{-}$) cavity decay (note, the relative size of cavity decay rates can be modified using devices such as a Faraday
rotator $[64,65]) . \Delta_{ \pm}$is the cavity-field detuning for the probe $(+)$and the pump(-) field and $U_{0}$ is the effective mode frequency shift:

$$
\begin{equation*}
U_{0}=\frac{\Delta_{a}}{\Gamma^{2}+\Delta_{a}^{2}} g^{2} \tag{6.8}
\end{equation*}
$$

where $\Delta_{a}$ is the atom-pump detuning, $\Gamma$ is the spontaneous emission linewidth and $g$ the atom-mode coupling constant defined as $g^{2}=e^{2} / 4 \epsilon_{0} m V$. Here we have assumed that the pump and probe fields are far-detuned from any atomic resonance $\left(\Delta_{a} \gg \Gamma\right)$.

The phase-modulated effective pumping rate, eq. (6.7) is:

$$
\begin{equation*}
\eta_{-} e^{\left(i \alpha_{m} \sin \left(\Omega_{m} t\right)\right)} \tag{6.9}
\end{equation*}
$$

where $\eta_{-}$is the pumping rate term, $\alpha_{m}$ is the modulation strength and $\Omega_{m}$ is the phase modulation frequency of the cavity pump field.

### 6.2 CARL Instability and Derivation of a Growth Rate ( $g_{r}$ )

Finding the frequency modulation regimes requires finding the growth rate of the probe field intensity. The growth rate $\left(g_{r}\right)$ can be found numerically using (eqs. (6.4) and (6.7) from the slope of the evolution of $|\alpha|^{2}$ in absence of pump modulation $\alpha_{m}=0$. However the result can be confirmed by the result that can be found analytically using following approximation.

It is possible to introduce small fluctuations about the steady state system and see whether the system is stable and returns to the initial state or unstable and grows in time [66]. In absence of pump modulation $\alpha_{m}=0$ the system of previously derived equations, (6.4) - (6.7) becomes

$$
\begin{align*}
\frac{d x_{j}}{d t} & =\frac{p_{j}}{m}  \tag{6.10}\\
\frac{d p_{j}}{d t} & =-2 \hbar k U_{0} i\left(\alpha_{-}^{*} \alpha_{+} e^{2 i k x}-c . c .\right)  \tag{6.11}\\
\frac{d \alpha_{+}}{d t} & =\left(i \Delta_{+}-i N U_{0}-\beta\right) \alpha_{+}-i N U_{0}\left\langle e^{-2 i k x}\right\rangle \alpha_{-} \tag{6.12}
\end{align*}
$$

Introducing small fluctuations ( $\delta_{x}, \delta_{p}, \delta_{\alpha_{+}}$) of the form

$$
\begin{align*}
x_{j}(t) & =x_{j_{0}}+\delta x(t)  \tag{6.13}\\
p_{j}(t) & =p_{j_{0}}+\delta p(t)  \tag{6.14}\\
\alpha_{+}(t) & =\alpha_{+_{0}}+\delta \alpha_{+}(t) \tag{6.15}
\end{align*}
$$

where the steady states values are defined as

$$
\begin{aligned}
x_{j_{0}} & =(0,2 \pi] \\
p_{j_{0}} & =0 \\
\alpha_{+_{0}} & =0 \\
\alpha_{-_{0}} & =\alpha_{-}
\end{aligned}
$$

and where $\delta x(t), \delta p(t)$ and $\delta \alpha_{+}(t)$ are the fluctuations of the $j$ th atoms position, momentum and the fluctuation of the probe field amplitude respectively. Note we have neglected the fluctuation of the pump field amplitude $\left(\alpha_{-}\right)$as it can be shown that they do not play a role in the linear stability of the system.

Substituting (6.13) - (6.15) into equations (6.10-6.12) gives:

$$
\begin{align*}
\frac{d \delta x_{j}}{d t} & =\frac{\delta p_{j_{0}}}{m}  \tag{6.16}\\
\frac{d p_{j}}{d t} & =-2 \hbar k i U_{0}\left(\delta \alpha_{+} \alpha_{-}^{*} e^{2 i k x_{j_{0}}}-\delta \alpha_{+}^{*} \alpha_{-} e^{-2 i k x_{j_{0}}}\right)  \tag{6.17}\\
\frac{d \delta \alpha_{+}}{d t} & =\left(i \Delta_{+}-i N U_{0}-\beta\right) \delta \alpha_{+}-2 k N U_{0}\left\langle\delta x e^{-2 k i x_{j_{0}}}\right\rangle \alpha_{-} \tag{6.18}
\end{align*}
$$

where $\left\langle e^{-i k x_{j_{0}}}\right\rangle=0$ as the atoms are initially evenly distributed. We can rewrite equations (6.16) - (6.18) in terms of collective variables [67]

$$
\begin{aligned}
b & =-2 i k\left\langle\delta x e^{-2 i k x_{j_{0}}}\right\rangle \\
P & =\left\langle\delta p e^{-2 i k x_{j_{0}}}\right\rangle
\end{aligned}
$$

which greatly reduces the number of equations to be solved from $2 N+1$ to 3 :

$$
\begin{align*}
\frac{d b}{d t} & =\frac{-2 i k}{m} P  \tag{6.19}\\
\frac{d P}{d t} & =-2 i \hbar k U_{0} \delta \alpha_{+} \alpha_{-}^{*}  \tag{6.20}\\
\frac{d \delta \alpha_{+}}{d t} & =\left(i \Delta_{+}-i N U_{0}-\beta\right) \delta \alpha_{+}-i N U_{0} b \alpha_{-} . \tag{6.21}
\end{align*}
$$

If we now look for solutions of eqs. (6.19)-(6.21) with the form $b, P, \delta \alpha_{+} \propto e^{\lambda t}$ then it can be shown that

$$
\begin{align*}
\lambda b & =\frac{-2 i k}{m} P  \tag{6.22}\\
\lambda P & =-2 i \hbar k U_{0} \delta \alpha_{+} \alpha_{-}^{*}  \tag{6.23}\\
\lambda \delta \alpha_{+} & =\left(i \Delta_{+}-i N U_{0}-\beta\right) \delta \alpha_{+}-i N U_{0} b \alpha_{-} \tag{6.24}
\end{align*}
$$

from which we can find $b$ and $P$

$$
\begin{aligned}
P & =\frac{-2 i \hbar k U_{0} \delta \alpha_{+} \alpha_{-}^{*}}{\lambda} \\
b & =\frac{-4 \hbar k^{2} U_{0} \delta \alpha_{+} \alpha_{-}^{*}}{m \lambda^{2}}
\end{aligned}
$$

and hence obtain:

$$
\begin{array}{r}
\lambda \delta \alpha_{+}=\left(i \Delta_{+}-i N U_{0}-\beta\right) \delta \alpha_{+}+\frac{4 i N \hbar k^{2} U_{0}^{2}\left|\alpha_{-}\right|^{2}}{m \lambda^{2}} \delta \alpha_{+} \\
{\left[\lambda^{3}-\lambda^{2}\left(i \Delta_{+}-i N U_{0}-\beta\right)-\frac{4 i N \hbar k^{2} U_{0}^{2}\left|\alpha_{-}\right|^{2}}{m}\right] \delta \alpha_{+}=0} \\
\lambda^{3}-\lambda^{2}\left(i \Delta_{+}-i N U_{0}-\beta\right)-\frac{4 i N \hbar k^{2} U_{0}^{2}\left|\alpha_{-}\right|^{2}}{m}=0 \tag{6.25}
\end{array}
$$

Since the growth rate is simply defined as $g_{r}=\operatorname{Re}(\lambda)$ we can compare the analytical result of the growth rate and the result obtained from numerical simulations of the CARL model equations (eqs. (6.4) and (6.7)) in absence of pump modulation $\alpha_{m}=0$.

For the following parameters: $\Delta_{+}=-0.3 \kappa, U_{0}=1 \times 10^{-4} \kappa,\left|\alpha_{-}\right|^{2} \approx 2 \times 10^{5}, \mathrm{~m}=$ $5 \times 10^{4} \hbar k^{2} / \kappa$ substituted into eq. (6.25)

$$
\lambda^{3}+\lambda^{2}(0.3 i-0.1 i) \kappa-\frac{4 i \cdot 1 \times 10^{3} \cdot 1 \times 10^{-8} \kappa^{2} \cdot 2 \times 10^{5}}{5 \times 10^{4} \hbar k^{2} / \kappa}=0
$$

the result $\operatorname{Re}(\lambda)=0.0283 \kappa$ was obtained. Since for $\operatorname{Re}(\lambda)>0$ required for instability this result clearly indicates a growth of $\alpha_{+}$.

The behaviour of the growth rates as a function of detuning and pump intensity is shown in figures 6.3 and 6.4 respectively.


Figure 6.3: Growth rate as a function of the pump intensity obtained from the solution of eq. (6.25). The parameters used are: $N=1000, \Delta_{+}=-0.3 \kappa, U_{0}=$ $1 \times 10^{-4} \kappa, m=5 \times 10^{4} \hbar k^{2} / \kappa$


Figure 6.4: Growth rate as a function of the pump-cavity detuning obtained from the solution of eq. (6.25). The parameters used are: $N=1000, U_{0}=1 \times 10^{-4} \kappa,\left|\alpha_{-}\right|^{2}=$ $2 \times 10^{5}, m=5 \times 10^{4} \hbar k^{2} / \kappa$

As we looked for the solution of $\alpha_{+} \propto e^{\lambda t}$ so for $\left|\alpha_{+}\right|^{2} \propto e^{\lambda 2 t}$ the growth rate of the probe intensity is finally $g_{r} \approx 0.056 \kappa$. This result very well agrees with the value of $g_{r} \approx 0.055$ found numerically from the slope of the $|\alpha|^{2}$ as shown in fig. 6.5 obtained for the same parameters as used above in the analytical formula, eq. (6.25).

### 6.3 Frequency Modulation Regimes

The nature of the atom-field interaction in the model can be deduced by combining the Bessel function identity [68]:


Figure 6.5: Growth rate of the probe field $\left(\alpha_{+}\right)$obtained from the numerical simulation of eqs. (6.4) and (6.7) in the absence of pump modulation $\alpha_{m}=0$. The parameters used are: $N=1000, \eta_{-}=450 \kappa, \Delta_{+}=-0.3 \kappa, U_{0}=1 \times 10^{-4} \kappa, \mu=$ $5000 \hbar k, m=5 \times 10^{4} \hbar k^{2} / \kappa$

$$
\begin{equation*}
\exp (i z \sin (\phi))=\sum_{n=-\infty}^{\infty} J_{n}(z) e^{i n \phi} \tag{6.26}
\end{equation*}
$$

performing adiabatic elimination on eq. (6.7) gives

$$
\begin{align*}
\alpha_{-} & =\frac{N i U_{0}\left\langle e^{2 i k x}\right\rangle}{\left[i \Delta_{c_{-}}-N i U_{0}-\kappa_{-}\right]}-\frac{1}{\left[i \Delta_{c_{-}}-N i U_{0}-\kappa_{-}\right]} \eta_{-} e^{i \alpha_{m} \sin \left(\Omega_{m} t\right)} \\
& =\frac{1}{\left[N i U_{0}-\Delta_{c_{-}}+\kappa_{-}\right]} \eta_{-} e^{i \alpha_{m} \sin \left(\Omega_{m} t\right)} . \tag{6.27}
\end{align*}
$$

Substituting the expression eq. (6.27) into eq. (6.5) then the force on the $j$ th atom can be written as

$$
\begin{equation*}
\frac{d p_{j}}{d t}=\frac{2 \hbar k U_{o} i}{N i U_{o}-i \Delta_{-}+\kappa_{-}}\left[\alpha_{+}^{*} \eta_{-} e^{-i\left(2 k x-\alpha_{m} \sin \left(\Omega_{m} t\right)\right)}-c . c\right], \tag{6.28}
\end{equation*}
$$

which after applying (6.26) to (6.28) leads to the form:

$$
\begin{equation*}
\frac{d p_{j}}{d t}=\frac{2 \hbar k U_{o} i}{N i U_{o}-i \Delta_{-}+\kappa_{-}}\left[\alpha_{+}^{*} \eta_{-} \sum_{n=-\infty}^{\infty} J_{n}\left(\alpha_{m}\right) e^{-i\left(2 k x-n \Omega_{m} t\right)}-c . c\right] . \tag{6.29}
\end{equation*}
$$

It can be seen from eq. (6.29) that the force acting on the atoms can be interpreted as an due to infinite number of optical potentials $(n)$, each of which moves with a phase velocity that is proportional to an integer number of the modulation frequency $n \Omega_{m}$. These potentials can be consequently resonant with the atoms, if: $\frac{p_{j}}{m} \approx \frac{n \Omega_{m}}{2 k}$, i.e. if the atomic velocity $\approx$ phase velocity of the $n$th optical potential.

Further inspection of eq. (6.29) shows that the width of each potential/resonance is proportional to $\propto \sqrt{\left|\alpha_{+}\right| J\left(\alpha_{m}\right)}$ while the separation, in frequency or phase velocity, between the resonances is proportional to $\Omega_{m}$. It will be shown in what follows that the number of the potentials/resonances that interact with the atoms can significantly affect the atomic dynamics.

The behaviour of the system can be divided into three main regimes (fig. 6.6) depending on the value of the modulation frequency with respect to the collective recoil bandwidth (growth rate, $g_{r}$ ) i.e. the growth rate of the probe field in the absence of modulation: the high modulation frequency $\left(\Omega_{m} \gg g_{r}\right)$, intermediate modulation frequency ( $\Omega_{m} \approx g_{r}$ ) and low modulation frequency ( $\Omega_{m} \ll g_{r}$ ). The growth rate of the probe field, $g_{r}$, can be found keeping $\left|\alpha_{-}\right|$constant and setting $\kappa_{+}=0$, also assuming no phase modulation of the pump field.


Figure 6.6: Schematic diagram showing the width and the separation of the potentials/resonances (shaded regions) for three frequency modulation regimes: (a) high frequency (b) intermediate frequency (c) low frequency. Here $\Omega_{m}$ is proportional to the separation of the potential/resonance while the width of the potential/resonance is proportional to: $\propto \sqrt{\left|\alpha_{+}\right| J\left(\alpha_{m}\right)}$

### 6.4 High Modulation Frequency $\left(\Omega_{m} \gg g_{r}\right)$

In the high frequency modulation regime the resonances are widely separated (fig. 6.6(a)) and it is possible to assume that the atoms interact with only one of the resonances. In the following example $\mathrm{N}=1000$ particles with initial mean momentum $\mu=5000 \hbar k$ and momentum spread $\sigma=0 \hbar k$ have been uniformly distributed in phase space. Initially we set the pump field $\eta_{-}=450 \kappa$ and the probe-cavity detuning $\Delta_{+}=-0.3 \kappa$ (here and later the parameters given in the units of $\kappa$ refer to the pump cavity decay rate $\kappa_{-}$).

For such initial parameters the characteristic growth rate/frequency was found to be $g_{r}=0.055 \kappa$, as shown in fig. 6.5 in section 6.2. Consequently we set the modulation frequency $\Omega_{m}=0.55 \kappa$ and the amplitude modulation $\alpha_{m}=1$. It can be seen in fig. 6.7 that the intensity of the probe field $\left|\alpha_{+}^{2}\right|$ is amplified exponentially then oscillates after saturation, similar to the case of no pump modulation, section 6.2.

In turn the average momentum of the sample $\langle p\rangle$ and the momentum spread $\sigma$ do not differ substantially from their initial values, as shown in
fig. 6.8, which shows histograms of the atomic momentum distribution at three


Figure 6.7: Time evolution of the probe intensity. The parameters used are: $N=$ $1 \times 10^{3},\left\langle p_{0}\right\rangle=5000 \hbar k, m=50 \times 10^{3} \hbar k^{2} / \kappa, \Delta_{+}=-0.3 \kappa, \eta=450 \kappa, U_{0}=0.0001 \kappa$, $\Omega_{m}=0.55 \kappa$




Figure 6.8: Histograms of the atomic momentum distribution for the high modulation frequency regime $\left(\Omega_{m} \gg g_{r}\right)$ at $\kappa \mathrm{t}=0,1000,2500$. The parameters used are the same as in fig. 6.7
different times, and in figures ( $6.9 \& 6.10$ ) which show the time evolution of the average momentum and momentum spread respectively.

The general feature of the evolution of both the field intensity and the atomic dy-
namics are similar to those where the pump phase modulation is absent (section 6.2). The reason for this is that in both cases where high frequency pump modulation and no modulation occurs, the atom-field interaction involves only a single resonance. In the following sections it will be shown that changing the frequency of the phase modulation can introduce additional resonances into the atom-field interaction and dramatically alter the evolution of both the field intensity and the atomic dynamics.


Figure 6.9: Time evolution of the average momentum in the high modulation frequency regime $\left(\Omega_{m} \gg g_{r}\right)$. The parameters used are the same as in fig. 6.7

### 6.5 Intermediate Modulation Frequency $\left(\Omega_{m} \sim g_{r}\right)$

In the case of intermediate frequency modulation, $\left(\Omega_{m} \sim g_{r}\right)$, the resonances are much closer to each other than in the high modulation frequency case as shown schematically in fig. 6.6(b). When the field is sufficiently amplified the width of the resonances $\left(\sim \sqrt{\left|\alpha_{+}\right|}\right)$increases and the resonances can overlap. Once the overlap takes place atoms diffuse chaotically within a large momentum range. The momentum range can be found using results from previous studies of the parametrically forced pendulum i.e. there are nonlinear resonances which occur when the phase


Figure 6.10: Time evolution of the momentum spread in the high modulation frequency regime $\left(\Omega_{m} \gg g_{r}\right)$. The parameters used are the same as in fig. 6.7
term on the RHS of eq. (6.28) is stationary i.e. when

$$
\begin{equation*}
p / m+\alpha_{m} \Omega_{m} \cos \left(\Omega_{m} t\right) / 2 k=0 \tag{6.30}
\end{equation*}
$$

It is known from studies of kicked rotors and pendula that these nonlinear resonances gives 'kicks' which tend to randomise the motion of the atoms leading to the diffusion of the atomic momenta [69]. In the case where the probe field is detuned from cavity resonance so that $\alpha_{+} \propto e^{i \Delta_{+} t}$ we can use eq. (6.30) to predict the velocity range within which the atom can diffuse:

$$
\begin{equation*}
\frac{-\Delta_{+}-\alpha_{m} \Omega_{m}}{2 k} \leq \frac{p}{m} \leq \frac{\alpha_{m} \Omega_{m}-\Delta_{+}}{2 k} . \tag{6.31}
\end{equation*}
$$

Assuming the atoms diffuse uniformly over the momentum space between these limits, the average momentum of the atoms will eventually be $\langle p\rangle=-\Delta_{+} m / 2 k$. In
order to satisfy the intermediate frequency modulation condition ( $\Omega_{m} \sim g_{r}$ ) we set $\Omega_{m}=0.055 \kappa$ and $\alpha_{m}=10$. From eq. (6.31) and for the following initial parameters: $\left\langle p_{0}\right\rangle=5000 \hbar k, \sigma=0 \hbar k$ and $m=50000 \hbar k^{2} / \kappa$ the predicted momentum diffusion range should be approximately: $-6000 \hbar k \leq p \leq 20000 \hbar k$.


Figure 6.11: Time evolution of the probe intensity in the intermediate modulation frequency regime. The parameters used are: $N=1 \times 10^{3},\left\langle p_{0}\right\rangle=5000 \hbar k, m=$ $50 \times 10^{3} \hbar k^{2} / \kappa, \Delta_{+}=-0.3 \kappa, \eta=450 \kappa, U_{0}=0.0001 \kappa, \Omega_{m}=0.055 \kappa$

Numerical results confirm this result and a similar momentum range can be found in the momentum distribution at $\kappa t=10000$ shown in fig. 6.12. Since $\beta \approx 1 \times 10^{-5}$ is nonzero the probe intensity eventually decreases after being amplified as seen in fig. 6.11.

### 6.6 Low Modulation Frequency $\left(\Omega_{m} \ll g_{r}\right)$

In the case of low frequency modulation where ( $\Omega_{m} \ll g_{r}$ ) the resonances are sufficiently close together (see schematic diagram, fig. 6.6(c)) that they can overlap even at the very early stages of the interaction.

Since many resonances are involved at the early stage of probe amplification the


Figure 6.12: Histograms showing the evolution of the momentum distribution for the intermediate modulation frequency regime $\left(\Omega_{m} \sim g_{r}\right)$ at $\kappa \mathrm{t}=0,1400,10000$. The parameters used are the same as in fig. 6.11


Figure 6.13: Time evolution of the average momentum in the intermediate modulation frequency regime $\left(\Omega_{m} \sim g_{r}\right)$. The parameters used are the same as in fig. 6.11
atoms pass through successive resonances decreasing their momentum and consequently amplifying the probe field.

Similarly to eq. (6.30) the atom will be resonant with the ponderomotive force/potential


Figure 6.14: Time evolution of the momentum spread in the intermediate modulation frequency regime $\left(\Omega_{m} \sim g_{r}\right)$. The parameters used are the same as in fig. 6.11


Figure 6.15: Time evolution of the probe intensity in the low modulation frequency regime $\left(\Omega_{m} \ll g_{r}\right)$. Parameters used are: $N=1 \times 10^{3},\left\langle p_{0}\right\rangle=5000 \hbar k, m=$ $50 \times 10^{3} \hbar k^{2} / \kappa, \Delta_{+}=-0.3 \kappa, \eta=450 \kappa, U_{0}=0.0001 \kappa, \Omega_{m}=0.0055 \kappa$
(i.e. experience a constant force) if:

$$
\begin{equation*}
p / m+\left(\alpha_{m} \Omega_{m} \cos \left(\Omega_{m} t\right)+\Delta_{+}\right) / 2 k=0 . \tag{6.32}
\end{equation*}
$$



Figure 6.16: Histograms showing evolution of the atomic momentum distribution for the low modulation frequency regime $\left(\Omega_{m} \ll g_{r}\right)$ at $\kappa \mathrm{t}=0,2700$, 4000. The parameters used are the same as in fig. 6.15

We can assume, to a good approximation, that for sufficiently small $\beta$ the system is Hamiltonian and obeys the constant of motion $\left(\left|\alpha_{+}^{2}\right|+\frac{N}{2 \hbar k}\langle p\rangle \approx\right.$ const. $)$. This implies that if the probe intensity $|\alpha|^{2}$ increases, resonance can be maintained only if we allow the atoms to decrease their momentum. For numerical simulation of the low modulation frequency regime we set $\Omega_{m}=0.0055 \kappa$ and $\alpha_{m}=100$ with the other initial conditions unchanged. It can be seen in fig. 6.15 \& fig. 6.16 that the increase of probe field intensity coincides with a decrease of the atomic momentum. During the whole interaction time the probe intensity and the average momentum oscillate periodically with a period of $2 \pi / \Omega_{m}$ and from eq. (6.32) the lowest attainable momentum is predicted to be $p_{\text {min }}=-\left(\Delta_{+}+\alpha_{m} \Omega_{m}\right) m / 2 k$. These predicted values of the oscillation period $\left(\approx 1100 \kappa^{-1}\right)$ and minimum attainable momentum $(\approx-6200 \hbar k)$ are confirmed by the results from the numerical simulations shown in fig. $6.16 \& 6.17$.


Figure 6.17: Time evolution of the average momentum for the low modulation frequency regime ( $\Omega_{m} \ll g_{r}$ ). The parameters used are the same as in fig. 6.15


Figure 6.18: Time evolution of the momentum spread for the low modulation frequency regime ( $\Omega_{m} \ll g_{r}$ ). The parameters used are the same as in fig. 6.15

It is important to notice that during the process atoms separate into two distinctive groups. The first group contains the atoms that do not exchange energy with the field and remains approximately at its initial momentum (fig. 6.16, $\kappa t=4000$ ). The other group oscillates in momentum, moving from the top to bottom of the attainable phase space.

### 6.6.1 Slowing a Beam of Cold Atoms

Comparison of the three frequency modulation regimes indicates that the low frequency modulation to be the most useful for the purpose of slowing atomic beams. Although both the intermediate and the low frequency modulation regimes allow a large decrease in the average atomic momentum to be produced, the intermediate frequency modulation regime produces diffusive momentum spread growth, which is generally undesirable for applications. In contrast, the low modulation frequency regime produces a large decrease in average atomic momentum while maintaining a relatively narrow momentum distribution for substantial fraction of the atomic ensemble.

As shown in fig. 6.17 the initial average momentum of the atoms can be decreased to the minimum attainable value $\left(p_{\min }=-\left(\Delta_{+}+\alpha_{m} \Omega_{m}\right) m / 2 k\right)$, after which the atoms are again accelerated and along with the probe field intensity oscillate with period $2 \pi / \Omega_{m}$. Here we can show that the final value of the minimum momentum is also a function of the parameter $\beta$ which as explained earlier describes the ratio of the probe $\left(\kappa_{+}\right)$and the pump $\left(\kappa_{-}\right)$cavity decay $\left(\beta=\frac{\kappa_{+}}{\kappa_{-}}\right)$. To maintain the oscillations of the probe field and the average atomic momentum, $\beta$ has to be sufficiently small, otherwise the high cavity decay rate will prevent the field being amplified repeatedly. However, for the purpose of slowing beams of atoms this does not have to be fulfilled and a single oscillation of the average momentum will suffice to slow the atoms. Fig. 6.19 presents the minimum average momentum obtained within, single oscillation, for different values of $\beta$.

It can be seen in fig. 6.19 for a case where the initial atomic momentum $p_{0}=5000 \hbar k$ that for $\beta \sim 0.06$ the initial average momentum of atoms was decreased to zero and for $\beta<0.06$ the direction of the atomic beam was reversed $\left(\left\langle p_{\min }\right\rangle<0\right)$.


Figure 6.19: Minimum average momentum vs $\beta$. The parameters used are: $N=$ $1 \times 10^{3},\left\langle p_{0}\right\rangle=5000 \hbar k, m=50 \times 10^{3} \hbar k^{2} / \kappa, \Delta_{+}=-0.3 \kappa, \eta=450 \kappa, U_{0}=0.0001 \kappa$, $\Omega_{m}=0.0055 \kappa$


Figure 6.20: Kinetic energy loss vs $\left\langle p_{0}\right\rangle$ for the low frequency modulation regime. The parameters used are: $N=1 \times 10^{3}, \beta=1 \times 10^{-3}, m=50 \times 10^{3} \hbar k^{2} / \kappa, \Delta_{+}=$ $-0.3 \kappa, \eta=450 \kappa, U_{0}=0.0001 \kappa, \Omega_{m}=0.0055 \kappa$

Figure 6.20 shows the total kinetic energy loss vs. initial average momentum of the atoms for fixed $\beta=1 \times 10^{-3}$. Intuitively for larger values of initial values of $\left\langle p_{0}\right\rangle$ one would expect the efficiency of slowing to decrease.

However as can be seen in fig. 6.20 the kinetic energy loss can be larger for higher
initial momentum. This is due to the fact that, as mentioned before, the system has a rather well defined minimum attainable momentum $\left(p_{\text {min }}=-\left(\Delta_{+}+\alpha_{m} \Omega_{m}\right) m / 2 k\right)$ which can be unchanged for a certain range of initial average momenta. For that reason the $\left\langle p_{0}\right\rangle$ can be increased until the maximum efficiency of the slowing can be reached. When $\left\langle p_{0}\right\rangle$ exceeds the optimum value ( $\sim 18000$ here), the efficiency decreases and eventually when $\left\langle p_{0}\right\rangle$ becomes too large no slowing can be seen.

### 6.6.2 Slowing a Beam of Atoms with Finite Temperature

In the proceeding section it has been assumed that the atomic beam has been initially cold, with zero momentum spread, i.e. zero temperature. For the case of a beam of atoms with finite temperature the system preserves all the features that were observed for the low frequency modulation regime. In addition adjusting the probecavity frequency detuning $\left(\Delta_{+}\right)$and probe-pump cavity loss ratio $(\beta)$ it is possible to obtain even better control over the atomic dynamics. In the following example the low frequency modulation regime is used to slow a group of $N=2000$ atoms with initial average momentum $\left\langle p_{0}\right\rangle=5000 \hbar k$ and momentum spread $\sigma_{0}=500 \hbar k$. In order to avoid many oscillations of the field and the momentum $\beta \approx 2 \times 10^{-4}$ is chosen. This allows only single amplification of the probe intensity to be produced, as shown in fig. 6.21.

Fig. 6.22 shows that, fast and hot atoms split into two groups. First, a smaller fraction of the total ensemble does not exchange energy with the field and remains at approximately the initial momentum. The other, significantly larger group, after reaching the minimum attainable momentum, i.e. $p_{\min } \approx-6000 \hbar k$, increases its momentum and stops at $\langle p\rangle=0$ as shown in fig. 6.23.


Figure 6.21: Time evolution of the probe intensity for a beam of initial finite temperature. The parameters used are: $N=2 \times 10^{3},\left\langle p_{0}\right\rangle=5000 \hbar k, \sigma_{0}=500 \hbar k$, $m=60 \times 10^{3} \hbar k^{2} / \kappa, \eta=550 \kappa, U_{0}=0.00005 \kappa$


Figure 6.22: Histograms showing evolution of the momentum distribution, ( $\Omega_{m} \ll$ $g_{r}$ ), for a beam of finite temperature initially, at $\kappa \mathrm{t}=0,2400,6400$ (note the atoms separate into two distinctive groups). The parameters used are the same as in fig. 6.21

Even though, at some particular time of the interaction (e.g. $\kappa t \sim 2400$, in fig. 6.22), the momentum spread of the larger group increases (as in the case of the beam of


Figure 6.23: Time evolution of the average momentum, $\left(\Omega_{m} \ll g_{r}\right)$ for a beam of finite temperature initially. The parameters used are the same as in fig. 6.21


Figure 6.24: Time evolution of the momentum spread of the two separate groups of atoms (cf fig. 6.22). The parameters used are the same as in fig. 6.21
cold atoms) and the final momentum distribution of the atoms ( $\kappa t \sim 6400$ ) is approximately equal to its initial value before any interaction took place. Hence slowing a beam of 'hot' atoms without introducing additional heating has been demonstrated [70].

## Chapter 7

## Conclusions

### 7.1 Summary

Results from studies of atoms confined in a Fabry-Perot cavity indicate two different behaviours of the atom-field interaction depending on the direction of the pump field with respect to the cavity axis. For the case of a pump field being sent directly through one of the cavity mirrors (here called the cavity-pump case) one can observe almost instantaneous growth of the cavity field and strong interaction with the confined atoms. Slowing and cooling of the sample can be clearly seen, however, closer inspection confirms a linear increase of the cooling time with atom number, which as pointed out in previous works [39] makes such systems rather impractical for very large ensembles. Significantly different behaviour can be observed for the case when the pump field is directed perpendicular to the cavity axis and hence the atoms are illuminated directly by the light field (here called the atom-pump case). Contrary to the cavity-pump configuration the atom-pump configuration needs the presence of particles to populate the cavity mode via scattering. For sufficiently strong fields, and large atomic ensembles, one can observe self-ordering of the particles which can lead to fast localisation and cooling of the atoms. As has been shown chapter 3 for given parameters the cooling rate can in fact increase with the number of atoms in the cavity.

As the number of atoms plays an important role in numerical simulations of the particle models the equivalent Vlasov model has also been presented. The results from simulation of the Vlasov models for both the cavity-pump and the atom-pump models show excellent agreement with their particle counterparts. However, the advantage of the Vlasov model over the particle model relies in the fact that the numerical effort can be greatly reduced for simulations involving large atomic ensembles.

Whereas chapter 2 and 3 considered classical models of atom-cavity interactions, chapters 4 and 5 described semi-classical models of both the cavity-pump and the atom-pump configurations. These semi-classical models show very good agreement with the classical models in the limit where atomic excitation is negligible. As expected from the analytical examination of the semi-classical equations the numerical simulations show an improving agreement between the semi-classical and classical models as the pump-atom detuning is increased. Furthermore semi-classical models of the cavity-pump and the atom-pump case reveal relatively fast cooling of atoms for blue detuned light compared to red detuned light.

Results from study of atoms confined in the ring cavity pumped by the phase modulated light show the presence of three different regimes in which both the field and the atoms reveal qualitatively different behaviour. This behaviour depends on the number of resonances that atoms can interact with and three cases can be distinguished: single resonance (high modulation frequency) and the multi resonances which can overlap due to growth of the probe intensity (intermediate modulation frequency) or when the resonances are sufficiently close to each other (low modulation frequency). As has been shown, the low frequency modulation regime gives an opportunity to control the dynamics of the atomic ensemble and can eventually lead to effective slowing of the atomic beam. Moreover the slowing of a beam of
hot atoms using the low frequency modulation regime does not introduce further heating to the atoms.

### 7.2 Future Work

All of the cavity cooling models presented in this work could be the subject of further work. One obvious topic for future studies could be the extension of the models described in chapters 2-5 from 1 to 2 or even 3 dimensions and using a variety of pumping geometries and cavity geometries. Although the computation time associated with such models is prohibitive at present, the rapid development of computing hardware and parallel programming techniques may make them feasible within a few years.

Another extension to the work described here is the modelling of a quantum gas e.q. Bose-Einstein condensate (BEC) or a Fermi gas. Although these systems are not of interest for cooling, they offer the possibility to study new regimes of light-matter interactions, and could be used as an analogue for several condensed matter systems involving quantum degenerate matter interacting with spatially periodic potentials.

The work described in chapter 6 involving ring cavities and phase-modulated pumping offers the possibility of new methods for slowing and cooling atoms. An obvious area for future studies would be to investigate different types of modulation e.g. amplitude modulation, combined amplitude/phase modulation, non-sinusoidal modulation as is performed in so-called "optical ratchets" [71, 72, 73] and deduce the optimum type of modulation for efficient atomic cooling and slowing.

## Appendix A

## Numerical Methods for Solving the Vlasov Model (sec. 2.4)

The Crank-Nicolson scheme is based on the Finite Difference Method for solving partial differential equations. It is an implicit method which means that to obtain the "next" value of a function in time a system of algebraic equation must be solved.

This method can be explained using an example of a simple partial differential equation of the form:

$$
\begin{equation*}
\frac{\partial u}{\partial t}=c \frac{\partial u}{\partial x} \tag{A.1}
\end{equation*}
$$

Eq. (A.1) can be discretized using the Crank-Nicolson scheme such that:

$$
\begin{equation*}
\left(\frac{\partial u}{\partial x}\right)_{i}^{j+\frac{1}{2}}=\frac{1}{2}\left[\left(\frac{\partial u}{\partial x}\right)_{i}^{j+1}+\left(\frac{\partial u}{\partial x}\right)_{i}^{j}\right]=\frac{1}{2}\left[\left(\frac{u_{i+1}^{j+1}-u_{i-1}^{j+1}}{2 \Delta x}\right)+\left(\frac{u_{i+1}^{j}-u_{i-1}^{j}}{2 \Delta x}\right)\right] \tag{A.2}
\end{equation*}
$$

$$
\begin{equation*}
\left(\frac{\partial u}{\partial t}\right)_{i}^{j+\frac{1}{2}}=\left(\frac{u_{i}^{j+1}-u_{i}^{j}}{\Delta t}\right) \tag{A.3}
\end{equation*}
$$

where the subscript $i$ corresponds to space and $j$ corresponds to time and $\Delta x$ and $\Delta t$ are the space and the time step size respectively, as shown on the stencil presented in the fig. A. 1


Figure A.1: The Crank-Nicolson stencil for a 1D problem

Hence eq. (A.1) can be written as:

$$
\begin{equation*}
\frac{1}{4 \Delta x}\left[u_{i+1}^{j+1}-u_{i-1}^{j+1}+u_{i+1}^{j}-u_{i-1}^{j}\right]=\frac{1}{\Delta t}\left[u_{i}^{j+1}-u_{i}^{j}\right] . \tag{A.4}
\end{equation*}
$$

This scheme can be similarly applied to the Vlasov model (eqs (2.50) - (2.51), section 2.4).

$$
\begin{align*}
\frac{\partial \bar{f}_{n}}{\partial \bar{t}} & =-i n \bar{\omega}_{r} \bar{p} \bar{f}_{n}+\frac{i}{2} \bar{U}_{0}|\alpha|^{2}\left(\frac{\partial \bar{f}_{n-1}}{\partial \bar{p}}-\frac{\partial \bar{f}_{n+1}}{\partial \bar{p}}\right)  \tag{A.5}\\
\frac{d \alpha}{d \bar{t}} & =\left(-1+i \bar{\Delta}_{c}-\frac{N \bar{\gamma}_{0}}{2}-i \frac{N \bar{U}_{0}}{2}\right) \alpha-\frac{N\left(\bar{\gamma}_{0}+i \bar{U}_{0}\right)}{4} \int_{-\infty}^{\infty}\left(\bar{f}_{-1}+\bar{f}_{1}\right) d \bar{p} \alpha+\bar{\eta} \tag{A.6}
\end{align*}
$$

Using the Crank-Nicolson discretisation of eq. (A.5) one obtains:

$$
\begin{align*}
&(L H S): f(n)_{i}^{j+1}-\frac{i}{8} \bar{U}_{0}|\alpha|^{2} \frac{\Delta t}{\Delta p}\left\{\left[f(n-1)_{i+1}^{j+1}-f(n-1)_{i-1}^{j+1}\right]\right. \\
&- {\left.\left[f(n+1)_{i+1}^{j+1}-f(n+1)_{i-1}^{j+1}\right]\right\} } \tag{A.7}
\end{align*}
$$

and

$$
\begin{align*}
(R H S):\left(1-i n \omega_{r} p_{i} \Delta t\right) f(n)_{i}^{j}+\frac{i}{8} \bar{U}_{0}|\alpha|^{2} \frac{\Delta t}{\Delta p} & \left\{\left[f(n-1)_{i+1}^{j}-f(n-1)_{i-1}^{j}\right]\right. \\
& \left.-\left[f(n+1)_{i+1}^{j}-f(n+1)_{i-1}^{j}\right]\right\} \tag{A.8}
\end{align*}
$$

where the "new" elements $(j+1)$ and "old" elements $(j)$ have been separated on the LHS and the RHS respectively. Obviously in eqs. (A. 7 and A.8) the subscript $i$ corresponds to momentum space.

Similarly the field equation, eq. (A.6) can be written as

$$
\begin{align*}
\alpha^{j+1}=\left\{\left(-1+i \bar{\Delta}_{c}-\frac{N \bar{\gamma}_{0}}{2}-i \frac{N \bar{U}_{0}}{2}\right) \alpha^{j}-\right. & \frac{N}{4}\left(\bar{\gamma}_{0}+i \bar{\Delta}_{0}\right) \\
& \left.\times \int_{-\infty}^{\infty}[f(-1)+f(1)]\right\} \Delta t+\alpha^{j} . \tag{A.9}
\end{align*}
$$

Equations (A.7, A. 8 and A.9) together make a closed set of evolution equations. In this form eqs. (A.7, A. 8 and A.9) can be easily implemented in a numerical code and solved using one of many available methods for solving linear system of equations, e.g. LAPACK [74]

## Appendix B

## List of Publications

This appendix contains publications which have arisen from the work described in this thesis. These publications are:

- T. Griesser, H. Ritsch, M. Hemmerling and G.R.M. Robb, " A Vlasov approach to bunching and selfordering of particles in optical resonators ", Eur. Phys. J. D 58, 349-368 (2010)
- M. Hemmerling and G.R.M. Robb, " Slowing atoms using optical cavities pumped by phase-modulated light ", Phys. Rev. A 82, 053420 (2010)
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